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Abstract 
 
The present work contributes to the general knowledge on word-
formation processes by investigating nominalizations with the 
suffixes -ee, -ment and -ation in English. The word-formation processes 
with these suffixes are well researched for deverbal bases, as verbs are 
eventive in nature and the most productive word class for such 
nominalizations. However, -ee, -ment and -ation also take nominal bases. 
This dissertation offers the first systematic study on denominal 
nominalization processes with these three suffixes. Frame semantic 
analyses showed that the semantic structure of nouns have eventive 
elements. The word-formation process changes the reference from the 
the noun to the eventive elements available in the base. Furthermore, 
computational analyses indicate that the word class of the base is not 
the most influential factor for a successful nominalization process. The 
overall results show that noouns are possible bases for eventuality-
related nominalizations indicating that a semantic account of such 
nominalizations is important.  
 
 
Die vorliegende Arbeit leistet einen Beitrag zum allgemeinen Wissen 
über Wortbildungsprozesse durch die Untersuchung von 
Nominalisierungen mit den Suffixen -ee, -ment and -ation im Englischen. 
Die Wortbildungsprozesse mit diesen Suffixen sind für deverbale Basen 
bereits erforscht, da Verben ereignishaft sind und somit die 
produktivste Wortklasse für solche Nominalisierungen darstellen. 
Allerdings können -ee, -ment and -ation auch Nomen als Basis haben. 
Diese Dissertation bietet die erste systematische Untersuchung zu 
solchen denominalen Nominalisierungs-prozessen mit diesen drei 
Suffixen. Die semantische Dekomposition nominaler Basen zeigt, dass 
Nomen auch ereignisbezogene Elemente in ihrer semantischen Struktur 
haben, welche dann benutzt werden können, um die neue 
Nominalisierung zu bilden. Außerdem zeigen computationelle 
Methoden, dass die Wortklasse der Basis nur eine geringe Rolle spielt. 
Die Ergebnisse dieser Arbeit ermöglichen einen tieferen Einblick in die 
Wortbildungssemantik und bestärken die Rolle der Semantik bei 
Wortbildungen allgemein. 
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Chapter 1

Introduction

Dipping into the world of word-formation processes, this work focuses

on the process of derivation: More precisely, derivational processes with

the suffixes -ee, -ment, and -ation. As most of the research on derivations

deals with verbs as bases (e.g., Grimshaw 1990; Alexiadou 2001; Lieber

2016; Plag et al. 2018), the central question of this dissertation is how

the derivational process works with nominal bases. Research on deriva-

tional processes claims that nouns are also possible bases (e.g., Plag 1999,

2004; Bauer et al. 2013; Fábregas 2024), but no systematic study on the

semantics of English nominalizations based on nominal bases has been

conducted yet. All derivatives with the three suffixes under investigation

in this dissertation create so-called ‘eventuality-related nominalizations’.

Eventuality-related nominalizations are nominalizations that denote

either a (sub-)eventuality or a participant of an eventuality. The term

‘eventuality’ here includes events, processes and states (for a fine-grained

distinction of the different types of eventualities see, e.g., Bach 1986; Van

Valin & LaPolla 2002). The category of eventuality-relatedness is a cat-

egory which includes several more fine-grained classes. For example, in

the literature onnominalizations, eventuality-relatedness is further spec-

ified as participant, result, or eventive readings.1 The different types of

readings are merged together in the umbrella term ‘eventuality-related’.

The examples in (1) and (2) illustrate eventuality-relatednominalizations.

Example (1) refers to a participant of an eventuality. Example (2) denotes

a whole eventuality.

1See Lieber 2017 for an overview of the several diverging classification systems for
the semantic categorization of nominalizations.

1
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(1) Salary and bonus information for every employee. (COCA; seeDavies

2008; BLOG, 2012)

(2) Markham sets down the rules about park befoulment. (Plag et al.

2018: 474)

The important observation for the two examples is that both nominaliza-

tions refer to eventive structures contained in the base word. More pre-

cisely, the employing-action is denoted by the base employ. The nominali-

zation, in turn, denotes a participant in the employing-action of the base

verb, an employee. The example with the suffix -ment, in turn, creates a

transpositional reading as it denotes the same eventuality as its base verb

befoul. Hence, an eventuality -related nominalization is a nominalization

that denotes either parts of an eventive structure, for example partici-

pants in an action, or sub-eventualities like processes, or even a complex

eventuality.

The identification of the word class of the base is not a trivial task.

First, the word class of a base is often not unambiguously identifiable

due tomany conversions in English. Determining the direction of conver-

sion, for example, is a verb converted into a noun or a noun converted

into a verb, poses a difficult problem for the identification of the word

class of a base (see, e.g., Balteiro 2007; Bram 2011, Plag 2018: 87, see also

BarbuMititelu et al. 2023). Second, less ambiguous cases indicate that the

majority of English word-formation processes operate on more than one

word class (see, e.g., Plag 1999, 2004, 2018: 87, Bauer et al. 2013: ch. 10).

Thus, the focus on deverbal nominalizations in the literature on word-

formation processes does not provide a complete picture of eventuality-

related nominalizations.

The examples given up to this point are all deverbal and related to

the eventualities denoted by the verbal base (e.g., Haspelmath 2001; Van

Valin & LaPolla 2002; Szabó 2015; Moltmann 2019). Some cases of clearly

denominal nominalizations are given in Example (3).

(3) a. ozonation, sedimentation

b. biographee, debtee

For instance, the nominal base sediment is clearly non-eventive. The re-

sulting derivative from the nominalization process sedimentation has,
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nonetheless, an eventive reading. It is unclear where the origin of the

eventive-nature of the denominal derivatives lies. To date, there is no

systematic study on denominal nominalizations with eventuality-related

readings available.My thesis focuses onnon-deverbal, eventuality-related

nominalizations with the suffixes -ee, -ment, and -ation.

Different approaches to the semantics of nominalizations might sug-

gest different solutions to the problems posed by the word class of the

base in the examples in (3). For example, syntactic as well as as lexical-

ist morpheme-based approaches can be applied. Syntactic approaches,

for example Alexiadou (2001) or Borer (2013), work with functional pro-

jections which are responsible for eventive or participant readings of a

nominalization. These approaches do not capture the semantic side of no-

minalizations, i.e., how it is possible to create the reading of the nominali-

zation. In lexicalistmorpheme-based approaches, for example the frame-

work of Lieber (2004; 2016), affixes are characterized to come with a se-

mantic representation of their own. Suffixes are interpreted to add fea-

ture specifications like +dynamic to induce an eventive semantic reading.

The semantic structure of the base and the derivative remains underspec-

ified. For a closer discussion of different approaches to word-formation

processes, see Chapter 2.1.

Other approaches, for example word-based approaches or computa-

tional approaches are, among others, concerned with the semantic struc-

ture of the base and its nominalization. Someword-based approaches see

affixes as no linguistic signs on their own (e.g., Koenig 1999; Booij 2010).

Complex words, like nominalizations, are handled as words that have

meaning. Following the idea of a word-based approach, semantic frames

decompose the semantic structure of a word (e.g., Barsalou 1992a,b; Pe-

tersen 2007; Löbner 2013, 2014, 2017; Petersen&Gamerschlag 2014). This

decomposition allows to represent the semantic structure of awordwhich

then, in turn, can be used to model word-formation processes. In other

words, the approach admits the modeling of the semantic structures of

bases and their nominalizations. Research on nominalizations in a frame

semantic approach shows that a reference shift from base to derivative

is dependent on the semantic information given by a base (cf. Kawaletz

2023). The reference-shifting approach used by Kawaletz (2023) for the

analysis of deverbal derivatives with the suffix -ment successfully adds
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to the understanding of the semantics of word-formation processes and

is extendable to nominalizations with other suffixes and different word

classes of bases.

Computational approaches, for example distributional semantics, an-

alyze the semantics ofwords in vector representations (e.g., Mikolov et al.

2013b,a; Baroni et al. 2014; Boleda & Herbelot 2016; Lapesa et al. 2018;

Boleda 2020; Wauquier 2022; Bonami & Guzmán Naranjo 2023). The us-

age of thesemodels toword-formation processes contribute to the under-

standing of the semantics of word-formation processes in general (e.g.,

Lapesa et al. 2018; Wauquier 2022; Bonami & Guzmán Naranjo 2023). For

instance, the semantic relation of nominalizations and their bases.

Another computational approach to analyze complex words is that of

discriminative learning (cf. Baayen et al. 2011, 2019b). This approach is

based on cognitive learning theory (cf. Rescorla & Wagner 1972; Wagner

& Rescorla 1972). Discriminative learning simulates the learning process

in the mental lexicon. Implementations illustrate, among other findings,

that pseudowords have meaning (e.g., Chuang et al. 2021; Schmitz et al.

2021; Schmitz 2022), or can disambiguate similar word forms in their se-

mantic neighborhood (e.g., Schmitz et al. 2023).

Based on previous research and in contrast to syntactic and lexicalist

approaches, a word-based approach and two computational approaches

constitute themain approaches of the present thesis. The applied approa-

ches, i.e., the reference-shifting approach, anddistributional semantics as

well as linear discriminative learning, are expanded upon in the follow-

ing subsections.

1.1 Semantic decomposition

I decided to use a reference shifting approach represented in semantic

frames to decompose the semantic structure of nominal bases andmodel

their derivatives. This approach has already proven to be successful for

deverbal nominalizationswith the suffix -ment (Plag et al. 2018; Kawaletz

2023). The main idea of the approach is that the word-formation process

induces a reference shift from the reading of the base to the reading of the

derivative. In order to reveal the semantic structures of the base which

are then, in turn, usable for a reference shift, the semantic structure of



1.2 Computational methods 5

the base needs to be decomposed. In other words, the semantic decompo-

sition of a base reveals eventualities and eventive elements, e.g., partici-

pants in an eventuality, which are then possibly referred to by the deriva-

tive. Another argument in favor of the use of this reference shifting ap-

proach is that it is extendable to nominalization processes with different

suffixes as well as to different word classes of the bases. The main ques-

tion for the application of the reference shifting approach is:

With nominal bases requiring eventive structures to successfully

shift the reference from the noun to the nominalization, how can

this shift be modeled?

The aim of the first part of my dissertation is to analyze the semantic

structures of nouns as bases by decomposing their semantics and to de-

scribe the induced reference shifts that create the reading of eventuality-

relatednominalizations. Non-eventivenominal bases needdeeper seman-

tic decomposition than verbs in order to reveal the eventive structures

that are used forword-formation processes. The semantic decomposition

is formalized in semantic frames illustrating the reference shift frombase

to derivative in Chapter 4.

1.2 Computational methods

The second part of my dissertation presents two computational approa-

ches, distributional semantics using a pre-trained fastText implementa-

tion (Bojanowski et al. 2016; Mikolov et al. 2018) and linear discrimina-

tive learning (cf. Baayen et al. 2016, 2019b). The semantics of words are

represented in so-called word vectors. Broadly speaking, the semantics

of a word are computed via their co-occurrences with words or forms.

The computational output represents the semantics of a word in vec-

tors in several dimensions. The resulting word vectors are then used for

further analyses. Different measures, for example, cosine similarities or

the Euclidean distance of two vectors, are used to compute the seman-

tic similarities of words. The distributional approach has already proven

to be a useful tool for word-formation processes (see, e.g., Lapesa et al.

2018;Wauquier et al. 2018; Huyghe&Wauquier 2020; Kotowski & Schäfer

2023). The main question for the computational analyses develops from
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the idea that deverbal derivatives should be more similar to their verbal

bases than denominal derivatives to their nominal bases. That is, verbs

are eventive in nature and thus easier identified as the base compared to

nouns as bases. In otherwords, the idea is that deverbal derivatives show

higher levels of similarity with their verbal bases, as verbs are directly

denoting eventualities and nouns need further semantic decomposition

to reveal the eventive elements referred to by a derivative. Hence, the

question is:

Are denominal derivatives as similar to their nominal bases as de-

verbal derivatives to their deverbal bases?

Cosine similarities of the word vectors for bases and derivatives function

as a measure of the similarities of derivatives and bases. The cosine sim-

ilarities then entered a beta regression model to investigate whether the

word class of the base is an influential factor.

A second analysis with the word vectors was performed: t- distributed

Stochastic Neighbor Embeddings and linear discriminant analyses. The

idea behind these analyses is to see whether visible clusters are observ-

able in the data. The assumption is that a visible difference between de-

verbal and denominal nominalizations exists.

Concluding, the applied approaches point into the direction that the

word class of a base word is not the central factor for a successful word-

formation process. It rather seems that previous claims about the impor-

tance of semantic restrictions of a word-formation process are far more

important than the syntactic category of the base (e.g., Barker 1998; Plag

2004). The creation of an eventuality-related nominalization is possible if

the base provides the eventive elements required for the word formation

process.

The next chapter, Chapter 2, provides the necessary theoretical back-

ground for the studies performed. Chapter 3 illustrates the data retrieval

as well as methodological considerations. Chapters 4 and 5 deal with the

semantic decomposition and the derivational process in a reference shift-

ing approach modeled in semantic frames. Chapter 6 contains the analy-

sis of the fastText implementation, and Chapter 7 presents the linear dis-

criminative learning implementation. Chapter 8 compares both compu-

tational implementations and discusses the findings. Chapter 9 combines
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the implications from both approaches, the reference shifting approach

and the computational implementation. Chapter 10 concludes my thesis.



Chapter 2

Challenges for the

interpretation of

eventuality-related

nominalizations

Eventive nominalizations are words which are built by morphological

processes such as derivation or conversion.2 The resulting word formed

by these nominalization processes is a noun. The derivational process for

nominalizations can, for example, be created by several suffixes. These

nominalizing suffixes canbedivided into three different categories: event

nominalizations with the suffixes -al, -ance, -ation, -ing, -ment, nominal-

ized person nouns with the suffixes -ant, -arian, -ee, -eer, -er, -ese, -ess, -i,

-ist, and abstract notions, collectives, or locations with the suffixes -dom,

-ery, -hood, -ism, -ity, -ness, -ship, -age (cf. Plag 2018: ch. 4). This disser-

tation focuses on event nominalizations, henceforth eventuality-related

nominalizations, with three suffixes: the person noun suffix -ee and two

event nominalizers, -ment and -ation.

The base words for eventuality-related nominalizations can either be

verbs, nouns, adjectives, or otherword classes (e.g., Plag 1999, 2004; Bauer

et al. 2013; Plag 2018). However, only verbal bases for several nomina-

lizations processes are well researched. The other word classes which

2An earlier version of parts of Section 2.1, Section 2.2.1 and Section 2.3.1 have al-
ready been published in Schneider 2023. An earlier version of parts of Section 2.3.2 have
already been published in Kotowski et al. 2023.

8
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can serve as bases for derivational processes are not as well researched

and no systematic study is available for English nominalizations based

on other base words than verbs. Furthermore, research on nominaliza-

tions found that not only the word class of a base plays a role for word-

formation processes, but the semantics of the base and the resulting no-

minalization also play a central role for these processes. This chapter will

first show how semantics interact with derivational processes followed

by a description of methods applied in the research on derivational se-

mantics. Previous research on the affixes investigated in this dissertation

will be summarized.

2.1 Eventuality-related nominalizations

As this dissertation analyzes the semantics of eventuality-related nomi-

nalization, the term ‘eventuality-related’ has to be defined first. Eventu-

alities are complex semantic entities of which participants, like agents

and patients, or even sub-eventualities like result-states, are part of.

To refer to such participants, sub-eventualities and eventualities also in

the broader sense, including processes and states, the term ‘eventive el-

ements’ will be used. For the creation of the meaning of an eventuality-

relatednominalization, either the eventuality, one of its sub-eventualities,

or one of its participants from the semantic representation of the base

word is required (e.g., Barker 1998; Plag 2004; Plag et al. 2018; Kawaletz

2023). Table 2.1 illustrates possible eventuality-related nominalizations

based on the verb employ.

Table 2.1: Derivatives based on the verb employ.

derivative eventive element

employer agent
employee patient
employment eventuality

It can be observed that the nominalizations with the different nominaliz-

ing suffixes, -er, -ee, and -ment, refer to different eventive elements from

the eventuality denoted by the base. The eventive elements are inher-

ited from the semantic representation of the base verb (Löbner 2013; Plag
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et al. 2018; Kawaletz 2023). The derivative with the suffix -er denotes the

agent, and the derivative with the suffix -ee denotes the patient of the

employing-action.3 The derivativewith the suffix -ment denotes thewhole

eventuality.

As illustrated, the derivational process of eventuality-related nomina-

lizations is straightforward with verbs, as verbs are eventive in nature

(e.g., Van Valin & LaPolla 1997, 2002; Haspelmath 2001; Szabó 2015; Molt-

mann 2019). Verbs denote eventualities which can be decomposed into

several eventive elements and eventive structures that are relevant for

the construal of the reading of the derivatives: The semantic represen-

tation of the verb employ in Table 2.1 consists of an eventuality and its

participants. The word-formation process can refer to one of these even-

tive elements to create the meaning of the derivatives.

Turning to nominal bases, nouns are not always as straightforwardly

eventive as verbs. Especially nouns which denote concrete objects or ar-

tifacts seem not to be eventive at all. Nonetheless, it is possible to take a

noun like biography as the base word for a nominalization to form the

derivative biographee. The derivative shifts the reference from the book

or its content to a person, the person whose life is described. In order

to achieve this change in meaning, a participant of an eventuality which

fulfills the requirements of the word-formation process with the suffix

-ee is needed. This referential shift is similar to the verbal process in the

example derivative employeewhich denotes the patient of the employing-

action.

Nevertheless, although the referential shift from the object biography

to a participant of an eventuality in the derivative biographee seems sim-

ilar to the process with verbal bases, it is unclear where the eventual-

ity with the required participant comes from. Thus, the process does not

seem to be as straightforward with nominal bases as it is with verbal ba-

ses. The problem has been mentioned rather vaguely in the literature:

3An alternative analysis would say that an employee is someone who is in a state of
being employed. A detailed analysis of employee is beyond the scope of this study. I use
this derivative only for exemplification of my approach.
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The verbal relation is implied by context or can be inferred

from the nature of the non-verbal base. [...] Such interpreta-

tions follow from the sort of activities that the basenouns could

conceivably be involved in. (Bauer et al. 2013: 233)

[...] a crucial ingredient inmy analysis is that denominal action

nouns lack any head that describes the eventuality, and all dif-

ferences between them and deverbal nominalisations follow

from there. (Fábregas 2024: 238)

It remains unclear if and where an eventuality in a nominal base is em-

bedded in the semantic representation of the nominal base. More pre-

cisely, the semantic side of the derivational process of an eventuality-

related nominalization with a nominal base remains undefined.

One approach that does incorporate eventualities in lexical entries in

nouns is Pustejovsky’s 1996 Generative Lexicon (for different approaches

on eventualities in nouns see, e.g., Larson 1998; Winter & Zwarts 2012).

For example, for the artifact noun biography, the approachbyPustejovsky

would posit two eventualities in the lexical entry. In one eventuality, the

artifact came into being as a result of the writing of the book (agentive-

quale). The second eventuality is what Pustejovsky (1996: ch. 6) has la-

beled ‘qualia’ (more specific: telic-quale) and other people have called

‘affordance’ (see, e.g., Löbner 2013: 315). Affordances describe what arti-

facts are used for and how they function as an integral part of the mean-

ing of the noun. The second eventuality would thus describe the pre-

sumed usage of a book, that is, the reading of the book. Both eventual-

ities relate to the idea by Bauer et al. (2013) that the base noun could be

involved in an activity. The analysis by Pustejovsky does not go into detail

about the eventive structures. For the purpose of this study, the eventu-

alities in the nominal base need to be further decomposed as the word-

formation with a nominalizing suffix can refer to a whole eventuality, an

embedded sub-eventuality, or a participant taking part in the eventuality.

Hence, further decomposition of the eventuality is needed to identify the

eventive elements required for the word-formation process.

Another often used approach for the analysis of the word-formation

process of nominalizations is distributed morphology (see, e.g., Bobaljik

2013 for anoverview). In distributedmorphology,word-formation is seen
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as part of syntax, andmorphology is seen as the realization of the process

(Bobaljik 2013). The formalization of word-formation processes is vari-

able as the success or failure of the analyses depends on the embedding

of hierarchical structures of several ongoing processes into the grammar

system. These hierarchical structures might also include allomorphy and

other morphological interactions (e.g., Bobaljik et al. 2000; Embick 2003;

Harbour 2007; Embick 2010; Arregi 2012; Bobaljik 2012; Bonet & Har-

bour 2012; Moskal 2015a,b). Forword-formation processes, two premises

are said to be important (see, e.g., Chomsky 1970; Pesetsky 1996; Marantz

1997): Morphologically irregular nominalization is limited to root nomi-

nalization, and lexical decomposition is syntactic (cf. Bobaljik 2013).

Themeaning of the base and the outcome of aword-formation process

are not considered in distributedmorphology. The approach analyzes the

syntactic possibility of a nominalization, more precisely, the possibility

of a newly derived word to be used in the syntactic structure. However,

this handling of nominalizations as purely syntactic and morphological

possibilities cannot explain why denominal nominalizations which are

based on non-eventive nouns like biographee or pixelation are possible.

Only the possibility of these nominalizations to be morphologically built

and syntactically used is of interest in distributed morphology, not their

meaning. The present thesis aims to find a way to analyze the nominali-

zation process in general aswell asworking out an explanation forwhich

features a given wordmust exhibit so that it can be used as a morpholog-

ical base for the word-formation process. This analysis needs a semantic

perspective and not a purely syntactic/morphological analysis. Further-

more, previous research on nominalizations froma semantic perspective

(e.g., Barker 1998; Plag 2004; Lieber 2016; Plag et al. 2018; Kawaletz 2023)

has shown that semantic constraints apparently play a role for word-

formation processes. Semantic approaches on word-formation include,

but are not limited to, semantic decomposition of the base and the deriva-

tive to look into the semantic elements of the process (see Section 2.2).

Lexicalist morpheme-based approaches are another option to analyze

nominalizations but from a different perspective, a compositional one

(see, e.g., Lieber 2004, 2016). Nominalizing affixes are analyzed to have a

semantic representation of their own which they contribute to the word-

formation process. For example, an affix can have a feature specification
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+dynamic to mark eventive semantics. Such analyses lead to underspec-

ifications of the semantics of the resulting nominalizations leaving the

relationship of base and derivative remains undefined.

All the approaches described so far do either focus on the general

make-up of deverbal nominalizations or on nouns, i.e., whether nouns

are eventive or not. None of these approaches go into detail about the se-

mantics of denominal nominalizations. This lack of knowledge about de-

nominal nominalizations on the one hand and their relation to deverbal

nominalizations on the other hand gives rise to the following questions

on the semantics of denominal eventuality-related nominalizations:

RQ1 Where in the semantic representation of the nominal baseword can

we find eventive elements that enable an interpretation of denomi-

nal eventuality-related nominalizations, even if the nominal base is

non-eventive or not straightforwardly eventive?

RQ2 Dodenominal anddeverbal eventuality-relatednominalizations be-

have differently with regard to

a. the decomposition of the semantic structure of the base?

b. the possibility of the denominal nominalizations to refer to the

same eventive elements as deverbal nominalizations?

c. the importance of the word class of their semantic base?

In order to investigate these questions, approaches looking at the seman-

tics are needed. More precisely, the semantics of the nominal base and

the semantics of the nominalizations need detailed inspection. This be-

ing the case, methods from the field of ‘derivational semantics’ (e.g., Plag

2004; Lieber 2004, 2016; Löbner 2014; Plag et al. 2018; Wauquier et al.

2018; Wauquier 2020; Kawaletz 2023) have shown to be successfully ap-

plicable for the aims of this dissertation. The next section will describe

the derivational semantic approaches which are used in this dissertation

to analyze eventuality-related nominalizations.
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2.2 Methods in derivational semantics

Kotowski & Plag (2023) define derivational semantics as follows:

These different facets of the mapping from form to meaning

are related to a set of arguably broader problems of deriva-

tionalmorphology. One concerns affix-base interaction and the

degree to which the semantics of a derivative can be modeled

compositionally via the semantics of the base and the seman-

tics of the affix. (Kotowski & Plag 2023: 3)

Several problems of derivational morphology can be tackled by method-

ological approaches including semantics. Phenomena which can be in-

vestigated with derivational semantic methods are, for example, polyse-

my, affix rivalry, or form-meaning mismatches (Kotowski & Plag 2023).

The field of derivational semantics can be divided into different sub-

fields of research as pointed out in the following (from Kotowski & Plag

2023):

– aspectual properties of conversion

– mismatches of zero-derived nouns and verbs

– semantic rivalry

– semantic coherence of morphological categories

– organization of semantic knowledge

– distinction of inflection/derivation

Different perspectives can be taken in derivational semantics to in-

vestigate linguistic phenomena: One can either look from a word-based

perspective (e.g., frame semantics, Section 2.2.1), a morpheme-based per-

spective (e.g., Lieber 2004, 2016), or a distributional perspective (distribu-

tional semantics, Section 2.2.2). For thework at hand, the chosen perspec-

tive is concerned with the relation of words and their forms and mean-

ings in the lexicon (cf. Kotowski & Plag 2023).

A central question of derivational semantic research is: How does a

derivative get its meaning? In other words, which semantic information

from the base word is potentially transferred to the derivative? In the

case of denominal eventuality-related nominalizations, the interaction
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of base and derivative is of crucial importance. That is, like deverbal no-

minalizations, the meaning of denominal derivatives is based on the de-

notation of the base. Consequently, an approach which decomposes the

semantic structure of the base is required to successfully depict the se-

mantic change. Furthermore, the semantic similarity between nominal

base and denominal derivative is of interest due to the assumption that

their semantics are related, or rather that the reading of the derivative

is dependent on the eventive elements in the semantic structure of the

base.

A semantic decompositional approach is needed to decompose the se-

mantic structures of base and derivative. More specifically, the approach

will be used to describe which eventive elements are possibly used for

denominal nominalizations and where they are to be found in the se-

mantics of the base by decomposing the semantic structure of the base.

Frame semantics (see, e.g., Petersen 2007; Löbner 2013, 2014; Petersen &

Gamerschlag 2014; Löbner 2017, 2018; Plag et al. 2018; Kawaletz 2023) is

an approach which can describe derivation as the possibility to induce

referential shifts. The architecture of this approach will be used in this

dissertation for the semantic decomposition.

The assumption that the denotation of the base is interrelated with

the denotation of the base, as the applied decompositional approach sug-

gests, will be tested by computational models. For this aim, distributional

semantics (see, e.g., Boleda & Herbelot 2016; Lapesa et al. 2018; Boleda

2020; Huyghe & Wauquier 2020; Wauquier 2020, 2022) will be used to

compare the semantics of denominal derivatives and their bases to rein-

force their semantic similarity observed by the findings of the referential

shifts (e.g., Löbner 2013). In other words, the reference shifting approach

suggests that the eventive elements required for the derivational process

are already in the semantic structure of the base and, thus, the base and

the derivative should be semantically similar. Furthermore, deverbal and

denominal derivatives are compared to each other to see whether they

behave similarly with regard to their semantic similarity with the base.

Another computational approach, discriminative learning (cf. Baayen

et al. 2016, 2019b, Section 2.2.3),will be used for the analysis of eventuality-

related nominalizations and their bases. This approach is included in this
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dissertation for three reasons: First, the semantics of words are repre-

sented byword vectors estimated by amethod relying on cognitive learn-

ing models, which makes a comparison of the results of such an imple-

mentation with results from a different computational implementation

extremely interesting. Second, discriminative learning does not only con-

cern the semantics of words in their contexts but also accounts for the

resonance of a word with the whole mental lexicon. The interpretation

of the denominal nominalization in a simulated mental lexicon is espe-

cially interesting as most of the derivatives in the data are neologisms.

Moreover, not only the semantics of the derivatives in isolation are mea-

sured, but also their resonance with the simulated mental lexicon. Third,

the mathematical operations behind the approach are more easily inter-

pretable by the researcher in comparison to deep learning networks and

hence more understandable.

2.2.1 Frame semantics

The semantic frames used in this dissertation are based on Barsalou’s

(1992a, 1992b) theory of cognitive frames. The general idea behind se-

mantic frames is that meanings are concepts, and that such concepts in

human cognition are stored as ‘frames’ (e.g., Petersen 2007; Löbner 2013,

2014; Gamerschlag et al. 2014). Research on deverbal nominalizations

has shown that frame semantics is a useful tool to analyze the seman-

tic representation of a base word and its derivative in a unified format

(e.g., Löbner 2013; Schulzek 2014; Kawaletz & Plag 2015; Plag et al. 2018;

Schulzek 2019; Kawaletz 2023). The usage of semantic frames for deriva-

tion is built on the assumption of referential shifts (cf. Löbner 2013). That

is, the newly created reading of a derivative is built by a shift of meaning

from the denotation of the base word to an element included in the se-

mantic structure of the base. Hence, decomposition of the semantics of a

base is needed to identify the elements in their semantic representation

to be used by the derivational process to shift the meaning from base to

derivative. The analysis of the semantics of denominal derivatives and

their nominal bases applied in this thesis will decompose the semantics

of the bases to indicate the reference shifts to the elements denoted by

the derivative.
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The central building blocks of a frame semantic analysis are attribute-

value structures as known from other frameworks (e.g., HPSG: Pollard

& Sag 1994; Riehemann 1998; Koenig 1999; Müller 2015; the inclusion of

phonological, syntactic and semantic properties: Sag & Wasow 1999; Sag

2012; and other constraint-based approaches to grammar: see Bonami &

Crysmann 2016 for an overview). Attributes describe a concept and each

attribute then takes a specific value (Löbner 2013: ch. 12). For example,

the sentence John employed Paul describes an employing-eventuality that

is specified for the attributes agent with the value John and patient with

the value Paul. The semantic representation of the verb employ can be

depicted in an attribute-value-matrix (AVM) as in Figure 2.1:

0

employing-action

agent 1 John

patient 2 Paul


ref= 0

Figure 2.1: Example AVM for the verb employ.

The AVM describes an employing-action as the semantic representation

of the verb employ. The action is specified for two attributes, an agent

and a patient. These two attributes are further specified with the values

John and Paul. The numbers in the AVM are indices which serve as labels

for and reference to the elements in the frame. The index 0 labels the

employing-action, the index 1 labels the agent, and the index 2 labels the

patient. Reference of the lexeme is specified by the reference-attribute

(ref). For the lexeme employ, reference is on thewhole event, i.e., on node

0 . Frames are recursive as a value can have further attributeswhich then

have further values (Löbner 2013: ch. 12).

Moving on to the description of derivatives which can be participant-

denoting in semantic frames, a shift of reference is necessary from the ac-

tion itself to a specific participant taking part in the eventuality denoted

by the base. This referential shift of the base word to the derivative is

indicated in the reference-attribute (ref) at the bottom of the semantic

frame representation (cf. Plag et al. 2018, Kawaletz 2023). Figure 2.2 de-

picts an AVM for the derivative employer.
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0

employing-action

agent 1 John

patient 2 Paul


ref= 1

Figure 2.2: Example AVM for the derivative employer.

In order to form the derivative employer from the base verb employ, the

reference shifts from the employing-action, indexed with 0 , to the agent-

attribute, indexedwith 1 . Hence, themeaning of the derivative describes

the agent of the employing-action, John, and not the whole action of the

verb employ. The derivative employee, on the other hand, would shift the

reference of the base to the patient-attribute Paul, indexed with 2 .

The extension of the approach of referential shifts in semantic frames

to denominal nominalizations is straightforward. Frames allow for flexi-

ble zooming in and out concerning the semantic representation of aword

(e.g., Gamerschlag et al. 2013; Naumann 2013; Kawaletz 2023). For exam-

ple, it is possible to include world knowledge into the frame semantic

representation of a word (e.g., Andreou 2017a). This flexibility to include

more or less information in the representation if necessary is needed for

the analysis of nominal bases. The eventive elements required for the ref-

erential shift induced by the derivational process might be deeper em-

bedded in the semantics of the noun (cf. Pustejovsky 1996: ch. 6). Fur-

thermore, the flexibility of frames allows to incorporate knowledge, for

example, about the purpose of a human-made artifact or concept, e.g., a

book or a pixel.

The derivational processes can induce referential shifts to different el-

ements denoted by the semantic representation of the base (cf. Kawaletz

2023). These different shifts are formalized in lexical rules (see, e.g., Plag

et al. 2018; Schulzek 2019; Kawaletz 2023). The formalization in such rules

is, again, similar to lexical rules found in other theoretical approaches

as HPSG (e.g., Pollard & Sag 1994; Riehemann 1998; Koenig 1999; Müller

2015) or Lieber’s Lexical Semantic Framework (Lieber 2004, 2016). The

outcome of the application of a lexical rule leads to a new lexical entry

which is related in form andmeaning to the input (cf. Sag &Wasow 1999).

The derivational process with one suffix can lead to several such rules.
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These rules can then be organized in an inheritance hierarchy for indi-

cating and summarizing the possible meaning shifts by a derivational

process (e.g., Plag et al. 2018; Kawaletz 2023) similar to other approaches

(Riehemann 1998; Koenig 1999; Desmets & Villoing 2009; Booij 2010; Tri-

bout 2010; Bonami & Crysmann 2016).

The frame semantic analyses in this dissertation will illustrate differ-

ent referent shifts found for denominal eventuality-related nominaliza-

tions with the suffixes -ee, -ment and -ation. Inheritance hierarchies will

be used to organize the different lexical rules posed by the possibility of

inducing different shifts in the generalization sections for each individual

suffix under investigation in Chapter 4.

2.2.2 Computational methods: Distributional semantics

Computationalmethods, like distributional semantics, can be used for se-

mantic analyses. The underlying hypothesis of distributional semantics

is the so-called ‘distributional hypothesis’ (see, e.g., Harris 1954; Boleda

& Herbelot 2016; Boleda 2020). This hypothesis states that a difference in

meaning is represented in a difference in distribution. Hence, if words do

not occur together in the same contexts, the semantics of these words are

expected to be different. On the other hand, if two words are often used

together, their semantics are expected to be similar.

Following the idea of the distributional hypothesis, the similarity and

dissimilarity of words in context can be captured in so-called word vec-

tors which, in turn, reflect the semantics of a word. Word vectors are cre-

ated via the occurrences of words in context with the word the vector is

computed for, i.e., the target word. That is, if a word occurs in the context,

the reading of the targetword is associatedwith theword in context.With

wordvectors, each targetword is representedby a string of numbers, rep-

resenting the co-occurrences of the target word with other words in the

context. Words can then be compared to each other by comparing their

respective vectors.

The sentences in (1) serve as a toy example. The targetwords, forwhich

word vectors are computed, are dress and banana.

(1) a. dress: The dress was in the closet, with the t-shirt and the skirt.

b. banana: The banana was as tasty as the apple and the peach.
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The words t-shirt and skirt appear in the context of dress, and the words

apple and peach occur as context for theword banana. There are different

ways to obtain word vectors (e.g., Boleda & Herbelot 2016; Boleda 2020,

for an overview). The simplest way is to count word occurrences (for a

critical discussion of why predicting word vectors is better than count-

ing words, see, e.g., Baroni et al. 2014). Table 2.2 shows a toy count for the

target words dress and banana and the context words t-shirt, skirt, apple,

peach and, cat. The words dress and skirt, for example, co-occur about

fifty times together in contexts, whereas dress and peach do not occur to-

gether. The word banana is, in the toy example, used in the same contexts

as the words apple and peach but not with the words skirt or cat. The row

of the counts of occurrences for the target words with the context words

constitutes the words’ vector.

Table 2.2: Toy example of a computation of word vectors for the target
words dress and banana.

t-shirt skirt apple peach cat

dress 33 50 2 0 0
banana 4 0 46 38 0

Obviously, this toy calculation is not representative for the semantics of

a word. Distributional semantic methods operate on large corpora as the

basis to computewordvectors. Thefinalmatrix of vectors computed from

the corpus is a so-called ‘vector space’. The word vectors of the target

words are computed on the basis of the whole corpus. The word vectors

for dress and banana in the toy example consist of five dimensions as five

words were checked for co-occurrences. However, more than five dimen-

sions are necessary for a reliable word vector, i.e., a valid computation

of the semantics of a word. How many dimensions are needed and how

these dimensions are computed depends on several factors.

There are different approaches for the computation of semantic word

vectors, i.e., how to deal with the context information for the computa-

tion. For example, continuous bag ofwords (CBOW,Mikolov et al. 2013b,a),

skip-gram (e.g., Mikolov et al. 2013b,a), or instance vectors (Lapesa et al.

2018), to name only a few. The difference in these methods for the com-

putation of vectors lies in the way they incorporate the context of a given

word. CBOW predicts the target word by the sum of words in its context,
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whereas skipgram predicts a target word based on the individual words

nearby. Instance vectors are computed for each token of a target word by

calculating the average of the vectors of the words in the context of the

target word token.

The choice of a computational model for the prediction of target word

vectors is of importance. Different computationalmodels canmake use of

different underlying algorithms. Some of these models offer pre-trained

data like, for example, fastText (Bojanowski et al. 2016; Mikolov et al.

2018), Word2Vec (Mikolov et al. 2013b,a), or FRACSS (Marelli & Baroni

2015). It is also possible to make use of the algorithms provided by these

models to train a newmodel. There are also further approaches (see, e.g.,

Landauer & Dumais 1997; Jones & Mewhort 2007; Shaoul & Westbury

2010, to name only a few) for obtaining word vectors.

Two further factors have to be decided on: the dimensionality and the

context window of semantic word vectors. The dimensionality depends

on the research question. For example, fastText models commonly use

300 dimension. The context window, i.e., howmany content words on the

left and on the right of the target word are included in the computation, is

variable. Additionally, the decision of the inclusion or exclusion of words

in the window, e.g., whether to use only content words, or all words, or

also grammatical information, is dependent on the research question and

the method of choice. There are many different models and approaches

available, and the implementation of new ideas into models is constantly

developing. The implementation used in this dissertation are described

in Chapter 6.

Distributional Semantics has already been used to investigate differ-

ent research questions in linguistics (for a detailed overview, see, e.g.,

Boleda & Herbelot 2016; Boleda 2020). For the present thesis, the work

on derivational semantics is of special interest. For example, Wauquier

et al. (2018), Huyghe&Wauquier (2020), andWauquier (2020, 2022) inves-

tigated meaning differences in derivatives in French. The studies found

that distributional semantics can help to distinguish the readings created

bydifferent suffixes and can showwhere suffixes cluster to create closely-

related readings, for example, agentive readings. As the present study

deals, among others, with different nominalizing affixes, distributional

semantics can show whether the affixes behave differently with regard
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to their semantic similarity of the base words with different word classes

as bases. Distributional methods can also be helpful to disambiguate dif-

ferent readings of a word, including derivatives and affixes (for more on

affix polysemy, see, e.g., Lieber 2004; Bauer et al. 2013; Lieber 2016; Plag

2018), or to deal with different base types (e.g., Kotowski & Schäfer 2023).

The distributional approaches used in this dissertation will compare no-

minalizations based on nouns and on verbs to see whether both types of

nominalizations are comparably similar to their bases.

Several different measures are available to analyze the similarities

and dissimilarities of word vectors and, thus, the semantic similarities

and dissimilarities of the semantics of words. The studies in this disser-

tation use cosine similarities to determine the similarity of a derivative

and its base word, following previous studies on derivational semantics

(cf. Sitikhu et al. 2019; Huyghe &Wauquier 2020). A higher cosine simila-

rity reflects a higher similarity of the two compared words.

The eventuality-related nominalizations in this dissertation are ana-

lyzed with different distributional methods. For this study, one major is-

sue for theworkwithword vectors is thatmost of the denominal nomina-

lizations are low in frequency, some are even hapax legomena. Resulting

from this fact, a model which can estimate newword vectors on the basis

of already existing ones is needed. I decided to use a pre-trained vector

space due to the effectiveness of the already performed distributional

analysis. In theory, the training of new vectors per Word2Vec (Mikolov

et al. 2013a,b) would have been an alternative. However, the low fre-

quency of many of the derivatives under investigation might result in

incomplete and unreliable semantic representations in a word vector.

A small pilot study was performed using FRACSS (Marelli & Baroni

2015). With FRACCS, it is possible to get an individual vector for the base

word and one for the investigated suffix. The word vector for the nomi-

nalization is then the base word vector plus the suffix vector. The idea is

that language is decomposable into smaller components, i.e., bases and

suffixes, to create new readings, i.e., derivatives. For example, the vector

for bananaswould be theword vector
−−−−→
banana plus the plural suffix vector

−−−−→
plural resulting in the vector

−−−−−→
bananas. The composition of derivatives by

their base and suffix is especially effective to estimate word vectors for

low frequent nominalizations. More precisely, training the model with
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existing nominalizations and receiving a vector for the suffix enables

new compositions of nominal bases and the suffix. Unfortunately, the pi-

lot study with the suffix -eewas not successful. In the pre-trained data set

of FRACCS only a few -ee-formations of my deverbal training data were

contained. Hence, training for a reliable suffix vector for -eewas not pos-

sible. Without a reliable suffix vector, the composition for the denominal

derivatives by summing up the word vector and the suffix vector would

not end in reliable vectors useful for further steps of analyses.

Another method that allows for the creation of new word vectors is

fastText (Bojanowski et al. 2016;Mikolov et al. 2018).FastText (Bojanowski

et al. 2016) is an open source library with an implementation for python

and pre-trained vector spaces. For the creation of the vectors for the low

frequent nominalizations in this dissertation, a pre-trained model con-

taining subword information was used. Due to the inclusion of this sub-

word information via character n-grams (also called n-graphs) in the im-

plementation, it is possible to compute new word vectors for words that

are not in the pre-trained fastText vector space. This is crucial for the dis-

tributional analysis as many derivatives, especially the denominals, are

often relatively low in frequency and therefore not found in pre-trained

vector spaces. The vector for the low frequent nominalization biographee,

for example, contains the information of the n-grams, here exemplary

trigrams, #bi/bio/iog/ogr/gra/rap/aph/phe/hee/ee#. The resulting vector is

thus based on the semantic information given by the smaller parts of the

words. The computational details for the analysis of eventuality-related

nominalization are given in Chapter 6.

Not only fastText including subword information was used for the es-

timation of word vectors, but also a second computational model: linear

discriminative learning. The next sectionwill explain the idea of discrim-

inative learning in detail, preserving the technical details for Chapter 7.

The comparison of two different computational approaches, i.e., fastText

and discriminative learning, is made to see if both show similar results,

allowing for insights on derivational semantics from two different com-

putational perspectives: fastText, a deep learning perspective, and linear

discriminative learning, a discriminative-cognitive perspective.
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2.2.3 Computational methods: Discriminative learning

Discriminative learning is a cognitive-based approach, in contrast tomod-

els like FRACCS and fastTextwhich are deep learning approaches. The es-

timation of word vectors from a discriminative perspective is cognitively

more plausible or, at least, better interpretable (cf. Baayen et al. 2016,

2019b). Besides providing information on words in isolation, discrimina-

tive learning also includes holistic information on the entire mental lexi-

con as well as on interrelations of its entries. Discriminative learning al-

lows us to compare implementationsmodeling whole words in Chapter 7

to implementations of other computational models like fastText (Chapter

6). Implementations in which the information about the suffix is added

to the derivative, and implementations which are fully decompositional,

i.e., they take only bases and affixes, not the derivatives into account,

are also computationally possible and comparable to each other (cf. Stein

2023). Due to its relatively simple architecture, discriminative learning is

linguistically transparent and can be interpreted more clearly than deep

learning methods. In discriminative learning, two computational meth-

ods are used, Naive Discriminative Learning (NDL, Baayen et al. 2016)

for vector computation andLinearDiscriminative Learning (LDL, Baayen

et al. 2019b) for the simulation of the mental lexicon.

Naive Discriminative Learning (NDL, Baayen et al. 2016) operates on

the Rescola-Wagner rules (Rescorla & Wagner 1972; Wagner & Rescorla

1972) and creates semantic word vectors on the basis of these rules. It

is grounded in theories on cognitive mechanisms. Words or grammati-

cal/inflectional functions are seen as cues. These cues may or may not oc-

cur with the target words which are the outcome of the NDL estimation

ofword vectors. Theword vectors consist of so-called associationweights

between a target word and cues. This process is similar to the calculated

co-occurrences of target word and context word by other distributional

computations. The association weight of a cue increases every time the

pertinent outcome and cue co-occur, while it decreases every time the

pertinent outcome occurs but the cue does not occur. Hence, each en-

counter of an outcomewith cues leads to a recalibration of all association

weights of the relevant outcome. At the end of this recalibration process,

a stable end-state is reached. As every outcome is connected to all cues

via their pertinent association weights, by taking these weights together
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one obtains a semantic vector representing the semantics of an outcome.

NDL shows to be successful for the computation of word vectors for lin-

guistic phenomena (see, e.g., Baayen et al. 2011, 2016; Tomaschek et al.

2021; Nieder et al. 2022; Arndt-Lappe et al. 2022; Schmitz 2023; Schmitz

et al. 2023). The study in this dissertation usesNDLvectorswhich are then

used to train a linear discriminative learning model.

LinearDiscriminative Learning (LDL, Baayen et al. 2019b) uses already

computed semantic vectors, e.g., fromNDL,4 as basis to linearlymap form

ontomeaning and vice versa. Previous studies using LDL showed that the

approach can be used to successfully simulate comprehension and pro-

duction processes. LDL assumes thatmeaning itself is a dynamic concept,

being emergent from the context in which words are being used. This

computational model can, for example, give insight into the semantics

of pseudowords (Chuang et al. 2021; Schmitz et al. 2021; Schmitz 2022)

or role nouns (Schmitz et al. 2023), the nature of durational differences

between different types of /s/ (Schmitz et al. 2021; Schmitz 2022), or the

acoustic duration of derived words (Stein & Plag 2021; Stein 2023). Due to

the low frequency of many of the nominalizations under investigation, a

model that can deal with such infrequent words is needed. The estima-

tion of the word vectors of the infrequent nominalizations is similar to

the computation ofword vectors for pseudowords in LDL. Thus, semantic

word vectors for low frequent derivatives and their bases are retrievable

from the implementation. Furthermore, similar to the subword informa-

tion in fastText, the semantic vectors in LDL are based on trigrams. This

makes both approaches comparable to each other.

One termused inNDL/LDL is lexome, i.e., the basic semantic unitwhich

corresponds to whole words or morphological functions. Two types of

lexomes are considered in discriminative learning: content lexomes, and

inflectional and derivational lexomes (see, e.g., Chuang et al. 2021). Con-

tent lexomes describe units that contain semantic content, no matter if

the form is morphologically simplex or complex, like dress and dresses.

4One can also use vectors created by other computational models, such as fastText
(Bojanowski et al. 2016; Mikolov et al. 2018), Word2Vec (Mikolov et al. 2013b,a), FRACSS
(Marelli & Baroni 2015), or others.
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For the study at hand this means that bases and derivatives are both con-

tent lexomes. Inflectional lexomes reflect inflectional functions, for ex-

ample, tense, number, or aspect. Derivational lexomes, as their name sug-

gests, reflect derivational functions. The nominalizations investigated in

this dissertation are built by content lexomes, i.e., the base, and deriva-

tional functions, i.e., the suffix, to create new content lexomes, i.e., the

derivative. I will stick to the terms derivatives, bases, and suffixes in my

dissertation, although the idea of lexomes instead of these categories is

not to be discarded (see Chapter 7).

Chapter 7 presents the LDL implementation. The technical details of

the implementation are given in the pertinent chapter. The LDL imple-

mentation allows a direct comparison of the computational perspectives

of LDL and fastText in Chapter 6.

2.3 Derivational suffixes under investigation

2.3.1 The suffix -ee

Phonetically, the suffix -ee is autostressed (e.g., Plag 2018: 89). Verbal ba-

ses are frequent and nominal bases are not uncommon for formations

with the suffix -ee. Looking at the semantics, the reading of a derivative

with the suffix -ee is rather clearly discernable, i.e., it denotes a partici-

pant. The derivational process follows three known restrictions. First, the

derived noun denotes a sentient participant of an eventuality. For exam-

ple, the patient in the employing-action (see, e.g., Table 2.1) is necessarily

a sentient being. The sentience constraint is an important semantic re-

quirement for derivatives ending in the suffix -ee, but it can be violated

in domain-specific terminology (Barker 1998: 710).

The second constraint is that the base of the nominalization needs to

have an eventuality in its semantic structure. Barker (1998) calls this con-

straint “episodic linking”:
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The intuition behind episodic linking is very simple: the refer-

ent of a noun phrase headed by an -ee noun must have partic-

ipated in an event of the type corresponding to the stem verb.

For example, in order to qualify as a gazee it is necessary to

participate in a certain role in a gazing event. This require-

ment is a crucial part of explaining how the meaning of an

-ee noun can depend on the meaning of its stem without de-

pending on the syntactic argument structure associated with

the stem. (Barker 1998: 711)

The necessity of episodic linking shows that eventualities and their par-

ticipants are indispensable for the creation of the reading of derivatives

with the suffix -ee. More specifically, these derivatives denote a partici-

pant of the eventuality in the base word. Due to the other requirements

of the word-formation process with -ee, not all participants involved in

the eventuality in the base word are possible candidates for the word-

formation process. The same restrictions hold for denominal -ee deriva-

tives (Barker 1998; Plag 2004).

Third, the participant denoted by the suffix -ee is restricted by a lack

of volitionality. Hence, the participant which is described by the deriva-

tive must be non-volitional. This lack of volitionality is usually defined as

the lack of control the -ee participant has over an eventuality. The lack

of volitional control is not an absolute property but variable to a certain

degree, in contrast to the sentience requirement or the episodic linking

(Barker 1998: 719). More precisely, a participant does not have to be com-

pletely non-volitional but rather more non-volitional than other possible

targets for the suffix -ee. For instance, a patient is less volitional than an

agent and thus more likely referred to by the nominalization with the

suffix -ee. As a consequence to the gradability of volitionality, exceptions

to the volitionality constraint can be found. For example, escapee denotes

the agent of the escaping-action. This violation is possible for -ee deriva-

tives with bases that are either intransitive verbs or verbs that can be

interpreted as having a non-volitional subject participant (Barker 1998:

719f.). For new formations with the suffix -ee, the volitionality constraint

is expected to be satisfied. However, if no other non-volitional participant

than the agent is in the semantic structure of the base, the agent is re-

ferred to by the nominalization with -ee.
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This dissertation wants to shed light on the nominalization process

with nominal bases. For nominalizations with the suffix -ee, denominal

examples are attested in the literature. The list in (2) illustrates some -ee

nominalizations with a nominal base.

(2) Non-deverbal -ee derivatives (Barker 1998; Plag 2004; Mühleisen

2010)

aggressee

biographee

debtee

laryngectomee

mentee

patentee

return

adressee

asylee

blind datee

executionee

letteree

moneylendee

philanthropee

tutee

bargee

covenantee

festschriftee

malefactee

optionee

politicee

wardee

benefactee

custodee

inquisitee

Summarizing, previous research has established three restrictions for

nominalizationswith the suffix -ee, whichhold for all kinds of bases (Barker

1998; Plag 2004):

1. the reading of the derivative is a participant involved in an eventu-
ality in the base word

2. the participant must be sentient (sentience requirement)

3. the participant lacks volitional control with some exceptions, for ex-
ample, intransitive verbs (non-volitionality constraint)

2.3.2 The suffix -ment

Nominalizations with the suffix -ment are less clearly restricted than no-

minalizationswith the suffix -ee. The suffix -ment is said to show little pro-

ductivity as it is a non-native suffix (Bauer et al. 2013: ch. 10). However,

corpora show quite a few attestations of -ment-derivatives (cf. Kawaletz

2023). Mostly verbal and bound bases are attested for the derivational

process with -ment. Other categories of base words, for example, adjec-

tives or nouns, are rare but attested in corpora. As most non-native suf-

fixes, -ment appears to have preference for disyllabic bases and iambic

feet (Bauer et al. 2013: ch. 10).
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Basically, nominalizations with the suffix -ment denote processes or

results given by the base (Plag 2018: ch. 4). A large-scale study about the

semantics of nominalizations with the suffix -ment by Kawaletz (2023)

focuses on new -ment-formations based on verbal bases. Due to the even-

tive nature of verbs (e.g., Van Valin & LaPolla 1997, 2002; Haspelmath

2001; Szabó 2015; Moltmann 2019), it is unsurprising that verbal bases

are productive for nominalizationswith -ment. Overall, verbs are themost

common word class to serve as bases for -ment-formations (e.g., Bauer

et al. 2013; Plag 2018). Kawaletz (2023) made use of the reference shift-

ing approach in semantic frames adapted in this dissertation (see Sec-

tion 2.2.1). The analysis of deverbal -ment nominalizations shows that

the readings of the resulting derivatives are versatile. The process with

-ment can target several elements in the semantic representation of a

base word.

The successful creation of a nominalization with the suffix -ment is

generally restricted by the semantics of the base. If a base has a specific

element, e.g., a result-state, the nominalization process can shift the ref-

erence from the denotation of the base to the result as in annoyment.5

If a second element for the derivational process with the suffix -ment is

available in the semantic representation of the base, -ment can shift the

reference on this element as well. In some cases, a -ment nominalization

is clearly used to distinguish it semantically frommore common nomina-

lizations (e.g., revealment instead of revelation, Bauer et al. 2013: ch. 10).

Hence, nominalizations with -ment are highly polysemous as -ment is not

rigorously restricted to specific eventive elements. Only one restriction

seems to hold: Nominalizations with -ment cannot refer to animate en-

tities, i.e., not to agents, patients, or other animated participants of an

eventuality (Kawaletz 2023).

For denominal -ment, no preset list of attestations is available. Denom-

inal -ment formations are indeed rare and complex to retrieve from cor-

pora. One denominal nominalization with the suffix -ment is explicitly

given in Bauer et al. (2013), namely illusionment (see Chapter 4, Section

4.2.1.1). More attestations of denominal -mentwere found in corpora. The

data retrieval is described in Chapter 3 as well as the concrete number of

attestations.

5For more possible readings of annoyment see Kawaletz (2023).
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2.3.3 The suffix -ation

The suffix -ation is, just like the suffix -ment, non-native and therefore

said to be less productive compared to native suffixes. The derivational

process with -ation doesmostly operate on verbs and bound bases (Bauer

et al. 2013: ch. 10). The preference for verbal bases lies, again, in the fact

that verbs are eventive in nature (e.g., Van Valin & LaPolla 1997, 2002;

Haspelmath 2001; Szabó 2015; Moltmann 2019). A verbal base simplifies

the analysis of eventuality-related nominalizations due to the eventive

nature of the verbal base. Although the suffix is, in relation to native suf-

fixes, less productive, new formations are still found in corpora.

The suffix -ation has some variants: -ation, -cation, -ion, -ition, -iation,

-sion, -ution, -tion and it is the default nominalizer for verbs ending in -ize

or -ify (Plag 1999: 68f.; Bauer et al. 2013: ch. 10). Plag (1999: 207) states that

“every noun in -ation is a possible candidate for the back-formation of a

verb in -ate.” Furthermore, the line of argumentation for -ation as a suffix

on its own are examples like declare © declaration where no verb in -ate

exists. These observations, as well as the fact that many nominalizations

ending in -ation do not have an attested verbal base ending in -ate, lead

to the decision to treat -ation as a suffix on its own, similar to Plag (1999,

2018), for instance.

Nominalizations with the suffix -ation usually denote events or results

of processes, but locations or means can also be found (Plag 2018; Stein

2023). For instance, derivatives in -ation can denote “‘provide with X’ (or-

native), [...] or ‘make into X’ (resultative)” (Plag 2018: 93) readings. Pre-

vious findings on -ation-nominalizations indicate that a nominalization

“suggest that action nominals in -ationmerely denote an Event having to

do with the entity denoted by the base” (Plag 1999: 209). More precisely,

an eventive structure must exist in the nominal base in order to make

the nominalization possible. This is in line with the analyses and their

findings in this thesis for all suffixes.

A list of typical denominal attestations with the suffix -ation is given in

(3). Note that this list is not exhaustive. The data used in this dissertation

is described in Chapter 3.



2.4 Summary and road map 31

(3) Denominal -ation derivatives (Bauer et al. 2013; Plag 2018)

artefaction

ozonation

epoxidation

placentation

metalation

sedimentation

Nominalizations ending in -ation based on chemical substances (Chapter

4.3.1.1) and technical terms (Chapter 4.3.2) are exemplary analyzed. This

analysis illustrate the semantic shift from a nominal base to a derivative

in a semantic decomposition approach.

2.4 Summary and road map

Eventuality-related nominalizations are dependent on eventive elements

in the base which can be referred to by the derivative. Due to the ne-

cessity of eventive elements in the semantic representation of the base

word, verbal bases are more often used and can be analyzed in a more

straightforward manner as they are eventive in nature (e.g., Van Valin &

LaPolla 1997, 2002; Haspelmath 2001; Szabó 2015; Moltmann 2019). Con-

sequently, research tends to focus on deverbal formations, only stating

that the process has to work similarly with nouns. This leaves the field

without an account for denominal eventuality-related nominalizations.

The first part of my thesis will deal with the question how eventuality-

related nominalizations workwith nominal bases. More precisely, where

the eventive structures required for the word-formation process are to

be found in the semantic structure of the base. Frame semantics are used

for the decomposition of the semantic structures of bases and derivatives

(Chapter 4). The frame semantic analysis helps to explore the eventive

structures in the nominal base. These eventive structures, in turn, are

needed for the word-formation process with the suffixes -ee, -ment, and

-ation. Applying the reference shifting approach which proved to be use-

ful for the analysis of deverbal -ment-derivatives (e.g., Plag et al. 2018;

Kawaletz 2023), the reference shifts are induced by the word-formation

processes. The word-formation process operates on the semantic struc-

tures of the base to create the reading of the derivative. In other words,

the nominalization operates on semantic structures already given by the

base. The frame semantic notation helps to visualize the semantic struc-

ture of the base as well as the reference shift from base to derivative.
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The second part of this dissertation deals with the application of com-

putational methods to test how semantically similar base and derivative

are. As the reference shifting approach analyzes the derivational pro-

cess as being dependent on the semantic structure of the base, base and

derivative are supposedly semantically related. The aim of this study is

to find out how strong this relation is, if denominal nominalizations are

as semantically similar to their bases as deverbal nominalizations are,

and if the word-formation processes with different suffixes show differ-

ent degrees of similarities of denominal and deverbal nominalizations.

Two different computational implementations are be modeled: First, a

deep learning algorithm, i.e., fastText (Chapter 6), and second, a discrimi-

native and cognitive-based approach, i.e., discriminative learning (Chap-

ter 7).



Chapter 3

Methodology: General

aspects and data collection

In order to find different types of denominal nominalizations, data from

several corpora was collected: the British National Corpus (BNC; Davies

2004-), the Corpus of ContemporaryAmericanEnglish (COCA;Davies 2008-),

the News on the Web Corpus (NOW, Davies 2016-) and iWeb: the intel-

ligent Web-based Corpus (iWeb, Davies 2018-).6 For the data collection,

the available web interface of these corpora was used. The search strings

‘*ee’, ‘*ment’ and ‘*ation’ were used to compile all nominalizations end-

ing with the suffixes under investigation: -ee, -ment, and -ation. The re-

sulting data sample was pre-cleaned by manually excluding bases which

only occur as verbs for the denominal data sets. For example, employ as

the verbal base for employee, or acquire as the verbal base for acquire-

ment. The verbal bases were retained for the computational analyses in

Chapters 6 and 7.

For the determination whether a base word should be classified as a

noun or a verb, first, the Oxford English Dictionary online (OED 2025) was

consulted. For somewords, the categorizationwas clear, e.g., for the noun

debt. However, as conversion in English is productive, many bases are

attested as verbs and nouns, for example, charge (see, e.g., Bauer et al.

2013; Plag 2018; BarbuMititelu et al. 2023). In Table 3.1, exemplarywords,

attested derivatives, and the possible word classes of their base words

are illustrated. For example, the word debtee remained in the data set

6The data as well as the scripts used for the individual analyses are available here:
https://osf.io/kaqsv/.
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of denominal nominalizations. Its base is clearly denominal because the

base word debt is only attested as a noun. For covenantee and chargee,

different criteria are needed in order to decide whether the base word

for the resulting derivative is a verb or a noun.

Table 3.1: Derivatives and the attestedword classes of their basewords.

derivative base word class of base

debtee debt noun
covenantee covenant noun or verb
chargee charge noun or verb

Three criteriawere applied to ensure that only nominalizationswithnom-

inal bases entered the analysis. Potential bases thatmet at least one of the

following criteria were excluded to create a final denominal data set with

derivatives that are based on nouns.

The first criterion is a frequency criterion. Theories of the mental lex-

icon state that a word with a higher frequency is more prominent in the

mental lexicon of speakers (Plag 2018: 46; Warren 2013: ch. 3). Regard-

ing the distinction of word classes, this implies that in cases of a form

which can be either a verb or a noun, the more frequent representa-

tion in the speaker’s mind is more likely to be chosen as a base word for

the derivational process (Warren 2013: 136). Since the knowledge of the

stored words in themental lexicon is gradual and speaker-dependent, an

indication for the possibility of aword stored as a verb and/or a noun had

to be defined. The likelihood of the prominence of the representation in

themental lexicon of the verbal form increases with a higher relative fre-

quency of the verb. The frequency for the analysis was measured in per-

centages, comparing the frequencies of the occurrences of a word form

as a noun to the frequencies of occurrences of a word form as a verb. If

the verbal form of the base represents over 30 percent of all tokens of

the base forms, the base was excluded from the data set. The threshold

value of 30 percentwas set arbitrarily to ensure that the noun is generally

more frequent in use. Broadly speaking, it is assumed that derivational

processes operate on the more frequent type of word class.

The frequency criterion, based on a large corpus, is also supported by

the Large-Number-of-Rare-Events theory (LNRE, e.g., Baayen 2001; Evert
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& Baroni 2007). LNRE modeling is based on the distribution of frequen-

cies assuming that the distribution of a word in relation to a different

word remains the same, disregarding the actual number of observations,

i.e., tokens in the data. For the decision of the word class of the base this

means that the relation of the verbal and the nominal form of a word

stays the same, independent of the corpus. This being the case, if a noun

is distributionally clearlymore represented than the corresponding verb,

the base is considered to be denominal.

The application of the frequency criterion proceeded as follows:When

a base word was listed not only as a noun but also as a verb, or an adjec-

tive, in the OED (2025), the frequencies of the base words were checked

in COCA (Davies 2008-) and COHA (Corpus of Historical American En-

glish; Davies 2010-). The automatic word class tagging of the bases in the

corpora was used to decide how many word forms are attested as nomi-

nal or verbal. The frequencies from COHAwere also considered, because

the dominant word class, depicted in the frequency of noun and verb in

COCA, might have changed due to conversion and lexicalization. Notably,

the frequencies of both corpora show roughly the same relative frequen-

cies regarding the word class of the bases in the data.

An example of the application of the frequency criterion is given in

Table 3.2. Since the verb charge as a potential base word for the deriva-

tive chargee has an overall frequency of 31 percent of all tokens, chargee

was excluded from the denominal data set due to the possibility of being

deverbal. The distributions of the possible word classes for the baseword

covenant are different. The word covenant is only a verb in 8 percent of

all tokens. Consequently, the derivative covenantee was included in the

data set as it is clearly denominal.

However, the percentage criterion is not always reliable on its own in

deciding whether a derivative is created on a verbal or a nominal form

of the base word, thus, the criterion needs additional considerations. The

unreliability of the percentages solelymight be due to a frequency thresh-

old of the proportion versus the absolute frequency. That is, in some cases,

the verb takes less than 30 percent of all tokens, but it is in absolute num-

bers highly frequent. For example, in COCA, the word interview has a low

frequency for the verbal base form in terms of proportion, with 9 percent

of all tokens, but overall a high frequency of occurrences as it occurs 6783
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Table 3.2: Number of attestations byword class in COCA given as tokens
and percentages.

tokens percentages

charge

V 8265 31
N 26469 69

covenant

V 187 8
N 2223 92

times as a verb and 73551 time as a noun in the corpus. The bases which

show a high overall frequency of the verbal form of the base were ex-

cluded after the pre-sorting via the frequency criterion. The high overall

frequency of a verbwas defined by a threshold of 5000 occurrences of the

verb. This threshold was introduced to distinguish whether the deriva-

tive is really based on the noun and not the verb. More precisely, with a

high frequency of the verb overall, it remains unclear if the interpreta-

tion of the word class of the base is nonetheless biased to be a verb due

to its many occurrences in language use.

The second criterion is based on definitions from the OED (2025) and

applied after the frequency criterion. Definitions of the remaining deriva-

tiveswere searched for in theOED (2025). Thiswas done to checkwhether

the reading of a derivative is clearly related to a verbal base although

the nominal form of the base is more likely to be the base. For example,

internee, which is defined as “a person who is imprisoned or otherwise

confined” (OED 2025) is clearly based on the verbal reading of intern and

not on its nominal reading, as the reading of the derivative is related to

the denotation of the verb to intern someone and not to the semantics of

the noun intern: trainee.

The third criterion excludes bases if a nominal base word was de-

scribed as being obsolete in the OED (2025), like legate, the derivative

was excluded as it was not possible to determine whether the derivative

is based on the obsolete noun or on the remaining verb.

For the comparisons of denominal and deverbal eventuality-related

nominalizations in computational models (Chapter 6 and Chapter 7), not
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only the denominal data was needed but also deverbal data. Deverbal

derivatives were needed to see whether denominal and deverbal nomi-

nalizations show different similarities of derivatives and their bases. The

deverbal data was retrieved by the sorting of the data for denominal no-

minalizations, excluding verbal bases. More precisely, the deverbal data

which was not needed for the reference shifting approach was included

for the computational studies. As verbs aremore likely the base of eventuality-

related nominalizations due to their eventive nature (Van Valin & LaPolla

1997; Haspelmath 2001; Van Valin & LaPolla 2002; Szabó 2015; Moltmann

2019), only a random sample of the deverbal data was used. For the ran-

domization, the excluded data was used. For example, charge was ex-

cluded from the set of denominal derivatives due to a high relative fre-

quency of the verb related to the noun. Thus, charge was a candidate to

be included in the data for deverbal nominalizations. This procedure also

ensures that no derivative is tagged as denominal and deverbal at the

same time.

An overview of the final data sets for the derivatives with the suffixes

-ee, -ment, and -ation is given in Table 3.3. The denominal data was used

for the reference shifting approach after the above described cleaning

processes. The deverbal data were only used in the computational ap-

proaches to make denominal and deverbal derivatives comparable. Ex-

amples of denominal and deverbal derivativeswith the suffixes are given

in (1).

Table 3.3: The data of all three suffixes ordered by category: denomi-
nal/deverbal.

denominal deverbal

-ation 67 72
-ee 46 312
-ment 29 273

total 142 657

(1) denominal

a. -ee: biographee, covenantee, debtee

b. -ment: illusionment, devilment, rascalment

c. -ation: concertation, instrumentation, ozonation
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deverbal

a. -ee: appointee, devotee, employee

b. -ment: accomplishment, development, enjoyment

c. -ation: avocation, beneficiation, idolization



Chapter 4

Frame semantic analysis

This chapter deals with a frame semantic analysis.7 Examples for nomi-

nalizations with all three suffixes are given. Section 4.1 deals with the

suffix -ee, Section 4.2 illustrates nominalizations with -ment, and Section

4.3 analyses the word-formation process with the suffix -ation.

4.1 Nominalizations with the suffix -ee

Nominalizationwith the suffix -eeusually refer to sentient, non-volitional

participants in an eventuality denoted by the base. In Figure 4.1, a frame

representation of the derivational process with the suffix -ee is shown.

It includes the constraints given by Barker (1998) (see Section 2.3.1). The

frame illustrates which elements are needed in the semantic representa-

tion of the base to successfully form a nominalization with the suffix -ee.

An element of this descriptive generalization is an eventuality in the base.

This eventuality then includes a participant which, in turn, is referred to

by the derivative.

7An earlier version of parts of Section 4.1 have already been published in Schneider
(2023). An earlier version of parts of Section 4.2 have already been published in Kotowski
et al. (2023). This section presents an altered version of parts of the previously published
version.
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

lexeme

phon x

cat n

sem 0



[...]

[...]



eventuality

participant 1


entity

sentience 2 yes

volitionality 3 no






ref 6=

{
1

}



Figure 4.1: Generalized base for the process for denominal -ee nomina-
lizations.

The type lexeme at the top of the frame stands for the derivative and base

under investigation. This base has the phonological form8 (phon) and the

syntactic category noun (cat n).

Additionally, the base contains a semantic attribute (sem) which rep-

resents the semantics of the base. In order to successfully derive an -ee

nominalization, the semantic representation of the base needs to contain

an eventuality. Importantly, the base word does not have to consist of this

eventuality directly in thenode indexedwith 0 , but the eventuality canbe

more deeply embedded in the semantic representation of the base word.

This potential embedding is represented by the three dots ([...]) in sem 0 ,

which serve as placeholders for a potentially different semantic type of

the base. Moreover, this eventuality in the base needs to have one partic-

ipant such as the one indexed with 1 . The participant is an entitywhich

has to be sentient and non-volitional. The sentience-attribute indexed

with 2 has the value yes for indicating that the entity is sentient. The

volitionality-attribute indexed with 3 has the value no, thus indicating

that the entity described is non-volitional. The participant indexed with

1 meets the restrictions of the suffix -ee described in Section 2.3.1 and is

8The phonological form given in Figure 4.1 is only short-hand for amore complex rep-
resentation that would have to include, for instance, the necessary adjustments in stress.
As this study focuses on semantics, the phonology of -ee-derivatives is not described in
detail (see, e.g., Bauer et al. 2013: 227).
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hence required for the referential shift to create the meaning of the -ee

nominalization.

Figure 4.2 shows the derivational process with the suffix -ee . The no-

minalization is a lexeme with a phonological representation (phon) and

the syntactic category noun (cat n). The attribute m-base describes the

morphological base of the derivative, as in Figure 4.1.



lexeme

phon x -ee

cat n

m-base



lexeme

phon x

cat n

sem 0



[...]

[...]



eventuality

participant 1


entity

sentience 2 yes

volitionality 3 no






ref 6=

{
1

}


ref=

{
1

}



Figure 4.2: Generalized derivational process for denominal -ee nomina-
lizations.

At the bottom of the representation of the base and the derivative, the

potential referents of the lexemes are indicated by a reference-attribute

(ref) for each lexeme. The reference of the base word is not fixed in the

generalized frame with the exception that it cannot refer to the partici-

pant indexedwith 1 . The reference of the derivative, however, is the node

indexed with 1 , as the reference shifts towards the participant.

The frame in Figure 4.2 is the template for the frame representations

of the individual words in the remainder of this section. The analysis will

show that the derivational process is not always as straightforward as

assumed in the generalized frame.
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For the semantic decomposition of the individual bases, the defini-

tions of the base words in theOxford English Dictionary (OED, 2025) were

used as a starting point. This source was chosen, as it is based on solid

empirical evidence (i.e., a large range of actual attestations). The entries

are accessible for verification and provide paraphrases detailed enough

to derive semantic descriptions from. The usage of derivatives is illus-

trated with attestations from the Corpus of Contemporary American En-

glish (COCA, Davies 2008-) and the British National Corpus (BNC, Davies

2004-).

For eventuality-related nominalizations with the suffix -ee, the ques-

tion of the base is not a trivial one. Some of the bases serve as stems in

a syntagmatic process (Bauer et al. 2013: ch. 23). For example, the base

debt is the stem for the derivative debtee. With other bases, the process

is a paradigmatic one. That is, the base for the derivative already has a

(pseudo-)suffix, for example, tutor for tutee. This is then a paradigmatic

relation (Bauer et al. 2013: ch. 23).

This decision of the process, syntagmatic or paradigmatic, is also a

problem for morpho-phonology (cf. Bauer et al. 2013: ch. 9). For exam-

ple, with paradigmatic related forms, the stress is assigned via the related

forms and not by the usual valid phonological rules. For the paradig-

matically transferred stress pattern, different names are coined in the

literature. Bauer et al. (2013) summarize these names: ‘stem selection’

(Raffelsiefen 1998), ‘paradigm uniformity’ (Steriade 2000), ‘multiple cor-

respondence’ (Burzio 1994), and ‘split-base’ (Steriade 1999).

The different morphological patterns, i.e., syntagmatic and paradig-

matic processes, are found for eventuality-related nominalizations with

the suffix -ee. Following this line of thought, Section 4.1.1 deals with the

syntagmatic process and Section 4.1.2with the paradigmatic process. Sec-

tion 4.1.3 will explain a different pattern of -ee-derivatives, violating the

volitionality constraint, and Section 4.1.4 sums up the findings of the se-

mantic analysis using the reference shifting approach.
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4.1.1 Syntagmatic process

4.1.1.1 debtee

The first derivative under investigation is debtee. Its base word is the

noun debt. A debtee denotes a person as illustrated in (1):

(1) The “debtee” is an old word for the creditor or payee. (BNC, see

Davies 2004-, ACAD, 1992)

As indicated in the definition in (1), the debtee has an eventuality-related

interpretation, as it denotes an entity to whom the money is owed. This

eventuality suggests a potential paying-eventuality. More precisely, the

debtee can be construed as the recipient in a future money transfer even-

tuality. Since debtee denotes a participant in an eventuality, the assump-

tion is that the eventuality to induce the referential shift of the derivative

is in the semantic representation of the base word debt. This assumption

leads to the question where the eventuality and the required participant

for the word-formation process with -ee is to be found in the nominal

base. The paraphrases in the OED (2025 s.v. debtee) already provide a clue

for the eventuality in the semantic representation of the base word debt:

1. Thatwhich is owed or due: a sumofmoney or amaterial thing; a thing

immaterial.

2. A liability or obligation to pay or render something; the condition of

being under such obligation.

In the second definition, debt is defined as an obligation. Semantically,

obligations can be analyzed as states, i.e., non-dynamic eventualitieswith

at least one participant. I will refer to this eventuality as an obligation-

state. This link leads to the representation of the base in Figure 4.3 and

of the derivative in the frame in Figure 4.4. Base and derivative have a

phonological representation (phon) and the syntactic category noun (cat

n). The base debt in Figure 4.3 is at the same time included in the deriva-

tive as the morphological base (m-base) of the derivative in Figure 4.4.
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Figure 4.3: Representation of the lexeme debt.

The semantics of the base (sem) is depicted as a so-called multi-AVM and

consists of two frames with different source nodes, indexed with 1 and

2 . Both AVMs illustrate states, an obligation-state ( 1 ) and an expectation-

state ( 2 ). First, the obligation-state has two attributes; a bearer9 of the

state, indexed with 3 , and an attribute to-do, indexed with 4 . The at-

tribute to-do specifies what the bearer has to do in order to fulfill their

obligation. The to-do attribute has the value paying-action, which is a

sub-eventuality in the semantic representation of debt. This paying-action

has at least three attributes; an agent indexedwith 3 , a recipient indexed

with 5 and a theme indexed with 6 . The indices indicate that the bearer

of the obligation-state is the sameperson as the agent of the paying-action

indicated by 3 . The bearer in the obligation-state is the one who has to

pay.

The second state in the base is an expectation-statewhich describes the

circumstance that the paying-action ( 4 ) has not been finished. The debtee

expects to get their money back. The expectation-state has at least two

attributes, a bearer indexed with 5 and an expectation indexed with 4 .

Note that the bearer of the expectation-state is co-indexed with the recip-

ient of the paying-action ( 5 ) and the expectation is co-indexed with the

whole paying-action ( 4 ).

9The label bearer is only one option to name the participant in a state. Different no-
tations for the participant in a state are known (see, e.g., Van Valin & LaPolla 2002). The
label of the participant does not play a crucial role for the analysis provided in this thesis,
as long as this participant role fulfills the sentience and volitionality restrictions of -ee in
pertinent cases.
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Moving on to the process of derivation represented in Figure 4.4, the

question arises of how theword-formation process with -ee knowswhich

node to pick as the reference node (ref). The restrictions for nominali-

zations with the suffix -ee state that the referent has to be sentient and

non-volitional (Section 2.3.1). In the semantic representation of the base

debt, two possible targets for the shift of reference are present, the bearer

of the obligation-state and the bearer of the expectation-state, as bear-

ers are sentient and non-volitional. The participant indexed with 3 is not

only a bearer of the obligation-state but also an agent in the embedded

eventuality, the paying-action. Hence, the participant in 3 is not only a

non-volitional participant as a bearer in the obligation-state but also a

volitional participant, an agent in the paying-action. The bearer of the

expectation-state, on the other hand, is co-indexed with the recipient of

the paying-action. As the bearer of the obligation-state is co-indexed with

the agent of the paying-action, it is more likely for the derivative to refer

to the bearer of the expectation-state. The entity indexed with 5 is only

represented as a non-volitional participant. If two possible targets exist,

the more non-volitional participant is chosen as a referent for the word-

formation process, according to the volitionality constraint. Hence, 5 is

the reference node for the interpretation of debtee. Note that the deriva-

tive does refer to the element indexed with 5 in the expectation-state 2

as the payment of the paying-action has not been completed.
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Figure 4.4: Representation of the lexeme debtee.

The frames for debt and debtee illustrate the derivational process on an

eventive nominal base. Accordingly, an eventuality exists in the semantic

representation of a nominal base, here two states. The eventuality and its

participants provide possible targets for the word-formation process.

4.1.1.2 biographee

As shown in 4.1.1.1, the derivational process of -ee-derivatives with nom-

inal bases can be rather straightforward in the case of eventive bases.

However, what happens if a base is not clearly eventive? This will be il-

lustrated by the derivative biographee. The examples in (2) illustrate the

use of this derivative:

(2) a. [...] version of the Petraeus biography, whose biographer is ad-

mitted to have lain with the biographee in the Biblical sense.

(COCA, see Davies (2008-), BLOG, 2012)

b. [...] who noted that ‘politicians are happiest when talking, at

their most miserable when making up their minds.’ His bi-

ographee would dissent (BNC, see Davies (2004-), MAG, 1985-

1994)
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The base for the derivative is the noun biography. The base noun is not

clearly eventive, as it denotes, among other things, an object. As Puste-

jovsky (1996: ch. 8) already pointed out, artifacts, like books, also serve

as objects which contain information. Such objects which can be of two

different types are so called ‘dot-objects’. Books, for example, can be de-

scribed as physical objects and as containing information at the same

time. This also applies to the specific type of book, biography, which is

not only a concrete object but also a thing that contains information. This

information concerns the life of a person and the derivative biographee

denotes this person. The referential target of the suffix -ee is the person

about whose life a book is written.

Moreover, a biography has to come into being and it is used for a spe-

cific purpose. These two processes are eventualities that are part of the

semantic representation of the base word biography. These different as-

pects of the meaning of the base biography and the derivative biographee

are represented in the reference attributes ref for the base in Figure 4.5

and for the derivative in Figure 4.6.

The semantic representation of the base biography is more intricate

than that of debtee. The base noun biography is labeled as a text in the

semantic representation, as the frame for the base illustrates biography

as an information object. This text has the attributes production indexed

with 1 , affordance indexed with 2 , and topic indexed with 4 . The struc-

ture in the base is based on Pustejovsky (1996: ch. 6). This illustration of

the base showswhich elements can be assumed in a nominal base in gen-

eral. A look at the properties of the participants in these eventualities will

show which of them are compatible with the suffix -ee . The production-

attribute is analogous to the agentive-quale in Pustejovsky, and the af-

fordance-attribute is analogous to the telic-quale in Pustejovsky. Hence,

a biography is a text about something (topic) which is produced by some-

one (production/agentive) for a special purpose (affordance/telic).
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Figure 4.5: Representation of the lexeme biography.

The production-attribute and the affordance-attribute have eventuali-

ties as their value. The production is awriting-action and the affordance

is a reading-action. Both eventualities contain an agent; in the writing-

action the agent is the writer of the text and in the reading-action the

agent is the reader of the text. The two agent-attributes refer to different

persons and are therefore given different index-numbers ( 3 , 5 ).10 In con-

trast, the theme-attributes (indexed with 0 ) represented in both eventu-

alities refer to the same entity, namely the text itself, which is the referent

of biography. This theme contains the topic-attribute indexed with 4 .

10The frame-format does not prohibit co-indexation of these two elements. The writer
can read their own work as well. The non-co-indexed version is probably the more com-
mon interpretation.



4.1 Nominalizations with the suffix -ee 49

Finally, in order to account for the specific genre of text instantiated

by biography, the topic-attribute is typed life. In turn, the type life has a

possessor,11 indexed with 6 , which is a person.

Figure 4.6 shows the semantic frame for the derivative biographee in-

cluding the morphological base (m-base) in Figure 4.5. The reference-

attribute is specified for an element with the required semantics to form

themeaning of the derivative biographee. The reference is on the element

indexed with 6 , the possessor. Of the seven different nodes in this frame,

only this one adheres to the restrictions posed by -ee . All other nodes are

either volitional (agent: 3 , 5 ) or non-sentient (theme 0 , production 1 ,

affordance 2 , topic 4 ). Thus, the aforementioned restrictions on deriva-

tiveswith the suffix -ee successfully narrowdownwhich part of the base’s

semantic structure can be used as reference for the derivative.

11The label possesor is only one option to name the participant in 4 . Other analyses
for this participant might be available. The label of the participant does not play a crucial
role for the analysis provided in this thesis.
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Figure 4.6: Representation of the lexeme biographee.

4.1.1.3 covenantee

The next derivative analyzed is covenantee as in the examples in (3). The

base is the noun covenant.

(3) a. It was argued on behalf of the respondents that the doctrine

applied to a covenantwhichwas imposed for the benefit of the

trade of the covenantee andwhich either forbids the covenan-

tor to carry on his trade or restricts the way in which he may

carry it on. (BNC, see Davies (2004-), ACAD, 1991)
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b. However, even if the covenantee would not have entered the

agreement without the covenant, the contract may not be in-

validated as a whole [...]. (BNC, see Davies (2004-), ACAD, 1991)

According to the definition from the OED (2025 s.v. covenant), a covenant

is “a mutual agreement between two or more persons to do or refrain

fromdoing certain acts”. The derivative covenanteedenotes a personwho

is under an obligation to fulfill such an agreement, regardless of whether

the agreement authorizes or prohibits something. Interestingly, covenan-

tee can refer to two entities, namely to both parties that are involved in

the covenant. This is opposed to debtee and biographee, for which only

one possible referent can be identified. Figure 4.7 illustrates the frame for

the base covenant and Figure 4.8 the frame for the derivative covenantee.
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Figure 4.7: Representation of the lexeme covenant.

Focusing on the representation of the base, a covenant is a different type

of obligation than the one in the base debt described above (see section

4.1.1.1). The obligations denoted by a covenant aremutual-obligations and

expectations. These mutual-obligations and expectations are analyzed as

a state in 4 , which is a sub-eventuality that results from a causation-

eventuality. The causation-eventuality consists of a cause, which is an

agreeing-action and a result-state. The agreeing-action has at least two

attributes, an agent indexed with 2 , a co-agent indexed with 3 . Two
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agents are realized, because the agreement on the covenant as the result-

state is made by two parties. These parties can be on equal level as as-

sumed in the frame notation. The result-state has at least two attributes,

a bearer indexed with 2 , and a co-bearer indexed with 1 . The two bear-

ers are co-indexed with the two agents in the agreeing-action.

Two possible targets for the suffix -ee are available in the m-base in

Figure 4.7, as two non-volitional sentient beings are represented in the

result-state of the base, the bearer 3 and the co-bearer 2 . The refer-

ence-attribute (ref) in the frame in Figure 4.8 shows that the meaning of

the derivative covenantee can either be on the element indexed with 2

or 3 in the result-state 4 ( 2 - 4 , 3 - 4 ). Interestingly, both participants are

symmetric in the frame representation, as both occur as agents in the

cause and as bearers in the result-state. It is not possible to tell apart

which participant an -ee form refers to because they behave identically in

all sub-eventualities. Thus, two possible referents in their non-volitional

reading in the sub-eventuality 4 are the expected result.
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lexeme

phon /"k2v@n@nt/

cat n

sem 0



causation

cause 1


agreeing-action

agent 2

co-agent 3



result-state 4


mutual-obligations ∧ expectations

bearer 3

co-bearer 2




ref=

{
4

}


ref=
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Figure 4.8: Representation of the lexeme covenantee.
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4.1.2 Paradigmatic process

The data on denominal -ee-derivatives show an interesting subset with

-er/-or forms as their bases. For example, the derivative tutee is most

likely constructed on the noun tutor. According to Bauer et al. (2013: 524)

these nouns are paradigmatically related to each other. This relation a-

rises when the new word has the same base but a different suffix. This

is especially interesting as the data show that many -ee-derivatives come

into being not by suffixation to a base (i.e., a syntagmatic process) but by

a paradigmatic process (see also Bonami & Guzmán Naranjo 2023). Many

bases in this category are loanwords from Latin or French. Some of these

loan words seem to contain a suffix although they are loaned as a whole

word. For example, the word tutor does not have an English base tut.

Nonetheless, formations like tutee are possible. These formations seem

to exchange the non-existent suffix rather than be added to the roman

base, hence a paradigmatic process.

The analysis proposed here will show that the derivational process

operates on the same eventualities. Hence, the paradigmatic process is

shown by the switch of the reference from one participant to another

in the same eventuality. Some of the bases in this subset appear to be

derived but are non-derived. For example, according to the OED (2025),

the word tutor was loaned from French or Spanish as a complex word

andnot derivedwithin themorphological systemof English. Nonetheless,

it is possible to form tuteeparallel to tutor by changing the apparent suffix

although the -or form is non-derived. The semantic representation of the

-er/-or bases and the reference shifts to a different participant are more

straightforward due to the fact that the eventuality is already given by

the respective -er/-or forms and is therefore more readily available.

4.1.2.1 tutee

Two examples are illustrated in detail, tutee andmentee. Examples of the

derivative tutee are given in (4):

(4) ‘I used to have a tutee who lived there.’ she told Guido. ‘A tutee.’

Guido laughed at that. ‘Little miss schoolmistress.’ (BNC, Davies

2004-, FIC, 1993)



54 Chapter 4 Frame semantic analysis

The derivative is based on the noun tutor. The noun tutor is sufficiently

more frequent than the verb to assume that the noun serves as the base.

The word tutor occurs as a loan word around 150012 and tutee in the

1920’s (OED 2025 s.v. tutor). The verb tutor occurred in 1590. However,

the meaning of the verb is definitely based on the eventuality given by

tutorN. Due to the fact that the verb is built on the eventuality denoted

by the loan word and the immensely higher frequency of the noun, the

assumption of a paradigmatic relation between the two nouns, tutor and

tutee, is straightforward. Additionally, this relation is visible due to the

change of the alleged suffix. Figure 4.9 illustrates the frame for tutee.
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phon /tju: "ti:/

cat n

m-base


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cat n

sem 0


teaching-action

agent 1

patient 2


ref=

{
1

}


ref=

{
2

}



Figure 4.9: Representation of the lexeme tutee.

The teaching-action13 is directly accessible from tutor. The reference of

tutor is on the element indexed with 1 , as tutor denotes the agent of the

teaching-action. The derivative tutee, on the other hand, has a different

reference-attributewhich points to a different entity, namely the patient

of the teaching-action indexed with 2 . The two lexemes refer to different

participants in the same eventuality to create the meanings of tutor and

tutee.

12It occurred even earlier in nowadays obsolete contexts.
13The special interaction of student and tutor is probably not entirely described with

the label teaching-action, as this relation may contain more than teaching. However, for
the illustration of the derivational process, the label is sufficient.
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4.1.2.2 mentee

A second example of an -ee-derivative with a pseudo-derived base is the

derivativementee in (5):

(5) One corporate lawyer scratched his tradition of grabbing Christ-

mas drinks with a femalementee, and opted for the safer alterna-

tive of lunch. (COCA, see Davies 2008- NEWS, 2018)

The derivativementee denotes the person who is supervised. The related

wordmentor is, as well as tutor, a loanword from French. The nounmen-

tor is sufficientlymore frequent than the verb,which leads to the assump-

tion that the noun serves as the base. The first attestation of mentorN in

the OED (2025 s.v. mentor) is from 1750 and mentee occurs in 1965. The

verb mentor occurred in 1918 and is based on the eventuality given by

mentorN. The paradigmatic relation between the twonouns is straightfor-

wardly visible due to the change of the alleged suffix and the operation

on the same eventuality.14

The semantic representation ofmentee in Figure 4.10, then, looks simi-

lar to the one of tutee. The specification of the eventuality is changed into

a supervising-action. Mentor denotes the agent and mentee the patient.

Both forms operate on the same eventuality but target a different partic-

ipant of this eventuality (supervising-action). Thus, the word-formation

process with the suffix -ee works similarly for the bases in section 4.1.1

and -er/-or bases as a non-volitional and sentient participant is referred

to.

14Some might argue that the verb mentor also exists and the addition of the suffix -ee
for the formmentoree is evidence for a verbal base in the first place. However, the applied
frequency criterion described in Chapter 3 results inmentorN as being farmore frequent
and hence the base formentee andmentoree.
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Figure 4.10: Representation of the lexemementee.

4.1.3 Volitional participant denotation: bargee

The restrictions for the suffix -ee described in Section 2.3.1 are that the

derivational process with the suffix -ee requires a participant which has

to be sentient and non-volitional. These restrictions also underlie all of

the examples formalized in sections 4.1.1 and 4.1.2 and can be regarded

as the basis of the regular semantics of -ee-nominalizations. However,

exceptions to the non-volitionality constraint can be found in the litera-

ture on -ee for deverbal and denominal nominalizations. More precisely,

Barker (1998) pointed out that some derivatives with -ee can also refer to

volitional entities. One example is escapee, which, just as the also exist-

ing derivative escaper, denotes the agent of the escaping-action from the

verb escape. According to Barker (1998), this is possible for -ee-derivatives

with bases that are either intransitive verbs, or verbs that can be inter-

preted as having a non-volitional subject participant, like stand, for ex-

ample. The data on denominal derivatives (Barker 1998; Plag 2004; Müh-

leisen 2010; Chapter 3) also shows -ee-derivatives which denote agents

like bargee in the examples in (6).
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(6) a. It is often a matter of difficulty to find out exactly what will

have to be paid for haulage, toll and wharfage, and this fact

increases the office labour in sending out tenders. Then again,

in dealing with the bargee himself there is often trouble. The

owner of a couple of narrow boats and his crew are at a great

disadvantage when pitted against such competitors [...] (BNC,

see Davies 2004-, MAG, 1982)

b. ‘I’m a bargee, owner-operator, that’s my ship down there,’ she

said, pointing down the side of the quay. (BNC, seeDavies 2004-,

FIC; 1985-1994)

The base for bargee is the noun barge, whose semantic structure is rep-

resented in the frame in Figure 4.11. The frame specifies that barge is

a lexeme with a phonetic representation (phon) and the syntactic cat-

egory noun (cat n). The semantics of barge (sem 0 ) is an entity as the

lexeme barge denotes a concrete object. Two attributes are contained in

the semantic representation, a production-attribute ( 1 ) which is analo-

gous to the agentive-quale in Pustejovsky (1996: ch. 6), and an affor-

dance-attribute ( 2 ) which is analogous to the telic-quale in Pustejovsky

(1996: ch. 6). The entity in 0 is produced (production 1 ) by being built

(building-action) by an agent ( 3 ), and the entity is created for a specific

purpose (affordance 2 ) which is a shipping-action. The shipping-action

is performed by an agent ( 4 )15 and transfers a theme ( 5 ) which is usu-

ally of the type freight. The reference-attribute (ref) indicates that the

lexeme barge denotes the entity in sem 0 .

15It is, in theory, possible that the agents in 3 and 4 are the same person, whichwould
be indicated by co-indexation.
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Figure 4.11: Representation of the lexeme barge.

The frame in Figure 4.12 specifies that the derivative bargee is a lexeme

with a phonetic representation (phon) and the syntactic category noun

(cat n). The lexeme is a derivative, i.e., it has a morphological base (m-

base) which is the lexeme barge in Figure 4.11. The difference of the two

lexemes lies in their denotation, described in the reference-attribute (ref):

The base denotes the entity indexed with 0 and the derivative denotes

the element indexed with 4 , the agent of the shipping-action, hence the

person steering the barge. As no sentient, non-volitional participant is

part of the semantics of the base, the volitional, sentient participant in-

dexed with 4 is used for the derivational process instead. Theoretically,

the participant indexed with 3 , the agent of the building-action, could be

a potential referent. However, no textual evidence was found that bargee

refers to the builder of a barge but to its bargeman.
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Figure 4.12: Representation of the lexeme bargee.

4.1.4 Summary of readings

It was shown that derivatives with the suffix -ee refer to sentient, non-

volitional participants in an eventuality denoted either by non-derived

bases as in Section 4.1.1 or by paradigmatically related bases in Section

4.1.2. Nevertheless, as for deverbal derivatives in -ee, exceptions can be

found to the non-volitionality constraint for denominal derivatives as

shown in Section 4.1.3. Thus, two different semantic representations can

be achieved by a derivational process with the suffix -ee: A non-volitional

or a volitional, sentient element in the base’s eventuality. Such divergent

semantic classes of a word-formation process can be captured in inher-

itance hierarchies (Riehemann 1998; Koenig 1999; Booij 2010; Bonami &

Crysmann 2016; Plag et al. 2018). Figure 4.13 shows such an inheritance

hierarchy for denominal nominalizations derived by the suffix -ee. The

abbreviation n-n-lfr stands for noun-to-noun lexeme formation rule and
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indicates that the categories under this node describe denominal nomi-

nalizations. The hierarchy severs the phonological component (phon) of

the word-formation process from different semantic (sem) categories.

On the left side of the inheritance hierarchy, the phonological realiza-

tion (phon) of the derivative is described. The phonology of the base is

modified by adjusting the phonological form according to the informa-

tion of the suffix, in this case the suffix -ee . On the right side, the semantic

specification of a lexeme-formation rule is illustrated. The left node de-

scribes the regular semantics investigated in Sections 4.1.1 and 4.1.2. In

order to derive the regular semantics, a non-volitional-participant-noun,

the base (m-base) must provide but not necessarily denote an eventual-

ity with a participant which is non-volitional and sentient (participant).

This constraint is described by the reference (ref)which is on the element

indexed with x . The individual derivatives discussed in this dissertation

have their reference on a participant which meets the constraints given

in the regular semantics node in the inheritance hierarchy. The deriva-

tives discussed in sections 4.1.1 and 4.1.2, e.g., biographee and tutee, con-

nect the phonological component of the word-formation process with its

regular semantics. These forms are listed below each other.

The right semantic node illustrates the semanticmake-up of the excep-

tions as in Section 4.1.3. The participant which is referred to by the -ee-

derivative is sentient andvolitional,which leads to a volitional-participant-

reading as in bargee.
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Figure 4.13: Inheritance hierarchy of lexical rules for -ee.
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4.2 Nominalizations with the suffix -ment

The suffix -ment has the potential to induce a range of referential shifts,

where eventuality-related elements in the base verb frame serve as the

target. Denominal formations, on the other hand, pose a problem to the

reference shifting approach, as it relies on decidedly eventive structures

in the base. These eventive structures are not as straightforwardly iden-

tifiable in the nominal base as nouns do usually not denote eventualities.

Further decomposition of the base is needed, similar to the analysis of no-

minalizations in -ee in Section 4.1. Section 4.2.1 will show the successful

application of the reference shifting approach to psych nouns as bases. I

chose to call the base category psych nouns analogous to Kawaletz (2023:

ch. 5). Usually, psych nouns have a change in the psych state of an ex-

periencer, e.g., illusionment, allurement, concernment. More precisely, the

underlying assumption is that all psych expressions that serve as base for

nominalizations with the suffix -ment operate on change-of-psych-state-

causation structures. Section 4.2.2will dealwith the issue of non-eventive

attitudinal nouns as nominal bases. All attitudinal person nouns attested

as base for nominalizations with the suffix -ment, e.g., devilment, rascal-

ment, bastardment, allow for analyses as participants of activities. Atti-

tudinal nouns are purely entity-denoting nouns that typically refer to a

person (see, for example, Schmid 1999; Paradis 2008; Morzycki 2009).

4.2.1 Psych nouns as bases

Turning to psych nouns as bases for eventuality-related nominalizations,

the examples in (7) illustrate some of them. The reference shifting ap-

proach applied in this dissertationmodels the semantic structure of psych

nouns as bases for a derivational process with the suffix -ment like psych

verbs.

(7) allure, anger, concern, confusion, illusion

The term psych nouns is related to psych verbs as discussed in Kawaletz

(2023: ch. 5). Psych verbs are verbs that denote an emotional or psycho-

logical event or state, for example, frighten or fear. Psych verbs have

widely been discussed with their syntactic properties in Italian (Belletti
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& Rizzi 1988). The research on psych verbs is, however, often focused on

their atypical argument realization.

The examples in (8) illustrate psych nouns. The definitions from the

OED for illusion and allure already show a change-of-psych state eventu-

ality. For illude the state changes to an illuded state (‘one is illuded’) and

for allure the change of state includes a change in ‘attraction’. Thus, psych

nouns behave similar to psych verbs.

(8) a. The action of illuding, the condition of being illuded; that

whereby one is illuded. (OED 2025 s.v. illusion)

b. Attraction, fascination, allurement; an instance of this (OED

2025 s.v. allure)

The semantic analysis of psych nouns in this thesis is based on the frame

semantic analysis by Kawaletz (2023: ch. 5) for psych verbs. The frame in

Figure 4.14 describes a psych verb which is of the type lexeme. It has a

phonological representation (phon), a syntactic category (cat v) and se-

mantics (sem).
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Figure 4.14: The semantic representation of an experiencer psych verb

base (adapted from Kawaletz (2023: 131)).

The psych verbs denote change-of-psych-state causation events. In Figure

4.14, a generalization over such events is introduced in the sem-attribute.

The complex causative event ismade up of two sub-events, i.e., cause and
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effect. Both sub-events contain typical (but not necessarily obligatory)

participants, namely, agent, stimulus, instrument, and experiencer. In

a marginalized structure, a psych-causation frame is event-structurally

fixed and includes a causative sub-event and a second sub-event, i.e.,

an effect, during which the experiencer attains a psych-state as the re-

sult of the whole change-of-psych-state causation. The semantics of the

psych verb to enrage, for example, would type the result-state 6 value

as, roughly, a furious-state.

Example (9) shows the OED definition for the nominalization allure-

ment. The definition indicates that a change-of-state is happening.

(9) Alluring faculty or quality; attractiveness, appeal; fascination,

charm. Also: an instance of this. (OED 2025 s.v. allurement)

The prototypical derivative in Figure 4.15 is a lexeme with a phonolog-

ical representation (phon) and a syntactic category (cat n), analogous

to the analysis in Kawaletz (2023: ch. 5). The semantics of the morpho-

logical base (m-base) are embedded. As indicated by the co-indexation of

their respective semantics attributes (sem 0 ), the derived lexeme inher-

its the entire semantic structure of its base. However, the two lexemes

differ with regard to their possible referent nodes indicated in the refer-

ence-attribute (ref), i.e., the base verb can only denote the complex event

indexed with 0 . The resulting -ment-derivative is polysemous between

different eventuality-related readings (ref = { 0 , 2 , 4 , 5 , 6 }). Besides mak-

ing reference to the sub-eventualities change-of-psych-state 5 and psych-

state 6 , a derivative like enragement can also refer to the whole event 0 ,

to the cause 4 , or to the event participant stimulus/instrument 2 (see,

Kawaletz 2023: ch. 5 for details).
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Figure 4.15: The word formation with -ment on object experiencer

psych verb bases (adapted from Kawaletz (2023: 131)).

To summarize, the lexeme frame in Figure 4.15 illustrates the process

of -ment-nominalizations on “object experiencer psych verb bases” (cf.

Kawaletz 2023: ch. 5). This process can be modeled as possible referen-

tial shifts on the base semantics and can unproblematically be extended

to other deverbal nominalizations.

Turning to the psych nouns as bases, the assumption is that psych

nouns have the same make-up as psych verbs. More precisely, the even-

tuality in a psych noun is a change-of-psych-state causation. Thus, the

derivational process with the suffix -ment with psych nouns as bases is

similar to nominalizations with psych verbs as bases.

4.2.1.1 illusionment

The first -ment-derivative under investigation is illusionment, which is

based on the noun illusion. In order to understand the meaning of illu-

sionment, example (10) depicts the usage of base and derivative. In (10-a),
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illusionment is defined as an individual’s complex mental state that con-

sists of several illusions, i.e., false beliefs of reality. In contrast, illusion-

ment in (10-b) refers to a more complex eventuality, in which an individ-

ual creates such a false belief of reality. While the possibility of further

related senses of the derivative is not excluded, these two attestations ex-

haust the readings found.

(10) a. [...] a systemof intertwined fundamental illusions that had al-

ways been lived within [...] This way of being that one recog-

nizes only retrospectively may be called illusionment[...]16

b. Winnicott’s emphasis of the importance of the baby’s capac-

ity for illusionment draws directly on Freud’s description of

the baby’s ability magically to conjure up a phantasy or hal-

lucination of the mother’s breast before it eats it.17

The twoexamples in (10) refer to different components of causative events

that affect psychological states: Either the whole complex of a causative

macro-event in example (10-b), or merely one element of such an event,

its result-state in (10-a). Applying the reference shifting approach to

the derivative illusionment, the base provides the eventive elements the

derivative potentially shifts the reference to.

Starting with the semantic structure of the noun, illusion is itself an

eventive noun. The readings of the base noun illusion illustrated in (11)

show that the semantics of the base is best understood as a change of

a psych state causation eventuality, analogous to the psych verb seman-

tics illustrated in Figure 4.14 based on the analysis in Kawaletz (2023).

In example (11-a), illusion denotes the result-state of a causation even-

tuality, i.e., a false-belief-state. In contrast, illusion in example (11-b) de-

notes the stimulus/instrument element in a causation eventuality that

brings something about, or is used for bringing about, the change of state.

The nature of illusion as a pseudo-nominalization explains some parts of

the conceptual structure assumed.18 Thus, in example (11-a), the whole

16Margulies, A. 2018. Illusionment andDisillusionment: Foundational Illusions and the
Loss of a World. Journal of the American Psychoanalytic Association 66(2): 289.

17Minsky, R. 2014. Psychoanalysis and Gender: An Introductory Reader. 2nd ed. NY:
Routledge. [via www.googlebooks.com, n.p.]

18Although the lexeme appears to be a nominalization itself, with the object-
experiencer verb to illude (roughly meaning ‘to trick, to deceive someone’) as its poten-
tial base, it is more likely that the noun was loaned directly from French (see also the
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causative component as well as the eventive elements engaged in it are

left implicit, while in example (11-b) the experiencer is not spelled out.

The example in (8-a) is taken from the OED ( 2025 s.v. illusion).

(11) a. She wasn’t [...] under the illusion that marriage was a rela-

tionship characterized by endless bliss and romance. (COCA,

see Davies 2008-, WEB, 2012)

b. I am surprised Jean hasn’t tried to use an illusion to appear

and sound how he used to. (iWeb, see Davies 2018-)

Building on these considerations, the frame in Figure 4.16models illusion

as a simplex lexemewith a semantic structure that is analogous to the one

for morphological bases of psych verb nominalizations as in Figure 4.14.

Figure 4.16 includes specifications of the phonology (phon), the syntactic

category (cat), the semantics (sem), and possible referents (ref) in the

form of attributes embedded in the semantics structure of the lexeme.
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Figure 4.16: Representation of the lexeme illusion.

Figure 4.16 analyzes the meaning of illusion as the potential to make ref-

erence to different nodes in the structure of a change-of-psych-state cau-

sation eventuality, indexed with 0 . More precisely, illusion is polysemous

and its denotation is context-dependent. This polysemy of the base goes

OED online entry (OED 2025 s.v. illusion). Nominalizations based on psych verbs do often
not refer to the whole causation eventuality but only to sub-parts of this eventuality (cf.
Kawaletz 2023: ch. 5).
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hand inhandwith different possible denotations of theunderlying change-

of-psych-state causation eventuality. The meaning of illusion is different

from other subtypes of change-of-psych-state causation events because of

the specification of the result-state (indexed 6 ). Reflecting the semantics

of an illusion, this result-state is specified as a false-belief and it takes

the experiencer as participant (indexed 3 ). In other words, an eventual-

ity of the type illusion will result in an experiencer holding a false belief

of reality. The reference-attribute (ref) spells out the referential poten-

tial of the lexeme illusion. As illustrated by the examples in (11), illusion

refers either to the result-state (indexed 6 ; in (11-a)) or to the stimu-

lus/instrument (indexed 2 ; in (11-b)) in the denoted eventuality.

Turning to the -ment-nominalization illusionment, the examples in (10)

illustrate that the derivative can either refer to a change-of-psych-state

causation eventuality or to the result-state of such an eventuality. The

semantics of the base word illusion include such a change-of-psych-state

causation eventuality. Hence, the required elements for the reference shift

induced by the word-formation process with the suffix -ment to form illu-

sionment are given in the semantic structure of the base illusion. Figure

4.17 depicts the semantics of the lexeme illusionment as a complex lex-

eme in an AVM. The semantic frame for the lexeme illusion in Figure 4.16

is included as the morphological base (m-base) of the nominalization.

The frame in Figure 4.17 reflects the assumption of the reference shift-

ing approach that -ment has no lexical meaning of its own but operates

on the base’s semantics to change the reference from the denotation of

the base to the denotation of the -ment-derivatives. Hence, eventuality-

related readings of a derivative are based on eventive elements provided

by the eventuality denoted by the semantic structure of the base. First, the

-ment-derivative illusionment does not specify a separate semantic con-

tribution but operates on the base semantics of illusion. This is indicated

by co-indexation as 0 of the base’s and the derivative’s respective sem-

attributes. Second, as shown in Figure 4.16, the semantics introduced by

the base provides the change-of-psych-state causation eventuality that the

attested readings of illusionment call for. Importantly,modelling the base-

derivative pair illusion-illusionment as sharing the same semantic struc-

ture does not entail that the two lexemes are semantically completely

synonymous to each other. In the frame for the derivative in Figure 4.17,
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the differences in attested readings between the two forms are captured

via the referential potentials indicated in the reference-attributes. First,

base and derivative share the capacity to refer to the result-state 6 . Sec-

ond, however, the base illusion can denote the stimulus/instrument 2 of

the eventuality but not the complex causation eventuality indexed with

0 , while the derivative illusionment shows the reverse potential. Impor-

tantly, the referential space in the frame in Figure 4.17 (i.e., ref= { 0 , 6 }) is

based on the specific attestations found for illusionment, i.e., more read-

ings referring to different eventive elements in the frame are imaginable.
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Figure 4.17: Representation of the lexeme illusionment.
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4.2.1.2 allurement

The next exemplary nominalization for a semantic analysis is allurement,

which is based on the psych noun allure.19 The examples in (12) illustrate

the meaning of the base.

(12) a. The new-ish: Cutscenes are often viewed as the tedious buzz-

killers of gaming, so it’s rare to see a title that embraces them

so wholeheartedly as Asura’s Wrath. It’s a different sense of

player agency than gamers might be used to, and “different”

holds some allure. (COCA, see Davies 2008-, BLOG, 2012)

b. And then what did the first eye see? Perhaps it was the image

of love, or terror, or just some blurry blip relayed to a gan-

glion somewhere. But imagine the pressure to create enough

allure to convince the eye it was worth staying! (COCA, see

Davies 2008-, FIC, 2004)

The derivative allurement refers to the state of being attracted or cap-

tivated by someone or something as in example (13-a). It can also refer

to the act of enticing or attracting someone or something, usually by ap-

pealing to their desires or interests as in (13-b). Both physical and non-

physical attraction can be described by allurement.

(13) a. It was the sweet allurement of themimosa tree in full bloom

that finally overcamemy fears. (COCA, , seeDavies 2008-,WEB,

2012)

b. The charm of this being, usually grum, more odd than pretty,

lay in her eyes, a pair of large green eyes, cloudy-green, sides-

of-a-fish as theRomanian says, heavy-lashed andoverbrowed,

with a gaze somewhat lost. Did any other allurementweave

thenet that caught the duke? Possibly. (COCA, seeDavies 2008-,

FIC, 2014)

Interestingly, the examples in (12) show the same behavior for the base

noun allure as the derivative in (13). Even the definition of allure in ex-

ample (8-b) shows a semantic connection of base and derivative. In gen-

eral, allure and allurement imply a strong attraction or appeal that draws

19The verb allure also exists. However, it is infrequent in the corpora used to determine
the word class of a base as described in Chapter 3.
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someoneor something towards aparticular object or goal. Base andderiva-

tive have the potential to refer to the same elements in the frame, i.e., the

derivative shows a clear tendency for a transpositional reading. To what

extent both words are interchangeable in contexts is not of interest for

the analysis at hand.

Figure 4.18 illustrates the semantic representation of the psych noun

allure. It resembles the structure for psych nouns and the analysis of illu-

sion (Section 4.2.1.1).
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Figure 4.18: Representation of the lexeme allure.

The derivative allurement is based on the psych noun allure and Figure

4.19 depicts its semantic analysis. As allurement is based on allure, the

representation in Figure 4.18 is included as morphological base (m-base)

for the nominalization. The difference lies in the form, as the derivative

includes the suffix -ment , and the referential potential. The examples in

(13) show that its meaning is transpositional. It refers ot the same even-

tive elements the base allure can refer to (ref 0 , 6 ). It can not refer to the

instrument/stimulus indexed with 2 , probably due to the requirements

for nominalizations with -ment (see Chapter 2, Section 2.3.2), i.e., -ment

cannot shift the reference on an animated entity, and a stimulus can be

animated. This restriction does not forbid the reference shift onto other

elements than the ones indicated in the reference-attribute given by the

semantic representation of the base.
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Figure 4.19: Representation of the lexeme allurement.

Summarizing, the nominalizations illusionment and allurement operate

on eventive elements given by their base words illusion and allure. The

reference shifting approach applied for the suffix -ee (Section 4.1) and

for -ment by Kawaletz (2023) is applicable for nominalizations operat-

ing on psych nouns. The next chapter will show the operationalization

of nominalizations with the suffix -ment on different nominal bases, i.e.,

attitudinal nouns.

4.2.2 Attitudinal nouns as bases

Attitudinal nouns mostly denote people, and the semantics is specialized

in a way that they profile the speaker’s stance toward single (or highly

restricted sets of) behavioral or character traits of the entities denoted

by such attitudinal nouns (see, for example, Schmid 1999; Paradis 2008;

Morzycki 2009). The examples in (15) give some attitudinal nouns in the

data with the suffix -ment.

(14) bastard, butcher, devil, imbecile, rascal
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First, these traits tend to be gradable, and and this is the reason why at-

titudinal nouns tend to be gradable as well. This gradability is illustrated

in example (15-a) showing that all five listed nouns are compatible with

the degree modifiers total, real, and complete. The attestation in exam-

ple (15-b) illustrates that devil displays the same behavior as attitudinal

nouns. Second, compatibility with the progressivized copula, i.e., being a

X, as in example (16-a), and with command imperatives as in example

(17-a) show that attitudinal nouns allow for agentive contexts, a diagnos-

tic that speaks in favor of events as part of their semantics (see Lakoff

1966; Maienborn 2003 on these test environments).

(15) a. You are a total/real/complete genius/bastard/rascal/bugger/im-

becile etc.

b. Well, it wasn’t always so nice either, for she was pretty tough

at times too. A real devil she could be, the one I got for awife.

(COCA, Davies 2008-), WEB, 2012)

(16) a. You are being a genius/bastard/rascal/bugger/imbecile etc.

b. Either way, he does seem to take delight in being a devil, as

his various antics – dressing up like a cop; chopping off some-

one’s hair; strapping his dog to the car roof – all too handily

reveal. (COCA, Davies 2008-), BLOG, 2012)

(17) a. (Don’t) be a genius/bastard/rascal/bugger/imbecile etc.

b. Be a devil and stop being so staid... (BNC, see Davies 2004-,

FIC)

The noun devil as well as the noun rascal behave like attitudinal nouns.

The next sections (4.2.2.1, 4.2.2.2) analyze the semantic representation of

these nouns. Furthermore, the corresponding nominalizations devilment

and rascalment hold for exemplary nominalization with the suffix -ment

based on attitudinal nouns.

4.2.2.1 devilment

The derivative devilment can denote events, while its base devil is an

entity-denoting noun, as the examples in (18) illustrate again.
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(18) a. Well, it wasn’t always so nice either, for she was pretty tough

at times too. A real devil she could be, the one I got for awife.

(COCA, Davies 2008-), WEB, 2012)

b. Either way, he does seem to take delight in being a devil, as

his various antics – dressing up like a cop; chopping off some-

one’s hair; strapping his dog to the car roof – all too handily

reveal. (COCA, Davies 2008-), BLOG, 2012)

c. A verywicked or cruel person; (inMiddle English sometimes)

a man of gigantic stature or strength, a giant. In weakened

sense: a person who is very difficult to deal with (OED 2025

s.v. devil)

d. A sin, vice, or evil quality personified; a personification of a

particular undesirable quality by which a human being may

be possessed or actuated.(OED 2025 s.v. devil)

The examples in (19), however, show that the derivative devilment can be

found in at least two different readings. In (19-a), the derivative denotes

an activity, as indicated by the predicate goes on and the predicative com-

plement what we call deceptive practices. Example (19-b), in contrast, is

less transparent, because devilment denotes a property or characteristic

of the addressee rather than an activity. The definition provided by the

OED (2025 s.v. devil) in (18-d) underlines the denotation of devilment in

the other examples. In other words, the reading of devilment denoting

characteristics of the entity described by the base nouns is more hidden

in the semantic structure of the base, compared to the activity-reading.

(19) a. [...] the biggest devilment that goes on in these elections are

what we call deceptive practices – people are going to get

robocalls [...] (COCA, see Davies 2008-, WEB, 2012)

b. She’s of a mind it’ll wash any devilment right out of me.

(COCA, see Davies 2008-, FIC, 2019)

c. Action performed by, or characteristic, of the Devil or a devil;

evildoing, mischief; an instance of this. Also: a devilish, ras-

cally, or rash disposition; mischievousness; wild spirits. (OED

2025 s.v. devilment)
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Neither of the two examples in (19) make concrete reference to the Devil

in the religious sense of God’s adversary, and neither do any of the 44 dev-

ilment-attestation in COCA (Davies 2008-). The definition in (19-c) by the

OED (2025 s.v. devilment) states the same, rather, it is the (mostly) nega-

tively evaluated behavior of, or characteristics associated with, the Devil

that are metaphorically shifted to more general actors or bearers. Unsur-

prisingly, this metaphorical shift already operates on the base devil. For

example, the OED (2025 s.v. devil) definitions in example (18-c) and (18-d)

acknowledge both the senses of a ‘wicked or cruel person’ and of an ‘evil

quality personified’. In these usages, devil functions as an attitudinal per-

son noun.

Building on these considerations, devilment is clearly based on the atti-

tudinal noun devil. Given the characteristics of attitudinal nouns, any de-

compositional approach will have to account for the base gradable struc-

tures. Furthermore, the approach has to account for the intensity of the

characteristics of the noun as well as for its eventive meaning compo-

nents.

Figure 4.20 illustrates the semantic representation of the nominal base

devil as a type of lexeme with its phonological properties (phon) and its

syntactic category (cat n). The semantics of the word (sem) are further

specified as person. This label was chosen as a devil is an animated en-

tity which acts like a person. The person contains a node for activity ∧
habituality. This node denotes the characteristics of the base noun as

well as its activity component inherent to attitudinal person nouns. For

a devil, the activity ∧ habituality are further specified as 〈wickedness,
evilness etc.〉 according to the definitions in the OED (2025 s.v. devil) in

examples (18-c) and (18-d). These properties of a devil are profiled prop-

erties (prof-prop).
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Figure 4.20: Representation of the lexeme devil.

In order to account for their scalar nature, the properties take property

scales (prop-scale) as measure dimensions (m-dim) and map degrees on

said scales (cf. Kotowski 2023). Following standard assumptions on scalar-

ity (see, e.g., Solt 2015; Kennedy & McNally 2005), degrees on an open

property scale have to exceed some comparison degree for an entity to

count as, here, for example, evil or wicked. The semantic frame in Fi-

gure 4.20 therefore introduces a threshold-degree-attribute and build

on a two-place comparator-attribute (see Löbner 2017). This comparator

(©s,Rel ( 3 , 4 ) >) states that the value α of degree exceeds the value β of

threshold-degree on the property scale they apply to. In other words,

the properties of rascal are of a higher value than the threshold. In used

notation,© stands for an comparator, Rel for relation, and s for sort: thus,

a comparator establishes a relation between elements of the same sort

(such as colors,materials, heights, temperatures etc.). The values the com-

parator takes as input are co-indexed here. Broadly speaking,©s,Rel ( 3 , 4 )

> could be repeated as an attribute of value β. This would be redundant,

however, as co-indexation within the comparators themselves declares

which values are to be compared (see Löbner 2017 for details). The ref-

erence-attribute (ref) specifies the denotation of the base devil, i.e., the

node indexed 0 , a person.

Crucially, attitudinal nouns such as devil neither denote activities nor

properties as such but are best analyzed as a personwhich bears certain

kinds of activities. Therefore, the reference of the noun devil is not on the
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property 2 , but the referential node is indexed with 0 as indicated in the

reference-attribute, the person itself bearing the activity ∧ habituality-

attributes.

The decomposition of the semantics of the base illustrated in the se-

mantic frame thus captures three key ingredients of attitudinal (person)

nouns. First, it includes the systematic possibility to refer to properties of

person-entities. Second, these profiled properties are analyzed as scalar

attributes that include dedicated measure dimensions. Third, with re-

spect to properties of events, the analysis shows that themeaning of such

nouns can be captured in a straightforward manner by a participant-

attribute of an event-semantic structure. Broadly speaking, the denota-

tion of attitudinal nouns is dependent on the characteristics and behav-

iors of the referent, e.g., on how a devil usually behaves.

Figure 4.21 illustrates the semantic frame for the derivative devilment.

The semantic representation (sem) of the derivative is the same as that of

the morphological base (m-base) devil in Figure 4.20. The possible refer-

ential shifts are indicated in the reference-attribute (ref).
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Figure 4.21: Representation of the lexeme devilment.
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The semantic frame in Figure 4.21 represents the activity- and property-

readings of devilment (see the examples in (19)) corresponding to differ-

ent nodes in the semantics of the base devil: first, the activity node in-

dexedwith 1 and, second, the node depicting the set of devil-properties 2 .

Both nodes are available for the word formation process with the suffix

-ment, and the context defines whether devilment refers to the activity-

reading ( 1 ), or to the property-reading ( 2 ). The reference shift is illus-

trated in reference-attribute (ref). The derivative devilment refers to the

element indexed with 1 (the whole activity ∧ habituality) ( 1 ) or the el-

ement indexed with 2 (profiled-properties).

The analysis of denominal nominalizations with the suffix -ment is

similar to the proposed analyses of -ment on verbal and eventive nominal

bases (i.e., Section 4.2.1 and Kawaletz 2023), as it makes use of referen-

tial shifts and relies on the base to provide the necessary eventive struc-

tures for the derivational process. Crucially, the feasibility of the referen-

tial shifting approach for -ment on attitudinal nouns is entirely reliant on

the semantics of the base structure. The semantic decomposition of devil

warrants assumptions of eventive elements as inherent parts of the base

structure. The next Section 4.2.2.2 shows that the analysis of attitudinal

nouns as bases for derivational processes with -ment is not only an in-

dividual case for devil and devilment but extendable to other attitudinal

nouns as well.

4.2.2.2 rascalment

A secondnominalization based on an attitudinal noun in the data setwith

the suffix -ment is rascalment. The example in (20-a) is the only found

attestation of the derivative. The definition taken from the OED (2025 s.v.

rascalment) in example (20-b) is the same as for rascality.

(20) a. When oul’ Molly was a girl, Peig said, she was full of spirits

and up to all the rascalment of the day.20

b. The world of rascals; rascals collectively; the rabble. (OED

2025 s.v. rascalment)

20McGill, Bernie. 2010. The Butterfly Cabinet: A Novel. London: Headline Review. [via
www.googlebooks.com, n.p.]
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The meaning of rascalment can only be understood if the addressee is fa-

miliar with the base word and its denotation in example (21). The noun

rascal refers to a mischievous or dishonest person as in (21-c) who be-

haves in a playful, sometimes harmful way. It can denote someone who

is up to no good, often engaging in minor acts of deception or trickery for

their own amusement or benefit. It can also denote someone who is play-

ful and impish, but not necessarily malicious. According to the meaning

of rascal and rascalment, the semantic analysis is highly similar to the

analysis for devil and devilment in the previous section (4.2.2.1).

(21) a. Barney, the rascal, brought it back with him yesterday and

carried it about in his pocket all evening, never thinking of

it once, ” Johanna explained, shaking her fist at that guilty

person just coming in. (COCA, see Davies 2008-, WEB, 2012)

b. Later they try and fail to reach Bastien on his mobile. That

rascal, one would think that a Sunday evening could be the

perfect time to bring it down a notch, to slow down just a

bit.(COCA, see Davies 2008-, FIC, 2019)

c. An unprincipled or dishonest person; a rogue, a scoundrel.

(OED 2025 s.v. rascal)

Figure 4.22 illustrates the semantic representation of rascal in a frame.

The structure is similar to the structure of devil in Section 4.2.2.1. The se-

mantics are specified as a personwhich participates or bears an activity

and a habituality.
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Figure 4.22: Representation of the lexeme rascal.

Note that attitudinal nouns such as rascal neither denote activities nor

properties as such, but are best analyzed as actors of certain kinds of ac-

tivities, or as entities that bear a property. Hence, the reference-attribute

(ref) indicates that the element indexedwith 0 , i.e. the person, is denoted.

In other words, a rascal either takes part in an activity or bears specific

habitualities.

Similar to the semantic decomposition of devil, rascal as attitudinal

noun profiles single or highly restricted sets of properties. A rascal is

an entity with relatively high degrees of trickery, mischievousness, vil-

lainousness, etc. as displayed in the character or behavior of a rascal. In

Figure 4.22, these degrees of behavior are represented in prof-prop, in-

dexed with ( 2 ) as an attribute, where the set 〈trickery, mischievousness,

villainousness, etc.〉 serves as representatives for a whole property bun-

dle for rascal.

Turning to the derivative rascalment, the semantic frame in Figure

4.23 illustrates its semantic representation. The frame of the morpho-

logical base (m-base) rascal from Figure 4.22 is included as it provides

the required eventive structures. The reference-attribute indicates the

reference shift from the base 0 to the derivative that denotes either the

whole activity ∧ habituality ( 1 ) or the profiled-properties ( 2 ).
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Figure 4.23: Representation of the lexeme rascalment.

4.2.3 Summary of readings

It was shown that derivatives with the suffix -ment can refer to different

nodes in the semantic structure of the nominal base. Furthermore, two

distinct categories of base nouns are identified: psych nouns and attitu-

dinal nouns. For psych nouns (Section 4.2.1), the nominalization with the

suffix -ment can refer to either the whole semantic structure denoted by

the base or to the result-state inherent in the semantic representation

of the base noun. As -ment is highly polysemous (cf. Kawaletz 2023), more

readings than the ones discussed are highly likely to be found. Second, at-

titudinal nouns (Section 4.2.2) as bases are attested on two distinct read-

ings as well: One reading refers to the whole semantic structure of attitu-

dinal base nouns, i.e., the activity and the person node together, whereas

it is also possible for a -ment-formation to refer to the profiled proper-

ties.

Again, such divergent semantic classes of a word-formation process

canbe captured in inheritancehierarchies (Riehemann1998; Koenig 1999;

Booij 2010; Bonami & Crysmann 2016; Plag et al. 2018). Figures 4.24 and
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4.25 show such inheritance hierarchies for denominal nominalizations

derived by the suffix -ment. The inheritance hierarchies are split by the

category of the base noun, i.e., psych nouns as bases are represented in

Figure 4.24 and attitudinal nouns as bases in Figure 4.25. The abbrevia-

tion n-n-lfr stands for noun-to-noun lexeme formation rule and indicates

that the categories under this node describe denominal nominalizations.

The hierarchy severs the phonological component (phon) of the word-

formation process from different semantic (sem) categories. First, the se-

mantics are divided into the different base nouns, i.e., psych nouns and

attitudinal nouns. Next, the two distinct readings for each category of

base noun are given.

Starting with the description of the semantic node for psych nouns,

the nominalization with -ment can, first, create a transpositional reading

and refer to the whole semantic structure denoted by the base noun. Sec-

ond, the result-state of a change-of-psych-state can be referred to by the

nominalization. In the semantic nodes in the inheritance hierarchy for

attitudinal nouns, the derivative with -ment can refer to the activity and

the profiled-properties node denoted by the semantics of the base.
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Figure 4.24: Inheritance hierarchy of lexical rules for psych nouns in -ment.
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Figure 4.25: Inheritance hierarchy of lexical rules for attitudinal nouns in -ment.
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4.3 Nominalizations with the suffix -ation

Nominalizations with the suffix -ation usually denote results of processes

(e.g., sedimentation), locations (e.g., exhibition) or means (e.g., allocation)

(Plag 1999: ch. 7; Bauer et al. 2013: ch. 11; Plag 2018: ch. 4). Additionally,

an ornative reading in the sense ‘providewith X’ is to be found (e.g., epox-

idation) (Plag 2018: 93; Plag 1999: 207). Note that the suffix is not split into

-ate, a verbalizing suffix, and -ion, a nominalizing suffix, in this thesis. It is

seen as one suffix that directly attaches to the nominal base. Arguments

in favor for this treatment are that many nominalization in -ation do not

have a verbal base ending in -ate (e.g., declare © declaration) and back-

formation from an -ation derivative into a verb with -ate is productive

(cf. Plag 1999, 2018).

I will exemplify the word-formation process with two chemical sub-

stances as bases in Section 4.3.1, ozonation and hydroxylation, and two

technical terms as bases, pixelation and brecciation in Section 4.3.2.

4.3.1 Chemical substances as bases

Chemical substances are productive with the suffix -ation (cf. Plag 2018:

91). It is possible for the word-formation process to refer to eventive el-

ements in the base to create the meaning of the eventuality related no-

minalization. The process is analogous to the previously analyzed data in

-ee (Section 4.1) and in -ment (Section 4.2).

The nominalization process with chemical substances as bases is ex-

emplified by the analysis of ozone © ozonation, and hydroxyl © hydroxy-

lation. The examples in (22) give the definition for the two bases by the

OED (2025).
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(22) a. An allotropic form of oxygen, O3, which is a bluish toxic gas

with a characteristic sharp odour, is a powerful oxidizing

agent, and is produced from molecular oxygen by electrical

discharge and in the upper atmosphere by ultraviolet light.

Also colloquial: fresh, invigorating air. (OED 2025 s.v. ozone)

b. The radical HO or OH, consisting of an atom of hydrogen in

combination with an atom of oxygen, which is a constituent

of a vast number of chemical compounds. (OED 2025 s.v. hy-

droxyl)

These definitions illustrate which elements have to be included in the se-

mantic representation of chemical substances. Chemical substance have

molecules (‘O3’, ‘HOorOH’) andapurpose (‘is a powerful oxidizing agent’,

‘constituent of a vast number of chemical compounds’). Both attributes

are included in the description of their semantics in the following gener-

alized representation of chemical substances as well as in the pertinent

sub chapters (ozonation 4.3.1.1, hydroxylation 4.3.1.2).

Figure 4.26 illustrates the semantic representation of a chemical sub-

stance in a frame notation. Similarly to the already described represen-

tations, the substance is of the type lexemewith a phonological represen-

tation (phon), the syntactic category noun (cat n) and its semantics (sem).
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Figure 4.26: Representation of a prototypical chemical substance. The
frame representation is based on change-of-state verbs in Plag et al.

(2018) and Kawaletz (2023: 58).

The first attribute in the semantic representation is an entity ( 0 ). The

representation has several abbreviated attributes. This abbreviation is

representedwith three dots ([...]) to indicate that amore fine-grained rep-

resentation of the semantics is possibly included. For instance, the sub-

stance has a certain aggregation state or can be described as having par-

ticular molecules. However, the further specification of these features of

a chemical substance are of no importance to the semantic analysis pro-

posed in this thesis. Thus, these features are abbreviated in the semantic

representation of the base.

The semantic representation of the prototypical chemical substance

has an affordance-attribute ( 1 ). This attribute represents the purpose

of the substance. That is, the semantic structure of chemical substances

includes the information that the substance can be used for something.
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This idea is based on the telic-quale in Pustejovsky (1996: ch. 6). Simi-

lar to bases like biography in Section 4.1.1.2, this usage of the substance

is an affordance ( 1 ). Notably, this node contains the eventive structures

onwhich the denotation of the later nominalization-process is dependent

on. More precisely, the potential usage of a chemical substance bears an

eventive structure: a change-of-state causation, which, in turn, enables

the reference shift from the denotation of the base to the newly created

reading of the derivative. This line of thought underlines previous find-

ingswhich“suggest that action nominals in -ationmerely denote an Event

having to do with the entity denoted by the base” (Plag 1999: 209).

The included change-of-state causation follows the structure of change-

of-state verbs in Kawaletz (2023: ch. 4). That is, the substance is involved

in a change-of-statewhen it is used for a chemical process, its affordance.

This causation has a cause ( 2 ) and an effect ( 5 ). The cause is usually

an agentive-action with an agent ( 3 ), a patient ( 0 ), and an instrument

( 4 ). The co-indexation of the substance and the patient with the index

number 0 indicates that the patient of the agentive-action is the chemical

substance.

The effect ( 5 ) is a change-of-state. The initial state ( 6 ) as well as the

result-state ( 7 ) indicate the change of the substance (patient ( 0 )) from

one state to another. Thus, the substance is undergoing a change fromone

state to another state. Several possible states are conceivable for the sub-

stance. For instance, a change in physical-form (Kawaletz 2023: p. 62f.),

like ozone as an ‘allotropic formof oxygen, O3’, or a come-into-being even-

tuality (Kawaletz 2023: p. 87), like hydroxyl in a different ‘chemical com-

pound’, are possible and plausible states.

Another option for the change-of-state causation is given in Figure 4.27.

The possibility of the word-formation process with chemical substances

as bases gives rise to an ornative reading of the derivative. Some theories

of semantic interpretation on ornative readings model ornative readings

similarly to locative readings (e.g., Jackendoff 1990, 1991; Plag 1999). That

is, the ornative reading can be semantically described as a change in lo-

cation of the chemical substance, for example, a change to a chemical

compound. Furthermore, the distinction of locative and ornative read-

ings is often ambiguous (cf. Plag 1999: 127). The proposed solution for
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this issue is to combine locative and ornative readings into one seman-

tic representation. The lexical conceptual structure (LCS) in 4.1 by Plag

(1999: 129) unifies locative, ornative and causative readings:

LCS of locative/ornative/causative -ize verbs

([..[.....]BASE − ize]V )

NPi _ NPTheme

CAUSE
(
[.....]i,

[
GO

(
[Thing, Property]Theme/Base;

[TO[Thing, Property]Base/Theme]
)])
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Figure 4.27: Representation of a prototypical chemical substance. The
frame representation is based on change-of-state verbs in Plag et al.

(2018) and Kawaletz (2023: 58).

Locative, ornative and causative readings are all characterized by a go to

function. Thus, not only locative and ornative readings are represented
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by the same semantic structure, but so are causative readings. Before

turning to this unification, the frame semantic representation in Figure

4.27 displays the formalization of possible ornative readings laid out by

the structure of a chemical substance: a change-of-location in the effect

( 5 ) of the change-of-state causation.

Turningback to theunification of locative, ornative and causative read-

ings, the go to function describes all three readings. For instance, the

verb nuclearize has a locative/ornative and causative reading, expressed

by a different order of arguments in the LCS (for a more detailed discus-

sion of examples, see Plag (1999: 130ff.)). This unification of readings re-

sults in the frame semantic representation in Figure 4.28. The effect 5 in-

cludes a change-of-state and a change-of-location. Both sub-eventualities

are separated with the logical operator or (∨). This separation indicates

that either a change-of-state or a change-of-location is happening, using ei-

ther a state or a location in the initial-state and the result-state. Impor-

tantly, the change-of-state is represented with the states and the change-

of-location is expressed by the locations.
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Figure 4.28: Representation of a prototypical chemical substance. The
frame representation is based on change-of-state verbs in Plag et al.

(2018) and Kawaletz (2023: 58).

The reference-attribute (ref) indicates that the denotation of the chem-

ical substance is the element indexed with ( 0 ). This is the entity in the

representation.

Turning to the reference shifts induced by theword-formation process

with the suffix -ation with chemical substances as base, the examples in

(23) give the definition for the two nominalizations exemplified: ozona-

tion and hydroxylation.

(23) a. Impregnation or treatment with ozone; reaction with ozone,

esp. in an ozonolysis process. Also: conversion of oxygen into

ozone. (OED 2025 s.v. ozonation)

b. The introduction of a hydroxyl group into amolecule or com-

pound. (OED 2025 s.v. hydroxylation)
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Thedefinitions illustrate that three readings of a nominalization based on

chemical substances are possible: process (‘an ozonolysis process’), resul-

tative (‘introduction of a hydroxyl group into a molecule or compound’),

and ornative readings (‘impregnationwith ozone’). Thus, three reference

shifts are possible.

Figure 4.29 illustrates the reference shifts. The process reading shifts

the reference to the affordance ( 1 ), the change-of-state causation. The re-

sultative reading shifts the reference from the base to the result-state

indexed with 7 . The ornative reading shifts the reference to the result-

state indexed with 7 , similar to the resultative reading. The difference

to the resultative reading is that the ornative reading refers to a location,

replacing the state.
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Figure 4.29: Representation of a denominal derivative with a chemical
substance as base. The frame representation is based on change-of-state

verbs in Plag et al. (2018) and Kawaletz (2023: 58).

The nominalization process based on chemical substances is described

by examples in the following. First, the process from ozone to ozonation,

and second, the process from hydroxyl to hydroxylation is analyzed.
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4.3.1.1 ozonation

The first -ation-derivative based on a denominal chemical expression is

ozonation. The base for the nominalization is the noun ozone. The ex-

amples in (24) illustrate that ozone is used as a chemical substance with

molecules (‘ozone in the air’) and a purpose (‘has a deleterious effect on

stratospheric ozone’).

(24) a. In the Netherlands, a government health institute warned of

high levels of smog due to ozone in the air in parts of the

country. (COCA, see Davies 2008-, NEWS, 2019)

b. Nitrous oxide produced in this way may escape up through

the ground surface and into the atmosphere, where it has a

deleterious effect on stratosphericozone andmoreover poses

a serious threat as a potent agent for global warming. (COCA,

see Davies 2008-, ACAD, 2018)

The frame in Figure 4.30 represents the semantic structure of the base

noun ozone and has the same attributes as the generalized frame in Fi-

gure 4.28. It can be applied to chemical bases, here to ozone. The frame

shows the lexeme with its phonological representation (phon) and indi-

cates the syntactic category of the base which is a noun (cat n). sem de-

scribes the semantics of the base. The lexeme is further defined as an

entity ( 0 ), which is a substance. The notation of the characteristics of

this substance are abbreviated ([...]). The substance is further defined as

ozone.
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Figure 4.30: Representation of the lexeme ozone.

A second attribute of the semantic structure of the base is labeled affor-

dance. In the case of chemical substances like ozone, the affordance is

the usage of the substance for chemical processes. This usage gives rise

to a structure of an eventuality in the nominal base. The affordance is

further specified as a change-of-state causation. The change-of-state cau-

sation has two attributes: cause ( 2 ) and effect ( 5 ). The cause is specified

as an agentive-action in which an agent, ( 3 ) a patient ( 0 ) and an instru-

ment ( 4 ) are involved. The co-indexation of the patient with the index 0

indicates that the base word itself is involved in the agentive-action. Note

that also an inchoative reading is plausible. In such a reading, the cause

would neither contain an agent nor an instrument.

The effect ( 5 ) is a change-of-state ∨ change-of-location. This string al-

lows for a resultative as well as an ornative (locative) reading. Both op-

tions include an initial-state ( 6 ) and a result-state ( 7 ). The states as
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well as the locations belong together, distinguishing resultative readings

from ornative ones.

The reference-attribute (ref) indicates that the denotation of the base

ozone is on the element indexed with 0 , the chemical substance, which is

at the same time the patient of the agentive-action and the change-of-state

∨ change-of-location eventualities.

The examples in (25) show the different readings of the nominalization

ozonation. The reference shifts from a chemical substance to a chemical

process in example (25-a). Example (25-b) illustrates a result-state reading

and the example in (25-c) an ornative reading.

(25) a. Evaluation of membrane filtration and ozonation processes

for treatment of reactive dye wastewater. (COCA, see Davies

2008-, ACAD, 2015)

b. Ozonation has also been found to improve the taste, odor

and color of water. (COCA, see Davies 2008-, ACAD, 1998)

c. Dissolved iron,manganese, and hydrogen sulfidemust be ox-

idized into solid particles by chlorination or ozonation be-

fore they can be removed by amedia filter. (COCA, see Davies

2008-, MAG, 1996)

Ozonation is in Figure 4.31 of the type lexeme. The phonological repre-

sentation (phon) is given as well as the information that the derivative is

a noun (cat n). The semantic representation of the base noun ozone (Fi-

gure 4.30) is provided as morphological base (m-base) of the derivative.

More precisely, the possibility to refer to eventive elements provided by

the base is crucial for a successful word-formation process. The deriva-

tional process shifts the reference from the base to the readings of the

nominalization. In other words, the different readings of the derivative

ozonation are based on and dependent on the semantic structure of the

base ozone. The reference-attribute (ref) illustrates the reference-shift

from the node indexed 0 to the nodes indexed with 1 , 7 .
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Figure 4.31: Representation of the lexeme ozonation.

One of the readings of the derivative is the process reading as in example

(25-a): It induces a shift of the reference to the element indexed with 1 ,

affordance. By referring to the affordance attribute, the whole change-

of-state causation is referred to by the derivative.

Another reading of ozonation, as in example (25-b), is a resultative

reading. The reference shifts to the element indexed with 7 , the result-

state. For the resultative reading, the result-state is a state in which the

base, the chemical substance, is after the successful nominalization pro-

cess.
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A further possible reading is an ornative reading as illustrated in ex-

ample (25-c). Again, the reference shifts to the element indexed with 7 ,

the result-state. The difference to the resultative reading is that in the

ornative case the location changes and not the state (cf. Plag 1999). In

other words, the base is moved from the location in the initial-state ( 6 )

to the location in the result-state ( 7 ). The states for the resultative read-

ing as well as the locations for the ornative readings are dependent on

each other. That is, the states belong together and the locations belong

together, a combination of state and location or vice versa is not planned.

4.3.1.2 hydroxylation

The second -ation-derivative under closer investigation is hydroxylation.

The base for the nominalization is the noun hydroxyl. Examples in (26)

illustrate that the base is a chemical substance. As such, it has specific

molecules (‘(OH) group’) and a purpose (‘distribution of hydroxyl in gar-

nets’).

(26) a. The upshot of this is that, if you look back at figure 1, you’ll

have to replace every hydroxyl (OH) group that you see [...]

(COCA, see Davies 2008-, FIC, 2019)

b. The distribution of hydroxyl in garnets from the subconti-

nental mantle of southern Africa. (COCA, see Davies 2008-,

ACAD, 2018)

Figure 4.32 illustrates the frame semantic analysis of the lexemehydroxyl.

The semantic representation is taken from the generalized frame 4.26

and is alike to the ozone in 4.30. Only the type of substance in the en-

tity-attribute ( 0 ) changes from ozone to hydroxyl in Figure 4.32.
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Figure 4.32: Representation of the lexeme hydroxyl.

The examples in (27) show the different readings of the nominalization

hydroxylation. The reference shifts either from the chemical substance to

the process as in example (27-a), to a resultative reading as in (27-b) or

an ornative reading as in (27-c).

(27) a. P450s play an important role in various hydroxylation and

oxidation processes including secondary metabolism as well

as the breakdown of toxins and other xenobiotic compounds

35. (COCA, see Davies 2008-, WEB, 2012)

b. Their functions are potentially affected by their individual

structures, theirhydroxylationpatterns aswell as their func-

tional groups glycosylated and/or alkylated. (COCA, seeDavies

2008-, ADAC 2014)
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c. [...] and this enzyme is responsible for the hydroxylation of

25(OH)D to form 1,25(OH)2D.

(iWeb, see Davies 2018-, jcancer.org, 2016)

Figure 4.33 indicates the reference shift from the base hydroxyl to the

derivative hydroxylation. The semantics of m-base are the same and pro-

vided by the base hydroxyl in Figure 4.32.
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Figure 4.33: Representation of the lexeme hydroxylation.



4.3. Nominalizations with the suffix -ation 101

The reference shift from the denotation of the base, 0 , to the elements

indexed with 1 , 7 is indicated in the reference-attribute (ref). For a pro-

cess reading, the reference shifts to the affordance eventuality, i.e., a

change-of-state causation. The resultative reading refers to the state in

the result-state, indexed with 7 . The ornative reading shifts to the loca-

tion in the result-state ( 7 ). Notice that the distinguishing element of a

resultative and an ornative reading is the difference of the reference in

the result-state, one referring to a different state, the other referring to

a different location.

4.3.2 Technical terms as bases

The nominalizations with the suffix -ation can have technical terms as

bases. Technical terms are defined as follows:

Nom d’action technique: Nom peu transparent pour un public

non initié, dénotant une action précise complexe, dont la réali-

sation et la connaissance nécessitent un savoir acquis et qui est

spécifique à un domaine particulier. Les noms d’action tech-

niques appartiennent aux domaines de l’industrie, de l’agri-

culture et de l’artisanat. (Wauquier 2020: 220)

Translation: Technical action nouns: A largely nontransparent

noun for an uninitiated audience, denoting a complex, pre-

cise action, the knowledge and performance of which requires

an acquired knowledge specific to a certain domain. Techni-

cal action nouns belong to the fields of industry, agriculture

and craftsmanship. (Wauquier 2020: 220) (translated via deepL)21

The nominalization process with technical terms as bases is exemplified

by the analysis of pixel © pixelation, and breccia © brecciation. The exam-

ples in (28) give the definition for the two bases by the OED (2025).

(28) a. Each of the minute areas of uniform illumination of which

the image on a television, computer screen, etc., is composed;

(also) each of the minute individual elements in a digital im-

age. (OED 2025 s.v. pixel)

21https://www.deepl.com/de/translator.
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b. A composite rock consisting of angular fragments of stone,

etc., cemented together by some matrix, such as lime: some-

times opposed to conglomerate, in which the fragments are

rounded and waterworn. (OED 2025 s.v. breccia)

These definitions illustrate which elements have to be included in the

semantic representation of technical terms. One element is the denota-

tion of the term (‘uniform illumination [...] is composed’, ‘a composite

rock’) and another the purpose (‘individual elements in a digital image’,

‘cemented together by some matrix’). Both attributes are included in the

description of their semantics in the following generalized representa-

tion of technical terms as well as in the pertinent sub chapters (pixelation

4.3.2.1, brecciation 4.3.2.2).

Figure 4.34 illustrates the semantic structure of a potential technical

base. This structure is similar to the representation for chemical sub-

stances in Section 4.3.1. The type of the technical term is a lexeme with

a phonological description (phon), the syntactic category of a noun (cat

n) and a semantic representation (sem). The semantic structure is fur-

ther specified containing an entity and an affordance-attribute. Differ-

ently to the modeling of chemical substances, the entity remains an en-

tity ( 0 ), as the types to occur (e.g., pixel, breccia) allow for more flex-

ibility than the frame for chemical substances that are all substances

(e.g., Kawaletz 2023: 151f.). The attributes of the entity are abbreviated

([...]). For instance, a pixel could be specified with an attribute that states

whether it is lit or not.
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Figure 4.34: Representation of a generalizednominal base of a technical
term. The frame representation is based on change-of-state verbs in Plag

et al. (2018) and Kawaletz (2023: 58).

The eventuality in the affordance-attribute is a change-of-state cau-

sation. This interpretation is ajar to change-of-state verbs (e.g., Kawaletz

2023: ch. 4), and conceptualized equally to the chemical substance bases

in Section 4.3.1.

The examples in (29) illustrate the definitions of the nominalizations

pixelation and brecciation which are based on technical terms.

(29) a. The capturing or reproduction of an image in the form of pix-

els, resulting in a grainy picture; spec. deliberate blurring of

parts of a televisual or photographic image for purposes of

censorship or tomaintain the anonymity of the subject. (OED

2025 s.v. pixelation)
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b. The fragmentation of a rock; also, a brecciated condition. (OED

2025 s.v. brecciation)

The reference shift can create two different readings: a process reading

(‘deliberate blurring of parts’) and a resultative reading (‘the fragmenta-

tion of a rock’).

Figure 4.35 represents a generalized frame for a potential nominaliza-

tion with the suffix -ation. The morphological base (m-base) is the same

lexeme as described in Figure 4.34. Thus, the base provides all required

elements for the word-formation process. The crucial change in the read-

ings from the m-base to the nominalizations is the reference shift which

is indicated by the reference-attribute. The reference shifts from the el-

ement indexed with 0 to the elements indexed with 1 or 7 creating dif-

ferent readings. The shift to the affordance ( 1 ) denotes a process read-

ing as it refers to the change-of-state causation eventuality. The shift to

the result-state ( 7 ) changes the reference from the base to a resultative

reading of the derivative.
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Figure 4.35: Representation of a generalized denominal derivative of
a technical term. The frame representation is based on change-of-state

verbs in Plag et al. (2018) and Kawaletz (2023: 58).
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4.3.2.1 pixelation

The first technical nominalization with the suffix -ation is pixelation. The

base for the nominalization is the noun pixel. As illustrated in example

(30-a). The noun describes a technical term for small dots which can also

be metaphorically used as in example (30-b).

(30) a. Combining standard data of human color perceptionwith the

energy it takes to create a red, blue, or green pixel, the team,

led by Johnson Chuang at Simon Fraser, found colors that

required the same amount of energy to produce while be-

ing easiest to distinguish from each other. (COCA, see Davies

2008-, ACAD, 2009)

b. Beside the vanquished star, a small dot emerged: a single lit

pixel. (COCA, see Davies 2008-, FIC, 2019)

The frame in Figure 4.36 represents the semantic structure of the base

noun pixel. It is based on the generalized frame for technical terms in

Figure 4.34. The only difference is that the frame for pixel specifies the

entity ( 0 ) with its specifications ([...]) to be a pixel.
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Figure 4.36: Representation of the lexeme pixel.

The reference-attribute (ref) illustrates that the denotation of the base

is on the elements indexed with 0 in the semantic representation. The

co-indexation of the referred entity is a pixel, which is involved in the

cause ( 2 ) as well as in both states in the effect ( 5 ).

The examples in (31) show the different readings of the nominaliza-

tion pixelation. The reference shifts from the denotation of the noun it-

self to the process in example (31-a). In example (31-b) the reference of

the nominalization is on the result-state.
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(31) a. This process of scanning andpixelationhas the effect of smear-

ing images and edges by averaging the gray scale and hue

across each pixel. (COCA, see Davies 2008-, ACAD, 2000)

b. The result is a stereoscopic 3D display that has almost zero

crosstalk and no noticeable pixelation, providing a smooth,

strain-free experience. (COCA, see Davies 2008-, NEWS, 2014)

Figure 4.37 illustrates the derivative pixelation. The representation of pixel

serves as morphological base (m-base) for the reference shifts. The refer-

ence shift is indicated in the reference-attribute (ref). The denotation of

the derivative can be on the element indexedwith 1 , or 7 . The shifted ref-

erence to the affordance corresponds to a process reading as in example

(31-a). The other possible reference shift is a shift to the result-state as

in example (31-b).
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Figure 4.37: Representation of the lexeme pixelation.

4.3.2.2 brecciation

The second nominalization with the suffix -ation is brecciation. The base

for the nominalization is the noun breccia, which describes a type of a

composite rock. It is a technical term as it describes a special way of how

stones build such a breccia. The examples in (32) illustrate the denotation

of the base noun. Both examples refer to the entity, i.e., the composite

rock.
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(32) a. A chunkofbreccia canbe an entire archive of bits andpieces,

compressed to a single stone. (COCA, see Davies 2008-, FIC,

2019)

b. After the waters receded, the slow process of breccia forma-

tion began again, sealing the sandy lens within Lang Trang I.

(COCA, see Davies 2008-, ACAD, 1991)

The frame in Figure 4.38 represents the semantic structure of the base

noun breccia. The representation for technical terms in Figure 4.34 serves
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Figure 4.38: Representation of the lexeme breccia based on change-of-
state verbs with a come-into-being structure (Kawaletz 2023: p. 87).

The affordance is a change-of-state causation. The cause is in this case a

non-agentive action with a patient, the rock, ( 0 ), as only participant.

The effect also changes to a come-into-being eventuality which has

twodifferent states: an initial-state ( 4 ) and a result-state ( 5 ). Both states

are further specified ashaving-form. The patient is involved in both states,

as it changes from one form to the other form. The reference-attribute
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(ref) indicates that the denotation of the noun is on the elements indexed

with 0 .

The examples in (33) show the different reading of the nominalization

brecciation. The reference shifts to the process inherent in the semantic

structure of the base noun in example (33-a). The second reading of the

derivative is a resultative reading as in (33-b).

(33) a. Cross-bedding and lamination within intraclasts show that

they started as centimeter- to decimeter-thick cemented hori-

zons, whose tops were primary sedimentary interfaces, and

whose sides resulted from brecciation. (COCA, see Davies

2008-, WEB, 2012)

b. Other parts of the story are the specific chemical composi-

tion and impactite brecciation: rocks consisting of broken,

angular fragments cemented together by a fine-grained ma-

trix. (COCA, see Davies 2008-, MAG, 2006)

Figure 4.39 shows the frame semantic representation of the derivative

brecciation. The representation of breccia in Figure 4.38 serves as mor-

phological base (m-base). The base provides the eventive elements re-

quired for the word-formation process.
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Figure 4.39: Representation of the lexeme brecciation.

The reference shift frombase to derivative is illustrated in the reference-

attribute (ref). The elements indexed with 1 and 5 are referred to by the

nominalization. The reference shift to the change-of-state causation even-

tuality in the affordance ( 1 ) creates a process reading of the derivative

as in example (33-a). The other possible reading refers to the result-state

( 5 ) as in example (33-b).
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4.3.3 Summary of readings

The analyses of the examples of -ation-nominalizations are based on chem-

ical substances and technical terms. Two derivatives of each category

were modeled in a frame semantic framework. The findings for chemi-

cal expressions display three different readings: process, resultative and

ornative. For the technical terms, process and resultative readings are

attested.

The nominalizations with the suffix -ation, thus, show different possi-

bilities for a reference shift. Such divergent semantic classes of a word-

formationprocess canbe captured in inheritancehierarchies (Riehemann

1998; Koenig 1999; Booij 2010; Bonami & Crysmann 2016; Plag et al. 2018).

Figures 4.40 and 4.41 illustrate such inheritance hierarchies for denomi-

nal nominalizations derived by the suffix -ation. The abbreviation n-n-lfr

stands for noun-to-noun lexeme formation rule and indicates that the cat-

egories under this node describe denominal nominalizations. The hier-

archies sever the phonological component (phon) of the word-formation

process fromdifferent semantic (sem) categories. The reference-attributes

(ref) in the semantic (sem) nodes indicate that the reference of each read-

ing is on the element indexed with x .

Startingwith the inheritancehierarchy in Figure 4.40, the process read-

ings are depicted. The left semantic node represents the process reading

arising with all four nominalizations: The reference shifts to the affor-

dance-attribute. Thus, the process reading refers to a change-of-state cau-

sation eventuality.

Figure 4.41 illustrates the reference shifts to resultative and ornative

readings by -ation-nominalizations. The resultative reading in the left se-

mantic node shows a reference shift to the result-state consisting of a

state. All examples can refer to this node in the semantic representation

of the base. The ornative reading in the right semantic node also refers

to the result-state. In this reading, the result is not a state but a loca-

tion. Only the exemplary chemical substances show ornative readings.

Nonetheless, it is imaginable that other -ation-nominalizations like the

technical terms can also show a reference shift to an ornative result-

state.
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Figure 4.40: Inheritance hierarchy of lexical rules for -ation for process readings.
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Figure 4.41: Inheritance hierarchy of lexical rules for -ation for resultative and ornative readings.
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Summarizing, the results of the frame semantic analyses proposed for

eventuality-related nominalizations with the suffix -ation indicate that

the nominal base contains the semantic element required for the word-

formation process with the suffix. Broadly speaking, the nominalizations

are possible because the nominal base contains the required eventive

structures andmakes themavailable for theword-formationprocess. The

reference shifts to a process, a resultative, or an ornative reading are de-

pendent on the semantic structure of the base. These findings indicate

that the word-formation processes work similar to the deverbal forma-

tions (cf. Kawaletz 2023).



Chapter 5

Discussion: Frame semantics

The aim of the semantic analysis using a reference shifting approachwas

to investigate denominal nominalizationswith the suffixes -ee, -ment, and

-ation.22 The research questions for this part of the dissertation asked

whether it is possible to find an eventuality in the nominal base to extend

the reference shifting approach from verbal bases (cf. Kawaletz 2023) to

nominal bases. Furthermore, the analysis showed how the assumed ref-

erential shift induced by the word-formation process can be explained

and modeled.

A word-formation process can attach to several different word classes

(cf. Plag 2004). However, eventuality-related word-formation processes

clearly prefer verbal bases. This preference is grounded in the fact that

verbs denote eventualities themselves. Nouns, on the other hand, usu-

ally denote things or participants in eventualities (see, e.g., Haspelmath

2001; Van Valin & LaPolla 2002; Szabó 2015; Moltmann 2019). Moreover,

conversion in English makes it in many cases impossible to decide un-

ambiguously to which word class the base belongs (see Chapter 3). How-

ever, for the semantic reference shifting approach in this dissertation,

i.e., the reference shifting approach, the word class of the base is not of

paramount importance as the analyses in Chapter 4 showed.

22An earlier version of parts of Section 5.1 and Section 5.4 have already been published
in Schneider (2023). An earlier version of parts of Section 5.2 and Section 5.4 have already
been published in Kotowski et al. (2023).
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5.1 Discussion -ee

The analysis of denominal derivatives with -ee demonstrates that nouns,

as well as verbs, can provide the eventive elements that are required for

the word-formation process. In contrast to verbs, deeper decomposition

of the semantics of nouns is necessary to reveal the required eventive ele-

ments (cf. Plag 2004). Consequently, theword class of a base does not have

a central role for eventuality-related nominalizations. Rather, the seman-

tics provided by the base word are crucial. Assuming that the semantics

are central for word-formation processes in general, every word that has

the eventive elements for the process in its semantic representation can

serve as a potential base, regardless of itsword class. Theword-formation

process can then shift reference to an eventive element in the eventuality

provided by the semantic representation of such a base.

The semantic approach applied is one of semantic decomposition and

reference shifting and thus similar to the approach by Plag et al. (2018)

and Kawaletz (2023) for deverbal nominalizations with the suffix -ment.

This approach allows to decompose the base into its semantics which

consists of eventive elements like (sub-)eventualities and participants. In

some cases, the eventive elements that are used for the nominalization

process are deeply embedded in the semantic structure. Applying the a-

nalysis to denominal derivatives and their base words demonstrates that

seemingly non-eventive nouns like biography have eventualities embed-

ded in their semantic representation. The reference-attribute allows for

the inclusion of the denotation of base and derivative in one frame. Im-

portantly, the applied approach is a non-coercive approach. Coercion of

eventive elements is not needed, as such elements have been shown to al-

ready be provided by the respective bases. Thus, the analyses presented

in this paper are in line with frameworks that assume embedded eventu-

alities in the semantics of non-eventive nouns (see, e.g., Pustejovsky 1996:

ch. 6).

The analyses of denominal nominalizations with the suffix -ee illus-

trate that the constraints posed by Barker (1998) for deverbal derivatives

also hold for denominal ones. That is, a denominal nominalization with

the suffix -ee refers to a participant in the semantic structure of the base.

The referred entity has to be sentient and non-volitional. As Barker (1998)
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already pointed out, the non-volitionality constraint is gradable and of

the observed constraints the one that can be violated.

As a consequence of the successful violation of the volitionality con-

straint for suffixation with -ee, for example bargee (Section 4.1.3), the in-

heritance hierarchy in Section 4.1.4 does not only depict the regular se-

mantics for derivatives with the suffix -ee, but also the possibility of such

derivatives to refer to volitional participants. The restrictions that a vo-

litional participant can only be the target for a nominalization with the

suffix -ee if no non-volitional participant is present in the semantic rep-

resentation of the base word is often found for deverbal nominalizations

(e.g., escapee, cf. Barker 1998). The volitionality constraint as such is a

gradable constraint, stating rather that the most non-volitional partici-

pant is taken for the nominalization with -ee . Thus, the violation of the

volitionality constraint is not surprising, as this requirement can be vio-

lated if only a volitional participant is available in the semantic structure

of the base. This violation is also observable for denominal nominaliza-

tions with the suffix -ee. Only a single occurrence of such a volitionality

violation is found in the data analyzed here, bargee. For bases lacking a

non-volitional participant in their semantic representation, affix compe-

tition between -ee and -ermight be involved in the process of -ee referring

to a volitional participant as well (cf. Barker 1998).

5.2 Discussion -ment

The second denominal nominalizations under investigation in this dis-

sertation are built with the suffix -ment. The analysis of -ment-derivatives

shows that the reference shifting approach can also be applied for de-

nominal nominalizations. The word-formation process is dependent on

the semantic structures provided by the morphological base. The data

for denominal -ment-formations show two prominent types of bases, i.e.,

psych nouns (Section 4.2.1) and attitudinal nouns (Section 4.2.2). The dif-

ferent base types presented different vantage points for the modeling

of nominalization semantics. The analyses of the psych nouns showed

that the nominalizations are straightforwardly eventuality-related. Their

meaning is best described as referencing nodes of a causative event given
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by the psych noun as base. The generalizations over the analyzed attesta-

tions show that derivative and base share the same underlying semantic

structure (and partly even allow for referencing the same nodes). In con-

trast, the attitudinal nouns are person nouns that allow for systematically

analyzing their denotation as actors of (habitual) activities with lexeme-

specific eventuality properties. In consequence, this allowed us to model

the activity-reading of nominalizations with -ment based on attitudinal

nouns as referential shifts to the activity-node or the profiled property-

node provided by the semantic structure of the base.

The analysis of -ment-formations are in line with the finding in this

thesis that the semantic compatibility of nominalizations with the suffix

-ment and their nominal bases relies on peculiar semantic structures al-

ready inherent in the semantic structure of the base noun.

Irrespective of the base, Plag et al. (2018) and Kawaletz (2023) show

that assigning -ment a semantic representation is far from trivial. In par-

ticular, attempts at coming up with a unitary meaning that would cap-

ture the polysemy of derivatives with the suffix -ment in a satisfactory

way are unsatisfying. The authors suggest a word-based reference shift-

ing approach from base to nominalization as applied in this dissertation.

The given analysis of nominal bases showed that the reference-shifting

approach used for verbal bases and their derivatives is extendable to

nominal bases. Furthermore, the inheritance hierarchy in Section 4.2.3

(based on, e.g., Riehemann 1998; Koenig 1999; Booij 2010; Bonami & Crys-

mann 2016; Plag et al. 2018) completes the picture of denominal -ment-

nominalizations. For the analysis at hand, the inheritancehierarchy splits

up in the different types of bases, i.e., psych nouns and attitudinal nouns,

and then the different possibilities for the reference shift induced by the

suffixationwith -ment. Given the existence of property readings based on

attitudinal nouns, however, the generalization that all -ment-derivatives

either denote eventualities or their participant has to be extended to prop-

erties assigned to activities or persons, at least on the assumption that

properties and eventualities are distinct ontological categories (see e.g.,

Metzger et al. 2019; Moltmann 2019).
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5.3 Discussion -ation

The third category of eventuality-related nominalizations under investi-

gation are thosewith the suffix -ation. The generalmake-up of the applied

reference shifting approach is similar to the analyses made for -ee and

-ment. An eventive structure is required in the base in order to be able

to form derivatives with -ation. The generalized frames for chemical ex-

pressions in Section 4.3.1, the generalized frame for technical expressions

in Section 4.3.2, and the individual analyses of the example words under

investigation show that the required eventive structures for the word-

formation process are inherent in the decomposed semantic structure of

the base. In other words, the nominal bases for -ation-nominalizations

contain eventive structures revealed by an affordance-attribute which

are available for the derivational process.

Nominalizations with the suffix -ation are said to create either events

or results of processes, but locations or means can also be found (Plag

1999: ch. 7; Bauer et al. 2013: ch. 10; Plag 2018: ch. 4). Furthermore, deriva-

tives in -ation can denote “’provide with X’ (ornative), [...] or ‘make into

X’ (resultative)” readings (Plag 2018: 93). Specifically, chemical or other

substances as bases are used with -ation to denote results of processes,

without first verbalizing the noun with -ate (Plag 2018). Chapter 4.3 an-

alyzed chemical and technical terms. The observations are in line with

previous findings on the suffix, as the chemical as well as the techni-

cal based -ation-nominalizations denote either processes, i.e., the affor-

dance-attribute giving rise to an eventuality, or result-states provided by

the semantic structure of the pertinent base. Nominalizations based on

expressions can also refer to ornative readings. These readings are for-

malized as a change in location, similar to previous analyses of ornative

cases (e.g., Jackendoff 1990, 1991; Plag 1999).

The different readings as possible outcomes of the word-formation

process with the suffix -ation are illustrated in several inheritance hier-

archies in Chapter 4, Section 4.3.3. The inheritance hierarchy is based on

previous analyses of polysemy in word-formation processes (e.g, Riehe-

mann 1998; Koenig 1999; Booij 2010; Bonami & Crysmann 2016; Plag et al.

2018). Nominalizationswith -ation create either process, resultative or or-

native readings. These hierarchies define which elements are required
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by the nominalization in order to create the reading of the nominaliza-

tion in a systematic way. Importantly, the possibility of including lexeme

formation rules also for deverbal nominalization is given and it is up to

further research to complete the whole picture of possible readings. The

only requirement for word-formation processes in general is that nomi-

nalizations are dependent on the existence of required eventive elements

in the base, independent of the word class of the base.

5.4 Nominal bases

The frame semantic analysis applied in this dissertation is the reference

shifting approach by, for example, Plag et al. (2018) and Kawaletz (2023).

This approach can be transferred successfully from the analysis of verbs

to the analysis of nouns as bases for nominalizations. Many different

types of nominal bases can be used for the nominalization process with

the suffixes -ee, -ment and -ation: For example, information objects like a

biography, eventive nouns like debt, psych nouns like illusion, attitudinal

nouns like devil, as well as chemical substances like ozone and technical

terms like pixel.

Given the eventive nature of the derivatives in question, a potential

drawback of the reference shifting approach is the possible post-hoc as-

signment of eventive structures to the base in order to make reference

shiftingwork. This holds in particular for non-eventuality-denoting bases

such as attitudinal person nouns. Importantly, the eventualities in none

of the base nouns are induced or coerced by the word-formation process

itself. The category of the base noun, be it concrete/informative objects or

paradigmatically related loan words, psych nouns or attitudinal nouns,

or chemical and technical terms, does not play a role. The underlying as-

sumption is that there are reasons independent from theword-formation

processes to assume eventuality-structures as inherent to the base se-

mantics, including in particular linguistic environments that select for

eventualities or indicate agentivity.

The decomposition of bases via frames is a highly fruitful approach

in laying bare such structures. The findings presented in this disserta-

tion are in line with analyses that take eventualities to be inherent in

certain non-eventive nouns that feature as input to eventive structures,
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be they perceived as dynamic meaning construals such as metonymical

shifts (see, e.g., Baeskow 2021 for a recent proposal) or as core features

of lexical entries (as, e.g., in the Qualia structure in Pustejovsky 1996; see

also the general remarks in Bauer et al. 2013: 233).

More generally, the findings in the analyses of word-formation pro-

cesses with different suffixes support views that caution against analyz-

ing the word class of the base as primary feature for the word-formation

process regarding its potential to serve as base of a word-formation pro-

cess (see Barker 1998; Plag 2004). The results of the analyses are in line

with previous research (e.g., Plag 1999, 2004) as they reveal that the se-

mantic compatibility of eventuality-related nominalizations with their

nominal bases relies on peculiar semantic structures of the base. The

fact that all the suffixes under investigation clearly prefer verbal over

nominal bases can be explained by, first, the semantic categories of such

nominalizations as eventuality-related, second, their compatibility with

verbs as the one syntactic category whose members prototypically de-

note eventualities, and third, their compatibility with fewer nominal ba-

ses due to the lack of inherent event-semantic components in the case of

many nouns (see Van Valin & LaPolla 1997; Haspelmath 2001; Van Valin

& LaPolla 2002; Szabó 2015; Moltmann 2019 on ontological preferences

of word classes).

Taking a closer look at the ontology of word classes, verbs are usually

said to denote eventualities and nouns to denote entities (e.g., Van Valin

& LaPolla 1997; Haspelmath 2001; Van Valin & LaPolla 2002; Szabó 2015;

Moltmann 2019). The nominalizations with the suffixes under investiga-

tion in this dissertation, -ation, -ee and -ment, do all denote eventualities.

This fact explains why verbal bases are preferred by the suffixes: Verbs

denote eventualities which are in turn taken for the nominalization pro-

cess. In other words, the nominalization process is more straightforward

with verbal bases due to the already existing eventuality in the base verb.

However, the analysis of eventuality-related nominalizations with the

analyzed suffixes is also possiblewithnon-eventive base nouns. Thenoun

as a base has to be further decomposed in its semantics in order to find

the eventuality the nominalization process operates on. Regardless of the

need of further semantic decomposition, the nominalization processwith

nominal bases resembles the nominalization process with verbal bases.
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The resemblance of the nominalization processes with verbal and nom-

inal bases leads to the question whether the word class of the base is of

any interest for the word formation process at all. The deeper decompo-

sition of nominal bases might explain why verbs are preferred as bases

for the nominalization process. Nevertheless, the process is not blocked

with nominal bases. To sum up, one may conclude that the ontology of

the word class of the base words leads to a preference of verbal bases

but does not rule out other bases, like nouns.

Similar problemsofmismatches between eventuality-denoting deriva-

tives and their (non-eventive) nominal bases arisewith other suffixes like

-age, -ance, -er, -ure (Plag 2004, 2018: ch. 4). The reference shifting ap-

proach proposed and applied in this dissertation can potentially be used

for the analysis of other nominalizations as well. Moreover, further re-

search might be able to analyze adjectival bases for the word-formation

processes with suffixes that give rise to eventuality-related nominaliza-

tions by transferring the successful application of the reference shifting

approach for verbal and nominal bases to adjectival ones.
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FastText implementation

The suffixes -ation, -ee, and -ment are investigated in a distributional se-

mantic approach as described inChapter 2, Section 2.2.2.23 Computational

methods were chosen as a second approach applied in this dissertation

to test the findings of the frame analysis in Chapters 4 and 5 which show

that the derivative is semantically dependent on eventive elements in the

semantic structure of the base.Whether derivatives and bases are indeed

semantically similar as suggested by the reference shifting approach and

if a difference between nominal and verbal bases is to be found (RQ2)

will be investigated.24 A difference between the semantic similarities of

denominal and deverbal derivatives and their bases is expected to be

found because of the observation that nominal bases need more decom-

position to locate the eventive elements required for the word-formation

process. The data for all three suffixes are analyzed individually in Sec-

tions 6.2.1.1, 6.2.1.2, and 6.2.1.3.

6.1 Methodology

6.1.1 Word vectors

In order to be able to perform a distributional semantic analysis, word

vectors which represent the semantics of a word are needed for each tar-

get word, i.e., each derivative and its base. As a starting point, vectors

23An earlier version of parts of Sections 6.2.1.1 and 6.2.1.3 are to be published,
preprint available Schneider (forthcoming). The version in this dissertation contains cru-
cial changes.

24The data as well as the scripts used for the individual analyses are available here:
https://osf.io/kaqsv/.
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of denominal derivatives and their nominal bases and deverbal deriva-

tives and their verbal bases in -ee, -ment, and -ation were required. The

list of the denominal derivatives described in Chapter 3 was used. The

deverbal derivatives and their bases were random samples of hits of the

derivatives in the used corpora (BNC, Davies 2004-; COCA, Davies 2008-;

NOW, Davies 2016-; iWeb, Davies 2018-) and manually checked for hav-

ing a verbal base, as described in Chapter 3. The size of the data sets for

each suffix are given in Table 6.1.

Table 6.1: The data of all three suffixes ordered by category, denomi-
nal/deverbal.

denominal deverbal

-ation 67 72

-ee 46 312

-ment 29 273

total 142 657

The word vectors for the derivatives and their bases in -ee, -ment, and

-ationwere created using fastText (Bojanowski et al. 2016), a python pack-

agewhich includes, but is not limited to, pre-trained vector spaces for sev-

eral languages (Mikolov et al. 2018). These pre-trainedword vectors are of

300 dimensions. For the computation of the requiredword vectors for the

derivatives andbases in this study,whichwere not in the pre-trained data

as most of the derivatives are highly infrequent (cf. Chapter 3), the pre-

trained common crawl subword model was used. This pre-trained vector

space contains 2 million pre-trained word vectors and subword informa-

tion based on character n-grams consisting of 3-, 4-, 5-, and 6-grams (cf.

Mikolov et al. 2018). For example, the word biography consists of nine tri-

grams #bi/bio/iog/ogr/gra/rap/aph/phy/hy#. The hash mark represents the

beginning or the end of a word. The word vector for the word biography

does now not only include the information about its distribution in con-

text, but also the information that the trigrams are the form of the word.

Thismeans, for example, that there is a semantic connection via the form

to the words biography and biology as both also include the trigrams #bi

and bio (for more information on the mathematical operations for the

word vector creation, see, Mikolov et al. 2013a, 2018).
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The fact that the syntactic distribution of nouns and verbs is differ-

ent (see, e.g., Baroni & Lenci 2010) might influence the distribution of the

base words and the derivatives for the deverbal data because all nomi-

nalizations are nouns and thus probably not entirely comparable with

verbal bases. This reasoning cannot be completely left out of sight. How-

ever, the inclusion of the subword information ensures that the base and

its derivative shall be related at least in their form as both contain the

same n-grams of the base.25

6.1.2 Statistical data analysis

The statistical analysis is twofold. First, beta regression models are fit

to see how predictive the variable word class of base is for the cosine

similarities of derivatives and bases (Section 6.2.1). The beta regression

models contain control variables to control for possible influences on the

variable of interest. Second, a t-distributed Stochastic Neighbor Embed-

ding (t-SNE) and a linear discriminant analysis (LDA) are performed (Sec-

tion 6.2.2). This analysis is performed with the vectors computed for the

derivatives. The aim is to see whether patterns in the data can be found

as well as to see whether denominal and deverbal derivatives are distin-

guishable from a discriminant view.

6.1.2.1 Beta regression

For the analysis of the semantic similarity of the derivatives and bases,

cosine similarity was used as measure. A higher cosine similarity of the

word vectors expresses a higher semantic similarity of thewords’ seman-

tics, whereas a lower cosine similarity expresses a lower similarity (cf.

Sitikhu et al. 2019; Huyghe & Wauquier 2020). A cosine similarity of 1

would express that both words are semantically the same. The cosine

similarities are used to compare denominal derivatives and their nom-

inal bases as well as deverbal derivatives and their verbal bases to each

other. The cosine similarities of the word vectors for the derivatives and

their bases were computed in Python (van Rossum & Drake 2009).

25Sometimes, it is not the case that the whole base is represented in the derivative, see,
e.g., the pair biography and biographee, where not all graphemic information is retained
in the nominalization.
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Apart from the word class of the base, a number of variables may in-

fluence the cosine similarity of derivatives and bases. For example, the

relative frequency of derivative and base (e.g., Hay & Baayen 2003) as

well as the polysemy of the base word (e.g., Lieber 2004; Melloni 2007;

Lieber 2016) may be influential factors on the similarities of derivatives

and their base words. I decided to treat the variable word class of base

as the variable of interest because the analyses investigate whether there

is a differences of denominal and deverbal nominalizations regarding

their similarity to the base. The variables base polysemy and relative

frequency were included in the statistical analysis as control variables.

The inclusion of control variables aims to ensure that a found effect of the

variable of interest is not an artifact of a confounding variable. Therefore,

potentially confounding variables are introduced as control variables. In

turn, the analysis will show whether these variables have an effect on

the cosine similarity of derivatives and bases and if their inclusion show

a problematic correlation with the variable of interest.

The variable word class of base is the central variable of interest in

the statistical models, as RQ2 is directly concerned with a comparison

of denominal and deverbal nominalizations. The coding of this variable

was based on the procedure in Chapter 3. The expectation was that de-

verbal derivatives and their verbal bases are generally more similar to

each other than denominal derivatives and their nominal bases. This ex-

pectation arises because verbs denote eventualities (see, e.g., Van Valin

& LaPolla 1997; Haspelmath 2001; Szabó 2015; Moltmann 2019) just like

eventuality-relatednominalizations do. In otherwords, due to the seman-

tic nature of verbs, a direct link of the eventuality in the verbal base to the

nominalization is established. For nouns, on the other hand, the link of

the eventive elements of the nominal base to the nominalization is not as

straightforward as nouns do usually not denote eventualities. The anal-

yses are thus expected to show an overall higher semantic similarity of

deverbal nominalizations and their verbal bases compared to denominal

nominalizations and their nominal bases.

A second expectation was built on ontological considerations of the

commondenotation of verbs and nouns aswell as on findings of the read-

ings created by the individual suffix by the reference shifting approach:

The cosine similarities of derivatives and bases should look different for
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the data in -ee compared to the data of the other two suffixes, -ation and

-ment. That is, data in -ee should show a higher cosine similarity of de-

nominal derivatives and bases compared to the other two suffixes be-

cause -ee creates participant readings (cf. Barker 1998, and the analysis in

Chapter 4) that are usually denoted by nouns. Nonetheless, as the partici-

pants needed for the interpretation of a nominalization in -ee are embed-

ded in the eventuality denoted by the base, an overall higher similarity of

deverbal derivatives and verbal bases is expected. To put it another way,

nominalizations in -ee were expected to show a higher similarity of de-

nominal derivatives and their nominal bases in opposition to the denom-

inal data with the other two suffixes, but the deverbal derivatives should

bemore similar to their verbal bases compared to denominal derivatives.

The suffixes -ation and -ment, on the other hand, create eventive readings

which denote, for example, processes or states, and should hence show

higher cosine similarities for deverbal derivatives and bases compared

to -ee (cf. Plag 2018: ch. 4, and the analysis in Chapter 4). Furthermore, a

lower similarity of denominal derivatives in -ment and -ation and their

bases is expected.

I included the variable relative frequency as a control variable in the

statistical analysis. A higher frequency of the base goes together with a

higher segmentability and semantic transparency of the derivative,which

results in a clearer connection between the derivative and its base (cf.

Hay & Baayen 2003). Thus, a higher relative frequency was expected to

increase the cosine similarity of derivative and base. For example, the

derivative government ismore frequent than its base govern. This leads to

a lower segmentability and a lower semantic transparency of the deriva-

tive because the derivative government is lexicalized and hence only seg-

mentable with further reasoning. In other words, a higher frequency of

the derivative compared to its base results in a weaker association of the

derivative with its base word. A low-frequent derivative like devilment

shows the opposite picture. The base noun devil ismore frequent than the

derivative devilment. The derivative is highly segmentable and semanti-

cally transparent because the base devil is noticeable. Broadly speaking, a

low-frequent derivative results in an interpretation connected to the de-

notation of the base word and is thus semantically more transparent (cf.

Plag et al. 2018). For the study in this chapter, a higher relative frequency
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is expected to increase the cosine similarity of derivatives and base be-

cause it means that the derivative is lower in frequency than its base.

Contrarily, the cosine similarity is expected to be decreased by a lower

relative frequency, i.e., the base is less frequent than the derivative. The

relative frequency was computed by dividing the frequency of one par-

ticular base by the frequency of the corresponding derivative. Note that

relative frequency was log-transformed following standard procedures

to avoid issues of unreliable model estimates (cf. Baayen 2008: 71).

The other control variable I included is base polysemy. A higher poly-

semy of the base word was expected to decrease the cosine similarity of

derivative and base based on the following reasoning: If a base has more

than one reading, the similarity of the derivative and the base should de-

crease as the derivative is usually not based on all readings of the base

word (see, e.g., Lieber 2004; Melloni 2007; Lieber 2016). For example, the

base biography only has one synset attested in WordNet (cf. Fellbaum

1998; Princeton University 2010) and is thus not polysemous. The noun

devil, on the other hand, has five synsets attested and thus shows polyse-

my. For the derivational process this means that a nominalization with

the word biography only has to consider one specific reading of the base

which can be used to create a new word. In the case of devil, one (more

specific) reading has to be identified, which is then used for the deriva-

tional process. As several readings of a polysemous base are often not

clearly distinguishable, it might be unclear on which reading the process

is based on. Furthermore, due to the fact that more than one reading is

available for the process, it is to be expected that the semantic similarity

of derivative and base decreases if the base offers more than one reading

in the first place.

Moreover, the polysemy of the base should already be included in the

computed word vectors. That is, if a base occurs in more than one read-

ing, the representation of the word in its vector reflects all readings in

one vector. The polysemy of the base represented in the word vector is

expected to lead to a lower cosine similarity of derivative and base be-

cause the derivative is not based on all the different readings included in

the base’s vector.
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Table 6.2: Dependent variable, variable of interest, control variables
and their expected effects.

dependent variable expectation

cosine similarity..

The cosine similarity of derivatives

and bases indicates how similar
one derivative is to its base.

variable of interest expectation

word class of base.

Verbal bases are more similar to
their derivatives due to their
denotation of eventualities.

control variables

relative frequency
of base/derivative
...

A higher relative frequency goes together

with a higher segmentability

and more transparency and thus

an increase of cosine similarity.

base polysemy.....

A higher polysemy of the base

goes together with a decrease of

cosine similarity as the derivative

is (often) based on one reading of the base.

The variables of interest in Table 6.2 were used as predictors in beta re-

gression models, performed in R (R Core Team 2025), using the betareg

package (Cribari-Neto & Zeileis 2010). The aim was to find out which fac-

tors influence the similarity between base and derivative. Beta regres-

sion was chosen as the statistical tool of choice as the cosine similari-

ties in this study were in the interval of [0,1]. There was no output with

negative cosine similarity values. The dependent variable for the mod-

els is the cosine similarity of derivative and base. A beta regression mo-

del for each suffix, -ee, -ment, and -ation, was fitted including precision

phi components which are interpreted as follows: “a low precision coef-

ficient means that the beta regression model estimates the values of this

predictor to be more dispersed around the coefficient’s mean than in the

case of a predictor with a high precision coeffic[i]ent.” (Plag et al. 2017:

202). The precision of a variable was included if the model with the pre-

cision reached a lower AIC value and a higher log-likelihood according to

standard procedures (cf. Baayen 2008: ch. 6; Winter 2019: ch. 15).
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Strong correlations of independent variables might bring collinearity

into themodel, whichmight in turn lead to unreliable results (Tomaschek

et al. 2018). Hence, the independent variables were first tested for prob-

lematic correlation coefficients, i.e., |rho| ≥ 0.5. For -ee (Section 6.2.1.1),

no problematic correlations of the independent variables were observed.

For themodels using the data with the suffixes -ment (Section 6.2.1.2) and

-ation (Section 6.2.1.3), some variables of interest correlated with each

other. To check for collinearity issues in the fittedmodels, their VIF-values

(variance inflation factors) were computed (Zuur et al. 2010; Fox &Weis-

berg 2019). Overall, multiple beta regression models were fitted, includ-

ing and excluding variables and phi coefficients. More precisely, in order

to find the best model for each suffix, I fitted the models with step-wise

exclusion of first phi components and then variables of interest to deter-

mine the best model fit. I chose this procedure of testing which variables

and phi components to retain to ensure that the reportedmodels contain

as much information as needed but not more than required. The final

models reported in this dissertation have the best fit regarding the log-

likelihood and the AIC values as well as no problematic correlation of the

variables indicated by the VIF-values (cf. Plag et al. 2017; Zuur et al. 2010;

Fox & Weisberg 2019). The detailed formulas for the best fitting beta re-

gression models are reported in the pertinent subsections.

6.1.2.2 t-SNE and LDA analyses

In order to see whether the vectors for the derivatives themselves show

patterns, for example, whether the derivatives show distinct clusters for

denominal and deverbal nominalizations, t-distributed stochastic neigh-

borhood embedding analyses (t-SNE, formore information on t-SNE anal-

yses, see, e.g., van der Maaten & Hinton 2008; van der Maaten 2014; Kri-

jthe 2015; Shafaei-Bajestan et al. 2022a,b; Schmitz et al. 2023; Schäfer

2025) for the estimated semantic vectors of the derivatives is performed.

A t-SNE analysis reduces the dimensions of the vectors, 300 dimension

in the fastText implementation in this dissertation. For the t-SNE analy-

sis in this dissertation, two dimensions are retained for the analysis (Rt-

sne package, Krijthe 2015; gdsm package, Schmitz & Schneider 2022). The

choice for two dimensions was made due to two reasons: First, two di-

mensions are the standard parameter in the pertinent literature. Second,
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the visualization of a two dimensional space is far more straightforward

to interpret than the output of a three (or more) dimensional space.

The output of the analyses shows the clustering behavior of all deriva-

tives in the data set. Thedata is sorted into denominal anddeverbal deriva-

tives. A t-SNE analysis for the data of each individual suffix, -ee, -ment,

and -ation, is performed. The visible clusters of the analyses are then in-

spected further.

To ensure whether the visible clusters of the t-SNE analyses are mean-

ingful, a linear discriminant analysis (LDA, formore information on LDA,

see, Xanthopoulos et al. 2013; Trendafilov & Gallo 2021; Shafaei-Bajestan

et al. 2022a; Schäfer 2025) is performed. The LDA in this dissertation is

based on the two retained t-SNE dimensions. LDA predicts whether a

derivative in the data set is denominal or deverbal. If clusters are visi-

ble in the t-SNE visualization, the prediction of the LDA should resemble

these clusters. More precisely, LDA predicts whether there is a difference

between denominal and deverbal derivatives. Taking the results of the

t-SNE visualization as well as the LDA, one may or may not assume the

existence of differences between deverbal and denominal derivatives.

First, the results of the beta regression analyses for the three suffixes

will be reported in Section 6.2.1. Section 6.2.2 will show the results from

the t-SNE and LDA analyses.

6.2 Results

6.2.1 Beta regression analyses

The raw cosine similarities for all suffixes (ndenominal = 142, ndeverbal =

657) sorted by theword class of the base is shown in Figure 6.1. The cosine

similarities of denominal derivatives and their nominal bases are in the

plots in the upper panel, and the cosine similarities of deverbal deriva-

tives and their verbal bases are given in the plots in the lower panel. The

suffixes are color-coded.
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Figure 6.1: Cosine similarities of derivatives and bases for all suffixes.
The cosine similarities of the denominal data are given in the upper
panels and the cosine similarities for the deverbal data are given in the
lower panels. The suffixes are color-coded: -ation in blue, -ee in green,
-ment in yellow. Additionally, the suffixes are given distinctive line types
to ensure the readability in a gray-scale version. The suffix -ation is rep-
resented by a solid line, -ee by a densely dashed line, and -ment by a

dashed line.

Two densities look as if they could be bimodal, the denominal density

for -ee and the deverbal density for -ation. Both densities were tested, in

Section 6.2.1.1 for the data with the suffix -ee and in Section 6.2.1.3 for

the data with -ation, and the test results of both tests indicate that the

distribution of both densities is not bimodal. The data for deverbal -ation

shows the largest interquartile range, whereas the data for -ment shows

the lowest interquartile range. For the deverbal data, a clear difference

is observed. The deverbal data with the suffix -ee show a lower cosine

similarity than the data for -ment and -ation do. The deverbal data for

-ation show the highest cosine similarities of all.

The denominal sets in the upper panel of the plots do not look strik-

ingly different. A look at the p-values from a Wilcoxon-test is given in

Table 6.3. As two comparisons are made per suffix for denominal and de-

verbal data, i.e., denominal and deverbal -ee is compared to -ation and

-ment, -ation to -ee and -ment, and -ment to -ee and -ation , a Bonferroni

correction of the comparisons is needed for the denominal and the de-

verbal data (cf. Baayen 2008: 114; Winter 2019: 176). The p-values of the

Wilcoxon-tests are divided by 2 as two comparisons for each suffix are
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made. This results in a lower significance point. The test for the denom-

inal data shows that while the data for -ation and -ment are indeed not

significantly different (p > 0.025), the -ee data are significantly different

from the data of the other two suffixes under investigation (p < 0.025 to

-ation and to -ment).

Table 6.3: Comparison of denominal sets by p-values retrieved from
Wilcoxon-tests. Significance codes: ‘***’ p < 0.0005, ‘**’ p < 0.005, ‘*’

p < 0.025.

-ee -ment

-ation 0.02 * 0.54

-ee 0.01 *

The deverbal boxes in the plots in the lower panel illustrate that the de-

verbal data show more variation across the suffixes and they also show

more variation compared to the denominal data. The p-values of the Bon-

ferroni corrected Wilcoxon-tests for the deverbal data sets are given in

Table 6.4. The deverbal data for the suffixes -ation and -ment are signifi-

cantly different from each other (p < 0.025). The difference of the -ee de-

verbal data to the data of the other two suffixes is evenmore pronounced

(p < 0.0005 for -ation and -ment).

Table 6.4: Comparison of deverbal sets by p-values retrieved from
Wilcoxon-tests. Significance codes: ‘***’ p < 0.0005, ‘**’ p < 0.005, ‘*’

p < 0.025.

-ee -ment

-ation < 2.2e-16 *** 0.01 *

-ee < 2.2e-16 ***

6.2.1.1 Results -ee

The density of the raw cosine similarities for the data in -ee (ndenominal =

46, ndeverbal = 312) sorted by the word class of the base and correspond-

ing box plots is shown in Figure 6.2. The orange area represents the den-

sity for the cosine similarities of denominal derivatives in -ee and their
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nominal bases. The purple area depicts the density of the cosine similar-

ities of deverbal derivatives in -ee and their verbal bases. The data of the

deverbal comparison is found to be in a lower range of the cosine simi-

larity compared to the data of the denominal comparison. Furthermore,

the orange area has two peaks, but a dip test for the cosine similarities

of the denominal derivatives and their nominal bases indicates that the

data are not bimodally distributed (dip test, p = 0.1452; diptest package,

Maechler 2020). The denominal derivatives and bases are clearly more

semantically similar to each other than the deverbal pairs. The differ-

ence of the cosine similarities between denominal and deverbal pairs is

significant (Wilcoxon test, p < 0.001).

Figure 6.2: Cosine similarities of derivatives and bases for the suffix -ee.
The cosine similarities of the denominal data are given in orange and

the cosine similarities for the deverbal data are given in purple.

Before a beta regressionmodelwas fitted, correlation coefficients of inde-

pendent variables were checked (SfL package, Schmitz & Esser 2021). No

problematic correlations were observed. Several different models were

fitted by the procedure explained above until a model with the best per-

formance was found. The best fit was determined via AIC-value and log-

likelihood of the models (cf. Baayen 2008: ch. 6; Winter 2019: ch. 15). The

VIF-values of the final model confirm that the final model has no colline-

arity issues (cf. Zuur et al. 2010; Fox &Weisberg 2019). The formula of the

final model is given in 6.1. The model includes precision specifications of

all variables (cf. Ferrari & Cribari-Neto 2004; Plag et al. 2017).
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cosine similarity ∼

word class of base+ relative frequency+ base polysemy |

word class of base+ relative frequency+ base polysemy (6.1)

The estimates of the final model and their p-values are given in Table

6.5. The variable of interest, word class of base reaches significance.

The control variable relative frequency reaches significance. The con-

trol variable base polysemy shows no significant effect, but it improves

the model fit significantly.

Table 6.5: Fixed-effect coefficients and p-values as computed by the fi-
nal beta regression model for the -ee data fitted to the cosine similarity

values. Significance codes: ‘***’ p < 0.001, ‘**’ p < 0.01, ‘*’ p < 0.05.

Coefficients Estimate Std. Error z value Pr(>|z|)

(Intercept) 0.41 0.11 3.63 0.00 ***

word class of base V -1.21 0.10 -12.78 < 2e-16 ***

relative frequency -0.05 0.01 -3.72 0.00 ***

base polysemy 0.01 0.00 1.84 0.07 .

Phi coefficients Estimate Std. Error z value Pr(>|z|)

(Intercept) 2.02 0.26 8.02 1.06e-15 ***

word class of base V 0.49 0.23 2.14 0.03 *

relative frequency 0.05 0.03 1.44 0.15

base polysemy 0.03 0.01 2.25 0.02 *

The variable word class of base reaches significance and its effect is de-

picted in Figure 6.3. The cosine similarity of base and derivative is higher

when the base is a noun. This finding is contra the expectation. Deverbal

derivatives were expected to show a higher cosine similarity with their

bases compared to denominal derivatives. The higher cosine similarities

for denominal derivatives and their nominal bases can be explained by

the ontology of word classes (e.g., Van Valin & LaPolla 1997; Haspelmath
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2001; Van Valin & LaPolla 2002; Szabó 2015; Moltmann 2019). That is, no-

minalizations with the suffix -ee create participant readings. Those read-

ings aremore noun-like than verb-like. The effect of the participant read-

ings overrides the expected effect by verbal bases that the eventuality

for the word-formation process is directly linked to the verbal base. In

other words, nominalizations with the suffix -ee denote participants of

an eventuality and are not as eventive as verbs.

Figure 6.3: Significant effect of word class of base on the cosine simi-
larity of derivatives and bases for the suffix -ee.

6.2.1.2 Results -ment

Thedensity of the rawcosine similarities for the data in -ment (ndenominal =

29, ndeverbal = 273) sorted by the word class of the base is shown in Figure

6.4. The orange area shows the cosine similarity of denominal derivatives

with -ment and their nominal bases and the purple area illustrates the co-

sine similarity of deverbal derivatives with -ment and their verbal bases.

The densities suggest a difference in the data sets evoked by the word

class of the base. The box plots show that the denominal pairs have ame-

dian cosine similarity of about 0.45 and the deverbal pairs of about 0.6.

A Wilcoxon test shows that the difference between the two types word

classes of the base is significant (Wilcoxon test, p < 0.001).
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Figure 6.4: Cosine similarities of derivatives and bases for the suffix
-ment. The cosine similarities of the denominal data are given in orange
and the cosine similarities for the deverbal data are given in purple.

The data were checked for problematic correlations of the variables of

interest with the control variables: word class o of base, relative fre-

quency, and base polysemy. The correlation test (SfL package, Schmitz

& Esser 2021) revealed a potentially problematic correlation of the vari-

ables relative frequency and word class of base (rho = −0.5). Several

differentmodelswerefitted by the procedure explained aboveuntil amo-

del with the best performancewas found. The best fit was determined via

AIC-value and log-likelihood of themodels (cf. Baayen 2008: ch. 6; Winter

2019: ch. 15). The VIF-values of the final model show, however, that the

final model has no collinearity issues as the values for all included vari-

ables are below the value of 3 (cf. Zuur et al. 2010; Fox &Weisberg 2019).

The formula of the final model is given in 6.2. Themodel includes a preci-

sion specification for word class of base (cf. Ferrari & Cribari-Neto 2004;

Plag et al. 2017).

cosine similarity ∼

word class of base+ relative frequency+ base polysemy |

word class of base (6.2)

The estimates of the final model and their p-values are given in Table 6.6.

All variables in themodel reach significance. The significant effects of the
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precision estimates indicate that only highly significant effect estimates

represent an effect. Hence, the effect of the variable relative frequency

is not interpreted as significant.

Table 6.6: Fixed-effect coefficients and p-values as computed by the final
beta regression model for the -ment data fitted to the cosine similarity

values. Significance codes: ‘***’ p < 0.001, ‘**’ p < 0.01, ‘*’ p < 0.05.

Coefficients Estimate Std. Error z value Pr(>|z|)

(Intercept) 0.09 0.10 0.96 0.34

word class of base V 0.33 0.10 3.42 0.00 ***

relative frequency -0.02 0.01 -2.38 0.02 *

base polysemy -0.03 0.01 -3.64 0.00 ***

Phi coefficients Estimate Std. Error z value Pr(>|z|)

(Intercept) 3.90 0.26 14.99 < 2e-16 ***

word class of base V -0.71 0.27 -2.58 0.01 **

Figure 6.5 shows the effect of word class of base on the cosine similari-

ties of -ment derivatives. The cosine similarity increases when the word

class of the base is a verb. The effect is as expected. The eventive nature

of -ment-derivatives is related to the eventuality denoted by the base and

verbs denote eventualities (e.g., Van Valin & LaPolla 1997; Haspelmath

2001; Van Valin & LaPolla 2002; Szabó 2015; Moltmann 2019). The simila-

rity of derivatives and bases is higher for deverbal derivatives and their

verbal bases due to the eventive nature of verbs.
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Figure 6.5: Significant effects of word class of base on the cosine simi-
larity of derivatives and bases for the suffix -ment.

6.2.1.3 Results -ation

Thedensity of the rawcosine similarities for the data in -ation (ndenominal =

67, ndeverbal = 72) sorted by the word class of the base is shown in Figure

6.6. The orange area shows the density of the cosine similarities for de-

nominal derivatives and their bases. The purple area illustrates the den-

sity of the cosine similarities for deverbal derivatives and their verbal ba-

ses. A dip test for the deverbal data in the purple area indicates that the

data are not bimodally but unimodally distributed (dip test, p = 0.4654;

diptest package, Maechler 2020). The box plots show that the cosine si-

milarity of the denominal derivatives and their bases in orange have a

median of about 0.5. The cosine similarities of deverbal derivatives and

their bases in purple have a median around 0.7. The difference is signifi-

cant (Wilcoxon test, p < 0.001).
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Figure 6.6: Cosine similarities of derivatives and bases for the suffix
-ation. The cosine similarities of the denominal data are given in orange
and the cosine similarities for the deverbal data are given in purple.

The correlation check of independent variables (SfL package, Schmitz

& Esser 2021) showed a problematic correlation of relative frequency

with the other two variables of interest base polysemy (rho = −0.62) and

word class of base (rho = −0.71). Several different models were fitted by

the procedure explained above until a model with the best performance

was found. The finalmodel has the best fit according to AIC-value and log-

likelihood of the models (cf. Baayen 2008: ch. 6; Winter 2019: ch. 15). The

VIF-values of the final model show that the final model has no collineari-

ty issues as the values for all included variables are below the value 3 (cf.

Zuur et al. 2010; Fox & Weisberg 2019). The formula of the final model is

given in 6.3. Themodel includes precision specifications ofword class of

base and base polysemy (cf. Ferrari & Cribari-Neto 2004; Plag et al. 2017).

cosine similarity ∼

word class of base+ relative frequency+ base polysemy |

word class of base+ base polysemy (6.3)

The estimates of the final model and their p-values are given in Table 6.7.

The control variables relative frequency and base polysemy reach sig-

nificance. The significant effects of the precision estimates indicate that
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only highly significant effect estimates represent a true effect. Hence, the

effect of the variable base polysemy is not interpreted as significant.

Table 6.7: Fixed-effect coefficients and p-values as computed by the final
beta regression model for the -ation data fitted to the cosine similarity

values. Significance codes: ‘***’ p < 0.001, ‘**’ p < 0.01, ‘*’ p < 0.05.

Coefficients Estimate Std. Error z value Pr(>|z|)

(Intercept) 0.34 0.09 3.67 0.00 ***

word class of base V 0.24 0.13 1.86 0.06 .

relative frequency -0.07 0.02 -3.85 0.00 ***

base polysemy -0.06 0.03 -2.42 0.02 *

Phi coefficients Estimate Std. Error z value Pr(>|z|)

(Intercept) 2.55 0.21 11.94 < 2e-16 ***

word class of base V -0.93 0.24 -3.94 8.27e-05 ***

base polysemy 0.19 0.08 2.45 0.01 *

The finding for the variable word class of base for nominalizations in

-ation is unexpected. It was expected that deverbal derivatives show a

higher similarity with their bases than denominal derivatives. The ex-

pectation is based on the ontology of words, more precisely, on the fact

that verbs denote eventualities andnouns donot (e.g., VanValin&LaPolla

1997; Haspelmath 2001; Van Valin & LaPolla 2002; Szabó 2015; Moltmann

2019). As the variable shows no significant effect, the word class of the

base seems not to be a predictor for the cosine similarity of derivatives

and bases. Broadly speaking, the word class of a base is not an influential

factor for the derivational process with the suffix -ation.

6.2.2 t-SNE and LDA analyses

In order to see whether the vectors for the derivatives themselves show

a pattern, a t-distributed stochastic neighbor embedding (t-SNE) analysis

was performed. Such an analysis reduces the dimensions of the vectors,

300 dimensions in this study (for more information on t-SNE analyses,

see, e.g., van der Maaten & Hinton 2008; van der Maaten 2014; Krijthe

2015; Shafaei-Bajestan et al. 2022b; Schmitz et al. 2023; Schäfer 2025). Two

dimensions are retained for the analysis (Rtsne package, Krijthe 2015;
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gdsm package, Schmitz & Schneider 2022). This analysis was included

to investigate if there is a pattern to be found which distinguishes de-

nominal and deverbal derivatives in general. In order to see whether the

found clusters have significance, an LDAwas performed. The findings for

the data of the distribution for the derivatives suggests a difference of de-

nominal/deverbal for -ee and -ment due to the significance of the variable

word class of base, but not for -ation.

6.2.2.1 Results -ee

Figure 6.7 illustrates the t-SNE analysis for the derivatives in -ee. No visi-

ble clusters of the derivatives are observable. The vectors for the denomi-

nal derivatives are in the samearea as the vectors for the deverbal deriva-

tives.

Figure 6.7: t-SNE for the suffix -ee. Red circles are denominal derivatives
and blue squares are deverbal derivatives.

The LDA distribution of denominal and deverbal derivatives is depicted

in Figure 6.8. The bars of the denominal data are completely covered by

the bars of the deverbal data.
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Figure 6.8: LDA histogram for the suffix -ee, displaying the distribution
of the data.

Table 6.8 depicts the prediction of the LDA. All words are predicted to be

deverbal.
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Table 6.8: LDA prediction for -ee.

Reference

Prediction N V

N 0 46

V 0 312

Accuracy 0.8715

95% CI (0.8324, 0.9044)

No Information Rate 1

P-Value [Acc > NIR] 1

Kappa 0

Mcnemar’s Test P-Value 3.247e-11

Sensitivity NA

Specificity 0.8715

Pos Pred Value NA

Neg Pred Value NA

Prevalence 0.0000

Detection Rate 0.0000

Detection Prevalence 0.1285

Balanced Accuracy NA

‘Positive’ Class N

The results of the t-SNE analysis as well as the results from the LDA show

that there is no clear distinction of denominal and deverbal nominaliza-

tions with the suffix -ee. The word class of the base seems not to be the

most crucial factor for the analyses of derivatives. The clustering of the

derivatives shows that the influence of the suffix leads to semantic simi-

larity independent of the syntactic category of the base.

6.2.2.2 Results -ment

The t-SNE analysis for -ment-derivatives is illustrated in Figure 6.9. Two

clusters are visible: one for denominal derivatives in the upper right cor-

ner and one for deverbal derivatives in the left side of the plot.
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Figure 6.9: t-SNE for the suffix -ment. Red circles are denominal deriva-
tives and blue squares are deverbal derivatives.

Figure 6.10 shows thewords in the visible clusters. For convenience, some

examples are given in (1).

(1) a. denominal -ment

rascalment, bridement, chairment

b. deverbal -ment

overtreatment, undertreatment, reenlistment
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Figure 6.10: t-SNE for the suffix -ment. Redwords are denominal deriva-
tives and blue words are deverbal derivatives.

Figure 6.11 depicts the LDA for -ment-derivatives. Similar to the results

from the t-SNE analysis, a difference between denominal and deverbal

derivatives emerges from the data. The vectors of denominal nominali-

zations show data points further to the left whereas deverbal nominali-

zations show some data further to the right. There is an overlap of these

two categories of nominalizations in the middle range.
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Figure 6.11: LDA histogram for the suffix -ment, displaying the distribu-
tion of the data.

Table 6.9 depicts the outcome of the LDA. The prediction is visualized

in Figure 6.12. The orange area for the denominal derivatives is clearly

smaller than the purple area for deverbal derivatives. A lot of denominal

derivatives are wrongly predicted as they are in the deverbal area.
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Table 6.9: LDA prediction for -ment.

Reference

Prediction N V

N 8 21

V 1 272

Accuracy 0.9272

95% CI (0.8918, 0.9538)

No Information Rate 0.9702

P-Value [Acc > NIR] 1

Kappa 0.3935

Mcnemar’s Test P-Value 5.104e-05

Sensitivity 0.88889

Specificity 0.92833

Pos Pred Value 0.27586

Neg Pred Value 0.99634

Prevalence 0.02980

Detection Rate 0.02649

Detection Prevalence 0.09603

Balanced Accuracy 0.90861

‘Positive’ Class N
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Figure 6.12: LDA prediction for the suffix -ment.

The t-SNE analysis shows a small cluster of denominal derivatives. The

performed LDA illustrates that the denominal derivatives in the cluster

are correctly predicted as denominal. All other denominal derivatives,

which are not part of the cluster, are wrongly predicted as being dever-

bal. Only one deverbal derivative is wrongly predicted as denominal. The

distinction of the derivatives ismade due to a semantic effect, i.e, the clus-

ter consists of attitudinal nouns (cf. Chapter 4). Furthermore, the absence

of further clusters in the analysis shows that the word-formation process

with the suffix -ment creates semantically related nominalizations. The

results show clearly that the semantics of derivatives are a more influ-

ential factor than the word class of the base, which is in line to previous

findings (cf. Plag 2004).

6.2.2.3 Results -ation

Figure 6.13 shows the t-SNE analysis of denominal and deverbal nomina-

lizations with -ation. In the upper left corner, as well as in the right half

of the plot, denominal clusters are visible.
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Figure 6.13: t-SNE for the suffix -ation. Red circles are denominal deriva-
tives and blue squares are deverbal derivatives.

Figure 6.14 shows thewords in the visible clusters. For convenience, some

examples of the denominal cluster in the left corner are given in (2).

(2) a. denominal -ation

myristylation, acetylation, glycosylation

b. deverbal -ation

extrication, fantastication, lignification
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Figure 6.14: t-SNE for the suffix -ation. Redwords are denominal deriva-
tives and blue words are deverbal derivatives.

The histogram of the LDA shows a similar picture. In Figure 6.15 some

denominal data points are further to the left, as well as further to the

right, than the deverbal data.
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Figure 6.15: LDA histogram for the suffix -ation, displaying the distribu-
tion of the data.

The prediction of the LDA is given in Table 6.10. Figure 6.16 visualizes

the prediction. The purple area depicts the space for the deverbal nomi-

nalizations and the orange area represents the space for the denominal

nominalizations. Deverbal as well as denominal derivatives are wrongly

predicted and in the wrong area in the plot.



6.2 Results 155

Table 6.10: LDA prediction for -ation.

Reference

Prediction N V

N 31 36

V 18 54

Accuracy 0.6115

95% CI (0.5252, 0.6929)

No Information Rate 0.6475

P-Value [Acc > NIR] 0.8357

Kappa 0.2147

Mcnemar’s Test P-Value 0.0207

Sensitivity 0.6327

Specificity 0.6000

Pos Pred Value 0.4627

Neg Pred Value 0.7500

Prevalence 0.3525

Detection Rate 0.2230

Detection Prevalence 0.4820

Balanced Accuracy 0.6163

‘Positive’ Class N



156 Chapter 6 FastText implementation

Figure 6.16: LDA prediction for the suffix -ation.

The results of the t-SNE and the LDA show that for nominalizations with

the suffix -ation the word class of the base can be a distinguishing factor.

One cluster clearly demonstrates chemical -ation -derivativeswith anom-

inal base. No other clusters were visible and the LDA still predicts a lot of

derivatives wrongly as deverbal. This result hints again to the direction

that the semantics of the derivatives and their bases are more important

for an account of the word-formation process than the word class of the

base.
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6.3 Discussion

The previous sections gave insight into the eventuality-related nomina-

lization processes with the suffixes -ee, -ment, and -ation from a distri-

butional semantic perspective. The vectors were taken from a fastText

implementation using a pre-trained data set and character n-grams for

the computation of the semantic word vectors (Bojanowski et al. 2016;

Mikolov et al. 2018). Cosine similarities were used to measure the simila-

rity of derivatives and their bases. The variable of interest in the analyses

was word class of base, and the variables relative frequency, and base

polysemy were included as control variables. Their expected effects on

the cosine similarity of derivative and base are repeated in Table 6.11.

Table 6.11: Dependent variable, variable of interest, control variables
and their expected effects.

dependent variable expectation

cosine similarity..

The cosine similarity of derivatives

and bases indicates how similar
one derivative is to its base.

variable of interest expectation

word class of base.

Verbal bases are more similar to
their derivatives due to their
denotation of eventualities.

control variables

relative frequency
of base/derivative
...

A higher relative frequency goes together

with a higher segmentability

and more transparency and thus

an increase of cosine similarity.

base polysemy.....

A higher polysemy of the base

goes together with a decrease of

cosine similarity as the derivative

is (often) based on one reading of the base.

The variable of interest is word class of base, i.e., if the base of a deriva-

tive is nominal or verbal. Due to the ontology of verbs (for more on onto-

logical categories, see, e.g., Van Valin & LaPolla 1997; Haspelmath 2001;

Szabó 2015; Moltmann 2019), deverbal derivatives were expected to be

more similar to their verbal bases than denominal derivatives to their



158 Chapter 6 FastText implementation

nominal bases. The found effects of the word class of the base go into dif-

ferent directions for different suffixes. For derivatives in -ee, denominal

derivatives are more similar to their nominal bases compared to the re-

sults for deverbal derivatives and verbal bases. The data sets for -ment

and -ation show the opposite picture: Deverbal derivatives and their ver-

bal bases are more similar to each other compared to denominal deriva-

tives and their nominal bases. However, word class of base did not reach

significance in the beta regression model for -ation.

The differences in cosine similarities regarding word class of base

for the data sets might be explained by the different readings created

by the suffixes. Derivatives with the suffix -ee create a participant read-

ing (see, e.g., Barker 1998; Plag 2004; Bauer et al. 2013; Plag 2018; Chap-

ter 4). Derivatives with -ation describe mostly processes (see, e.g., Bauer

et al. 2013; Plag 2018). The suffix -ment can create all different sorts of

readings with the exception that it cannot take an animate participant

to refer to (Kawaletz 2023). Assuming that participants are usually rep-

resented as nouns, and processes and other eventualities are usually de-

noted by verbs, the differences in the cosine similarities for the denom-

inal and deverbal data can be explained: The significantly higher simi-

larity of denominal -ee-formations lies in the semantic nature of the de-

notation of participants by nouns. The readings created with the suffixes

-ation and -ment, in turn, are semantically more linked to the denotation

of verbs, i.e., eventualities, and show a lower similarity of nominal ba-

ses and denominal derivatives. The findings for -ation and -ment, as well

as the finding that eventuality-related nominalizations with the suffix -ee

show the highest similarity of denominal derivatives and their nominal

bases, were expected.

However, for all the suffixes in this study, verbs as bases are far more

productive. Hence, for all three suffixes, the expectation was that dever-

bal nominalizations are more similar to their verbal bases than denom-

inal nominalizations to their nominal bases. The results of the data with

the suffixes -ation and -ment are in line with this expectation. The word-

formations with -ee, contrarily, show the opposite picture: Nominaliza-

tions with nominal bases are more similar to their bases than deverbal

nominalizations and their verbal bases. This result shows that not only

the word class of the base and its semantic structure play a role in the
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word formation process but also the readings created by adding the suf-

fix.

An issue with the study in this chapter might be the difference in sam-

ple size. The sample size itself is problematic for a distributional analy-

sis, as, in an ideal world, all data sets should have a near to equal number

and,within the sets, a near to equal sample of nouns and verbs. This is not

the case due to two reasons: First, eventuality-related denominal deriva-

tives are clearly rarer than deverbal derivatives (see Chapter 3). Second,

the samples for the deverbal derivatives were extracted randomly from

several corpora (see Section 6.1). This unequality in the distribution of

denominal and deverbal nominalizations in the data may be considered

problematic because the results of the comparisons are based on small

samples. However, the results show clearly pronounced pictures, and a

bigger sample of denominal derivatives would probably not change the

overall results observed in this study.

The fundamental assumption for the present distributional semantic

study, which was based on the findings for deverbal derivatives in the

literature (e.g., Kawaletz 2023) and the analysis of denominal derivatives

in Chapter 4, is that bases and derivatives are semantically similar in the

first place. More precisely, the base word and the nominalization operate

on the same semantic structures and are thus semantically related. The

cosine similarities show that a semantic relation is measurable.

In the t-SNE and LDA analyses of the denominal and deverbal nomi-

nalizations, no clear effect of the word class of the base is found. Some

clusters are visible for the data in -ment and -ation, but no clusters for -ee

were found. The found clusters speak in favor of a semantic distinction.

For the word class of the base the results indicate that it is not the most

influential factor for the word-formation processes, but rather semantic

categories like attitudinal nouns are.

The beta regression analysis of eventuality-related nominalizations

with nominal and verbal bases showed that the word class of the base

seems to play a role in the word-formation process at least for the no-

minalizations in -ee and -ment. This is in line with the ontology of words

(see, e.g., Van Valin & LaPolla 1997; Haspelmath 2001; Szabó 2015; Molt-

mann 2019). Verbs are eventive in nature, and the nominalizations in

-ation and -ment clearly show a higher similarity to verbal bases than to
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nominal bases. However, the word class of the base does not seem to be

the most influential factor. Especially the missing clusters of a clear di-

vision of denominal and deverbal nominalizations in the t-SNE and LDA

analyses raise doubtwhether theword class of the base is a strong distinc-

tive variable for word-formation processes. Moreover, the observation of

the deverbal derivatives being more similar to their verbal bases than

denominal derivatives to their nominal bases is only found for two of the

three suffixes. Nominalizations in -ee behave differently, i.e., denominal

derivatives are semantically more similar to their nominal bases than

deverbal derivatives to their verbal bases. Considering the different find-

ings for the importance of the word class as well as the different effects,

the question of which factors influence the word-formation process a-

rises. The distributional analysis clearly points out that the suffix is an

influential factor. This is unsurprising because several suffixes are used

to create different readings, sometimes also based on the same base (e.g.,

employer, employee, employment © employ).

To summarize, the fastText implementation showed that the meaning

of denominal eventuality-related nominalizations is similar to their ba-

ses. Furthermore, the comparison of denominal and deverbal derivatives

indicates that different suffixes show different results regarding the in-

fluence of the word class of the base. The next chapter presents a linear

discriminative learning implementation. The implementation is directly

comparable to the implementation by fastText presented in the current

chapter. The computational model of LDL sees bases and derivatives as

partswithmeaning, i.e.,n-grams. The difference between the fastText and

the LDL approach is the underlying computational method: fastText is a

deep learning model, whereas discriminative learning is based on cogni-

tive psychology. The implementation of LDL is made to see whether the

results from the fastText implementation are reproducible by a cognitive

based approach which is mathematically simpler and thus gives more

transparent results.
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Linear Discriminative

Learning

In order to see whether a different computational approach leads to sim-

ilar results and may strengthen the findings of the fastText implemen-

tation, Linear Discriminative Learning (LDL) is used.26 Discriminative

learning is a cognitive-based approach which aims to simulate the learn-

ing process of a human being. This is of interest for the present inves-

tigation due to two reasons. First, many derivatives investigated in this

dissertation are low in frequency. Thus, a computational implementation

which is able to deal with low frequent words, like fastText, is required.

The low frequency of the derivatives as well as the fact that many deriva-

tives are not found in pre-trained models makes it reasonable to treat

them as pseudowords, i.e., words that newly enter the mental lexicon in

a learning process. LDL has been shown to be successful, among other

things, for the analysis of pseudowords (cf. Chuang et al. 2021; Schmitz

et al. 2021; Schmitz 2022). Second, the LDL learning process represents

the resonance of words with the whole lexicon. This resonance can give

further insights into the semantics of the derivatives.

26The data as well as the scripts used for the individual analyses are available here:
https://osf.io/kaqsv/.
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7.1 Methodology

7.1.1 LDL implementation

The LDL implementation used for the analysis in this dissertation is im-

plementedwith theR-packageWpmWithLdl (Baayen et al. 2019a). To con-

ceptualize the semantics of words and derivational and inflectional func-

tions, three different approaches can be applied in LDL (cf. Stein 2023 for

more information on the different conceptualizations of LDL implemen-

tations). The analysis in this dissertation follows a whole word approach.

That is, simplex as well as complex words are represented by their per-

tinent vectors directly taken from a semantic vector space. For example,

banana is represented as vector
−−−−→
banana and bananas is represented as

vector
−−−−−→
bananas. The LDL implementation using whole words resembles

the make-up of the fastText implementation (Chapter 6) as the LDL im-

plementation only knows of whole words, i.e., a whole word approach.

In LDL, the mapping of form and meaning is estimated using the lin-

ear algebra ofmultivariate regression (formore details on themathemat-

ics behind the linear mapping of matrices, see, e.g., Baayen et al. 2019b).

The present study uses trigrams, i.e., strings of three graphemes, for the

form matrix. Trigrams were chosen due to the successful implementa-

tion of earlier LDL implementations with strings of three elements, i.e.,

triphones and trigrams (see, e.g., Milin et al. 2017; Baayen et al. 2019b;

Chuang et al. 2021; Schmitz & Esser 2021; Stein & Plag 2021; Schmitz 2022;

Stein 2023). Trigramswere chosen instead of triphones to ensure that the

studies in Chapter 6 and Chapter 7 are comparable to each other (because

fastText makes use of n-grams).27 The presence of a trigram is marked

with 1 in the form vector −→c for each word, whereas the absence of a tri-

gram ismarkedwith 0. All trigramoccurrences for everyword in the LDL

lexicon build the form matrix C. An example C matrix is given in Table

7.1. A real matrix has more dimensions than the three trigrams shown

here.

27The used n-grams are character n-grams as described in Chapter 6.
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Table 7.1: Example of trigrams in the C matrix.

#bi bio iog ogr gra rap aph phy hy# ee#

biography 1 1 1 1 1 1 1 1 1 0

biographee 1 1 1 1 1 1 1 0 0 1

biology 1 1 0 0 0 0 0 0 0 0

The other component needed is the meaning of words which is intro-

duced by word vectors. The word vectors can be computed in different

ways (see Section 2.2.2). The LDL implementation in this dissertation uses

vectors computed byNDL (adopted fromBaayen et al. 2019b, using TASA).

As the data in TASA provides too much input for the computation of the

LDL implementation in R, a subset of the data was chosen, determined

by the MALD corpus (Tucker et al. 2019). The subset which was used for

the LDL implementation contained all words which are present in both

corpora, TASA and MALD. The vectors for the derivatives and their ba-

ses were removed to ensure that all the words are newly learned by the

computation of the LDL implementation. This procedure was chosen as

not all derivatives and bases were in the NDL vector data. Due to the lack

of word vectors, an imbalance in the training of the LDL implementa-

tion could have been a problem if it knew some derivatives already and

saw some target words as new. The word vectors constitute the S matrix,

where each word is represented as a semantic vector −→s .
The C matrix, consisting of trigrams, and the S matrix, consisting of

semantic word vectors, are used to implement the linear discriminative

learning process. That is, the forms in C are used to predict the semantics

inS as illustrated in Figure 7.1. In order to transform theCmatrix into the

S matrix, a transformationmatrix F is needed. This matrix is received by

multiplying the Moore-Penrose generalized inverse of C (for more infor-

mation on the inverse of C, see, e.g., Moore 1920; Penrose 1955, for the

calculation of the inverse of C the R package MASS, Venables & Ripley

2002) with the S matrix.
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F: comprehension

C matrix:

forms, i.e., trigrams

S matrix:

meanings, i.e., vectors

G: production

Figure 7.1: Schematic illustration of mapping between C and S matrix
via F , i.e., comprehension, and S and C matrix via G, i.e., production

(cf. Schmitz 2022).

The result of the transformation from the C matrix to the S matrix via

the transformation matrix F is the predicted semantic matrix Ŝ. Only es-

timated semantics are reached due to the mathematical operations on

high-dimensional spaces, i.e., matrix multiplication. The comprehension

process is successfulwhen the outcomeof the computation in Ŝ shows the

highest correlation with its observed vector in S (Baayen et al. 2019b).

Figure 7.1 also shows the reverse process with the transformationma-

trix G for production. In production, the model tries to produce words,

i.e., forms, by using semantic information. For the calculation of the G

matrix, the inverse of S is needed instead of the inverse of C. The S ma-

trix is then multiplied with G to reach Ĉ. Both processes, comprehension

with F and production with G, work similarly as they linearly map ma-

trices onto each other to either comprehend the meanings of forms or to

produce forms from meanings.

The same derivatives and bases for the suffixes -ee, -ment, and -ation

were used, ajar to the usedwords in the fastText implementation in Chap-

ter 6. For the retrieval of the denominal as well as the deverbal deriva-

tives and bases see Chapter 3. Note that a few words were lost due to

a computational issue during the implementation of LDL: Target words

containing a trigram which is not contained in the trained corpus. Thus,

two data points were lost resulting in the numbers of types in Table 7.2.
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Table 7.2: The data of all three suffixes ordered by base type, denomi-
nal/deverbal. The numbers in brackets are the original numbers for the
data sets, the numbers without brackets are the numbers of derivatives

which entered the implementation.

denominal deverbal

-ation 66 (67) 72

-ee 46 311 (312)

-ment 29 273

total 141 (142) 656 (657)

The overall idea of LDL is that one canmap formontomeaning andmean-

ing onto form. Thismapping is performedbymatrixmultiplicationwhich

creates an estimatedmatrix of the original input. More precisely, the out-

put of the learning process performedbyLDL is an estimation of the origi-

nal inputwhich illustrates how successful the learning processwas. If the

estimated vectors, either of form or meaning, are close to the original in-

put, the learning process was successful. For the mathematical process,

first, two matrices are required to implement LDL. The S matrix is the

semantic part of the lexicon, the C matrix is the form part.

The first semantic matrix required for the implementation is the Strain

matrix based on the vectors from NDL. All target words, the derivatives

and bases used in this study, were removed if they were available in the

subset of TASA. The Strain matrix consists of 3766 lexical words in 5487

dimensions.

In order to performmatrixmultiplication for predicting themeanings

of forms in LDL, a form matrix is also required (C matrix). The study at

hand requires more than one form matrix due to the removal of deriva-

tives and bases under investigation from the Strain matrix to implement

all derivatives and their bases the same way as in the first learning pro-

cess. The details of the first learning process will be described later in this

section. Overall, three C matrices are created as given in Table 7.3:

Table 7.3: Three required C matrices for the LDL implementation.

Ctrain contains the trigrams of all retained MALD words

Ctarget contains the trigrams of all target words

Ccombined contains the trigrams of Ctrain and Ccombined
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Aspointed out earlier, the transformationmatrixF makes the linearmap-

ping of form (C matrix) and semantics (S matrix) possible. The F matrix

is created using Strain and Ctrain. As it is assumed that

CtrainFtrain = Strain

it is also assumed that

Ftrain = C ′
trainStrain

where C ′
train is the Moore-Penrose generalized inverse of Ctrain (for more

information on the inverse of C). In order to create the semantics for the

target words, i.e., the Starget matrix, Ftrain and Ctarget are used. More pre-

cisely, using Ftrain, the semantics of the target words usingCtarget can now

be estimated:

CtargetFtrain = Starget

For the computation of the LDL implementation and itsmeasures, the en-

tire lexicon has to be modeled. For this implementation, the formmatrix

Ccombined and a combined semantic matrix Scombined are used. Scombined can

be obtained by simply combining Strain and Starget.

Using the resulting bigger Scombined matrix and the Ccombined matrix, a

second F matrix, Fcombined, can be computed:

Fcombined = C ′
combinedScombined

The estimated semantic matrix Ŝcombined can now be computed by using

Fcombined:

FcombinedCcombined = Ŝcombined

The cosine similarities of derivatives and their bases are computed from

Ŝcombined. With Ŝcombined and Scombined, the accuracy of the implementation

as well as pertinent semantic LDL measures can be computed. The accu-

racy of an implementation can be computed by taking a vector from a

word from S and Ŝ and compute their correlation. Then the same vec-

tors from Ŝ are taken and its correlation with all other vectors in S is

computed. If the correlation coefficient of the word vectors in S and Ŝ is
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higher than the correlation of the vector of the word coefficient in Ŝ with

all other vectors in S, then the semantics of a word was comprehended

correctly. This is done for all words, i.e., all lexical entries and all rows.

The percentage of correctly comprehended words is then computed and

a statement about the accuracy of the implementation is available. The

accuracy of the implementation is about 70%.

7.1.2 Statistical data analysis

The statistical analysis is twofold. First, beta regression models are fit to

see how predictive the variable word class of base is for the cosine simi-

larities of derivatives and bases (Section 7.2.1). The beta regression mod-

els contain control variables to control for possible influences on the vari-

able of interest. Second, a t-distributed Stochastic Neighbor Embedding

(t-SNE) and a linear discriminant analysis (LDA) are performed (Section

7.2.2). These analyses are performed with the vectors computed for the

derivatives. The aim is to see whether patterns in the data can be found

as well as to see whether denominal and deverbal derivatives are distin-

guishable from a discriminant view.

7.1.2.1 Beta regression

For the beta regression analyses of the semantic similarity of the deriva-

tives and bases, cosine similarity was used as measure. The explanation

of beta regression in general can be found in Chapter 6. The cosine sim-

ilarities of the word vectors representing the derivatives and their ba-

ses from the LDL implementation were computed in R (gdsm package,

Schmitz & Schneider 2022).

In a next step, the cosine similarity values entered beta regression

models in R (R Core Team 2025) using the betareg package (Cribari-Neto

& Zeileis 2010) to find out which factors influence the similarity between

base and derivative. Beta regression was chosen as the statistical tool of

choice as the cosine similarities in this study were mostly in the inter-

val of [0,1]. Some values were negative, where negative values indicate

opposite meanings. Some negative cosine similarities were found in the

analysis, but all numberswere nearly equal to zero. Thus, negative values

were transformed into positive values as a negative value nearly equal to
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0 should be as relevant to any regressionmodel as a positive value nearly

equal to 0. The dependent variable for the models is the cosine similarity

of derivative and base.

The variable of interest which was used as predictor in the beta re-

gression models, as well as the control variables, are listed in Table 7.4.

The first three variables are the same as in the study with the fastText

implementation in Chapter 6, relative frequency, base polysemy and

word class of base. A more detailed description of these three variables

is to be found in Chapter 6, Section 6.1.2. Two additional control vari-

ableswere added to the prediction of the beta regressionmodels, namely,

co-activation andneighborhooddensity,which aremeasures extracted

from the LDL implementation.

The variable co-activation is the square root of the sumof the squared

values of a given word’s predicted vector, i.e., its Euclidean distance from

the origin. It measures the semantic co-activation, i.e., how much other

semantic material is activated in the mental lexicon when activating the

reading of the derivative. A higher co-activation is expected to lead to

a higher cosine similarity of derivative and base as the possibility of the

co-activation of the base is higher.

The variable neighborhood density is computed by the correlation

values of aword’s predicted semantic vector v̂ and its eight nearest neigh-

bors’ semantic vectors sn1...sn8 are taken into consideration. The mean of

these eight correlation values describes density, i.e., how dense the se-

mantic neighborhood of the derivative is. The closer the semantics of

other words in the neighborhood is, the higher is the density. A higher

neighborhooddensity is expected to decrease the cosine similarity of deri-

vative and base because the denser the neighborhood, the more other

words have nearly the same semantics (cf. Chuang et al. 2021; Schmitz

et al. 2021; Stein & Plag 2021; Schmitz 2022; Stein 2023).
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Table 7.4: Dependent variable, variable of interest, control variables
and their expected effects.

dependent variable expectation

cosine similarity..

The cosine similarity of derivatives

and bases indicates how similar
one derivative is to its base.

variable of interest expectation

word class of base.

Verbal bases are more similar to
their derivatives due to their
denotation of eventualities.

control variables

relative frequency
of base/derivative
...

A higher relative frequency goes together

with a higher segmentability

and more transparency and thus

an increase of cosine similarity.

base polysemy.....

A higher polysemy of the base

goes together with a decrease of

cosine similarity as the derivative

is (often) based on one reading of the base.

co-activation...

The activation of more semantic material
goes together with an increase of

cosine similarity.

neighborhood
density....

A denser neighborhood has more other

words which have similar semantics
and goes together with a decrease

of cosine similarity.

A beta regression model for each suffix, -ee, -ment, and -ation, was fitted.

The beta regression formula for the individual suffixes may include pre-

cision phi components (cf. Ferrari & Cribari-Neto 2004; Plag et al. 2017).

The precision phi component is interpreted as follows: “a low precision

coefficient means that the beta regression model estimates the values of

this predictor to be more dispersed around the coefficient’s mean than

in the case of a predictor with a high precision coeffic[i]ent.” (Plag et al.

2017: 202). The precision component of a variablewas included if themo-

del with the precision reached a significantly lower AIC value (i.e., at least

a difference of 2 points) and a higher log-likelihood according to standard

procedures (cf. Baayen 2008: ch. 6; Winter 2019: ch. 15).
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All variables were tested for problematic correlation coefficients, i.e.,

|rho| ≥ 0.5. Correlations might bring collinearity into the model which

might in turn lead to unreliable results (Tomaschek et al. 2018). To check

for collinearity issues in the fitted models, their VIF-values (variance in-

flation factors) were computed (Zuur et al. 2010; Fox & Weisberg 2019).

Overall, multiple beta regression models were fitted including and ex-

cluding variables and phi components. More precisely, in order to find

the best model for each suffix, I fitted the models with step-wise exclu-

sion of first phi components and then control variables to determine the

best model fit. I chose this procedure of testing which variables and phi

components to retain to ensure that the reportedmodels contain asmuch

information as needed but not more than required. The final models re-

ported in this dissertation have the best fit regarding the log-likelihood

and the AIC values as well as no issues of collinearity as indicated by the

VIF-values (cf. Plag et al. 2017; Zuur et al. 2010; Fox &Weisberg 2019). The

detailed formulas for the best fitting beta regressionmodels are reported

in the pertinent subsections.

7.1.2.2 t-SNE and LDA analyses

In order to see whether the vectors for the derivatives themselves show

patterns, for example, whether the derivatives show distinct clusters for

denominal and deverbal nominalizations, t-distributed stochastic neigh-

borhood embedding analyses (t-SNE, formore information on t-SNE anal-

yses, see, e.g., van der Maaten & Hinton 2008; van der Maaten 2014; Kri-

jthe 2015; Shafaei-Bajestan et al. 2022b,a; Schmitz et al. 2023; Schäfer

2025) for the estimated semantic vectors of the derivatives is performed.

A t-SNE analysis reduces the dimensions of the vectors, 5487 dimensions

in the LDL implementation in this dissertation, to fewer dimensions. For

the t-SNE analysis in this dissertation, two dimensions are retained for

the analysis (Rtsne package, Krijthe 2015; gdsmpackage, Schmitz&Schnei-

der 2022). The choice for two dimensions was made due to two reasons:

First, two dimensions are the standard parameter in the pertinent liter-

ature. Second, the visualization of a two dimensional space is far more

easy to interpret than the output of a three (or more) dimensional space.
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The output of the analyses shows the clustering behavior of all deriva-

tives in the data set. Thedata is sorted into denominal anddeverbal deriva-

tives. A t-SNE analysis for the data of each individual suffix, -ee, -ment,

and -ation, is performed. The visible clusters of the analyses are then in-

spected further.

To ensure whether the visible clusters of the t-SNE analyses are mean-

ingful, a linear discriminant analysis (LDA, formore information on LDA,

see, Xanthopoulos et al. 2013; Trendafilov & Gallo 2021; Shafaei-Bajestan

et al. 2022a; Schäfer 2025) is performed. The LDA in this dissertation is

based on the two retained t-SNE dimensions. The predictions of the LDAs

indicate whether a derivative in the data set is denominal or deverbal. If

clusters are visible in the t-SNE visualization, the prediction of the LDA

should resemble these clusters. More precisely, LDA predicts whether

there is a difference between denominal and deverbal derivatives. Tak-

ing the results of the t-SNE visualization as well as the LDA, one may or

may not assume the existence of differences between deverbal and de-

nominal derivatives.

First, the results of the beta regression analyses for the three suffixes

will be reported in Section 7.2.1. Section 7.2.2 will show the results from

the t-SNE and LDA analyses.

7.2 Results

7.2.1 Beta regression analyses

First, the cosine similarities for all three suffixes are summarized. The

density of the raw cosine similarities for all suffixes (ndenominal = 141,

ndeverbal = 656) sorted by the word class of the base is shown in the left

panels in Figure 7.2. The cosine similarities of denominal derivatives and

their nominal bases are in the upper panel, and the density of the cosine

similarities of deverbal derivatives and their verbal bases are displayed

in the lower panel. The right panels illustrate the cosine similarities in

boxplots. The data for denominal -ation shows the most variance, but the

data for all three suffixes is widely spread in the denominal data, less in

the deverbal data.
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Figure 7.2: Density of the cosine similarities of denominal derivatives
andnominal bases at the top, and deverbal derivatives and verbal bases
at the bottom. The color coding by suffix: -ation in blue, -ee in green and
-ment in yellow. The suffix -ation is represented by a solid line, -ee by a

densely dashed line, and -ment by a dashed line.

The denominal sets in the upper panel of both the density and the box

plot do not look strikingly different. As two comparisons are made per

suffix for denominal and deverbal data, i.e., denominal and deverbal -ee

is compared to -ation and -ment, -ation to -ee and -ment, and -ment to -ee

and -ation, a Bonferroni correction of the comparisons is needed for the

denominal and the deverbal data (cf. Baayen 2008: 114;Winter 2019: 176).

The p-values of the Wilcoxon-tests are divided by 2 as two comparisons

for each suffix are made. A look at the p-values from a Bonferroni cor-

rectedWilcoxon-test are given in Table 7.5 and shows that the differences

between the data sets is, in fact, not significant.

Table 7.5: Comparison of denominal sets by p-values retrieved from
Wilcoxon-tests.

-ee -ment

-ation 0.18 0.30

-ee 0.19

The lower panel shows the deverbal sets. The density of the data with the

three suffixes does not look strikingly different. A look at the p-values

from a Bonferroni corrected Wilcoxon-test are given in Table 7.6 and
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shows that the differences between the data sets is, in fact, not signifi-

cant.

Table 7.6: Comparison of deverbal sets by p-values retrieved from
Wilcoxon-tests.

-ee -ment

-ation 0.06 0.26

-ee 0.16

7.2.1.1 Results -ee

The density of the raw cosine similarities for the data in -ee (ndenominal =

46, ndeverbal = 311) sorted by the word class of the base is shown in Figure

7.3. The orange area represents the density for the cosine similarities of

denominal derivatives in -ee and their nominal bases. The purple area de-

picts the density of the cosine similarities of deverbal derivatives in -ee

and their verbal bases. Both curves overlap to a large extent. The orange

curve for the denominal pairs has more data in the lower range but also

more data in the higher range of the cosine similarities of derivatives and

bases. A diptest (p = 0.62, diptest package, Maechler 2020) shows that the

curve for the denominal data is not bimodally distributed. The denomi-

nal pairs have a median cosine similarity of about 0.75 and the deverbal

pairs of 0.7. The cosine similarities for denominal derivatives and their

nominal bases show a larger box, i.e., more variation compared to the

deverbal comparison. The difference in the means between denominal

and deverbal pairs is not significant (Wilcoxon test, p = 0.99).
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Figure 7.3: Density of the cosine similarities of derivatives and bases
for the suffix -ee. The cosine similarities of the deverbal data are given
in purple and the cosine similarities for the denominal data are given

in orange.

Before a beta regression model was fitted, the correlation coefficients of

independent variables were checked (SfL package, Schmitz & Esser 2021)

and no problematic values were found. Several different models were

fitted by the procedure explained above until a model with the best per-

formance was found. The best fit was determined via AIC-value and log-

likelihood of the models (cf. Baayen 2008: ch. 6; Winter 2019: ch. 15). The

VIF-values of the final model confirm that the final model has no colline-

arity issues (cf. Zuur et al. 2010; Fox &Weisberg 2019). The formula of the

final model is given in 7.1. Themodel includes no precision specifications

as the inclusion of the precision estimates did not increase the fit of the

model.

cosine similarity ∼

base polysemy+ relative frequency+

word class of base+ co-activation+ neighborhood density (7.1)

The estimates of the final model and their p-values are given in Table

7.7. The variables relative frequency and neighborhood density do not

reach significance. The variables word class of base, base polysemy and

co-activation reach significance in the model.
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Table 7.7: Fixed-effect coefficients and p-values as computed by the beta
regression model for the -ee data fitted to the cosine similarity values.

Significance codes: ‘***’ p < 0.001, ‘**’ p < 0.01, ‘*’ p < 0.05.

Estimate Std. Error z value Pr(>|z|)

(Intercept) -0.19 0.40 -0.47 0.64

word class of base V 0.32 0.15 2.07 0.04 *

relative frequency 0.00 0.02 0.01 0.99

base polysemy -0.02 0.01 -3.10 0.00 **

co-activation 25.68 3.48 7.38 1.54e-13 ***
neighborhood
density -0.37 0.55 -0.67 0.50

Figure 7.4 shows the significant effect of the variable word class of base.

The effect is as expected as the cosine similarities of deverbal derivatives

and their bases are higher than for denominal derivatives. The effects

of the control variables are as expected: a higher base polysemy goes

together with a lower cosine similarity, a higher co-activation goes to-

gether with a higher cosine similarity.

Figure 7.4: Significant effect of word class of base in the beta regres-
sion model with the suffix -ee.

The effect of the variable of interest, word class of base, behaves as

expected. More precisely, due to the eventive nature of verbs (e.g., Van

Valin & LaPolla 1997; Haspelmath 2001; Van Valin & LaPolla 2002; Szabó
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2015; Moltmann 2019), the higher cosine similarity for deverbal nomi-

nalizations and their verbal bases is expected. The found effect is in line

with the expectation that deverbal nominalizations are more clearly in-

terpretable compared to denominal nominalizations.

7.2.1.2 Results -ment

Thedensity of the rawcosine similarities for the data in -ment (ndenominal =

29, ndeverbal = 273) sorted by the word class of the base is shown in Figure

7.5. The orange area shows the cosine similarity of denominal derivatives

with -ment and their nominal bases and the purple area illustrates the co-

sine similarity of deverbal derivatives with -ment and their verbal bases.

The distribution of cosine similarities of the deverbal derivatives in or-

ange starts earlier as compared to the denominal pairs. At the same time,

the deverbal derivatives and their bases are spread wider. The cosine si-

milarity of the denominal derivatives and their bases are differently and

more densely distributed. The denominal pairs have a median cosine si-

milarity of about 0.7 and the deverbal pairs of about 0.75. AWilcoxon test

shows that the difference in the means between the two types of word

classes of the base is not significant (Wilcoxon test, p = 0.78).

Figure 7.5: Density of the cosine similarities of derivatives and bases for
the suffix -ment. The cosine similarities of the deverbal data are given
in purple and the cosine similarities for the denominal data are given

in orange.

The data were then first checked for correlations of independent vari-

ables. The correlation test (SfL package, Schmitz & Esser 2021) showed a
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correlation of the variables relative frequency and word class of base

(rho = −0.5). This correlation is exactly at the threshold ofwhen a correla-

tion is seen to be problematic (|rho| ≥ 0.5, see Section 7.1.2). However, the

VIF-values of the final model indicate that the correlation does not result

in a collineartiy issue in the model (cf. Zuur et al. 2010; Fox & Weisberg

2019). Thus, the variables were included in the model without any trans-

formation. The best fit was determined via AIC-value and log-likelihood

of the models (cf. Baayen 2008: ch. 6; Winter 2019: ch. 15). The formula

of the final model is given in 7.2. The model includes precision specifica-

tions of all variables except for co-activation (cf. Ferrari & Cribari-Neto

2004; Plag et al. 2017).

cosine similarity ∼

base polysemy+ relative frequency+

word class of base+ co-activation+ neighborhood density |

base polysemy+ relative frequency+

word class of base+ neighborhood density (7.2)

The estimates of the final beta regression model and their p-values are

given inTable 7.8. The variables base polysemy, co-activation, andneigh-

borhood density, reach significance in the model.
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Table 7.8: Fixed-effect coefficients and p-values as computed by the beta
regressionmodel for the -ment data fitted to the cosine similarity values.

Significance codes: ‘***’ p < 0.001, ‘**’ p < 0.01, ‘*’ p < 0.05.

Estimate Std. Error z value Pr(>|z|)

(Intercept) 1.44 0.42 3.44 0.00 ***

word class of base v -0.22 0.26 -0.86 0.39

relative frequency -0.03 0.03 -0.98 0.33

base polysemy 0.10 0.03 3.79 0.00 ***

co-activation 16.57 3.74 4.43 9.46e-06 ***
neighborhood
density -2.65 0.55 -4.78 1.77e-06 ***

Phi coefficients Estimate Std. Error z value Pr(>|z|)

(Intercept) 2.06 0.55 3.78 0.00 ***

word class of base v -0.89 0.36 -2.49 0.01 *

relative frequency -0.01 0.03 -0.52 0.60

base polysemy 0.10 0.03 3.69 0.00 ***
neighborhood
density -0.76 0.62 -1.22 0.22

The variableword class of base does not showa significant effect. The ef-

fects of twoof the control variables are as expected: Ahigher co-activation

goes together with an increase of cosine similarities, and a higher neigh-

borhood density goes together with a decrease of cosine similarity. The

effect of base polysemy is unexpected as a higher value goes togetherwith

an increase of cosine similarities.

The unexpected finding of the non-significant effect of the variable of

interest, word class of base, is interesting for two reasons. First, the ex-

pectation that deverbal derivatives are more similar to their bases com-

pared to denominal derivatives originates from the underlying assump-

tion that eventuality-related nominalizations operate on an eventuality

denoted by the base. As verbs are ontologically eventive and nouns are

not (e.g., Haspelmath 2001; Van Valin & LaPolla 2002; Szabó 2015; Molt-

mann 2019), the reading of a deverbal derivative should be more clearly

observable, thus, depicting a higher similarity of base and derivative. Sec-

ond, the non-existence of a significant difference between denominal and

deverbal derivatives points toward the assumption that the word class of

a base is not themost important factor for the word-formation process in
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general. Plag (2004) already found that semantic factors seem to be more

important for word-formation processes than syntactic categories, such

as nouns and verbs. The present findings for derivatives in -ment point

towards this idea.

7.2.1.3 Results -ation

Thedensity of the rawcosine similarities for the data in -ation (ndenominal =

66, ndeverbal = 72) sorted by the word class of the base is shown in Figure

7.6. The orange area shows the density of the cosine similarities for de-

nominal derivatives and their bases. The purple area illustrates the den-

sity of the cosine similarities for deverbal derivatives and their verbal

bases. A diptest (p = 0.07, diptest package, Maechler 2020) for the orange

area shows that the denominal data is not bimodally distributed. The co-

sine similarities for denominal and deverbal derivatives and their bases

are similarly distributed. Themedian of the denominal pairs is, as well as

themedian of the deverbal pairs, about 0.65. The difference in themeans

is not significant (Wilcoxon test, p = 0.71).

Figure 7.6: Density of the cosine similarities of derivatives and bases for
the suffix -ation. The cosine similarities of the deverbal data are given
in purple and the cosine similarities for the denominal data are given

in orange.

The correlation test (SfL package, Schmitz & Esser 2021) showed a prob-

lematic correlation of three variables, namely, base polysemy, relative

frequency and word class of base, in the data for -ation. The strengths

of the correlations are given in Table 7.9.
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Table 7.9: Correlations observed in the -ation data. The threshold for
problematic correlation coefficient values was set at |rho| ≥ 0.5.

base polysemy relative frequency

word class of base rho = −0.27 rho = −0.65

base polysemy rho = 0.58

The beta regression model was fitted following the procedure explained

above. The VIF-values indicate that there is no collinearity issue in the

model although some variables correlate (cf. Zuur et al. 2010; Fox &Weis-

berg 2019). Thus, the variables were included in the model without any

transformation. The best fit was determined using the AIC-value and the

log-likelihood of the models (cf. Baayen 2008: ch. 6; Winter 2019: ch. 15).

The formula of the best beta regression model is given in 7.3. No preci-

sion estimates are included as the model does not reach a better fit with

their inclusion.

cosine similarity ∼

base polysemy+ relative frequency+

word class of base+ co-activation+ neighborhood density (7.3)

The estimates of the final beta regression model and their p-values are

given in Table 7.10. The variables relative frequency, co-activation and

neighborhood density reach significance in the model.

Table 7.10: Fixed-effect coefficients and p-values as computed by the
beta regression model for the -ation data fitted to the cosine similarity

values. Significance codes: ‘***’ p < 0.001, ‘**’ p < 0.01, ‘*’ p < 0.05.

Estimate Std. Error z value Pr(>|z|)

(Intercept) 2.25 0.38 5.93 3.10e-09 ***

word class of base v -0.14 0.18 -0.79 0.43

relative frequency -0.08 0.03 -2.65 0.01 **

base polysemy 0.06 0.05 1.21 0.23

co-activation 22.45 3.69 6.09 1.14e-09 ***
neighborhood
density -4.44 0.64 -6.96 3.38e-12 ***
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The variable of interest, word class of base, shows no significant ef-

fect. The effects of the control variables co-activation andneighborhood

density are as expected: A higher co-activation goes together with an in-

crease of cosine similarity and a higher neighborhood densitywith a de-

crease. The variable relative frequency behaves contra the expectation

as a higher value goes together with a decrease of cosine similarity.

Similar to the findings for nominalizations with the suffix -ment, the

non-existent effect of the variable word class of base for nominaliza-

tions in -ation raises two important points. First, the assumption based

on ontological considerations that deverbal derivatives should be more

similar to their bases than denominal derivatives to their denominal ba-

ses cannot be confirmed. The idea of this assumption is that the interpre-

tation of eventuality-related nominalizations is based on eventive struc-

tures of the base. Second, the observations for nominalizations in -ation

contribute to the idea that the word class of the base is not the most im-

portant factor for a word-formation process but rather their semantics.
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7.2.2 t-SNE and LDA analyses

In order to see whether the vectors for the derivatives themselves show

a pattern, a t-distributed stochastic neighbor embedding (t-SNE) analysis

was performed. Such an analysis reduces the dimensions of the vectors,

5487 dimensions in this LDL implementation, to fewer dimensions. Two

dimensions are retained for the analysis (Rtsne package, Krijthe 2015;

gdsm package, Schmitz & Schneider 2022). This analysis was included to

investigate if there is a pattern to be found which distinguishes denomi-

nal anddeverbal derivatives in general. In order to seewhether the found

clusters have significance, an LDA was performed. The findings for the

data of the distribution for the derivatives with each suffix suggest that

the deverbal/denominal distinction does not lead to distinctive patterns.

7.2.2.1 Results -ee

Figure 7.7 illustrates the distribution of the derivatives for -ee in a two-

dimensional semantic t-SNE space. No cluster is visible. Denominal and

deverbal derivatives are spread all over the two-dimensional space.

Figure 7.7: t-SNE for the suffix -ee. Red circles are denominal derivatives
and blue squares are deverbal derivatives.

The first step of the LDA is depicted in Figure 7.8. The t-SNE dimensions

are used for the prediction. The histograms for nouns and verbs look
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strikingly similar, and most of the data overlap. This is not surprising as

the t-SNE analysis does not show any clusters.

Figure 7.8: LDA histogram for the suffix -ee, displaying the distribution
of the data.

Table 7.11 depicts the prediction of the LDA. All words are predicted to

be deverbal. The wrong prediction of denominal derivatives as being de-

verbal indicates that the LDA cannot discriminate between denominal

and deverbal derivatives. This is contra the results from the beta regres-

sion analysis for -ee which showed a significant effect for the two word

classes. The results of the t-SNE analysis and the LDA find no effect of the

variable word class of base when looking at the derivatives only. The

fact that there is no clear distinction between denominal and deverbal

derivatives shows that the word-formation process is not dependent on

the word class of the base. Contrarily, the findings speak in favor of an
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account of word-formation processes which does not have the syntactic

category of the base as the main factor, but rather an account in which

the semantics of base and derivative are incorporated.

Table 7.11: LDA prediction for -ee.

Reference

Prediction N V

N 0 46

V 0 311

Accuracy 0.8711

95% CI (0.8319 , 0.9041)

No Information Rate 1

P-Value [Acc > NIR] 1

Kappa 0

Mcnemar’s Test P-Value 3.247e-11

Sensitivity NA

Specificity 0.8711

Pos Pred Value NA

Neg Pred Value NA

Prevalence 0.0000

Detection Rate 0.0000

Detection Prevalence 0.1289

Balanced Accuracy NA

‘Positive’ Class N
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7.2.2.2 Results -ment

Figure 7.9 illustrates the t-SNE distribution of the -ment nominalizations

in a two dimensional semantic space. A small cluster in the right bottom

corner of the plot is visible. It contains denominal and deverbal deriva-

tives. The rest of the data is spread over the two dimensions, with de-

verbal -ment-derivatives spread further to the right, but without a visible

cluster for deverbal or denominal derivatives.

Figure 7.9: t-SNE for the suffix -ment. Red circles are denominal deriva-
tives and blue squares are deverbal derivatives.

Figure 7.10 shows the words in the visible cluster. The cluster in the right

bottom corner contains psych nouns, denominal and deverbal ones. For

convenience, some examples are given in (1). The cluster consists of an

equal number of denominal and deverbal derivatives.

(1) a. denominal -ment

confusionment, illusionment, cantonment

b. deverbal -ment

abandonment, appotionment, disillusionment
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Figure 7.10: t-SNE for the suffix -ment. Redwords are denominal deriva-
tives and blue words are deverbal derivatives.

The histogram of the data in Figure 7.11 reinforces the results from the

t-SNE analysis as the denominal and deverbal data visibly overlap. There

is no clear distinction of denominal and deverbal derivatives.
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Figure 7.11: LDA histogram for the suffix -ment, displaying the distribu-
tion of the data.

Table 7.12 depicts the prediction of the LDA. All derivatives are predicted

as deverbal. The absence of clear visible clusters for denominal and de-

verbal derivatives in the t-SNE plot aswell as the prediction from the LDA

show that the word class of the base is not the only important factor for a

word-formation process. Broadly speaking, the syntactic category of the

base cannot account for a complete picture of the word-formation pro-

cess for eventuality-related nominalizations.
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Table 7.12: LDA prediction for -ment.

Reference

Prediction N V

N 0 29

V 0 273

Accuracy 0.904

95% CI (0.865, 0.9347)

No Information Rate 1

P-Value [Acc > NIR] 1

Kappa 0

Mcnemar’s Test P-Value 1.999e-07

Sensitivity NA

Specificity 0.90397

Pos Pred Value NA

Neg Pred Value NA

Prevalence 0.00000

Detection Rate 0.00000

Detection Prevalence 0.09603

Balanced Accuracy NA

‘Positive’ Class N
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7.2.2.3 Results -ation

Figure 7.12 shows the t-SNEdistribution of thenominalizationswith -ation

in a two dimensional semantic space. Two clusters are visible: one de-

nominal cluster in the top and one deverbal in the bottom left corner of

the plot. A closer investigation of the two visible clusters shows that the

denominal cloud consists of chemical -ation-derivatives with a nominal

base. Similarly, the deverbal cloud consists of chemical -ation-derivatives

with a verbal base.

Figure 7.12: t-SNE for the suffix -ation. Red circles are denominal deriva-
tives and blue squares are deverbal derivatives.

Figure 7.13 shows thewords in the visible clusters. For convenience, some

examples are given in (2).

(2) a. denominal -ation

carboxylation, glycosylation, ozonation

b. deverbal -ation

akalization, exudation, silanilation
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Figure 7.13: t-SNE for the suffix -ation. Redwords are denominal deriva-
tives and blue words are deverbal derivatives.

The histogram of the nominalizations in -ation in the LDA also shows that

denominal and deverbal derivatives are distinct from each other to some

extent. The denominal derivatives in the upper panel have some data on

the left side of the x-axis whereas the deverbal derivatives show a few

data points on the right side of the x-axis.
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Figure 7.14: LDA histogram for the suffix -ation, displaying the distribu-
tion of the data.

Table 7.13 shows the LDA prediction. It predicted denominal and dever-

bal derivatives, contrary to the analysis of the data of the other two suf-

fixes which predicted all derivatives to be deverbal.
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Table 7.13: LDA prediction for -ation .

Reference

Prediction N V

N 48 18

V 17 55

Accuracy 0.7464

95% CI (0.6653, 0.8165)

No Information Rate 0.529

P-Value [Acc > NIR] 1.263e-07

Kappa 0.4915

Mcnemar’s Test P-Value 1

Sensitivity 0.7385

Specificity 0.7534

Pos Pred Value 0.7273

Neg Pred Value 0.7639

Prevalence 0.4710

Detection Rate 0.3478

Detection Prevalence 0.4783

Balanced Accuracy 0.7459

‘Positive’ Class N

Figure 7.15 has two colors: The purple area indicates the range for the de-

verbal data and the orange area the range for denominal data. The verbs

in the orange area as well as the nouns in the purple area are wrongly

predicted derivatives by the model.
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Figure 7.15: LDA prediction for the suffix -ation.

The results for eventuality-related nominalizations with the suffix -ation

show that some clusters can arise. The t-SNE analysis as well as the LDA

can distinguish between chemical denominal and deverbal derivatives.

Nonetheless, no clear cluster or prediction for all denominal and dever-

bal derivatives is visible. The two distinguished clusters show a word

class distinction but this distinction can possibly be better explained by

semantics than by syntactic features. Chapter 4 shows that chemical sub-

stances arenon-trivial in their semantic representation.Manyof the chem-

ical substances give rise to different readings. The two clustersmight thus

not only reflect a difference in the word class of the base, but also an im-

portant semantic distinction. For instance, it is unclear how the reading

process/result/ornative are distributed in denominal and deverbal for-

mations with chemical substances/chemical verbs.
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7.3 Discussion

This chapter dealt with an LDL implementation of the data for three suf-

fixes, -ee, -ment, and -ation. The data underwent a beta regression analy-

sis as well as a t-SNE analysis and an LDA. First, the results of the beta

regression will be discussed, followed by a discussion of the other two

analyses. The variables included in the beta regression model and their

expected effects are repeated in Table 7.14.

Table 7.14: Dependent variable, variable of interest, control variables
and their expected effects.

dependent variable expectation

cosine similarity..

The cosine similarity of derivatives

and bases indicates how similar
one derivative is to its base.

variable of interest expectation

word class of base.

Verbal bases are more similar to
their derivatives due to their
denotation of eventualities.

control variables

relative frequency
of base/derivative
...

A higher relative frequency goes together

with a higher segmentability

and more transparency and thus

an increase of cosine similarity.

base polysemy.....

A higher polysemy of the base

goes together with a decrease of

cosine similarity as the derivative

is (often) based on one reading of the base.

co-activation...

The activation of more semantic material
goes together with an increase of

cosine similarity.

neighborhood
density....

A denser neighborhood has more other

words which have similar semantics
and goes together with a decrease

of cosine similarity.

Starting with the variable of interest word class of base: The variable

reaches significance for the beta regressionmodelwith the suffix -ee only.

In the data with the suffix -ee, the cosine similarity of derivative and base
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increases if the base is verbal. For the data with the suffixes -ation and

-ment, the variable word class of base did not reach significance in the

models. The effect found for the data in -ee is expected as the derivational

process is assumed to be easier interpretable with verbs. This assump-

tion is built on the ontology of verbs in general, as they denote eventu-

alities and eventuality-related nominalizations operate on eventualities

(see, e.g., Van Valin & LaPolla 1997; Haspelmath 2001; Szabó 2015; Molt-

mann 2019 on the ontology of words, and, e.g., Plag et al. 2018; Kawaletz

2023 and Chapter 4 on the eventuality-relatedness of nominalizations).

The non-significant effects of the variableword class of base for the data

with two of the three suffixes implies that the word class of the base itself

is not a crucial factor for the interpretation of eventuality-related nomi-

nalizations.

The included control variables base polysemy, relative frequency,

co-activation, and neighborhood density showed different significant

effects in the beta regression models. The overall finding is that the vari-

able of interest word class of base is stable and not dependent on the

outcomes of the control variables.

The t-SNE analysis showed only visible clusters for the data with the

suffix -ation. The two clusters divide deverbal and denominal derivatives

based on chemical substances from each other and from the other re-

maining derivatives. The t-SNE analyses for -ee and -ment do not show

clear clusters. Thus, the findings of the t-SNE analyses as well as the find-

ings of the LDAs for the suffixes show similar results: LDA only predicts

a difference between with the denominal and deverbal -ation data. The

LDAs of -ee and -ment wrongly predict every derivative to be deverbal.

This finding is expected as already no visible clusters were to be found in

the t-SNE analysis. The absence of clusters for denominal and deverbal

data in general shows that the word class of the base seems to not play a

crucial role for the derivational processwith the suffixes under investiga-

tion, but the semantics of the base is the important factor for a successful

word-formation process. This assumption is in line with the findings of

the beta regression models where the variable word class of base is not

a significant predictor for the cosine similarity of derivatives and bases

as well as to the other findings in this thesis.
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Discussion: Computational

methods

Two computational methods, fastText (Chapter 6) and linear discrimi-

native learning (Chapter 7) were used to gain more insight into the se-

mantics of eventuality-relatednominalizations. Table 8.1 summarizes the

outcome of the beta regression models for the variable of interest word

class of base for both computational implementations. A check mark

represents a significant effect and a cross the absence of a significant ef-

fect. The directions of the arrows indicate whether the found effect goes

together with an increase (↑↑↑) or a decrease (↓↓↓) of the cosine similarity of

derivatives and bases.

Table 8.1: Summary of effects of the variable word class of base from
the beta regression models for the implementations, fastText and LDL.
A check mark represents a significant effect and a cross the absence of
a significant effect. The direction of the arrows indicate the direction of

the found effects.

fastText LDL

-ation -ee -ment -ation -ee -ment

word class
of base 7

3↓↓↓
v

3↑↑↑
v 7

3↑↑↑
v 7

The expectation for the effect of word class of base was a higher cosine

similarity of derivatives and bases when the base is a verb. This expec-

tation is based on the fact that verbs denote eventualities (see, e.g., Van

Valin & LaPolla 1997; Haspelmath 2001; Van Valin & LaPolla 2002; Szabó

2015; Moltmann 2019) and eventuality-related nominalizations denote

196
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eventive elements, for example, participants or eventualities. The results

show that the variable behaves as expected for the data in -ment in the

fastText implementation and the data in -ee in the LDL implementation.

The effect shows the different direction for the data with -ee in the fast-

Text implementation. This findingmight be due to the fact that -eedenotes

participants contrary to the other two suffixes which denote processes or

states. In other words, the denotation of nominalizations with the suffix

-ee is overall more noun-like and has ontologically more resemblance to

nouns than verbs. No significant effects of the word class of the base was

found for -ation in both implementations and for -ment in the LDL imple-

mentation.

The t-SNE and LDA analyses (Chapters 6, 7 and 7, Sections 6.2.2 and

7.2.2) for both computational implementations contribute to the overall

observation that the effect of the word class of a base is rather a side ef-

fect than the most influential factor. The t-SNE distribution showed clus-

ters for -ment and -ation in the fastText vectors and clusters for -ation in

the LDL implementation. Nonetheless, the found clusters are not clearly

dividing denominal and deverbal derivatives but only for sub-categories

like chemical substances as bases for -ation, or attitudinal nouns for -ment.

The finding that there are no clusters for derivatives in -ee at all adds to

the lack of a clear distinction of semantic vectors for denominal and de-

verbal derivatives.

The LDAs demonstrate that the classification of whether a nominali-

zation is denominal or deverbal is not a trivial task. The prediction for

the data, which showed clusters in the t-SNE analyses, illustrates varia-

tion in the prediction because somenominalizationswere predicted to be

denominal or deverbal. However, the prediction contains many wrongly

predicted data points. In cases where no clusters were found, LDA pre-

dicted all nominalizations to be deverbal. This analysis contributes to the

overall picture about the role of the word class of the base.

A non-trivial difference between the fastText vectors (Bojanowski et al.

2016; Mikolov et al. 2018) and the LDL vectors (e.g., Baayen et al. 2019b)

is that the LDL vectors are created via comprehension. That is, with LDL

vectorswe are not dealingwith rawvectors as in fastText butwith vectors

that underwent a matrix-multiplication task to simulate comprehension.

For the study in this dissertation, the LDL model was trained with raw
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vectors from NDL, which is a cognitive-based approach (cf. Baayen et al.

2011). It might be interesting to implement a similar LDL model on the

basis of the fastText vectors.

The suitable use of the two different computational implementations,

both based on n-grams, leads to the assumption that smaller units of in-

formation are more important for the semantics of a word thanmorpho-

logical rules. This observation is in linewith previous findings (cf. Baayen

et al. 2011, 2019b; Bojanowski et al. 2016; Arndt-Lappe et al. 2022). Mean-

ing seems to be associated to small form units in the language. However,

the small data size for the denominal nominalizations in general as well

as the fact that most of these forms are highly infrequent and have there-

fore been treated as pseudowords28 in the implementations might bias

the models to the finding that form is more important than morphology.

That is, the estimation of word vectors in forms of whole words does not

specifically carry the information that a derivational process is underly-

ing the change in form from base to derivative.

28This term is chosen as the word vectors for the derivatives are created in fastText
and LDL via character n-grams is comparable to Schmitz et al. (2021).
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General discussion

This dissertation contributes to the understanding of theword-formation

process of eventuality-related nominalizations. The analysis of nomina-

lizations with the suffixes -ee, -ment, and -ation serve as illustrative ex-

amples for eventuality-related nominalizations. More precisely, such de-

nominal nominalizations havenot yet been analyzed indetail. Intuitively,

this is not a big surprise as the interpretation of eventuality-related nomi-

nalizations normally rests on the presence of the eventuality in the base.

Eventualities are ontologically speaking denoted by verbs (e.g., Haspel-

math 2001; Van Valin & LaPolla 2002; Szabó 2015; Moltmann 2019). The

literature onnominalizations states that nominal and adjectival bases are

possible. Nonetheless, the derivational process for denominal nominali-

zations is unclear:

The verbal relation is implied by context or can be inferred

from the nature of the non-verbal base. [...] Such interpreta-

tions follow from the sort of activities that the basenouns could

conceivably be involved in. (Bauer et al. 2013: 233)

The studies conducted in this dissertation show the role of the nominal

base in the derivational process. In order to do so, first, frame seman-

tic analyses (e.g., Petersen 2007; Löbner 2013, 2014; Petersen & Gamer-

schlag 2014; Andreou 2017b; Kotowski 2020; see also Chapter 4) were

performed. That is, the semantic structure of the nominal bases was de-

composed. This semantic decomposition revealed that nouns, although

most nouns are non-eventive in nature, do indeed bear eventive struc-

tures in their semantics which can be used by derivational processes. In
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other words, even non-eventive nouns contain an eventive structure ac-

cessible for the derivational process with different nominalizing suffixes.

The reference shifting approach, applied in this dissertation for the

decomposition of semantic structures, was demonstrated to be already

successful in the analysis of deverbal -ment-derivatives (Kawaletz 2023).

The present findings illustrate that the word-formation process with the

suffixes under investigation operates on the semantic structure provided

by the base. More precisely, the denoted referent of the expression shifts

from the denotation of the base word to the reading of the derivative by

shifting the reference to a semantic element in the semantic structure of

the base. Thus, the reference shifting approach can also be transferred to

eventuality-related nominalizations with nominal bases.

The second part of this dissertation analyzed eventuality-related no-

minalizations using two different computational methods. Distributional

methods, such as fastText (Bojanowski et al. 2016; Mikolov et al. 2018),

showed to be successful for analyzing language, particularly derivation

(e.g., Boleda&Herbelot 2016;Wauquier et al. 2018; Boleda 2020;Wauquier

2020;Huyghe&Wauquier 2020;Wauquier 2022; Kotowski& Schäfer 2023).

The computational analyseswere performed in order to compare denom-

inal derivatives to deverbal derivatives. The purpose of this comparison

was to investigate whether denominal derivatives and their bases show

the same semantic similarity as deverbal derivatives and their bases. As

previous studies on deverbal nominalizations indicated, the readings of

the derivatives depend on the semantic structure of the base. The base

and derivative were assumed to also exhibit a similarity regarding com-

puted cosine similarities. The findings in this dissertation from the frame

semantic analysis revealed that denominal nominalizations also rely on

the semantic structure of the base. Thus, the comparison of denominal

and deverbal derivatives and their bases should reflect the similarity of

derivative and base operating on the same semantic structures.

The analyses of the fastText vectors demonstrated that denominal no-

minalizations are similar to their nominal bases. This is in line with the

expectation as the reading of the derivative relies on the semantic struc-

tures provided by the base word. The comparison of deverbal nominali-

zations and their verbal bases indicates a higher similarity of derivatives

and bases for the suffixes -ation and -ment. Contrarily, the data for the
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suffix -ee shows an overall higher cosine similarity for denominal deriva-

tives and their bases compared to deverbal derivatives and their verbal

bases.

The other computational approach was discriminative learning (NDL;

e.g., Baayen et al. 2011, 2016; Schmitz et al. 2023, LDL; e.g., Baayen et al.

2019b; Schmitz 2022; Stein 2023). The LDL implementation in this disser-

tation is applied to the entire words and splits them into trigrams for the

information of forms that enter the computation. This implementation is

similar to fastText. The results of the LDL implementation differ from the

fastText results. Theword class of the base is only an influential factor for

the analysis of the derivatives with the suffix -ee. Interestingly, the results

of the LDL implementation meet the expectation that deverbal deriva-

tives are more similar to their verbal bases than denominal derivatives

to their nominal bases. This is contradictory to the findings of the fastText

analysis.

The t-SNE and LDA analyses illustrated that some clusters of deriva-

tives are visible in a two-dimensional semantic space. For the fastText

vectors, clusters for derivatives in -ment and -ation were observed. For

the LDL vectors, only clusters for the data in -ation were found, distin-

guishing deverbal and denominal chemical expressions. No visible clus-

ters for derivatives in -ee were found. While predicting denominal and

deverbal derivatives, the LDA revealed that a lot of false predictions of

denominal derivatives weremade. The lack of a clear cluster in the t-SNE

analyses, distinguishing denominal and deverbal derivatives as well as

the wrong predictions of the LDAs, support the results of the frame anal-

yses and the beta regression models which indicate that the word class

of the base is not the main factor in derivational processes in general.

The findings of the computational implementations give rise to two

major assumptions: First, the derivational process is unsurprisingly de-

pendent on the suffix. Second, the derivational process shows a clearer

connection of derivatives with the semantics of verbal bases than nomi-

nal ones as the cosine similarities of deverbal derivatives and their ver-

bal bases are overall higher. Broadly speaking, the difference in the co-

sine similarities of denominal and deverbal bases and their derivatives is

based on ontology. Participants, as in nominalizations in -ee, are usually

denoted by nouns, whereas eventualities are usually denoted by verbs
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(e.g., Haspelmath 2001; Van Valin & LaPolla 2002; Szabó 2015; Moltmann

2019). Hence, the different finding of the cosine similarities for denomi-

nal derivatives with -ee arises because the suffix creates participant read-

ings which are usually denoted by nouns. Contrarily, derivatives with

-ment and -ation create readings based on eventive structures in the base

which aremore verb-like thanparticipant readings. The ontology ofword

classes is also involved in the findings of the second assumption: Due

to the eventuality-denoting nature of verbs, the derivational process is

clearer interpretable with verbs than with non-eventive nouns, because

the eventive structure is exposed by the denotation of eventualities of

verbs. The high degree of decomposition needed for nominal bases to

actually reveal the eventive structures in the nominal base makes the

derivational process more difficult to analyze. Nonetheless, the required

eventive elements to successfully create an eventuality-related nomina-

lization are provided by nominal bases, too.

Combining the results from the frame semantic analyses with the re-

sults from the computational models, novel insights into the derivational

process of eventuality-related nominalizations with nominal bases are

gained. The derivational process with nominal bases resembles the pro-

cess with verbal bases. That is, the reference shifts from one component

in the semantic structure of a base to a different element in the semantic

structure. The node to which the reference shifts is then denoted by the

derivative, creating its interpretation.

The reference shift from one element to another element in the same

semantic structures of the base word results in similarities of derivative

and bases in the computational models. If a derivative is similar to its

base, it is likely that the same semantic structure is accessed. Thus, a

higher cosine similarity of derivative andbase speaks in favor of a seman-

tic similarity. The findings of the computational models confirm the find-

ings of the frame semantic analyses as a similarity of bases and deriva-

tives are observable. This is not surprising as derivative and base do not

only share the eventuality on which they create their reading, but they

also share similarities in their written (and phonological) form.

The similarity of derivatives and their bases is also dependent on the

individual suffix. The frame semantic analyses showed that different suf-

fixes shift the reading from thedenotation of the base to the reading of the



9 Discussion 203

derivative. Most importantly, the word-formation processes with differ-

ent suffixes shift the reference to different semantic elements provided

by the semantic structure of the base. That is, nominalizations with -ee

refer to sentient participants (e.g., Barker 1998; Mühleisen 2010), nomi-

nalizations with -ment can refer to several different semantic elements

(e.g., Plag et al. 2018; Kawaletz 2023), and nominalizations with -ation re-

fer to processes or result-states provided by the semantic structure of the

base (e.g., Plag 2018; Stein 2023; see also Chapter 4). This suffix-specific

behavior is partly reflected in the results from the computational analy-

ses: -ment and -ation do behave differently compared to -ee because the

former show a overall higher cosine similarity for deverbal derivatives

and their bases, whereas -ee displays a higher similarity of denominal

derivatives and their bases in the fastText analysis. The question arises

whether the suffix determineswhich elements are required to be present

in the semantic structure of the base. The outcome of a derivational pro-

cess with a specific suffix requires different semantic elements in the se-

mantic structure of the base.

The effects of the word class of the base in the beta regression mod-

els in the computational implementations do not consistently reach sig-

nificance. Similarly, the t-SNE and LDA analyses do not show an overall

clearly distinct cluster for denominal and deverbal nominalizations. Gen-

erally speaking, these results speak in favor of a non-crucial effect of the

word class of the base. The results from the frame based analyses point

to the same direction: For example, psych nouns work similarly to psych

verbs. For all eventuality-related nominalizationsmore closely inspected

in this dissertation, the reference shift works similarly to the reference

shifting approach for nominalizations with verbal bases (e.g., Kawaletz

2023). This approach can be extended to other nominalizing suffixes, as

well as to different types of bases.

The analyses performed in this dissertation contribute to the under-

standing of nominalizationprocesses in general. First, the analyses showed

how word-formation processes work with nominal bases. Second, the

syntactic category of the word class has shown to be non-crucial for the

interpretation of nominalizations. Plag (2004) already suggested that the

word class of the base does not play the most important role for word-

formation processes:
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The claim that the word-class specification of the input does

not play a crucial role, or even no role at all, in derivational

morphology, has serious implications for morphological the-

ory. (Plag 2004: 216)

The analyses in this dissertation contribute to this statement. The word

class of the base is not as important as the semantic structure of the base.

More precisely, the success of a word-formation process is dependent on

the semantic elements provided by the base. The theword-formation pro-

cess with a specific suffix determines which eventive elements are re-

quired in the semantic structure of the base in order to perform a ref-

erence shift from the base to the derivative. For morphological theory in

general, this resultmeans that a look at the semantic structure of a base is

crucial for the interpretation of a nominalization. Contrarily, the syntac-

tic category of the base is of secondary importance. That is, theword class

of the base determines how deeply a semantic decomposition of a base is

required to reveal the semantic elements tackled by the word-formation

process.

Summarizing, the findings of the analyses I conducted in this disserta-

tion answer the questionwhere the required event for eventuality-related

nominalizations is to be found. Thedecomposed semantic structure of the

base provides all the eventive elements required for the word-formation

process. This is in linewith the suggestion of Bauer et al. that the interpre-

tation of such an eventuality-related nominalization can “follow from the

sort of activities that the base nouns could conceivable be involved in”

(Bauer et al. 2013: 233). Furthermore, the computational analyses illus-

trated that denominal and deverbal derivatives are related to their bases

to a similar degree, as suggested by the frame analyses. In other words,

denominal and deverbal eventuality-related nominalizations do not be-

have strikingly different as both types of nominalizations operate on the

semantics of the base and thus show a semantic similarity to their base.

Following this line of thought, the relevance of the word class of the base

and the prototypical behavior of nouns and verbs (e.g., Haspelmath 2001;

Van Valin & LaPolla 2002; Szabó 2015; Moltmann 2019) are suspended as

long as the base provides the required eventive elements for the word-

formation process in its semantic structure.
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Conclusion

This dissertation provided novel insights into the analysis of eventuality-

related nominalizations. It is the first work to systematically investigate

non-deverbal eventuality-related nominalizations, focusing on nominali-

zations with nouns as bases. This investigation was done using two com-

plementary approaches: A semantic reference shifting approach mod-

eled in semantic frames and two different computational approaches,

fastText and linear discriminative learning.

The frame semantic approach (Barsalou 1992b, and others) was used

to decompose the semantic structure of the base noun and its derivative.

This semantic decomposition reveals that the semanticmaterial to induce

the reference shift from a noun to a nominalization is indeed already

available in the nominal base. The novelty of the results of semantic de-

composition of nouns as bases for eventuality-related nominalizations

illustrates that even non-eventive nouns bear semantic structures which

are required for a reference shift from base to derivative. In other words,

the analyses with data for the suffixes -ee, -ment, and -ation showed that

denominal derivatives behave similarly to deverbal derivatives. That is,

the semantics of thenominal base provides the eventuality needed for the

reference shift. Nonetheless, one crucial difference is to be found: The se-

mantic structure of nominal bases shows that the eventuality needed for

the derivational process is more deeply embedded in its semantic struc-

ture. Thus, the nominal base needs a different level of decomposition in

contrast to verbal bases as verbs denote eventualities and nouns usually

do not.
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The computational approaches, one using fastText (Bojanowski et al.

2016; Mikolov et al. 2018), and one LDL (Baayen et al. 2019b, and others),

were chosen to investigate whether denominal derivatives are seman-

tically as closely related to their base like deverbal derivatives to their

verbal bases. I observed differences in the similarities of denominal and

deverbal derivatives in several beta regressionmodels. Some differences

depend on the suffix and are due to ontological reasons: -ee creates par-

ticipant readings which are associated with nouns, whereas -ation and

-ment create readings which are more closely related to verbs, for exam-

ple, the denotation of a whole eventuality (e.g., Van Valin & LaPolla 1997

and others). That is, broadly speaking, -ee derivatives are due to their

noun-likeness closer to nouns, and thus their nominal bases, compared

to the suffixes -ation and -ment.

The t-SNE analyses of all vectors of the derivatives created by the three

suffixes showed that in the vector space, denominal and deverbal deriva-

tives are equally distributed without a distinct pattern for distinguishing

denominal and deverbal nominalizations. More precisely, some patterns

were found, but no clear and general tendency for denominal or dever-

bal derivatives in a specific place in the two-dimensional semantic space

was found. In other words, the analysis indicates that denominal and de-

verbal derivatives are not completely distinguishable by the word class

of the base. The LDA showed issues in the prediction of verbal or nominal

bases, too. These findings, as well as the findings of the reference shifting

approach that nouns do indeed provide the required eventive structures

for the derivational process, show that the word class of the base is not

the most crucial factor for the success of the derivational process. More

precisely, the word class of the base does not restrict the probability of

a reference shift. Rather, the availability of a fitting semantic element in

the semantic structure of the base is the most important factor for a suc-

cessful word-formation process.

Word-formation processes do not pose a trivial problem. This disserta-

tion shed light on the use of nouns as bases for eventuality-related nomi-

nalizations and its novel findings contribute to the overall understand-

ing of word-formation processes. The main result – that the word class of

the base does not play a central role for derivational processes with the

suffixes -ee, -ment and -ation – shows that theoretical approaches are in
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need of revisions. The semantics of derivatives and their bases must be

included and given a greater role in theory on word-formation.

Theproposed analyses lead to further interests in this area of research.

First, other suffixes that create eventuality-related readings, for example

-age, -ance, -er, and -ure, are of interest. I assume that these analyses will

show similar results, especially with regard to the role of the word class

of the base in derivational processes. Second, an exploration of prefixes

(e.g., Kotowski 2020; Kotowski & Schäfer 2023) with both methods, frame

semantics and computational semantics, is also an interesting point in

completing the picture of derivational processes. The analysis at hand

leads to the assumption that the semantics of base and derivative are

more important than theword class of the base in derivational processes.

Thus, the question arises if prefixation behaves like suffixation with re-

gard to the word class of the base. Third, using different vectors for com-

putational analyses, for example, using the fastText vectors for an LDL

implementation, or using different word embedding algorithms like, e.g.,

FRACSS (Marelli & Baroni 2015) is work for the future. The results from

the analyses in this dissertation suggests that other influencing factors,

i.e., not the word class of the base, for the similarity of derivatives and

their bases are to be found.With the rise of large languagemodels and the

ever-increasing usage of computational methods in linguistic research, I

assume that more insights regarding the interrelations of semantics and

derivational processes will be gained.
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