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Abstract

Comment sections of news websites serve as popular place for public debate, where users
share their views. As the readers go through comments, they might find themselves wondering
about various perspectives regarding a particular comment. For example, in a discussion about
housing costs, a comment might suggest replacing old homes with efficient apartments, sparking
the question of what other perspectives people might have. Yet, uncovering such comments
involves combing through related articles of several news outlets, which would take a lot of
effort.

This dissertation presents a novel approach for recommending relevant and diverse comments
that complement the comment the user is currently interested in. This research seeks to
aid online discussions by offering users perspectives they might not typically encounter, thus
fostering a more informed opinion. As this comment-centric approach is unique so far, this work
investigates how to develop such a system and examines the challenges that are encountered.
To ensure the practical value of this solution, we keep a strong focus on usability during this
thesis.

This task of finding relevant and diverse recommendations presents a complex problem which
is broken down into more manageable sub-tasks during this thesis. First, a method is discussed
to identify recommendations that align thematically using semantic similarity. Concurrently,
the retrieval process performance was evaluated to ensure the approach remained application-
focused.

Subsequently, this thesis focuses on the application-oriented facet and presents an open-source
software framework designed to swiftly build prototypes for the comment recommendation
systems. These systems allow for an evaluation of the models in both laboratory and real-
world environments.

Next, the thesis aims to identify relevant comments. Although initial research helps detect
topically related comments, it may not ensure their relevance to the discussion. Thus, a user
study was conducted to explore context-independent factors such as position or justification
that may affect the relevance of a comment. This user-study helps to build an understanding
of how these elements influence comment relevance.

In conclusion, these findings of previous studies are integrated and expanded to construct the
final recommendation model. This marks the first instance of delivering relevant and varied
recommendations for a specific comment, while also helping to develop an understanding of
open-problems and possible solutions for future recommendation systems.
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Zusammenfassung

Die Kommentarspalten von Nachrichtenseiten bieten Nutzern die Möglichkeit sich über ihre
Ansichten und Meinungen zu einem Artikel oder Thema auszutauschen. Beim Lesen eines
Kommentars fragt sich ein Leser vielleicht, wie andere darüber denken. Zum Beispiel könnte
bei einer Diskussion über den Wohnungsmarkt ein Nutzer vorschlagen, alte Häuser durch neue,
energieeffizientere zu ersetzen. Das könnte die Frage beim Leser aufwerfen, was für andere
Meinungen dazu existieren. Es ist jedoch äußerst aufwendig solche Kommentare zu finden, da
der Leser dazu zahlreiche Artikel verschiedener Nachrichtenagenturen durchsuchen müsste.

Diese Dissertation stellt einen neuartigen Ansatz für die Empfehlung von Kommentaren vor,
der darauf abzielt, relevante und vielfältige Kommentare zu identifizieren, basierend auf dem
Kommentar für den sich der Nutzer gerade interessiert. Dabei ist das Ziel Meinungen und
Perspektiven aufzuzeigen, welchen der Leser normalerweise nicht begegnen würde. Auf diese
Weise soll der Nutzer sich eine ausgewogenere Meinungen bilden können. Da es sich hierbei
um einen neuen Ansatz handelt, untersucht die Arbeit vorwiegend, wie ein solches System
anwendungsorientiert entwickelt werden kann und welche Herausforderungen und Lösungen
dabei auftauchen.

Um diese Herausforderung zu meistern, wird die komplexe Aufgabe des Empfehlens von Kom-
mentaren zunächst in kleinere Teilschritte zerlegt. Zuerst befasst sich diese Arbeit mit der
Schwierigkeit, relevante Kommentare basierend auf semantischer Ähnlichkeit zu ermitteln, die
thematisch zu dem Kommentar passen, für den sich der Nutzer interessiert.

Anschließend wird der anwendungsorientierte Aspekt der Arbeit genauer betrachtet. Hierfür
wird ein Framework entwickelt, welches darauf ausgerichtet ist, schnell Prototypen für Emp-
fehlungsmodelle zu bauen. Diese lassen sich dann sowohl in einer Laborumgebungen als auch
im realen Kontexten evaluieren.

Als nächstes befasst sich die Dissertation mit der Identifizierung relevanter Kommentare. Wäh-
rend die erste Forschungsarbeit hilft, thematisch verwandte Kommentare zu erkennen, kann
sie nicht gewährleisten, dass der Kommentare einen relevanten Beitrag für die Diskussion lie-
fert. Daher wird eine Benutzerbefragung durchgeführt, um zu untersuchen, welchen Einfluss
kontextunabhängige Faktoren wie Position, Begründung und Quellen auf die Relevanz eines
Kommentars haben.

Abschließend werden diese Erkenntnisse aus früheren Studien in einem Modell gebündelt, wel-
ches als erstes automatisiert relevante und vielfältige Kommentaren für einen gegebenen Kom-
mentar identifizieren kann. Gleichzeitig konnte dadurch ein Verständnis für offene Probleme
und mögliche Lösungen für zukünftige Empfehlungssystem entwickelt werden.
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Chapter 1

Introduction and Motivation

The rise of the World Wide Web has significantly transformed the manner in which individ-
uals engage in discussions. Merely a few decades earlier, opportunities for discourse about
current events were largely confined to interactions with family, friends, or casual conversation
at local pubs or cafes. Presently, however, individuals can articulate their perspectives on any
news story by commenting below the respective article or post online, as well as respond to
the opinions shared by others on the subject. There have been, and continue to be, aspira-
tions that this capability might foster a more enlightened society due to the ease with which
individuals can exchange views and nurture a more profound comprehension of each other’s
perspectives. Despite these hopes, many continue to behave as they would within traditional
offline environments, predominantly frequenting websites affiliated with their favored news
sources (Flaxman et al., 2016). Consequently, a significant number of individuals are primarily
exposed to opinions that align with their own political leanings. Furthermore, even if one is
inclined to explore diverse viewpoints concerning the comment they are currently examining,
identifying these alternative insights poses a challenge. Where might they seek such diverse
perspectives? Which news organizations should they consider? Moreover, amidst the flood of
comments, how might they pinpoint responses that specifically address the issue raised in the
comment they are reading?

In this thesis, we thoroughly examine the area of comment recommendation to support the on-
going research, discussed in Section 2.3. Our aim is to recommend user comments with different
points of view for the topic of the given comment the user is currently interested in. To the
best of our knowledge, we are the first to address this subject from a comment-centric, detailed
perspective, contrasting with previous studies which, e.g., are based on personal interests of
the user (Agarwal et al., 2011; Zhou et al., 2015a) or try to identify the most important or
constructive comments in the overall discussion (Kobayashi et al., 2021; Mahajan et al., 2012).
To the best of our knowledge, we are the first to propose recommending comments based on
another comment the user is currently interested in. Through this thesis, we aim to introduce
this novel recommendation task and establish a benchmark, assessing the existing research’s
capabilities and pinpointing challenges and potential solutions for future endeavors.

News outlet comment sections typically present comments in an ordered list, prioritizing the
most replied to or recent posts; a practice largely unchanged over recent years. This leaves many
challenges unaddressed, such as helping users navigate the overwhelming volume of comments.
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Chapter 1 Introduction and Motivation

Despite extensive research in this area, detailed in Section 2.3, the paper in Section 4 will
explain that much of the research emphasizes developing sophisticated models rather than
focusing on application-focused approaches. This might contribute to the lack of innovation in
how to apply existing research in the comment sections.

This thesis takes a practical-focused approach to address this problem. To build a recom-
mendation system which allows for a real-world use of our recommendation model, several
challenges must be overcome. Firstly, how can we quickly locate comments that align with the
themes the comment is addressing? How can we maintain an application-centered approach
during the system’s development? How do we select comments that offer valuable contributions
to discussions? Lastly, how can we identify diverse perspectives to present users with various
points of view?

1.1 Research Questions

In this section, we delve deeper into the previously posed questions. We want to identify
suitable recommendations that not only offer relevant positions but also bring fresh perspectives
by presenting diverse viewpoints while keeping the practical-orientated aspects in mind.

How can we find thematically fitting comments in a reasonable amount of time? When
considering how to generate appropriate recommendations, our initial consideration is to iden-
tify comments that align thematically with the comment the user is interested in. However,
due to the practical nature of the application, this is just a partial aspect of the challenge. It is
equally important to ensure that these recommendations are obtained in a reasonable amount
of time. Thematic alignment and performance are the fundamental requirements that our
recommendation model must satisfy. Even the most sophisticated and persuasive arguments
in the world are meaningless if they do not resonate thematically. Likewise, recommendations
become useless if they cannot be retrieved and presented to the user promptly.

How can we develop recommendation system prototypes with the practical focus in mind?
As previously mentioned, this thesis is significantly shaped by the usability and practical
application of our recommendation system. Consequently, we must devise a method to ensure
that our proposed recommendation models can be assessed both in realistic environments and
laboratory conditions. This approach is necessary to confirm that our model can offer its
recommendations within a reasonable time-frame.

How can we identify relevant user comments? After determining how to find comments
that are thematically suitable to the user’s comment, it is essential to assess if a possible
recommendation also presents a robust stance and reasoning. Recommending user comments
that align thematically yet lack a substantial position or rationale in the discussion would be
futile, as they offer no new insights to the user.

2



1.2 Contributions and Outline of This Thesis

How can we combine these insights with identifying diverse perspectives to present suitable
recommendations to the user? Upon addressing all the previously posed questions, the
challenge lies in integrating these insights to construct a recommendation model. This model
should not only suggest comments that are thematically and argumentatively pertinent but also
ensure that the recommended comments encompass a variety of perspectives. This diversity
enables users to consider multiple viewpoints and gain a comprehensive understanding of the
subject in the comments they are interested in.

1.2 Contributions and Outline of This Thesis

In the next chapter, we explain our definition of a relevant user comment and review the existing
literature and describe how our study integrates within the current research landscape.

In Chapter 3, we introduce a straightforward yet effective recommendation model aimed at
tackling the first research question regarding the rapid detection of thematically relevant com-
ments. This model employs semantic similarity with precomputed vector embeddings of the
comments within our database, calculated during the import phase to align with our practical
focus. During this process, we also incorporate the articles related to the comments and utilize
the article’s keywords to find articles pertinent to the user comment. Consequently, we limit our
focus to comments associated with these articles to improve retrieval speed while considering
the thesis’s practical application objectives. Although this model offers reliable recommen-
dations, it is insufficient to comprehensively fulfill the recommendation task we anticipate.
However, it marks an initial step towards developing a universally applicable recommendation
system. To succeed in making meaningful recommendations, it is essential not only to achieve
semantic alignment but also to incorporate robust argumentation and personal perspectives,
along with other attributes, in order to effectively meet the needs of our recommendation task.
Simultaneously, these recommendations need to be assessed in real-world scenarios to maintain
a practical emphasis.

Therefore in Chapter 4, we proceed to explore the second research question. We present
an adaptable, open-source framework designed for the efficient creation of prototypes aimed
at recommending comments. This framework is composed of a comprehensive ecosystem of
components that together offer the necessary technical infrastructure to develop prototypes
with high efficacy, both in controlled laboratory environments and in practical applications
in real-life contexts. Through this paper (Steimann and Mauve, 2024), we aim to underscore
our research’s practical orientation and applicability. This inquiry lays the foundation for
developing the recommendation model that we elaborate upon in Chapter 6.

Subsequently, in Chapter 5, we explored the impact of structural features such as position,
justification, and personal narratives on the perceived relevance of user comments (Steimann
et al., 2024). Our objective was to gain insights into how these structural components affect
the comment’s perceived relevance and to determine if their presence or absence alters the
relevance of user comments. To achieve this, we conducted a user study in which participants

3



Chapter 1 Introduction and Motivation

were presented with identical comments, differing only by one structural element, and asked
to judge which comment they found more or most relevant. This understanding is crucial
in Chapter 6, where we develop a score to assess a comment’s relevance independently of its
context, which can be precomputed during database import.

Chapter 6 builds on our previous research, addressing the last research question by introduc-
ing our recommendation model, which integrates the insights of all previous studies. This
model generates recommendations aligned with user comments, offering relevant and diverse
suggestions. Initial evaluations exhibit promising results, with the model successfully uncov-
ering pertinent and varied opinions. Nonetheless, these findings are preliminary due to the
evaluation’s limited scale. Several challenges remain, particularly the restriction to a limited
number of topics and the inability to distinguish between factual and false information, which
require future attention. We also need to find ways to better evaluate future models.

Finally, in Chapter 7, we consider the foundation established by this thesis for the novel rec-
ommendation task discussed earlier in this chapter. We evaluate the recommendation model
that can be developed using contemporary research methods and identify challenges and so-
lutions for future endeavors. Consequently, we pause to examine the successes and difficulties
encountered in this thesis, while outlining future challenges and potential remedies.

Chapter 8 presents a concise overview of our study and the key observations that conclude the
dissertation. Additionally, we extend a summary of our perspectives on future work discussed
in Chapter 7.

4



Chapter 2

Preliminaries and Related Work

The field of recommending online news content has been studied extensively. In this chapter,
we begin by explaining the definitions of a relevant comment and a diverse and well-rounded
set of viewpoints, which are based on previous research. Following these definitions, we will
then examine the current research in news content recommendation and explain how the work
presented in this thesis integrates into this context.

2.1 Definition of the Term “Relevant Comment”

To recommend relevant and varied comments related to the one that a user is focused on,
we need to discern which comments hold relevance and which do not. Hence, we outline the
criteria for what constitutes a relevant comment below. This definition is drawn from previous
research on the subject and is investigated in more detail in Chapter 5.

Beforehand, it is vital to clarify our goals in recommending comments. We aim to aid users
who engage in public discussions within online news agency communities. Nevertheless, as
highlighted in Chapter 1, a significant number of users interact with digital media as they do
with conventional platforms, mainly frequenting the websites of their favored news organiza-
tions (Flaxman et al., 2016), thereby predominantly encountering perspectives from the same
community. Consequently, our objective is to suggest insightful comments that users might not
typically encounter, as such viewpoints are more common in different communities, fostering
a more well-rounded opinion. Therefore, the comments we provide should encompass diverse
viewpoints, not merely well-structured arguments, on the subject. In this context, comments
that offer alternative perspectives backed by solid reasoning, including both factual informa-
tion and personal experiences, are more valuable as they enable users to appreciate a wider
range of opinions.

2.1.1 Relevant Comments

The following section delves into the definition of the characteristics that influence the signif-
icance of a user comment. It further details which characteristics are deemed necessary for a
comment to be relevant and also how this relevance is impacted by the inclusion or exclusion
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Chapter 2 Preliminaries and Related Work

of certain structural elements. For our purposes, we utilize the characterization of a relevant
user comment as detailed in Rowe (2015):

First, for a comment to be deemed relevant at all, it needs to align with the core subject. A
comment straying from the topic of interest to the user is unlikely to be considered pertinent.
Rowe (2015) classifies topic relevance into two main categories. The first category is the
structuring topic, which includes comments that are explicitly centered on the principal topic
of the discourse. The second category is the interactional topic, involving comments that, while
addressing a secondary but related issue, still maintain relevance within the broader context
of the dialogue. For instance, in discussions on immigration, mentions of economic concerns
frequently emerge, making such comments pertinent as well.

Rowe (2015) additionally considered opinion direction in their study, which indicates the ideo-
logical direction either as conservative or liberal. This allowed the authors to assess the diversity
of comments in their study. We also include diversity of opinion in this thesis. However, we
follow a different interpretation, in which we expect a spectrum of opinion ranging from con-
servative to liberal. Rowe (2015) follow a more binary interpretation where the comment is
either conservative or liberal.

A comment being on topic is just a prerequisite. For comments to be relevant, they also need
to present their position on a given issue or policy with a justification, allowing others to
evaluate the argument. A simple statement without additional interpretation or opinions does
not provide new perspectives to the reader. For example, the following comment is usually not
considered relevant: The author of this article is wrong and has no idea about the topic.

Although the characteristics detailed in the preceding paragraph establish a baseline for a
meaningful comment, Rowe (2015) noted further traits which are considered to influence per-
ceived relevance. For instance, when comments integrate and reference supplementary sources,
they enable readers to assess the justification’s reliability and accuracy, thereby boosting the
comment’s importance and relevance. Furthermore, personal anecdotes within comments can
help bridge communication gaps resulting from complex subjects or insufficient comprehension
by presenting the issue in a more relatable manner. These narratives effectively break down
such barriers. Additionally, comments that suggest alternative solutions to the problem are
deemed more pertinent than those that do not, as they offer a novel viewpoint on the issue.
For instance, discussing the pros and cons of renovating old houses versus purchasing a new
one can be more compelling if it includes personal experiences rather than solely focusing on
cost-effectiveness. Other structural elements considered by Rowe (2015) are interaction, where
participants consider and respond to others’ perspectives, or question, where participants seek
to understand others’ viewpoints through inquiry.

For our purpose, not all of these structural elements are useful. As explained in the beginning of
this chapter, we aim to recommend comments from different communities. Therefore, specific
elements like question or interaction are intentionally omitted by us as these characteristics
carry more weight in ongoing discussions since they focus on the interaction among participants
and are less critical for our purposes. Comments that are considered significant in our context
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2.2 Diverse Selection of Comments

should remain relevant to the subject, regardless of the context of the discussion. Our goal is
to draw comments from varied discussions and media outlets to showcase diverse perspectives
on the issue.

2.1.2 Populist Messages

There is another aspect of comments which is very important in online discussion and which
is difficult to classify: populist messages.

Populist rhetoric can often be identified by several key themes (Sina Blassnig and Esser, 2019).
Rather than concentrating on the issue itself, they emphasize people centrism, aiming to connect
with audiences by highlighting their virtues and accomplishments, portraying the populace as
unified and dominant. Concurrently, they marginalize certain groups, attributing problems to
them, frequently coupling these claims with anti-elitist sentiments.

The challenges posed by this category of comments arise from their dual nature: they can
disseminate populist messages that may disrupt discussions, yet they might also meet our
relevance criteria as defined in Section 2.1.1. This dilemma is inherent in all comment recom-
mendation systems. The system must recommend engaging comments to assist users in sifting
through the overwhelming volume of postings without being exploited for propagating hate-
ful content. Thus, these comment types must be considered in the development of a systems
which faces the public. Identifying these messages is a complex research endeavor requiring
careful evaluation, as distinguishing between populist rhetoric and regular user opinions can
be difficult. Consequently, we have excluded this issue for now but propose initial strategies
to address these comments in Section 7.2.

2.2 Diverse Selection of Comments

The purpose of this thesis is to broaden users’ horizons by delivering pertinent commentary that
introduces fresh insights and unexplored viewpoints. To achieve this goal, our selection process
needs to include a range of ideological perspectives related to the topic of the comment. This
means that our selection should encompass comments that align with the comments’ position
while also offering new arguments or insights concerning the topic. The ideal selection of
comments would include a spectrum of opinions for the given comment, ranging from opposition
to agreement and everything in between. Our aim is not to present a dichotomy of opposing
perspectives debating what is correct or incorrect. Instead, we seek a collection of diverse
viewpoints, supported by individual insights and sources, to promote a deeper comprehension
of alternative opinions on the topic, which people might not typically encounter. For example,
the user’s comment focuses on installing solar power panels on their house. The optimal
compilation of comments should feature those supporting the viewpoint, highlighting both
environmental and financial advantages they had with the installation on their house, as well as
comments adopting a more neutral stance that delve into the nuances of cost-benefit elements.

7



Chapter 2 Preliminaries and Related Work

In addition, it should include opinions opposing solar power panels, citing concerns such as
unreliability and durability issues.

2.3 Related Work

Various research papers deal with recommendations for the content of news agencies. Probably,
the most well known intended purpose is the recommendation of news articles which are of
interest to the user (Li et al., 2010; Liu et al., 2024). However, this is only one possibility where
a recommendation system might help the user deal with the flood of content online. If we take
into account the potential for users to engage in public discourse via discussions in comment
sections, we can identify various applications for recommendation systems, such as identifying
significant contributions or tailoring recommendations to match the user’s personal interests.
Nevertheless this also brings challenges that need to be dealt with to allow for a constructive
debate.

Similar to the recommendation of news article where people have trouble to find the content
they might be interested in, they also have trouble finding the discussions they might have
an interest commenting. Therefore one research approach was to develop personalized recom-
mendation systems that recommend news articles with discussion that the user probably will
write comments in (Risch et al., 2020; Shmueli et al., 2012). For example, Risch et al. (2020)
developed a neural network which learns embeddings for users and comments to compute a
probability if a user posts a comment in the given discussion.

Yet, on its own, this is insufficient for tackling the issues associated with online commenting
like navigating the flood of comments. Therefore, another strategy is to directly address the
overwhelming volume of comments and to assist users in navigating through this effectively.

For instance, Agarwal et al. (2011) tries to sort the comments in a discussion for the user
and developed a model which ranks the comments associated with a specific article based
the probability that the user might like or dislike the comment. For this, they compute the
similarity of viewpoints between the user and the comment and the user and the author of the
comment. Another approach was taken by Zhou et al. (2015a) where the authors developed a
multidimensional classification and personalization system that recommends comments based
on text features and personal interest of the user.

An alternative method to help users navigate the flood of comments, used by many publications,
is to identify the comments that contribute constructively in the discussions, independent of
the interests of the user. There are essentially two types of approaches for this.

A potential solution involves aiding moderators employed by news agencies. These moder-
ators are tasked with ensuring respectful discourse and recognizing valuable contributions.
Despite their role, they encounter the same challenge as regular users—overwhelmed by the
sheer volume of content needing review. Consequently, certain publications (Park et al., 2016;

8



2.3 Related Work

Waterschoot and Bosch, 2024) strive to assist moderators by pre-processing comments and
offering supplementary information to streamline their tasks.

Park et al. (2016), for example, combines a trained classifier which ranks the comments based
on various features like readability, relevance for the article, etc. with a user-interface to help
the moderators to decide if a comment should be approved, rejected or even highlighted as a
high-quality contribution. These decisions are then used as feedback for the classifier to adapt
it more to the news agency’s expectations for good comments.

The other approach is to present the results directly to the user by ranking the comments based
on how constructive or relevant they are for the discussion (Kobayashi et al., 2021; Kolhatkar
and Taboada, 2017; Kolhatkar et al., 2020; Mahajan et al., 2012; Uribe et al., 2020).

A study by Kolhatkar and Taboada (2017) compiles a dataset comprising NyTimes Picks, which
are comments highlighted by NyTimes moderators for their exceptional quality or originality
in perspective. This dataset is then complemented with non-constructive comments from
the Yahoo News Annotated Corpus serving as negative samples. Subsequently, the authors
assess several classification models utilizing SVMs and bidirectional LSTMs implemented with
diverse features. Their most successful SVM model achieves an F1 score of 0.84, while the
top-performing LSTM model attains an F1 score of 0.81. The researchers emphasize these
results as preliminary, illustrating the potential for automating the identification of constructive
comments.

Mahajan et al. (2012) uses a logistic regression model on word and topic features to predict
the average rating for a comment and proposes to sort the comments accordingly to this value
to provide the user with the top-N comments. However, the authors note a very important
aspect of comment recommendation, ranking comments only based on their constructiveness
carries the risk of recommending only very similar or redundant comments.

However, diversity of opinions is not a nice to have feature for comment recommendation, but
a substantial aspect that needs to be considered. As Joris et al. (2020) has already noted, the
importance of creating a diverse news and opinion offering has been recognized by lawmakers
in several policy documents and the possibility for citizens to receipt these is an important
prerequisite for a democratic society. Zerback and Schneiders (2024) further demonstrated
that news audiences highly value the inclusion of multiple viewpoints in news content. They
perceive sources offering a broader range of perspectives as possessing greater credibility.

Many research methodologies acknowledge the importance of diversity and strive to integrate
it into their models. For instance, Mullick et al. (2019) approaches this by hypothesizing that
the comment section beneath a news article consists not of a singular discourse but numerous
smaller conversations, each relating to distinct segments and themes within the article. To
address these smaller conversations, they have designed a deep neural network that links newly
published comments to particular sections of the article. In conjunction, they provide a user
interface that displays only those comments relevant to the selected section. This association
enables users to gain a more thorough understanding of the diverse discussions occurring within
the comment section, effectively illustrating varied aspects of the topic at hand. However, this
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model provides and interesting approach for comment recommendation. However, it does not
address all challenges. For instance, as the authors acknowledge, a comment may pertain to
multiple sections. Additionally, even when comments are filtered to a specific section, that
section might still contain an overwhelming number of comments, potentially offering limited
diversity of opinion. Consequently, there remains a need to implement a recommendation
system capable of ranking comments and ensuring a variety of perspectives.

Other research approaches try to connect the comments from different sources to provide the
users with a more diverse set of opinions.

The work by Kim et al. (2021) seeks to bring awareness to diverse viewpoints on a subject
by proposing the use of Hagendas, which merge hashtags with agendas. This concept allows
users to engage in related discussions across multiple platforms such as comment sections
and social media. The authors aim to link these discussions by connecting new comments
to keywords that are automatically extracted from the headline and initial sentence of an
article. In this way, users are enabled to explore all comments linked to a particular hagenda,
thereby gaining insight into all viewpoints associated with the chosen keyword. In their study,
Kim et al. (2021) propose a interesting method to link comments from a variety of sources.
Despite this, they encounter comparable challenges to those identified by Mullick et al. (2019),
particularly related to the volume of comments that could pertain to a particular agenda.
Users are limited to exploring overarching topics such as US or espionage, which are likely to
be connected with an extensive number of comments. Consequently, a ranking mechanism for
these comments is necessary to effectively manage the overwhelming influx and to ensure a
diversity of perspectives is maintained.

An intriguing approach detailed in Risch et al. (2021) parallels that in Kim et al. (2021)
by presenting multiple perspectives through the organization of comments from various news
outlets into a graphical format, which is rendered visible to users via a specially designed
interface. This process requires the examination of every new comment, treating each sentence
as an individual node within the graph. Connections among these nodes are formed based on
thematic similarities and other attributes of the comments. These attributes aid in deciding
the weights and labels for the edges, which are then used to merge and cluster nodes, offering
a detailed and comprehensive summary.

The studies by Risch et al. (2020) and Kim et al. (2021) primarily concentrate on linking
and exploring topics and comments across diverse media outlets using tailored user interfaces.
These interfaces are designed to provide users with a comprehensive understanding of various
topics, thus contributing significantly to public discourse.

Alternative research approaches, as discussed by Chen et al. (2019a,b), have addressed diversity
concerns by providing multiple perspectives on a specific claim, supported by evidence. Chen et
al. (2019b) introduced the task of substantiated perspective discovery, which includes sub-tasks
such as Perspective Extraction, Perspective Stance Classification, Perspective Equivalence, and
Extraction of Supporting Evidences, and offered a dataset containing claims, perspectives, and
evidence. Later, Chen et al. (2019a) developed a web interface for the dataset from Chen et al.
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(2019b), which allows users to search a claim and obtain supporting and opposing perspectives
with evidence.

As we have seen, research provides a variety of different approaches to aid users navigate the
online news landscape. Users can explore news articles and comments, query various claims
and obtain evidence-backed perspectives, and identify the most constructive comments in a
discussion.

Our contribution to this subject is reflected in our effort to address the question in the title
of this thesis: What do others think about this comment? Prior work, such as Chen et al.
(2019a,b), employs a method akin to ours by offering varied perspectives on a given claim.
However, our focus and methodology differ. Unlike Chen et al. (2019b), which sources per-
spectives from debate websites about a claim, we concentrate on user comments found in news
article comment sections which are often less organized. While debate arguments and com-
ments share similarities, they often differ in style—formal debates often feature more structured
arguments. Though similar structured comments can be found in comment sections, users there
usually focus more on social interaction (Diakopoulos and Naaman, 2011) like personal view-
points related to the article’s subject. We aim to capture these detailed arguments as well as
show readers public opinions on the topic backed by personal views, while Chen et al. (2019b)
emphasizes more on extracting well-supported arguments for specific claims.

Kim et al. (2021) and Risch et al. (2021) which try to connect comments from different sources
and by this incorporating different points of views, also adopt a comparable method to ours.
However in contrast to us, they focus on the overview and exploration aspects of comment
recommendation. Our aim is to offer users an in-depth perspective in the discussion with
different viewpoints for the given comment at hand and therefore provide a complement to
this exploration research. Our research seeks to counter echo chambers and filter bubbles,
encouraging deeper empathy in dialogues by offering a range of perspectives and personal
insights on comments that engage user interest.

11





Chapter 3

An Efficient Method for Identifying
Thematically Relevant Comments

This chapter provides a summary of the contributions of our paper Steimann et al. (2022) to
identify thematically relevant comments in a timely manner:

Jan Steimann, Marc Feger and Martin Mauve.

“Inspiring Heterogeneous Perspectives in News Media Comment Sections”

In: Proceedings of the 24th International Conference on Human-Computer Interaction, in the
thematic area Human Interface and the Management of Information: Visual and Information

Design, pages 118 – 131, Springer International Publishing
Acceptance Rate: ∼57%

We introduce the novel task of suggesting comments that are relevant to the comment the user
is currently interested in, along with a preliminary model that employs semantic similarity
to identify suitable comments. This paper marks the beginning of our research to tackle this
issue. For this reason, we find an early definition for relevance in this paper which differs from
our definition in section 2.1.1.

3.1 Summary

This paper introduces a novel task in comment recommendation along with a straightforward
model to address a challenge encountered in pursuing this task. The objective is to identify
comments thematically related to a comment currently of interest to a user, enabling them to
gain insights into others’ perspectives on the subject.

The introduction explores the challenge of limited diversity within comment sections and il-
lustrates the motivation behind our novel recommendation task. We propose to tackle this
issue by redirecting the focus of comment recommendations from general user preferences to
the specific comments and topics that intrigue them. To achieve this, we introduce the idea of
an ecosystem with multiple components that collect comments from diverse news sources and
communities and offer recommendations centered on the user’s current comment of interest.

13
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Our aim is to deliver a set of relevant yet diverse perspectives to the user. This paper marks
the beginning of this ecosystem’s development by presenting a model to efficiently identify
comments that align with a given user comment.

In the related work section, we dive into other research approaches for comment recommenda-
tion. There we detail the distinctions between our approach and earlier studies and how our
method intends to complement current approaches by finding thematically relevant comments.
With this, our goal is to help users during the opinion-forming process.

Section 3 of the paper outlines the process through which the model efficiently pinpoints
recommendations by employing a two-step method that utilizes sentence embeddings and cosine
similarity. In the following section of the article, we describe the evaluation process of our
model. In this section, we provide an in-depth account of our trials with different embedding
models to identify the optimal performer for our specific objective. As we wrap up the paper,
we delve into the evaluation outcomes and potential directions for future research.

3.2 Personal Contribution

The initial idea of recommending comments based on other comments was introduced by Martin
Mauve. The thesis author, Jan Steimann, further advanced this idea, creating the idea of an
ecosystem of components to suggest comments from a variety of communities. He engineered
the recommendation model, devised the two-step method for making timely recommendations,
designed and carried out the evaluation, and authored the full paper. Marc Feger provided the
software utilized for the evaluation and recommended using Kripendorff’s Alpha to measure
inter-annotator agreement.

3.3 Importance and Impact on this Thesis

This paper initiates our thesis’ exploration of the research questions described in Section 1.1,
by recommending comments for a specific user comment via vector embeddings and semantic
similarity. To the best of our knowledge, this is the first effort to offer comment recommen-
dations within the scope of news article discussions based on other comments. It introduces
our preliminary model, designed to quickly identify pertinent comments thematically related
to the given user comment. This model is the base on which we build in Chapter 6 where we
present our final recommendation model, which synthesizes all other previous research papers
in this thesis.
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Inspiring Heterogeneous Perspectives
in News Media Comment Sections

Jan Steimann(B) , Marc Feger, and Martin Mauve

Heinrich Heine University, Universitätsstraße 1, 40225 Düsseldorf, Germany

jan.steimann@hhu.de

Abstract. Discussions in the comment sections of news articles are
often characterized by highly one-sided arguments. One reason for this
is that users primarily consume information that fit into their worldview
and consequently argue from their echo chamber when responding to a
comment. In this paper we introduce a new approach to comment recom-
mendation. To this end, we present a model that makes recommendations
based on a specific comment the user is interested in. These recommen-
dations provide the user with alternative related comments and thereby
broaden the perspective of the user before reacting to the specific com-
ment that was originally selected. This is in contrast to previous work
that tries to recommend comments based on the interests and previous
behavior of the user and therefore fueling the filter bubble by providing
information that fit into the worldview of the user.

Keywords: Artificial intelligence and IoT · Evaluation methods and
techniques · Information bubble and echo chamber

1 Introduction

In the comment section of news media, people exchange arguments and opinions
on the content of the article they have read. These comment sections are often
characterized by highly one-sided arguments due to the reason that news agencies
often attract reader with a political orientation that coincide to their own [4].
Therefore, we have a rather homogeneous argumentation in the comment section
and people tend to behave differently as in a heterogeneous environment [1,2,8].
We believe that comment sections would be much more interesting and beneficial
to the user and the society if they would include more diversity.

Our approach to solve this problem is to provide a heterogeneous but well
balanced selection of comments from different discussions of other articles and
news agencies based on a specific comment the user has selected. This way, we
do not focus on the user but rather on the comment for our recommendation. To
provide this new perspectives for the discussion, we are developing an ecosystem
of components to extract relevant comments from a database for the comment
the user is interested in real-time. For this, we create a database that is updated
on a regular basis with articles and comments from various news agencies of

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
S. Yamamoto and H. Mori (Eds.): HCII 2022, LNCS 13305, pp. 118–131, 2022.
https://doi.org/10.1007/978-3-031-06424-1_10
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the political spectrum so that the system can provide the user with the latest
comments.

In this paper, we propose a solution for one problem of this ecosystem. How to
extract and present a relevant selection of comments given a individual comment
selected by the user from a large dataset of comments in a reasonable time.
Therefore, we present our model that makes recommendations based on the
selected comment, i.e. a comment-centric-comment recommendation.

In the following chapter, we take look at related work in the field of comment
recommendation. The third chapter will explain our model. After this, we discuss
the evaluation of the model and its limitations.

2 Related Work

Previous work in the field of comment recommendation, such as [7,12,13],
present a selection of the most interesting comments for the user based on the
previous behavior and interests of the user. This way, it is easier for the user to
navigate the flood of comments that are posted every day and to find discussions
where they can share their expertise.

[7] suggested to promote the general quality of online debates in the com-
ment sections by filtering low quality comments and identifying and highlighting
high quality contributions for the user. They try to achieve this by developing a
comment moderation system with a flexible interface that interactively identifies
high quality comments for the moderator. For this, the comments are scored by
several quality criteria like Article Relevance, Conversational Relevance, Read-
ability etc.. Afterwards, the comments are ranked by these scores and presented
to the moderator with additional meta information, who decides if the comment
is accepted, rejected or highlighted as a high quality contribution. Different from
our work, the authors focus on a tool to assist the moderator of the comment
section of a news agency to find high quality comments in a discussion. Our
model tries to suggest highly relevant comments based on the comment the user
is interested in. To do this, we search various discussions that might have hap-
pened a while ago but still contain relevant perspectives and ideas that differ
from the perspective of the comment the user is interested. By this, we provide
the user the possibility to build upon those ideas formulated by other users that
have a different view on the topic and by this write a much more sophisticated
response.

[13] presented an approach for a personalized news comment recommendation
system to navigate the flood of comments. They designed a three part system to
find the most relevant comments for the user. In the first phase, they filter out
comments which contain much repeated or unrelated information by searching
for comments that contain joking words, advertisements, and repeating words.
Following, the system classifies the comments in insightful view or informal com-
ment by various dimensions like similarity between the comment and the article,
the length of the comment, or the attitude. In the final step, the system provides
personalized recommendations based on the record of the user which comment
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he or she wrote or liked. In our work, however, we focus on providing comments
to the user based on the comment they are interested in. We believe if the user
is presented comments only based on their record, it will most likely enforce the
filter bubble and echo chamber which in return leads to a one-sided argumenta-
tion. The user can formulate a much more thoughtful response if they consider
different opinions for the topic of the discussion.

[12] discussed different design goals a personalized comment section system
should fulfill. The author considers three main points such a system needs to
address to avoid user concerns like filter bubbles or missing the bigger picture.
First, any comment proposed to a user needs to be relevant for the user. Second,
to avoid being trapped in the filter bubble, the proposed comments need to
consider different point of views. At last, the system should also help the user to
find comments where they can share their expertise and also point to comments
that could deepen their knowledge about the topic of the article. With our work,
we try to complement prior work in the field of comment recommendation which
proposes comments to the user based on their interest, like [13]. Such work fulfills
the first design goal to find relevant comments for the user and to find comments
where they can share their expertise. Our model addresses the rest of the design
goals by offering different point of views to combat the filter bubble and allow
the user to gain new insights through other user comments.

3 Model to Find Relevant Comments

In the following section, we introduce our model to find relevant comments based
on the comment C of the current discussion the user would like to argue about.
In our future work, this model will be part of a greater ecosystem that should
support the user while debating in the comment sections. In this ecosystem the
model will extract relevant comments for C from a database that will be updated
on a regular basis with comments from discussions from various news agencies.

In order to suggest comments to the user based on the comment they are
interested in, and to do this sufficiently quickly, so that they can use the sug-
gestions to formulate their response, it is critical that the model can make the
suggestions in an a short time.

For this reason, our model1 consists of a two-step approach. In the first,
step the model makes a preselection to reduce the amount of possible comments
to a manageable amount and therefore generates a candidate set of possible
comments from which we extract the best suggestions for the user in the second
step, like [3] for argument search.

To generate the candidate set, we first consider the article A for the dis-
cussion the user is currently participating in. We use the article to find other
discussions that deal with the same topic. For example, arguments and opinions
about climate change under a article about renewable energies could be useful
for an article about the harmful effects of a coal-fired powered plants. Likewise,

1 https://github.com/hhucn/Inspiring-Heterogeneous-Perspectives-in-News-Media-
Comment-Sections.
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articles that seek to explain a need for coal power plants may be relevant, as
they are likely to have different opinions and perspectives that will add value to
a discussion about renewable energies. Of course, not every comment from these
discussions will be useful for our current discussion but it will help to reduce
the amount of possible candidates to a more manageable amount. To create the
candidate set, we use the keywords of the article A under which the comment C
appeared for which we want to generate suggestions. The keywords summarize
the content of the article and therefore, we can use them to finde articles with
a similar content. First, we embed the keywords of all articles in a vectorspace.
For this, we calculate the average vector for every keyword and use a k-nearest
neighbor search to finde the most similar articles to our article A (Fig. 1 left).
Afterwards, we store all comments that have appeared under these k articles
in the candidateset for the second step where we extract the n most suitable
suggestions.

Fig. 1. Left figure: Find the most similar article with k-nearest neighbor. Right figure:
Calculate the semantic similarity θ between the comment vectors. Comment and article
source: footnote 4

In this last step, we then sort the comment candidate set based on the seman-
tic similarity to our comment C. This is calculated using the cosine similarity of
the vector space embeddings (Fig. 1 right). Here, we also calculate the average
vector for the comments like we did for the keywords of the articles. Because the
embedding process is very time consuming, we precompute the vector embed-
dings for all comments in our dataset. Finally, the n best comments with the
highest semantic similarity are presented to the user in a ranked list.

4 Evaluation of the Model

In the following, we describe the evaluation of our approach for the comment-
centric-comment recommendation. First, we explain the embedding models and
the dataset we used for the experiment. Then, we describe the annotation tool
we developed to assess the quality of the suggestions of the model. Finally, we
present the results of our evaluation.
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4.1 Embedding Model

During the development of our model, we noticed, like [11], that the choice
of the embedding model used is important. Therefore, we have decided to test
different pre-trained embedding models and compared the results to decide which
embedding model is the best for our approach.

For this, we used the PyPi framework sentence-transformers2[9] of the
UKPLab. This package provides simple methods to generate vector representa-
tions of sentences and paragraphs, providing a large number of general purpose
models trained on more than 1 billion training pairs.

From this set of models we selected five models and compared them with
each other in the course of the evaluation:

– Paraphrase-MiniLM-L12-v2 (PML12)
– Bert-Large-Uncased (BLU)
– Paraphrase-Mpnet-Base-v2 (PMB)
– Stsb-Mpnet-Base-v2 (SMB)
– Stsb-Roberta-Base-v2 (SRB)

4.2 Dataset

To the best of our knowledge, there is no annotated dataset with comment sug-
gestions for a give comment. For this reason, we searched for a promising dataset
to extract comments from and asses these recommendation in an evaluation.

In this process, we came across a Kaggle dataset of comments from the New
York Times3. The dataset consists of over 2 million comments from 9000 articles
published in the New York Times from Jan-May 2017 and Jan-April 2018.

For the evaluation of the embedding models, fifteen comments from different
topics like politics, trade etc. have been chosen. Six comments were extracted for
each comment as proposals and were then evaluated by the annotators. We made
sure to select both longer and shorter comments. This way, it was investigated
whether the model could find good suggestions for both long and short com-
ments. This was important because during the embedding process, as explained
in Sect. 3, we generate an average vector representation for the comment that we
want to find suggestions for. Therefore, the question is if short comments have
enough information to find a suitable suggestions or if long comments have too
much information so that the information overlap and the vector has no clear
direction.

4.3 Annotation Tool

As mentioned in the previous section, there is no annotated dataset that allows
us to evaluate our model and the different embedding models. Therefore, we

2 https://pypi.org/project/sentence-transformers/.
3 https://www.kaggle.com/aashita/nyt-comments accessed 09/21/2021.
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evaluated the suggestions made by the respective embedding models with the
help of four annotators from the field of computer science. In order to keep
the annotation as simple as possible, we developed an annotation tool with an
easy-to-use interface to help the annotators with assessing the quality of the
suggestions (Fig. 2).

Fig. 2. Screenshot of the annotation tool. The annotators asses the thematic affiliation
and the relevance of the suggestion for the given user comment. The annotators rates
the suggestions on a 1 to 10 scale.

The annotators were presented with each of the six proposals per comment
in a separate step, so that the proposals are first evaluated independently. For
each proposal, the annotators are asked to rate on a scale of 1 to 10 whether
the proposal fits thematically and whether it is a relevant proposal. “Relevant”
means that the suggestion offers new insights, perspectives, or information for
the topic. Following, the annotators are presented with the six suggestions as a
ranked list, with the most relevant comment at the top. They are then asked to
rate the order of comments. Does the ranking fit the relevance of the comments?
This results in a total of 525 pairs of annotations for all five models, which every
annotator has to evaluate.

To prevent a bias in the evaluation, the comments and models are presented
to the annotator in a random order as packages. This means that the six sug-
gestions followed by the ranked list of suggestions for a comment were presented
to the annotator as a contiguous package and then a new comment with six
suggestions and a ranked list is selected randomly.
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4.4 Evaluation

Model Performance. One of the most important qualities of a model for
real-time comment suggestion, besides the quality of the suggestion, is of course
the performance of the model. A model that cannot generate the suggestions in
feasible time would defeat its purpose to help the user in an online discussion
because online discussion move at a fast pace.

For this reason, in addition to annotating the proposals, we also have mea-
sured the average time our model needs to find a suggestion for a given comment
per model. The experiment was conducted on a Lenovo ThinkPad-T15p-Gen-1
with an Intel Core i5 with 8x2.60GHz and 64 GB RAM:

Table 1. Time measurement for extracting one proposal per model

Modelname Time (s)

stsb-mpnet-base-v2 1.2

bert-large-uncased 1.9

paraphrase-mpnet-base-v2 1.3

stsb-roberta-base-v2 1.3

paraphrase-MiniLM-L12-v2 1.0

Suggestion Quality. In the following paragraph, we evaluate the quality of
the suggestions for the different embedding models. As explained in Sect. 4.3,
we have three different parameter to assess our model. First, we evaluate the six
suggestions S1, ...,S6 for every comment C the user is interested in seperatly.
Here, we rate two quality dimensions. On the one hand, we rate how good
the suggestion fits thematically to the comment C and on the other hand, we
evaluate how relevant the proposal Si is. We rate these two dimensions because
a suggestion, which is not at all or hardly connected to the comment the user is
interested in, cannot be relevant for the user. However, only because a suggestion
fits thematically to C, it does not mean it is also relevant for the user. For
example, if the comment the user is interested in reads like this:

I relate to this completely. I remedied the situation by getting off Facebook
completely and I do not miss it one bit. I used to log on to my computer
and without thinking type Facebook.com but no more. I am so relieved it’s
incredible how much people are sucked into that. No more distant people I
wish were gone than lingering. I have whatsapp notifications muted it’s on
my time I check my msgs. I highly recommend you utilize the tech in your
phone and get yourself some much needed privacy. Cheers4

A suggestion like the following would fit thematically, but is hardly relevant
for the user because the suggestion does not contribute any relevant information
to the discussion or shows new insights:

4 https://www.kaggle.com/aashita/nyt-comments accessed 09/21/2021
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Wow! Instagram has really boosted my self-esteem and provided long-term
happiness! Said no kid, ever.5

As a final parameter, we looked at the ranking of the suggestions by the
semantic similarity. With this parameter, we investigate if the semantic similarity
is sufficient to be the foundation for the extraction of relevant suggestions or
whether further parameters need to be used in future experiments.

Fig. 3. Boxplot with the scores to asses how good the different embedding models
extract suggestions that fit thematically to the comment the user is interested in;
higher scores are better

In Fig. 3, we see the results of the evaluation for the quality dimension of how
good the respective suggestions S1, ...,S6 fit thematically to the comment C the
user is interested in as boxplots. We notice that all models except for Bert-Large-
Uncased (BLU) produce very good results. The median for stsb-mpnet-base-v2
(SMB), paraphrase-mpnet-base-v2 (PMB), and stsb-roberta-base-v2 (SRB) lies
at 8 and 75% of the scores are above 7 respectively 8. Only Paraphrase-MiniLM-
L12-v2 (PML12) produces higher results with a median of 9 and 75% of the
scores are above 8. Therefore, we can state that these four embedding modes
produce good and reliable results. In contrast to this, the median of Bert-Large-
Uncased (BLU) lies at 5 and the scores scatter very much from 1 to 8. Therefore,
the suggestions extracted with Bert have a high variance and do not produce a
reliable quality. We observe that with the other four embedding models, we can
extract suggestions from the dataset that fit thematically much better and are
more consistent in the quality than these extracted with Bert.

5 See footnote 4
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Fig. 4. Boxplot with the scores to asses how good the different embedding models
extract relevant suggestions for the comment the user is interested in

Figure 4 shows a similar picture as Fig. 3. Again Stsb-Mpnet-Base-v2 (SMB),
Paraphrase-MiniLM-L12-v2 (PML12), and Stsb-Roberta-Base-v2 (SRB) have
the same median. Here with a value 7 with 75% of the scores above 5 respectively
6. Paraphrase-MiniLM-L12-v2 (PML12) has the highest median of all models
with a value of 8 with first quartile at the score of 6. The worst results are,
again, these of Bert-Large-Uncased (BLU). The median for it is 4 and the first
quartile lies at 1 and the third quartile at 7. Therefore, the results scatter again
very strongly and are much worse and much less reliable as the results of the other
models. However, we must note that for the relevance the other models scatter
more as for the thematic affiliation. This is not surprising since it is much easier
to determine the thematic affiliation by the semantic similarity as the relevance
of a suggestion. However, the relevance represents the more important quality
dimension for our model, since the thematic affiliation is only a prerequisite for
the relevance, but does not add any value on its own as we can see in the quote
at the beginning of the Sect. 4.4.

Figure 5 shows the last parameter we have examined in our evaluation, the
ranking of the suggestions. We notice the same trend as in the figures above that
Bert-Large-Uncased (BLU) produces the weakest results. However, the results
of the different embedding models are much closer to each other than above.
Here, Paraphrase-MiniLM-L12-v2 (PML12), Stsb-Roberta-Base-v2 (SRB), and
Paraphrase-Mpnet-Base-v2 (PMB) have a median of 7 with the first quartile at
5 respectively 6. Stsb-Mpnet-Base-v2 (SMB) has a median of 6 with 75% of the
scores above a value of 5. The worst results are, again, produced by Bert. Here,
we have a median of 5 with the first quartile at 3. Again, we can state that the
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Fig. 5. Boxplot with the scores to asses how good the different embedding models rank
the suggestions for the comment the user is interested in

other embedding models produce better results with more consistency. However,
the distance to Bert here is much closer than before. Overall, we can see here that
the ranking results are good but improvable. This indicates that the semantic
similarity is a good starting point for our approach and this model provides a
solid baseline for future experiments. Nevertheless, we need to consider other
parameters for future models to improve these results.

Model Performance for Long and Short Comments. As explained in
Sect. 4.2, we selected both short and long comments to investigate how the model
performs for comments of various length because short comments might not con-
tain enough information to find suitable suggestions for and long comments could
contain to much information so they might overlap in the process of calculating
the average vector for the comment.

Table 2 shows the average scores for the three quality dimension where we
considered a comment as short if it contains less that 50 words:

Table 2. Average scores for the different quality dimensions for short and long com-
ments

Model name Thematic

(short/long)

Relevance

(short/long)

Ranking

(short/long)

stsb-mpnet-base-v2 (6/6) (8/7) (6/6)

Bert-large-uncased (6/7) (8/8) (5/6)

paraphrase-mpnet-base-v2 (3/4) (4/5) (4/5)

stsb-roberta-base-v2 (6/7) (8/8) (6/6)

paraphrase-MiniLM-L12-v2 (7/6) (8/8) (6/6)
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Scores for short and long comments only differ by a score of 1 point on a
scale from 1 to 10, if they differ at all. Therefor, we can affirm that the model
produces consistent results for all embedding model despite the length of the
comment.

Inter-Annotator-Agreement. The evaluation of the suggestions for a com-
ment is a very subjective annotation task. Some users might consider a suggestion
very relevant for the comment the user is interested in, while others do not. In
many cases this depends on the background knowledge and experiences of the
user. Therefore, it is very important to have a quantitative value to determine
the agreement among the annotators. Otherwise it is hard to interpret the results
from Sect. 4.4 because it would be possible that the scattering of the boxplots
results come from the fact that the annotators are divided in their opinion about
the model and some asses the quality of the model very poorly while others very
good. However, if the annotators are very consistent in their judgment of the
model then we can explain the scattering as an inconsistency in the quality of
the suggestions the model produces.

For this reason, we have calculated the Inter-Annotator-Agreement (IAA) of
the annotators. Due to the high subjectivity of the annotation task, we have
decided to calculate the IAA for the quality dimension if the annotators con-
sidered the proposal for a comment as good and calculated the percentage of
annotations with a score ≥6:

Table 3. Proportion of annotation values greater than or equal to 6

Modelname Thematic Relevance Ranking

stsb-mpnet-base-v2 0.91 0.71 0.72

Bert-large-uncased 0.49 0.41 0.50

paraphrase-mpnet-base-v2 0.95 0.75 0.77

stsb-roberta-base-v2 0.96 0.78 0.68

paraphrase-MiniLM-L12-v2 0.93 0.77 0.70

Besides allowing us to calculate an Inter-Annotator-Agreement, it also gives
us an quantifiable value for the quality of the suggestions produced by the
embedding models. Looking at Table 3, we see that the model Stsb-Roberta-
Base-v2 extracts the suggestions that fit thematically the best and are most rel-
evant, while Paraphrase-Mpnet-Base-v2 provides the best ranking. However, one
also finds that the difference with Stsb-Mpnet-Base-v2, Paraphrase-Mpnet-Base-
v2, and Paraphrase-MiniLM-L12-v2 is insignificant. Not so with Bert-Large-
Uncased. Here, the results are much worse than for the other embedding models.
This reflects more or the less the results from Sect. 4.4 where Bert provided the
worst results and the other embedding models are very close to each other.
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To then calculate the Inter-Annotator-Agreement, we have used Krippendorf
Alpha (α)6[5]. We achieved an α of 0.46 for the relevance, 0.70 for the thematical
relevance, and 0.69 for the ranking. Thus, there is a high agreement between
the annotators despite the high subjectivity of the annotation task.

Self-Agreement of Annotators. It happens from time to time that some
models propose the same suggestion for a comment. Furthermore, this is a very
laborious annotation task that the annotators have performed over a few weeks.
To ensure the consistency of the annotation, we also examined how much the
annotators agreed with themselves over the course of the annotation. For this
purpose, the mean of the deviation of all annotators with themself was calculated.
It only makes sense to look at the thematic agreement and the relevance, since no
two models produced exactly the same sequence for the ranked list of suggestions.
For the thematic agreement, we have an average deviation of 0.53 and for the
relevance of 0.77. This indicates a high self-agreement among the annotators
because on average the difference in the scores for the same proposal made by a
different embedding model is below 1.

4.5 Discussion

After reviewing the results of our evaluation, we can state that our model pro-
duces good and consistent results for proposing suggestions for the comment
the user is interested in. Furthermore, we have a high agreement among our
annotators with and among themselves which means that despite having a very
subjective annotation task the annotators agree in their assessment of the model.

However, we can not definitively determine why Bert produces the worst
results in all quality dimension we have considered, we assume that in the pro-
cess of generating the average vector representation of the comment we loose
information of the content of the comment because Bert produces very context-
sensitive vector representation.

The results of the model depend on which embedding model one chooses.
Many publications in the field of argument search and the like use Bert as the
embedding model of choice [3,6,10], since it can produce excellent embeddings
through the use of context. However, for our problem BERT was not the model
of choice.

5 Conclusion and Future Work

In our work, we introduced a new approach to the field of comment recommenda-
tion and presented our model that will serve as a baseline for future experiments.
In contrast to previous work, we shift the focus away from the user to the com-
ment the user is interested in. By this, we try to offer new perspectives and

6 Range: −1 (perfect disagreement) to 1 (perfect agreement).
7 Range: 0 (perfect agreement) to 10 (perfect disagreement).
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insights to the user. To do this, we made use of a similar approach like [3] to cre-
ate a candidate set of comments and select the six most interesting suggestions
from it by their semantic similarity to the comment. For this, we use very basic
machine learning methods like k-nearest-neighbor and vector embeddings. Due
to the lack of an annotated dataset to evaluate our results, we asked four anno-
tators to assess the quality of the suggestions for the three parameter. How does
the suggestion fits the comment thematically? How relevant is the suggestion to
the comment? How good is the ranking of the six suggestions for the comment?
Taking into account the simplicity of the model and that we have a very sub-
jective annotation task, we can conclude that our model serves as a very good
baseline for future experiments and is a good approach for comment-centric-
comment recommendation. We also note that semantic similarity is a good start
for our model, but is not sufficient as the only parameter for the model and we
need to consider other in future experiments.

In future work we will continue our work in two directions. First, we want
to transition our model into an ecosystem of tools that will allow us to test our
approach and model in real world discussions under news articles. For this, we
develop a browser plugin that allows the user to get suggestions for every possible
comment under any news article and a web scrapper to keep our knowledge base
up-to-date by retrieving comments from discussion of different news agencies.
Second, we want to try different approaches to improve upon our baseline model
and to ensure a well balanced selection of comments. If we want to make a
significant contribution to online debates and to combat the echo-chamber, we
have to put emphasize on a selection of suggestions that represents different
views and political orientations on a topic.

Acknowledgment. We would like to thank Markus Brenneis and Björn Ebbinghaus
for their help with the annotations.
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Chapter 4

Building Tailored
Comment-Recommendation Prototypes
Using a Modular Design Framework

In this chapter, we give an overview about the contributions and impact of our paper Steimann
and Mauve (2024):

Jan Steimann and Martin Mauve.

“Developing Custom-Made Comment-Recommendation Prototypes with a Modular Design
Framework”

In: Proceedings of the 16th International Conference on Social Computing and Social Media,
held as part of the 26th HCI International Conference, pages 97–112, Springer International

Publishing
Acceptance Rate: ∼55.2%

4.1 Summary

This paper presents our open-source software framework designed to improve the development
of comment-recommendation prototypes. The Introduction outlines the importance and po-
tential applications of such a system. With the vast influx of comments in online sections,
users can quickly become overwhelmed and struggle to maintain an overview. Researchers
aim to assist users through comment recommendation systems that pinpoint, e.g., insightful
views for the user like Zhou et al. (2015b), as seen in the related work. However, these pub-
lications often emphasize model development and provide evaluations primarily in artificial
settings. Rarely are these models tested in real-world scenarios with actual users, due to the
demanding nature of such experiments in terms of time and resources. The software required
to perform real-world evaluations is particularly expensive to develop. This publication seeks
to ease this gap by offering an accessible framework that provides the technical infrastructure
needed for real-world prototyping, allowing researchers to focus solely on implementing the
recommendation models they wish to test.
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Section 3 of the paper outlines the core concept of the framework, highlighting features that
streamline the creation of prototypes catered to researchers’ unique requirements. The frame-
work provides an initial prototype where researchers only need to incorporate the recommen-
dation model they wish to assess. Its modular architecture stands out, allowing effortless
updates or replacements of components to align with the experiment’s demands. Additionally,
a built-in web scraper facilitates the collection of essential data for experiments. These fea-
tures are thoroughly examined in the paper. Section 4 of the paper delves into the framework’s
implementation, followed by two example applications that illustrate its practical use.

4.2 Personal Contribution

Jan Steimann was the principal contributor to this paper. He devised the concept and carried
out the implementation of the open-source software framework. In addition, he performed
the two example implementations and authored the paper. Martin Mauve initially proposed
the idea of expanding the original prototype of a comment recommendation system into a
comprehensive framework. He also offered feedback and engaged in discussions regarding the
concepts.

4.3 Importance and Impact on this Thesis

This paper presents an intuitive open-source framework designed for the rapid development of
comment recommendation systems. It provides the essential infrastructure for building and
extending our model described in Chapter 6 and for future endeavors. This framework en-
ables the creation of recommendation systems that are straightforward to test in real-world
scenarios and can be tailored for specific purposes. The model detailed in Chapter 6 was
evaluated using an evaluation app that accesses recommendations directly via the model’s
REST API, demonstrating the framework’s versatility in custom applications—a significant
advantage. This flexibility is one of our key contributions, alongside the ready-to-use proto-
type. The framework offers researchers a comprehensive technical base that can both function
independently with the given user interface and be incorporated into other systems.
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Abstract. Comment sections of news articles are a popular way to dis-
cuss the contents of these articles. But the number of comments posted
every day has become so large that almost no one can get a solid
overview about the discussion. To address this problem, there are many
approaches for comment recommendation systems. However, they tend
to focus mostly on the development of sophisticated models to combat
this problem while evaluating their systems in limited and mostly artifi-
cial settings. In our paper, we introduce a modular open-source software
framework for the development of comment recommendation prototypes
that can be used to evaluate models in real-world environments. The
modularity allows developing systems that are adapted exactly to the
use-case or model one needs. This concept allows exchanging and adapt-
ing the different components of the concept to test e.g. different user-
interfaces or recommendation models. To show the usability of our frame-
work we present the implementations of two comment-recommendation
applications.

Keywords: Information Retrieval · User-Interface · Software
Development Framework · Recommendation System

1 Introduction

Comments are a popular tool for the exchange of views in online discussions of
news media articles. They offer readers the opportunity to exchange opinions
about the content of articles and to discuss different points of view. However,
the number of comments posted every day has become so large that it is hard
– if not impossible – to get a good overview of the discussion. Articles about
controversial topics like booster shots for COVID-19 can have a few hundred
comments like [7] or even a few thousand like articles about Russia’s president
Putin [13]. To aid users in navigating the flood of comments posted every day,
there exist various approaches, which we will take a look at in Sect. 2.

Many of these approaches so far have focused primarily on developing sophis-
ticated models and only present prototypes in mostly artificial settings. However,

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Coman and S. Vasilache (Eds.): HCII 2024, LNCS 14703, pp. 97–112, 2024.
https://doi.org/10.1007/978-3-031-61281-7_7
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to realistically assess a model’s effectiveness, it is equally important to test it
in authentic scenarios. Therefore, it is crucial to evaluate these models under
real-world conditions to obtain a genuine impression of their capabilities.

In this paper, we present a solution to this problem by introducing our open-
source software framework for developing practical comment recommendation
prototypes. These prototypes can be customized for various real-world applica-
tions while at the same time reduce the development effort for the evaluation of
recommendation models. For this, we provide a complete infrastructure with sev-
eral exchangeable components. This infrastructure consists among other things
of a front-end user interface and backend server. Adjustments to the different
components can be easily done without making major changes to the rest of the
system. Our new framework reduces the development effort for testing e.g. a new
user-interface or recommendation model.

In the following section, we take a look at previous work in the field of com-
ment recommendation. In the third section, we elaborate on the concept for
our comment recommendation system and in the fourth section, we explain the
implementation of the framework based on the concept of section three. In the
last section, we present two example implementations to demonstrate the useful-
ness of the framework to speed up the development of comment recommendation
prototypes that can be used in real-world scenarios.

2 Related Work

Recommendation systems for comment sections of news article have been a pop-
ular research field for quite some time since this is an important field of the
public debate. These systems can help the reader to get a well-informed opinion
by suggesting articles and comments that cover topics which are of great inter-
est for the user. For example, [14] uses the comments of the discussion in which
the user currently participates to suggest articles that may interest them. The
authors of [11] try a similar strategy by recommending news stories that the user
probably will comment.

The recommendation of articles and news stories that the user finds especially
interesting is only the first step in supporting the public debate. The actual
participation in the public debate begins when the user takes an active part
in the discussion and reads comments of other users and formulates their own
contribution. Since the beginning of online discussions, various problems have
emerged, which are partly induced by the medium itself.

One problem is the vast amount of comments which are posted under the
articles. Some article may have few hundred or even a few thousand comments if
they cover a current and very controversial topic. For this reason, there are dif-
ferent approaches to help the user navigate the flood of comments. For example,
[15] uses a personalized comment recommendation system which sorts out low
quality comments and classifies the rest in insightful view or informal comment.
At the end, the system recommends comments to the user based on previous
posts from the user. Another approach [5] tries to help the user navigate large
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discussions by using topic modeling. The system extracts an initial set of topics
for the discussion and improves them with on-the-fly user feedback. The topics
are then visualized in a user-interface that should help the user to get a better
overview of the discussion and quickly identify insightful views in the debate.

Another major problem of online discussion in general is the creation of
echo-chambers and filter bubbles. Here, users often find a very homogeneous
set of opinions and thus are rarely confronted with ideas that are contrary to
their worldview. As a result, these opinions become entrenched, and when users
with different opinions clash on a controversial issue such as climate change or
migration, a constructive debate is hardly possible.

To address this issue, there are various research approaches, which all have
in common that they try to present the user a broader spectrum of opinions
during the opinion forming process. In [2], the authors use various techniques
like dimensionality reduction with PCA, collaborative filtering, etc. and then
present the user an interface that automatically highlights comments that many
other users found particularly insightful. The authors of [4] try to help the user to
reflect on their own position on the topic by presenting comments which oppose
their own stance for the topic and mark them as recommended. Comments that
align with the view of the user are marked as not-recommended.

2.1 Ethical Considerations, Impact, and Intended Application

All these approaches have in common that they mainly focus on the development
of algorithms for recommending comments and articles to the user. However,
often the evaluation under real-world conditions is not emphasized as much and
only demonstrations in a mostly artificial settings are presented. Some work even
presents only a design idea how an application for the presented recommenda-
tion algorithm might look like. Nevertheless, we believe that the development
of prototypes to test the algorithm in a real-world scenario is as important as
the development of even more sophisticated algorithms. Therefore, we want to
bridge the gap between theoretical research and real-world applications with
this paper by presenting an open-source framework for the development of such
prototypes.

This framework will help researchers to speed up the evaluation of recom-
mendation models by offering a customizable ready-to-use prototype where only
the algorithm that should be tested has to be injected. The researcher can use
the prototype for the early development and first internal tests and afterwards
customize the prototype, e.g. the user-interface, for further evaluation in larger
user studies. Additionally, the framework offers a complete web scraper that only
has to be configured for the website that should be included as a data source.
Alternatively, the researcher can import any CSV dataset into the database with
the provided script.

Our work shares the same ethical implications as all work on recommendation
systems in general. It can be used, intentionally or unintentionally, to develop
systems that shape certain user behavior in a mischievous way. For example
to reinforce opinions about a topic by presenting only article and comments
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to the user that support a certain opinion. Preventing intentional mischievous
behavior is out of scope for our work. However, we believe that our system can
help researchers to rigorously test their recommendation algorithm as realistic
as possible and by this identify potential negative implications.

3 Comment Recommendation Framework Concept

In this chapter we will explain the concept and structure of our comment rec-
ommendation framework and the individual components. We expound on the
details of the components and how they interact with each other. In the fol-
lowing, we start from a high level design point of view and then outline the
details.

3.1 High Level Design

In the following subsection, we take a look at the contribution of our concept
from a high level.

Framework. The main contribution of our framework is the rapid prototyp-
ing of comment recommendation systems through our ready-to-use system. The
researchers only have to implement the model they would like to test and pop-
ulate the database either with the news agency scraper or importing a dataset
via the CSV reader component which we will both explain in Sect. 3.3. Another
advantage of our system is that it can be used in both, a controlled lab scenario
as well a real-world scenario, thus providing the researcher with a vast variety of
evaluation possibilities. This provides a huge advantage compared to the previ-
ous approaches, we have examined in Sect. 2, which often present demonstrations
in mostly artificial settings. Furthermore some approaches only present ideas or
concepts of how their system could be used in a real-world scenario because
the development of a prototype is very time-consuming. Especially, these works
would benefit of our framework.

Interchangeable Components. We developed the recommendation frame-
work with a modular design concept in mind. Therefore, the framework consists
of several components that can replaced or updated to a new use-case if needed.
This allows researches to change or replace every component of the prototype to
adapt it to their use-case or to test the effect of changes e.g. in the user-interface
or model. This way, they can quickly test new ideas or models without developing
a new prototype. Instead, they only replace or change a specific component.

Data Acquisition. A key point of a comment recommendation system is the
data and how they are acquired. We provide two solutions for this problem with
our framework. If the researches already have a dataset and would like to use
it for the prototype, then we provide the CSV reader component to import the
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dataset into the database of the recommendation prototype. However, if the
researchers would like to create a new data basis for their prototype, we offer a
news agency scraper system that the researchers can use with little configuration
to scrape different news agency sites.

3.2 System Overview

Next, we examine the system in its entirety. As explained in Sect. 3.1, the system
consists of several components that were developed independently of each other
and are intended to fulfill different roles in the framework. We developed the
concept in a modular design web application approach so that every component
can easily be replaced or extended. This way, the comment recommendation
system should be adaptable for various purposes and we can use the prototype
in a laboratory and also in a real-world setting.

If we take a look at the system in its overall form in Fig. 1 we see that the
system can be divided into two main parts, front-end and backend.

Fig. 1. Overview of the ecosystem concept and its different components. Icons by [6]

On the one hand, we have the front-end, which handles the direct interaction
with the user and presents them with the results of the recommendation process.

When the user triggers the recommendation process, a request is sent to the
backend server. The backend server receives and extracts all necessary informa-
tion for the recommendation model from the request. Subsequently, the model
is triggered with this information to start the retrieval process. For this purpose,
the model makes several queries to the database to gradually extract the final
result set, which is then transferred back to the front-end component to render
the recommendations.
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The database, from which the suggestions have been extracted, builds the
foundation for the entire recommendation process. All suggestions that can be
presented to the user are extracted here. Having a sufficient data basis is there-
fore of decisive importance for presenting suitable suggestions. For this purpose,
the database is regularly populated with the help of a comment scrapper. The
scraper can be configured to query different news agency websites and collect the
comments of the current articles and save them in the database. Additionally,
if the user possess a dataset they would like to use, our framework provides a
CSV reader component to import the dataset into the database. Afterwards, we
have to trigger the embedder which calculates the embedding vectors of the new
comments and articles with a machine learning model and stores them in the
database.

3.3 Components in Detail

In the following, we take a look at the individual components in detail and
examine what function they fulfill within the framework.

Frontend. First, we take a look at the front-end component. Depending on the
purpose of the system, different user-interfaces can be implemented here to help
the reader to interact with comment sections on various websites.

When the user triggers the recommendation process, the UI sends a request
with the informations that are needed by the recommendation model to extract
suitable suggestions from the database. Afterwards the user-interface waits for
the corresponding response from the server to render the list of suggested com-
ments for the user.

Due to the separation of UI and backend communication, it is also easy to
replace the complete user-interface with a different approach and to integrate
the comment recommendation system in a larger web-system.

API. After the request has been sent by the front-end, the backend server takes
over by processing and extracting all necessary information for the recommenda-
tion model from the request. The server then hands over the information to the
model and afterwards receives the recommendations. Finally, the backend trans-
mits the generated suggestions as a response back to the front-end. Therefore, the
backend serves as the interface between the front-end and the recommendation
engine.

We choose to use an interface structure so that the recommendation model
can be replaced very easily by another model, depending on the purpose of
the application prototype. To use another model, we only have to adapt the
information extraction from the request.

Model. The model acts as the core of the system. It uses the informations the
reader transmits to retrieve a selection of comments from the database.
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For the framework, it is irrelevant which model we use. Depending on the use
case of the system a different model can be injected into the system at any time
if the model uses the same information as before. If the model needs a different
set of information for the retrieval process, then these have to be part of the
request from the front-end and the API needs to updated accordingly.

When the model is integrated in the code, it is only important that the model
provides the correct interface method. How the model extracts the suggestions
from the database is of no concern for the rest of the system. This way, it is easy
to replace the model.

Database. For the database, we use a graph database which has the great
advantage that the connections of the data are first level citizens. This means
that we do not have to create the connections between our data by using joins,
like relational databases, but the connections are already stored in the database
like the nodes. Therefore, the retrieval process can run faster. This is essential
for a system that is used in a real-time scenario like an online discussion. If the
user has to wait several minutes for the recommendations they will most likely
do not use the system.

News Agency Scraper. To present a suitable selection of comments to the
user, the recommendation model needs a solid data basis and therefore, we need a
system to populate the database. For this, we offer a comment scraper that allows
the researcher to scrape arbitrary news agencies that use comment sections.
It retrieves the comments from the articles and stores them in the database
according to the database schema the recommendation model needs.

CSV Reader. If the researchers already have a dataset they would like to use
instead or as an addition to the news agency scraper, we provide the CSV reader
component that imports the given dataset into the database.

Embedder. In order for the recommendation model to work with the comments
and articles in the database, the text must be in a format that can be processed
by the model. For this reason, the last component needed for the framework is an
embedder. Here, the researchers implement the embedding method that provides
the embeddings that are needed for their recommendation model. We provide a
script that fetches the new comments and articles that were just stored in the
database by the scraper and calculates the embeddings for the texts. Afterwards,
the nodes in the database are updated with the new embeddings.

4 Implementation of the Framework

In the following, we will examine the implementation1 of the concept presented
in Sect. 3. The system was developed in such a way that every component can
1 https://github.com/hhucn/Comment-Recommendation-Framework.
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be easily extended or replaced. By this, the implementation can be adapted to
various use-cases. Here we take a look at how the concept has been implemented
and how to utilize the framework to help researches with rapid prototype devel-
opment. In Fig. 2, we see an overview of the framework with the concrete tools
and libraries we use.

Fig. 2. Overview of the implementation of our framework. Icons by [6]

4.1 Components

In the following, we take a look at how the individual components have been
implemented.

Front-End Component. For the user interface we decided to use a Chrome
Extension with React [8]. A Chrome Extension is a very small application that
can be installed in any Chrome Browser. This gives the researchers various pos-
sibilities for their experiment. On the one hand, they can provide a controlled
laboratory scenario with pre-configured computers with the Chrome Extension
already installed. Or on the other hand, the participants of their study can
install the Chrome Extension on their personal computer at home. This opens
more opportunities for the researcher to conduct their experiments.

The extension interacts with the website of the news agency and extracts the
necessary information for the recommendation model. It then sends these infor-
mation to the backend server and renders the response with the recommended
comments to the user.

The advantage of a Chrome Extension is that it is build modular and we
can replace the individual components of the extension at any time. Due to the
modularity, we can update or replace different aspects of our user-interface with
minimal changes on the rest of the components.
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API Component. For the API, we use the Django framework [3] to process
the requests from the front-end component. One advantage of Django is that we
need very little configuration to process the requests. We only need one view
where we instantiate our recommendation model and extract the information
for the model from the request. Afterwards the model is called to retrieve the
selection of comments from the database and finally the selection is packed in a
JSON-response and send to the front-end component.

Database Component. For the implementation of the database explained in
Sect. 3.3, we use a Neo4j graph database [9]. We choose a Neo4J graph database
because it offers various advantages for our recommendation system prototype.
As explained in Sect. 3.3, one advantage is that the connection between the nodes
are already stored in the database and do not have to be queried. This speeds
up the retrieval process if we need to connect a lot of nodes in the database.

The database schema for our implementation consists of two kinds of nodes.
On the one hand, we have the comment nodes where we store the text of the
comment and later the embedding vector for the comment text as fields in the
node. On the other hand, we have the article nodes where we store the title,
keywords, publication date, URL of the article, and the embedding for the article.
Every comment that appeared in the comment section of an article is stored as
a comment node and is connected to the corresponding article node as we can
see in Fig. 3.

Fig. 3. Extract from the graph database. The blue nodes are the articles and the red
ones are the corresponding comment nodes. (Color figure online)

This is the default configuration for the database nodes that is most likely
sufficient for the majority of the prototypes. However, the system can be eas-
ily adapted with different attributes or even new node types as we will see in
Sect. 5.2.

4.3 Importance and Impact on this Thesis
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Recommendation Model Component. For the model component, we pro-
vide an abstract super class which specifies the interface method that all models
have to implement. This method defines that it receives a dictionary with the
data extracted from the request and returns a list of comments to be rendered
by the user interface. Due to this, we can very easily replace the model with
arbitrarily more complex models with only minimal changes to the system. Our
new model just needs to extract the information needed from the dictionary and
return a list of comments. It is completely irrelevant for the framework and the
prototype how much complexity is behind the new model because of the interface
method from the abstract super class.

News Agency Scraper Component. As explained in Sect. 3.3, our framework
uses a comment scraper that can be configured to scrape arbitrary news sites to
populate the database of Sect. 4.1.

For every news site that we want to scrape, we just need to create a new
scraper component with functions specific to the HTML structure of the website.

For our implementation, we chose to use the Scrapy Framework [1] to scrape
the websites. Our scraper component always works on the same principle. It uses
the super class with the code for all news agency specific classes and makes a
request to the website of the corresponding news agency for a list of articles.
This list is then processed to extract all necessary information such as title,
URL, keywords, and publication date. Normally, the comments are loaded in a
second request for every article. This request is then also processed to get all
comments belonging to the respective article. Finally, all these informations are
stored accordingly to the database schema explained in Sect. 4.1.

CSV Reader Component. If the researchers have a dataset they want to use
for their prototype and experiment, we also provide a CSV Reader component
to import the data into the database. This can also be used as a supplement to
the news agency scraper component to provide a sufficient data basis.

Embedder Component. After the News Agency Scraper or CSV reader is
done with retrieving or importing articles and comments, we use the Embedder
Component written as a Python script to compute the embeddings. The embed-
der calculates the representations the recommendation model from Sect. 4.1
needs to find the recommendations. For this, it queries all comments and arti-
cles from the database that do not have an embedding and computes a vector
representation of the information the models needs with the embedding model
the user implements.

4.2 Utilization of the Framework

In the following section, we examine how the framework can be utilized to
develop custom-made comment recommendation systems.
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Package. We implement the framework as a Python package2 which allows the
easy development of recommendation system prototypes. The user just needs
to install the package and execute it. Afterwards, the package asks different
questions with a dialog to determine which components of the package are needed
for the prototype the user would like to develop and then creates a folder only
containing the components needed. For example, if the user already has a dataset
with articles and comments they would like to use for their experiment, the news
agency scraper is obsolete and does not need to be part of the system. Instead,
the CSV reader component is used.

Docker and Docker-Compose. To simplify the usage of the prototype in the
development and experiments, we dockerized3 the system and provide different
docker-compose files4 for the components of the system. This allows to run the
recommendation system in an isolated environment and by this an easy porta-
bility and installation on different systems. Only Docker and Docker-Compose
must be installed there. The necessary libraries and images will be downloaded
and installed by Docker.

5 Example Implementations

In the following section, we demonstrate how easy two prototypes can be devel-
oped using our new open-source software framework. We present the implemen-
tations of two different recommendation models. We assume that we do not
have a dataset we could use for our experiment and for the first implementa-
tion, we only want to test our new recommendation model. Therefore, for the
first prototype we do not need to develop a new user interface, but can use the
user-interface provided by the framework and we need to use the news agency
scraper component to populate the database.

5.1 Example Implementation 1: Comment-Centric Comment
Recommendation

In the first example implementation5, we followed an approach from [12] that
differs from previous comment recommendation systems. In contrast to com-
ment recommendation systems so far, the suggestions are not based on previous
interests and behavior of the user, but on the comments of the discussion. The
user select a comment they would like to see different perspectives for and the
model retrieves a selection of comments from the database that provide different
points of view for the topic of this comment. According to [12], this approach is
called comment-centric comment recommendation.

2 https://pypi.org/project/Comment-Recommendation-Framework/.
3 https://docs.docker.com/.
4 https://docs.docker.com/compose/.
5 https://github.com/hhucn/Example-Implementation-1.
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Model. The model consists of a two-step approach. In the first step, it creates a
candidate set of comments that it extracts from the database by using the key-
words of the article. The candidates are determined using a k-nearest neighbor
search using the vector representation of the keywords to find similar articles
and taking all comments that appeared under these articles as a candidate set.
By this, it reduces the number of possible comments to a manageable amount
(Fig. 4 left).

In the next step, it sorts the candidate set based on semantic similarity to the
comment the user is interested in (Fig. 4 right). It then takes the top-n comments
and send them to the front-end component for rendering.

Fig. 4. Left Figure: Find the most similar articles with k-nearest neighbor search. Right
figure: Calculate the semantic similarity θ between the comment vectors. Figure from
[12]

User-Interface. For the user-interface, we use the ready-to-use built-in UI
(Fig. 5) explained in Sect. 4.1. This user-interface renders the suggested com-
ments as a list and provides meta information about the comment while hovering
over it, like the article title and URL where the comment has been published.

Implementation Effort. Because we do not have a dataset we could use for our
experiment, we have to scrape data from a news agency to test our new model.
Therefore, we use the news agency scraper component provided by the package.
Here, we only have to write the class that extracts the necessary information
from the news agency HTML response. Every news agency has a different HTML
structure, hence, we always have to write a class for every news agency we would
like to scrape. The rest of the code e.g. to process the data and store them in the
database is handled by the framework and has only to be changed if we would
like to parse the data in a different way or store other data in the database.

After this, we need to implement the embedding model. Our recommenda-
tion model needs vector representations of the article keywords and comments.
Therefore, we have to compute these embeddings and store them in the database.
Fist, we have to implement the embedding method and then we have to update
the script that manages the computation of the embeddings. The script queries
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Fig. 5. The recommendations of the model are rendered as a list. If user hover over a
certain comment, they are presented with meta information about the comment like
the article where it has been posted.

all comments and articles from the database which do not have an embedding,
computes the embedding, and then updates the node with it.

In the next step, we need to implement our model. For this, we use the model
presented in [12].

At last, we have to consider the user-interface. However, since we use the
built-in UI, we do not have any effort here.

5.2 Example Implementation 2: Most Popular Comment
Recommendation

In the second example implementation6, we follow an approach based on [10].
Here, the model recommends comments based on their popularity, and thus
helping the user to get an overview which are the most popular opinions about
the topic of the discussion.

Model. The model recommends comments by querying similar articles to the
article the user is currently interested in and then creates a candidate set of
comments from all these articles. Afterwards, the comments are sorted by the
number of up-votes they received to find the most popular comments for the
topic of the discussion.

User-Interface. For this example implementation, we replace the built-in user-
interface the framework offers with a carousel view to demonstrate how easily
the user-interface can be adapted to different circumstances. As we see in Fig. 6,
this UI displays one comment at a time and rotates though the list of comments
when clicking on the left or right arrow.

6 https://github.com/hhucn/Example-Implementation-2.
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Fig. 6. The recommended comments are displayed one at a time in a carousel view.
The user can rotate through the list of comments by clicking the left or right arrow.

Implementation Effort. The implementation effort for this example system
is very similar to the example system in Subsect. 5.1. The only differences are
that we need to scrape the number of up-votes a comment has received, the
user-interface, and implement a different recommendation model.

To scrape the additional data, we need to update the database schema by
adding an additional up_votes field to the Comment class and by this adding
a new property to the comment node in the Neo4J database. Then, we need to
update the process_item method in the pipelines file to store the new property
in the database. The class with the news agency specific methods is nearly the
same as in Sect. 5.1 with the exception that we also need to scrape the number
of up votes a comment has received.

Next, we update the user-interface. For this, we only have to add a new
carousel component to the component folder of the UI folder where we define
how the list of comments should be rendered. Then we have to replace the build
in list component with the new component in App.js.

At last, we need to implement the recommendation model from [10].

5.3 Saved Work

After we have developed the two example implementations and examined the
implementation effort, we clearly see the amount of technical code that we did
not have to write by using the comment recommendation framework. Let us take
a look at the components we did not have to implement.

First, we did not need to implement the complete infrastructure provided by
the framework like the user-interface, the API, and the database. Additionally,
we use a system that scrapes, processes, and stores the data of news agency
sites in the database. At last, all this is already containerized with docker and
docker-compose and therefore, can be used on any device that has docker and
docker-compose installed.

6 Conclusion

In our work, we introduced an open-source software framework for rapid proto-
typing of comment recommendation systems to quickly evaluate new algorithms.
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With this, we try to relieve researchers of the tedious work of developing proto-
types from scratch. While at the same time offering the possibility to evaluate
the recommendation model in a realistic setting.

The framework provides a complete modular infrastructure to run a recom-
mendation system in a web application context. This allows to use the system in
a laboratory as well as a real-world setting while also reducing the development
effort because only prototype specific code has to be written.

Our approach for the development of custom made comment recommendation
systems consists of several components which can easily be replaced or updated
without major changes to the rest of the system. This allows the researcher to
adapt the prototype to new use cases or test e.g. different user-interfaces.

Additionally, we offer a solution for a key point of a comment recommenda-
tion system, the data acquisition. A recommendation system can only provide
solid suggestions if it has solid data basis. Therefore, we offer two approaches to
populate the database for the system. On the one hand, we provide a script to
import an existing dataset into the database. On the other hand, we offer a sys-
tem to scrape arbitrary news agencies sites and store this data in the database.

In future work, we will continue the development of our comment recom-
mendation framework by extending the framework for other kinds of recom-
mendation systems and improving it in general. For this, we will provide more
generalized user-interfaces and recommendation model interfaces. Additionally,
we will continue to thoroughly test our system in larger field experiments with
more sophisticated comment recommendation models and add more features.
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Chapter 5

Understanding the Structural Aspects of
Relevance in User Comments

In this chapter, we give an overview about the contributions and impact of our paper Steimann
et al. (2024):

Jan Steimann, Markus Brenneis and Martin Mauve.

“Is This Comment More Relevant? Understanding the Structural Aspects of Relevance in
Comment Sections”

In: Proceedings of the 26th International Conference on Human-Computer Interaction, in the
thematic area Human Interface and the Management of Information, pages 264–278, Springer

International Publishing
Acceptance Rate: ∼55.2%

5.1 Summary

This paper examines whether the structural elements of a user comment, besides its content,
can determine its relevance. We aim to explore if an average user finds a comment more
relevant when e.g. it includes a justification along with its stance, or even a personal anecdote
supporting the justification.

To achieve this, we perform a user study in which participants are presented with several
comments on the same topic, each differing by a structural element. They then select the
comment they find most relevant.

We devised different relevance characteristics based on prior research, detailed in Section 3 of
the paper and divided them into essential and optional elements. We hypothesize that certain
characteristics must be present in a comment for it to be perceived as relevant by participants,
while others, though unnecessary, enhance perceived relevance.

Contrary to our expectations, the results showed that participants deemed a simple position
statement adequate for relevance, without the necessity for further justification. Nonetheless,
our hypothesis that the inclusion of structural elements improves the perceived relevance was

47



Chapter 5 Understanding the Structural Aspects of Relevance in User Comments

confirmed. Detailed discussions on these hypotheses can be found in Section 4 of the paper.
The outcomes of our user study are presented in Section 5, followed by a discussion in Section
6.

This study aims to develop an intuition of how structural elements impact the perceived im-
portance of user comments. Our objective is to provide an additional perspective to current
research methods that evaluate comment relevance based on content and textual characteristics.
This insight will be valuable for developing the comment recommendation system discussed in
Chapter 6.

5.2 Personal Contribution

Jan Steimann originated the idea of examining whether the relevance of user comments on
news agency websites can be determined not only by content but also by structural features.
He formulated the hypotheses and executed the user survey, analyzed the outcomes, and as-
sessed which hypotheses were validated and which were not. Markus Brenneis offered advice on
whether his evaluation method from Brenneis and Mauve (2020) could be applied to this study,
and also gave general feedback on the experiment and paper. The entire concept and experi-
ment were refined through discussions with Martin Mauve, who provided feedback, including
on the publication drafts.

5.3 Importance and Impact on this Thesis

This paper establishes the foundation for the recommendation model described in Chapter 6.
To construct this model, we require a means to assess the intricate issue of judging the relevance
of user comments in news agency comment sections, without considering the broader context
of the discussion. Consequently, our objective was to assess the relevance of each comment
independently of its content and context by analyzing its structural features. This approach
helps break down the complex issue into more manageable parts and enables pre-processing
to handle the majority of computationally expensive machine learning tasks prior to obtain-
ing the final recommendations. Previous publications like Rowe (2015) have examined the
structural components related to relevance; these form the foundation of our study. However,
our work is unique in examining whether the existence or introduction of specific structural
elements can increase the perceived relevance of user comments. With this approach, we are
equipped to address the challenges outlined in Section 1.1 building our recommendation model
in Chapter 6.
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of Relevance in Comment Sections
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Abstract. What makes a user comment relevant for readers? In this
paper, we investigate the structural aspects of user comments as they
appear e.g. in the comment sections of news media websites. While other
studies already have examined the deliberative quality of user comments
across different media, it is not yet well understood how the structural
features influence the perceived relevance of a comment. Our goal is to
develop an understanding of the influence of various structural aspects
like position and different kind of justifications on the perceived relevance
of user comments. We approach this question by means of a user study.
For this, we ask the participants to decide which of the shown user com-
ments is more relevant in comparison with others. Our study shows that
the perceived relevance follows some intuitive rules, e.g. adding more jus-
tifications increases the relevance. On the other hand, some results were
also surprising, like simple statements without any insights are consid-
ered relevant by the users. Our results should support the development
of proper metrics and algorithms for comment recommendation systems
by providing an additional understanding.

Keywords: Recommender Systems · Comment Recommendation ·
Information Systems · Humand-Centered Computing

1 Introduction

Discussions in comment sections of news agencies are a popular way to partic-
ipate in the public debate about a topic. Here, users have the opportunity to
state their opinion about the topic of an article and, in the best case, engage in a
constructive discussion about their opinion. However, this best case is fairly sel-
dom to see and many discussions become a shouting match or an echo-chamber
over time.

For this reason, users need a way to identify relevant contributions which pro-
vide new points of view or represent different arguments within the discussion.
This task of news article and comment recommendation has been widely exam-
ined in the past and various studies have presented interesting and promising
approaches.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
H. Mori and Y. Asahi (Eds.): HCII 2024, LNCS 14689, pp. 264–278, 2024.
https://doi.org/10.1007/978-3-031-60107-1_19

5.3 Importance and Impact on this Thesis

49



Understanding the Structural Aspects of Relevance in Comment Sections 265

However in the field of computer science, many approaches for developing
new algorithms rely on labeled data-sets where the comment relevance is assessed
only on the content level [6,9,11,20]. For example, in [19] the dataset contains
scores for how relevant a given comment is on the content level for a specific
article and these scores are then used to evaluate the performance of the model.

While these are proven and effective approaches to develop and evaluate
new algorithms, assessing the relevance of a comment on the content level is a
very difficult task. Each person weighs argumentation differently based on their
experience, background, and political orientation. Especially in the context of
comment recommendation, there is most likely more than one relevant comment
that would be a good recommendation for a given discussion. This makes it
even more difficult to develop a robust model that can assess the relevance of
comments.

Therefore, we believe that the development of future recommendation algo-
rithms can benefit from a deeper understanding of the structural aspects of
what makes a user comment more relevant than another. Studies like [7,13]
have already examined the deliberative quality of comments from the struc-
tural composition of a comment. [13], for example, has used these structural
aspects to compare the deliberative quality of comments across different media
and in contiguous discussions. However, it remains to investigate how these fea-
tures influence the perceived relevance of a single comment in comparison with
others.

Does a comment become more relevant if we add more structural features like
sources or alternatives? Which features need to be present so that a comment
is considered relevant at all? Do some features affect the relevance more than
others?

We try to answer these questions through a user survey in which we asked
participants to compare comments that state the same opinion but differ in one
structural aspect. Then, they had to decide which comment is more relevant
than another. For example, all comments state that they like chia seeds very
much for breakfast. However, one comment justifies its opinion and we expect
that the participants will assess this comment as more relevant than the other
comments. With the results of this survey, we want to support the development
of future algorithms by providing a deeper understanding of comment relevance
backed by human intuition.

In the following section, we take a look at the previous work in this field. In
the third section, we outline the different characteristics of a comment we have
examined in this study. Afterwards, we explain the methods we used to conduct
the survey and to evaluate the results. In the last section before the conclusion,
we present the results and interpretation.

2 Related Work

The topic of online commenting has been widely studied from different fields and
point of views like computer science, journalism, and computational linguistics
[2,12,13,18,21].

Chapter 5 Understanding the Structural Aspects of Relevance in User Comments

50



266 J. Steimann et al.

Here, users exchange their views on the content of news articles and engage in
debates with others. However, the quality and relevance of these comments varies
significantly, with some comments being highly informative and insightful, while
others being irrelevant or even harmful. Many studies have investigated these
aspects and tried to provide an explanation when and how a comment is relevant,
a high quality contribution, or harmful in the debate. One example is the tone
of the debate. [4] investigates the comment section of news agencies to better
understand when and why incivility occurs. The authors found that especially in
discussions with a lively debate, incivility was less common. Furthermore, not all
incivility is the same for every user. [10] states that people detect and approve
incivility differently depending on whether it coincides with their views. This
supports our argumentation from Sect. 1 that assessing comment relevance on the
content level is a difficult task. Furthermore, some studies [8,13] have even shown
that the quality and relevance of a comment differs between different media.
In comparison comment sections on news organization sites showed a greater
deliberative quality than their online presence on social media like Facebook
[13].

This shows that it is worth to consider a wider range of influencing factors
in addition to labeled datasets when assessing the quality and relevance of a
comment. Future algorithms should consider these influences.

For example, [22] studied the effect of message factors on user comments
intention and behavior. On the one hand, they found that certain factors like
aggression, incivility, and drifting off-topic increase the likelihood that other
users respond in a similar tone, heating up the discussion. On the other hand,
deliberative discussion factors like question or additional knowledge reduce the
likelihood of incivility and drifting off-topic in the discussion. This underpins
our argumentation that understanding the structural aspects that make one
comment more relevant than another is crucial, highlighting the need for better
understanding in this area.

Previous recommendation approaches in the field of computer science use
content and word-relation features focused approaches for recommending highly
relevant comments [1,17,19]. [17] for example uses various textual and discourse
relation features like article length, average number of verbs per sentence, etc.
and an annotated dataset where the annotators had to judge whether a comment
was relevant for the given article and whether the comment was thoughtful. [19]
uses a data-set with different level of relevance for the news and comments
and [1] four different categories for the comment article pair like Relevant, Same
Entities, Same Category, and Irrelevant. All these approaches use an efficient and
proved way for developing recommendation algorithms. However, they focus on
content and word-relation features and every study uses a different dataset for
the problem which makes it difficult to assess how universal there approaches
are. Thus, with the results of our survey, we do not want to provide another
labeled dataset, but a deeper understanding of the structural aspects of what
makes a user comment more relevant than others backed by the human intuition.
These aspects are separated from the content level and therefore are not affected
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by the context of the discussion. We believe that future approaches can develop
more robust recommendation models by combining our findings with labeled
datasets.

3 Relevance Characteristics for Comments

We now introduce how we model a comment to determine its relevance. We will
later compare it against the human intuition of our participants in our survey.
The features of this model are based on previous research on this topic [7,13].

3.1 Relevance Characteristics

We now take a look at characteristics of a relevant comment. Our definition is
mostly based on [13].

Necessary Characteristics. For a comment to be considered relevant at all,
we believe the following necessary characteristics have to be present.

Topic: First and foremost a relevant comment has to address the topic of the
discussion. This seems rather obvious, however certain comments only address
the topic of the discussion at first glance and then derive to a completely different
topic, driving its own agenda. These comments are considered irrelevant by us.

We differentiate two types of topic relevance. First, the Structuring Topic
which argues about the topic of the discussion e.g. the article addresses the
expansion of wind power plants and the comment argues about the unreliability
of wind power. Second, we have the Interactional Topic which treats a slightly
different topic that is however still relevant in the context of the discussion. For
example, in a discussion about nuclear power plants, arguments about other
forms of power generation are often invoked and provide additional information
or perspectives. Instead of nuclear power plants, we should use wind power plants
because...

Position: Relevant comments have to express their position on a give issue,
otherwise they just repeat information already stated in the article or other
comments like Solar power panels are a possibility to generate power. Though,
we want to support the public debate by presenting new point of views to think
about to the user and for this the comment has to state a position towards the
topic of the discussion.

Justification: Relevant comments have to justify their position. This allows oth-
ers to judge the authority of the better argument [7]. If we only present a selection
of positions to the user without any justification, the user would be unable to
compare the benefits and downfalls and therefore, it would be much harder to
consider the different positions.
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Optional Characteristics. In our model the following characteristics are not
necessary for a comment to be relevant. However, they can be used to support the
justification and by this increase the relevance of the comment. We expect that
the different optional characteristics do not contribute equally to the relevance
of the comment. In the following, the features are presented in order of their
expected relevance for the comment.

Personal Story: Comments can overcome communicative barriers by invoking
personal stories. These barriers often arise through a lack of knowledge or about
complex issues. A personal story helps to overcome these barriers by warping
the complex issue in a more comprehensible form [14]. This is the reason why we
expect the personal story to be the most relatable and therefore most relevant
additional feature. For example: I am against the reform of the administration
because it will do more harm than good. I work in an administration myself and
after the reform the responsibilities were unclear and no one felt responsible for
the critical decisions which then have not been made.

Example: Similar to the personal story, the example uses a concrete situation
to make a complex or abstract argumentation more comprehensible. The main
difference to the personal story is the missing personal aspect. Nevertheless, we
expect the example to be equally relevant as the personal story. For example:
American football is not a more dangerous sport than others. It is only much
more prominent in the news. For example, we don’t hear about surfers drowning
or climbers falling, but these sports can be much more dangerous than football.

Alternative: Comments that attempt to provide a solution to the problem at
hand by offering an alternative are considered more relevant than comments
that provide additional sources because they offer another point of view on the
topic. Nevertheless, we expect this characteristic to be not as relevant as the
example and personal story because the alternative solution is not as relatable
as a personal story or example. For example I reject the conclusion of the article
that we need to replace all old houses with more energy-effective homes. The
demolition of the old and construction of a new house is far more energy intensive
that just modernizing old houses that are still in good shape.

Source: By using and referencing additional sources comments provide users with
the opportunity to verify the quality and validity of their justification and by this
making the comment more relevant. Nevertheless, we expect this characteristic to
be the least relevant feature because sources refer to external material which the
users need to consider while the other characteristics provide all their information
at hand.

Remember that not all of these characteristics are necessary so that a com-
ment is considered relevant. However, at least a comment needs to address the
topic, position, and justification dimension to be relevant in our context and
therefore provide new point of views on the topic of the discussion and by this
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fuel the public debate. The remaining dimensions support the justification and
make a comment more relevant.

Nevertheless, we did not incorporate all quality dimensions which come to
mind in terms of comment relevance like interaction or asking questions, men-
tioned in [13]. This is because paper like [13] focus on comments only in the
context of contiguous discussions where the deliberation occurs through the
interaction of participants by referring or responding to each other. However,
in the context of comment recommendation such comments that refer to others
are not always that relevant as in the context of the contiguous discussion they
have been published. Yet, the comments we are interested in, have to be relevant
in connection with the topic of the discussion while at the same time have to be
understood isolated. We want to incorporate comments from various discussions
and news agencies to provide multiple perspectives on the discussion. Therefore,
if the comments are only understood in the context of their original discussion,
they are not relevant for us.

3.2 Example

An example for a relevant comment1 in a discussion about solar power panels
as a renewable energy source could look like this:

Everyone with their own house should install solar plant panels to power
their house. (Position and Topic)
You get free power all the year and during the day you power the neigh-
borhood with clean energy helping the environment. (Justification)
For example, you could install them on your garage and power your electric
car with it. (Example)
I had solar plant panels installed years ago, with an estimated payback of
15-17 years. However, we also acquired two electric cars and charge them
at home. The savings in gasoline alone took the solar system payback down
to under 3 years. (Personal Story)
Additionally, as explained here: www.somewebsite.com, sun and wind
power are not “too unreliable“. The sun is only unreliable if we look from
a local point of view. It is always shining on half of the earth at any
given time. If the world were connected into a single electrical distribution
network, the sun would be perfectly reliable all the time.(Sources)
And even if you don‘t own a house and live in a rental apartment, you can
rent portable solar panels to reduce your energy consumption from your
power supplier. (Alternative)

4 Methods

In this section, we explain how we developed our hypotheses to check if our
characteristics for a relevant comment match the perception of humans. We
1 The example is based on these comments: https://nyti.ms/327zNHC#

permid=107994755, https://nyti.ms/3tYGpVa#permid=107994566.
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developed a questionnaire with scenarios for every hypothesis, and participants
of the survey were asked to compare the displayed comments and decide which
of the given comments was more relevant or most relevant. In order to achieve
a higher information value for our results and to avoid any biases that might
occur towards certain topics, we have used different topics with pro and contra
position. For every hypothesis one topic with the pro and contra position was
randomly chosen. Every participant had to answer all 14 hypothesis which results
in 14 topics and 28 comments for every participant.

We selected two more neutral topics Chia Seeds and Boosting the Immune
System and two more controversial topics Solar Power Panels and American
Football. The reason for this is that we want to know if our relevance character-
istics apply for neutral topics as well as more controversial topics where many
users have a strong opinion. Even if some users assess some comments based
on their personal opinion, we can still get valuable data for our hypotheses. For
example, if a user is heavily biased against solar power panels and is not open
to any arguments in favor of them, we have always an opposing argument for
the same topic which they will most likely assess not biased.

The comments we use for our study are all based on comments we extracted
from real conservation’s in comment sections and have been transformed and
reshaped into building blocks so that we can present the same comment that
differs in exactly one structural feature to the participants. This way, we can
clearly associate the results with a certain characteristic. If we would use the
comments as they appeared in the comment sections, it would be difficult to
present the same comment with exactly one different structural feature because
these comments use them intertwined with each other. For example, a comment
might combine its position towards the topic with its justification. Therefore,
we would need to find a different comment with exactly the same position that
differs exactly in this specific structural characteristic. However, then we could
not differentiate if the results are based on the additional characteristic or the
different writing style of the two comments.

Before the users started with the survey, we presented them with a definition
what makes a comment more relevant than another comment. For this, the com-
ment has to provide a more thoughtful or elaborate perspective in the discussion
than the other comment. This definition is the essence of our definition for a
relevant comment from Sect. 3. We believe that a comment becomes more rele-
vant the more it elaborates its position on the given topic with justifications and
additional characteristics like personal stories, sources, examples, or alternatives.
At the same time the definition which we presented to the participants of our
survey must not be too detailed to prevent us from influencing the participants
to much.

The complete list of hypotheses is in Table 1. At first, we were interested in
the minimal requirements for a comment to be considered relevant. Afterwards,
we examined how a comment becomes more relevant, either by adding more
justifications or by supporting the justification with additional characteristics.
Then we asked ourselves if there exists an order between the different charac-
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teristics that support the justification. For example, do users tend to consider a
personal story more relevant than supporting the argumentation with additional
sources? Additionally, we asked our self if a comment becomes more relevant if
we provide more supporting characteristics of the same type or if these are of
lower importance the user.

As an example, we now present how Hypothesis 4 (A comment becomes more
relevant if it backs up its justification with sources, a personal story, an alter-
native, or an example) has been developed and transformed in a questionnaire
scenario.

We were interested whether adding a supporting characteristic like a personal
story or sources to an existing comment, adds more relevance to the comment.
Therefore we can assume in future metrics or recommendation models that if a
comment contains an additional characteristic, it can be considered more relevant
than the same comment without.

From our hypothesis, we constructed the following comments where the users
should answer different questions like Is Alice’s comment more relevant than
Bob’s? to determine which comment is more relevant:

Alice writes:
Everyone with their own house should install solar power panels.

Bob writes:
Everyone with their own house should install solar power panels because
they provide you with free energy.

Charlie writes:
Everyone with their own house should install solar power panels because
they provide you with free energy.
However, even if you don’t own a house you can rent solar panels and
install them on your balcony to reduce your electricity bill.

We expect that Charlie’s comment is the most relevant one because he addi-
tionally provides an alternative solution for the topic at hand. We added the
other comment to prevent biases in the answers.

We created the questions and scenarios for the remaining hypotheses in the
same way.
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Table 1. Our hypothesis about the structural aspects of relevance in comment sections.

# Hypothesis

H1 A comment needs to address the topic, take a position
towards the topic, and provide a justification to be relevant.

H2 A comment with an interactional topic will be considered
relevant, but not as relevant as a comment with structuring
topic.

H3 Providing more than one justification makes a comment more
relevant than one justification.

H4 Backing up the justification with additional characteristics
like sources, personal stories, alternatives, or example makes
the comment more relevant.

H5 Providing more than one additional characteristic makes the
comment more relevant.

H6 Using an alternative instead of a source makes the comment
more relevant.

H7 Using a personal story instead of an alternative makes the
comment more relevant.

H8 Using an example or a personal story makes the comment
equally relevant.

H9 A comment with an alternative is more relevant than the
same comment with sources, but less relevant than a comment
with a personal story or an example.

H10 Providing more than one source makes the comment more
relevant.

H11 Providing more than one personal story makes the comment
more relevant.

H12 Providing more than one alternative makes the comment
more relevant

H13 Providing more than one example makes the comment more
relevant.

H14 A comment with an example is equally relevant as a comment
with a personal story. But example and personal story are
more relevant than an alternative.

5 Results

In the following section, we present our results of the survey. For the evaluation,
we used the method presented in [3] where we report the p-value for the null
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hypothesis H0 that Our expected answer is not the most frequently (relative
frequency) given answer.2

We conducted the survey with Amazon Mechanical Turk. We are well aware
that MTurk needs to be treated with caution due to bots and randomly clicked
answers by the workers. For this reason we used several carefully developed
control questions to ensure that only qualified worker participate in our survey.
Of the 82 participants of our survey, only 36 answered enough control questions
correctly to meet our quality standards. These 36 workers had an median age of
30–39 years, and 15 men and 21 women participated.

Furthermore, we should note that our sample of worker is not representative
for the US population, and even less world wide and the sample size is insufficient
to assert the universality and representatives of our findings. Consequently, we
cannot completely generalize our results and have to use them with caution.
Nevertheless, the insights we gathered offer valuable contributions to enhance
the understanding and develop an intuition regarding the structural aspects of
relevance for future studies and recommendation algorithms.

However, our results confirmed our most important hypotheses and we also
made some surprising findings. In the next section, we will talk about the
hypotheses that were confirmed and afterwards, we discuss the remaining results.
Additionally, a figure of our results can be found in our data repository3.

Before proceeding, as we explained in Sect. 4, we ensured that there is no bias
due to the chosen topics. To validate the absence of such a bias, we computed the
average percentage of expected answer for all hypotheses and questions related
both neutral and controversial topics.

Our analysis revealed no significant differences between the results obtained
from the controversial and neutral topics. The average percentage of expected
answers for neutral topics was 52%, while for controversial topics, it was 50%.
These results underscore the consistency of our results and reaffirm its suitability
for drawing unbiased conclusions.

5.1 Results that Confirmed Our Hypotheses

In hypothesis H2, we wanted to investigate how user assess the relevance of a
comment that states a position with an interactional topic in comparison with
a comment that provides a structuring topic. An interactional topic addresses
a slightly different topic, which is still relevant in the context of the discussion,
while a structuring topic matches the subject of the discussion. For H2, the
expected answer was given by 56% of the participants with a p-value of 0.02.
This strongly supports our hypothesis that the interactional topic is considered
more relevant than a comment that just states a position towards the topic and

2 We used an intersection-union test [16] with a one-tailed z-test on the variance of
the two multinomial proportions [5,15], i.e. H0 is that the differences of the relative
answer frequencies between the expected answer and the other answers is not greater
than 0.

3 https://github.com/hhucn/Comment-Relevance-Survey-Results.
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slightly less relevant than a comment with a topic that is a little bit more on
point.

An essential aspect for us was to understand if we can make a comment
more relevant by additively adding more structural aspects to the comment or
if the relevance is perceived in a different way that does not allow an additive
consideration.

To check this property we started with hypothesis H3, where we investigated
if a comment becomes more relevant if we add more than one justification to the
comment. The expected answer was given by 61% of the participants (p<0.001),
which strongly suggests that our hypothesis is true.

Afterwards we tried to understand what makes a justification more relevant.
For this, we have explored if a comment becomes more relevant if the justification
is supported by additional characteristics like a personal story, alternative solu-
tion, sources, or an example (H4), or if the users do not perceive these as separate
building blocks and focus only on the content of the comment. 61% provided us
with the anticipated answer (p = 0.006), which confirms our hypothesis that a
comment becomes more relevant if we support the justification with additional
characteristics.

The logical step is to investigate if the idea of hypothesis 3 applies also to
the justification and we can make it more relevant by additively adding more
characteristics to the justification (H5). This was confirmed (58%, p = 0.001).

Following, we have investigated the additional characteristics in more detail.
We wanted to find out if the users recognise more than one additional character-
istic of the same type as separate entities or just as a larger single entity. This
would have different consequences for the perceived relevance of the comment
because e.g. providing different examples for a justification gives a comment
more credibility than just a single example. First, we provided more than one
additional source (H10) and received the expected answer by 61% (p < 0.001)
which confirms our hypotheses with a high confidence. Next, we investigated if
providing more than one personal story makes a comment more relevant (H11),
which was confirmed (55%, p-value = 0.012). Afterwards, we did the same for
the alternative (H12) with 52% providing the expected answer (p-value = 0.034).

5.2 Unexpected Results

After we have discussed the results that confirmed our hypotheses, we now exam-
ine the results that surprised us or where further investigations are needed.

First and foremost in our survey, we wanted to understand if there exists
a structural threshold from which a comment can be considered relevant. Our
hypothesis was that a comment needs to contain certain features to be consid-
ered relevant (H1). First, the comment needs to address the topic of the article
and state a position towards it and second it needs to justify its position. We
thought that especially the justification is crucial for a comment to be considered
relevant because it allows users to judge the different argumentations. However,
the expected answer was given only by 39%; whereas 58% considered the com-
ment that just states a position towards the topic relevant. This indicates that

5.3 Importance and Impact on this Thesis

59



Understanding the Structural Aspects of Relevance in Comment Sections 275

the users set the threshold for a relevant comment much lower than we expected.
Thus, it is still necessary to examine in more detail at what point users classify
a comment as relevant at all.

Subsequently, we investigated the additional characteristics for the justifi-
cation. As we explained in Sect. 4, we wanted to understand if there exists an
order of relevance for the different additional characteristics like personal story,
example, alternative solution, and sources. For example, is a personal story more
relevant than sources because the personal story helps the users to comprehend a
complex issue by wrapping it in a relatable story? However, the results indicate
that the users did not perceive some additional characteristics more relevant
than others. In H6, we investigated if a comment with an alternative is more
relevant than a comment with sources. Here, only 31% selected the alternative
as the most relevant comment. In H7, we investigated if a personal story is more
relevant than an alternative (expected answer by 43% for the personal story).
In H8, we expected that a personal story and an example are equally relevant.
However, only 38% gave the expected answer. In H9, we directly compared the
personal story, alternative, and sources, and supposed that the personal story
is the most relevant comment, the alternative the second most relevant, and
the sources the least relevant of the three comment. However, only 30% gave
the expected answer. In the last hypothesis (H14), we put the personal story
in direct comparison with an example where we assumed that they are equally
relevant because they only differ in the personal component (expected answer by
21%). However, the results indicate that the comment with the personal story is
perceived as the most relevant (51%) which is contrary to the results of hypoth-
esis H9 where the comment with the personal story was not the most relevant
one. Therefore, a more detailed investigation here is needed.

The last hypothesis which was not confirmed was H13. Here, we investigated
if a comment becomes more relevant if we provide more than one example. Here,
only 47% considered the comment with two examples more relevant, though,
47% indicate that the comment was indeed perceived slightly more relevant.

6 Discussion

After examining the results of the survey, many hypotheses were confirmed.
First and foremost, it could be confirmed that we can increase the relevance of
a comment by additively adding more structural features like sources, personal
story, etc. independent of the content of the comment. We also gained a deeper
understanding how additional characteristics like sources, personal story, exam-
ple, or alternative solution influence the perceived relevance of a comment. For
example, we can confirm that the user perceive a comment as more relevant just
by adding more than one personal story or source.

However, some results were unexpected and need further investigation. The
most unexpected result is that users perceive the threshold for when a comment is
relevant much lower than expected. Many user considered a comment as relevant
even if it only addresses the topic of the article. We assumed that a comment
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needs to state a position towards the topic and justify it to be considered relevant.
This is a very interesting result and needs to be investigated in more detail to
find out where the user draw the line for when a comment is not considered
relevant any more or whether this is to subjective to have a threshold here.

Most of the other not confirmed hypotheses focus much more on the details of
the structural characteristics like if a personal story is more relevant than sources.
Here, we expected that e.g. a personal story is considered more relevant than
sources because the personal story wraps a complex issue in a comprehensible
format that can be processed more easily.

Still, most of our key hypotheses were confirmed with a high significance. Our
main point was to see if we can increase the relevance of a comment by adding
more structural features like one or more justifications or making a justification
with e.g. a personal story more compelling.

As explained in Sect. 5, we are well are that our results are not completely
generalizable due to our limited worker sample and artificial setting. However,
we still gathered some valuable insights which help to develop a better intuition
regarding the structural aspects of comment relevance.

7 Conclusion and Future Work

In this study, we have conducted a survey with human participants about the
structural aspects of comment relevance in news agency comment sections. Our
results help to deepen the understanding of comment relevance and provide an
additional angle for the development of more sophisticated machine learning
and recommendation models. Most of our important hypotheses were confirmed
and we showed that we can increase the relevance of a comment additively by
adding more structural aspects like justifications. We were also able to improve
the justification of a comment by adding additional characteristics like personal
story, alternative, example, or sources.

However, some of our hypotheses were not confirmed, e.g. the threshold when
a comment is considered relevant is much lower as we expected. Second, we
tried to understand if there is an order between how much relevance the addi-
tional characteristics could add to the relevance of a comment. For example, we
assumed that a personal story makes a comment more relevant than sources.

Nevertheless, this does not automatically mean that there is no just order,
but more research is needed here. In future work, we will refine our results and
investigate the hypotheses that were not confirmed. Here, it will be of great
interest to understand if there exists a threshold for a comment to be consid-
ered relevant or if this is too subjective. Another interesting aspect will be to
investigate the additional characteristics in more detail.

Yet, with the results that confirmed our hypotheses, we can use these new
insights in comment relevance for the development of future comment recom-
mendation algorithms that consider both content and structural aspects for the
recommendation.
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Chapter 6

Bringing Everything Together – Developing
A Comment Recommendation Model

In this chapter, we give an overview about the contributions and impact of our paper Steimann
and Mauve (2025):

Jan Steimann and Martin Mauve.

“What Do Other People Think About This? Recommending Relevant and Divers User
Comments in Comment Sections”

Manuscript submitted for publication

6.1 Summary

This paper serves as the cornerstone of this dissertation, building upon all preceding publica-
tions within it. We present a model to tackle the novel recommendation task as detailed in
Steimann et al. (2022). The model generates recommendations that are not only pertinent to
the user comment but also offer a broad range of perspectives.

To achieve this, the recommendation model advances the basic model outlined in Chapter 3,
which uses semantic similarity to derive suitable recommendations. It builds on this by integrat-
ing structural features from relevant user comments discussed in Section 5 and is implemented
using the open-source framework described in Section 4.

The initial section of the paper provides motivation for the necessity of such a recommendation
system. Following this, various publications that explore similar research methods are exam-
ined, and it is clarified how this research approach fits into the current body of research and
how it will enhance it.

Section 3 of the paper delves into the model’s specifics. Initially, the purpose and range of ap-
plication are outlined to clarify its use-case scenarios, alongside a discussion on its constraints
and ethical implications. Given these considerations, it is emphasized that this recommenda-
tion model serves as a provisional phase in the journey towards creating a publicly accessible
model.
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Subsequently, the core concept is explained regarding how the model derives its recommen-
dations through the use of a recommendation score. The following section then delves into
a thorough explanation of how this recommendation score is determined and the specifics of
the model’s implementation. In this section, we learn that the model expands on the two-step
method outlined in Steimann et al. (2022). This approach is aimed at minimizing the potential
comment candidate set to improve retrieval speed. The model leverages the specified keywords
from the article where the user’s comment is located to discover topics and articles aligned
with the article’s theme. Afterwards, sub-discussions from these articles are identified that
fit the user comment thematically by utilizing short text clustering. Through this clustering
procedure, thematically relevant comments to the user comment are identified. Finally, the
relevance and position of the comments are evaluated to assess their suitability as a recom-
mendation. This process incorporates structural aspects from Steimann et al. (2024) alongside
other machine learning approaches such as stance detection and emotion classification, among
others.

Subsequently, we evaluate the recommendation model against a random baseline. The findings
show that the model surpasses the random baseline but also point out challenges needing further
investigation. The paper concludes by summarizing and offering a future work outlook.

6.2 Personal Contribution

As discussed in Section 5.3, Jan Steimann conceived the idea of utilizing structural elements
to evaluate the relevance of user comments. He extended this concept into a recommendation
model by incorporating various viewpoints through techniques such as stance detection, sen-
timent and emotion analysis, and the consideration of the news outlet hosting the comments.
He implemented this model with the framework described in Section 4 and created the web
application for testing the recommendation system. He also carried out the user evaluation.
Furthermore, Jan Steimann has written the paper. The formulation of the ideas for the recom-
mendation model and user study was improved through discussions with Martin Mauve, who
also reviewed the draft of the manuscript.

6.3 Importance and Impact on this Thesis

The model introduced in this chapter represents the culmination of the previous publications
contained in this thesis. To the best of our knowledge, it is the first paper to present a selection
of relevant user comments offering a range of viewpoints on a given comment in comment
sections of news agencies. Alongside the initial publication examined in Chapter 3, it proposes
the first model addressing the task described in Steimann et al. (2022). This task aims to
enhance current research on comment recommendation by delivering diverse perspectives to
users engaged in public discourse. Nonetheless, it is crucial to recognize that this model is only
a temporary stage in the journey toward creating a functional public-facing model, as various
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challenges, such as preventing the spread of misinformation and the restriction to a limited
range of topics, still need to be addressed.
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Abstract
Online news platforms’ comment sections allow individuals to en-
gage in public discussions. People, however, often visit the website
of online news agencies that conform to their political beliefs. Con-
sequently, this results in limited encounters with opinions differing
from their own, restricting exposure to diverse viewpoints. How-
ever, encountering a variety of perspectives is essential for forming
well-rounded opinions. In response, we propose a novel comment
recommendation model that offers a selection of diverse viewpoints
related to a given user comment. Our aim is to address the question
"What Do Other People Think About This?" by exposing users to
viewpoints they might not normally encounter.
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1 Introduction
Over the years, the way people interact with news and articles has
evolved. Historically, the majority of people passively absorbed
news content, with only a small number taking the initiative to
compose a letter to the editor to express their views regarding the
article.

With the advent of the Internet, this dynamic has shifted. People
are now able to effortlessly share their opinions about the article’s
subject in the comment section. This shift converts individuals

Authors’ Contact Information: Jan Steimann, jan.steimann@hhu.de, Heinrich-Heine-
University, Düsseldorf, NRW, Germany; Martin Mauve, Heinrich-Heine-University,
Düsseldorf, NRW, Germany.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
© 2018 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM 1557-7368/2018/8-ART111
https://doi.org/XXXXXXX.XXXXXXX

from passive consumers into active contributors, enabling them to
participate in public discourse. They can voice their viewpoints and
also explore new perspectives that theymight not have encountered
otherwise.

Yet, as shown by [Flaxman et al. 2016], many individuals act
as they would in conventional offline environments, often going
straight to the homepage of their preferred news source, which
restricts their exposure to diverse perspectives. Even when indi-
viduals do not engage in public discourse and merely read, they
encounter a limited viewpoint on the subject.

Additionally, this novel method of communication introduces
not only benefits to public discussions but also fresh challenges.
On one hand, allowing everyone to engage in public debates can
quickly make discussions overwhelming because of the influx of
comments that may be generated. It is frequently the case that an
article attracts several hundred comments, or even a few thousand,
particularly if it pertains to a controversial subject. In this scenario,
recommendation systems can assist users in locating the most
relevant comments for them or the discussion.

On the other hand, just recommending the most relevant com-
ments of a discussion is hardly enough to foster the public discourse.
As research suggests, the effective functioning of a democratic soci-
ety depends greatly on its citizens having access to a broad spectrum
of news and perspectives [Joris et al. 2020].

Our objective is to advance the field of comment recommenda-
tion by assisting users in forming opinions using a wider range of
viewpoints on topics they care about. Unlike conventional recom-
mendation systems that align with a user’s interests or behavior,
our goal is to present users with a diverse set of perspectives on
discussion topics, thereby facilitating their own opinion develop-
ment. This study introduces our recommendation model, which
suggests comments drawn from various discussions and distinct
communities, depending on the comment currently being engaged
with by the user. The central question we address is:What Do Other
People Think About This? This research aims to supplement the
existing work, which is elaborated upon in Section 2 on related
work.

2 Related Work
Several research paper on content recommendation for news agen-
cies have highlighted the role of personalized systems in helping
users manage the large volume of online content. While recom-
mending news articles tailored to user interests is a well-known
application [Li et al. 2010; Liu et al. 2024], recommendation sys-
tems can also enhance user engagement in public debates, allowing
users to find discussions they are interested in [Risch et al. 2020;
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Shmueli et al. 2012]. Neural networks have been developed to pre-
dict users’ commenting behaviors by learning embeddings for users
and comments [Risch et al. 2020]. However, managing the sheer
volume of comments remains a challenge. Solutions include models
that rank comments based on user preferences, using similarity of
viewpoints [Agarwal et al. 2011], and systems that identify construc-
tive contributions to aid moderators [Park et al. 2016; Waterschoot
and van den Bosch 2024]. These systems use classifiers, readabil-
ity measures, and relevance to help moderators approve, reject, or
highlight comments, with feedback mechanisms to improve future
performance.

An alternative method involves presenting the results directly
to the user by ordering the comments according to their level of
constructiveness or relevance to the discussion [Kobayashi et al.
2021; Kolhatkar and Taboada 2017; Kolhatkar et al. 2020; Mahajan
et al. 2012; Uribe et al. 2020].

[Kolhatkar and Taboada 2017] uses a dataset comprising NY-
Times Picks comments, recognized for quality and novelty, com-
pared against negative examples from the Yahoo News Annotated
Corpus. It tests SVMs and LSTMs, achieving F1 scores of 0.84 and
0.81, respectively, indicating the potential for automated identifica-
tion of constructive comments. [Mahajan et al. 2012], for example,
employs a logistic regression model with word and topic features
to predict comment ratings, aiming to sort and recommend the
top-N comments. However, the authors caution that focusing solely
on constructiveness might result in recommending redundant and
one-sided comments.

Therefore, diversity of viewpoints should not be viewed asmerely
an optional feature for recommending comments; it is a vital com-
ponent that warrants consideration. According to [Joris et al. 2020],
the need for a diverse range of news and opinions has been ac-
knowledged by policymakers in various official documents, and
enabling citizens to access these diverse perspectives is crucial for
maintaining a democratic society. [Zerback and Schneiders 2024],
furthermore, demonstrated that readers of news greatly value di-
verse arguments within news content.

Numerous research methodologies acknowledge the significance
of diversity and strive to embed it as a feature within their models.
[Mullick et al. 2019] addresses this by proposing that the comment
section beneath a news article hosts multiple smaller discussions,
each related to different parts and topics of the article. To account for
this, they have developed a deep neural network capable of linking
new comments to specific sections of the news piece. By correlating
comments with specific sections, users can obtain a comprehensive
overview of the various discussions occurring in the comment sec-
tion, thereby illuminating different facets of the topic. Nevertheless,
the authors acknowledge this method as merely an initial step, not
resolving all challenges. For instance, a comment might be relevant
to several paragraphs, and seeing comments linked to a specific
paragraph can still overwhelm users if it includes numerous similar
viewpoints. Thus, implementing a recommendation system to rank
comments and ensure diverse perspectives remains essential.

Other research approaches try to connect the comments from
different sources to provide the users with a more diverse set of
opinions.

[Kim et al. 2021] explores an approach to present multiple view-
points on a subject using Hagendas, which combine hashtags and

agendas. This method enables users to engage in related discus-
sions across diverse platforms such as comment sections and social
media. The authors’ goal is to link these conversations by tagging
new comments with keywords that are automatically generated
from the article’s headline and opening sentence. This way, users
can view all comments related to a particular hagenda and examine
all the opinions tied to the chosen keyword. The study by [Kim
et al. 2021] introduces an engaging method to link comments from
diverse origins. Despite this, they encounter challenges akin to
those noted by [Mullick et al. 2019], specifically concerning the
vast number of comments potentially linked to a particular agenda.
Users are restricted to examining broad topics such as US or espi-
onage, which are likely to accumulate thousands of comments. As
a result, a comment ranking system is necessary to manage this
abundance and maintain a variety of perspectives.

Another method is described in [Risch et al. 2021]. In a manner
similar to [Kim et al. 2021], the researchers offer a variety of per-
spectives by organizing comments from numerous news sources
into a graph structure, which is then displayed to users through a
custom-made user interface. The connections are established based
on topical similarity along with additional comment features.

The focus of [Risch et al. 2020] and [Kim et al. 2021] is on the con-
nection and exploration of comments from different news agencies
and media sources through tailored user-interfaces.

Alternative research methods, such as those in [Chen et al.
2019a,b], have tackled the issue of diversity by offering various
standpoints for a particular claim, backed by evidence. [Chen et al.
2019b] introduced the innovative task of substantiated perspective
discovery, which involves multiple sub-tasks (Perspective Extraction,
Perspective Stance Classification, Perspective Equivalence, and Ex-
traction of Supporting Evidences) and provided a dataset comprised
of claims, perspectives, and evidence. Subsequently, [Chen et al.
2019a] expanded on [Chen et al. 2019b] by presenting a web-based
interface for the dataset from [Chen et al. 2019b], enabling users
to query a claim and receive perspectives with evidence either
supporting or opposing it.

As we have seen, research provides a variety of different ap-
proaches to aid users navigate the online news landscape. Users
can explore news articles and comments, query various claims
and obtain evidence-backed perspectives, and identify the most
constructive comments in a discussion.

Where we want to focus our research is the questionWhat do
other people think about this comment? Prior work, such as [Chen
et al. 2019a,b], employs a method akin to ours by offering varied
perspectives on a given claim. However, our focus and methodology
differ. Unlike [Chen et al. 2019b], which sources perspectives from
debate websites about a claim, we concentrate on user comments
found in news article comment sections which are often less orga-
nized. While debate arguments and comments share similarities,
they often differ in style—formal debates often feature more struc-
tured arguments. Though similar structured comments can be found
in comment sections, users there usually focus more on personal
viewpoints related to the article’s subject and less on providing a
sophisticated rebuttal for the argument of a previous comment. We
aim to capture these detailed arguments like [Chen et al. 2019b]
and, in addition, find opinions of readers on the topic supported by
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a personal view. In contrast to us [Chen et al. 2019b] emphasizes
more on extracting well-supported arguments for specific claims.

Work like [Kim et al. 2021] and [Risch et al. 2021] which try to
connect comments from different sources and by this incorporating
different points of views as well, adopt also a comparable method
to our approach. Nevertheless, they emphasize the overview and
exploration aspects more than we do. Our aim is to offer users an
in-depth perspective in the discussion with different viewpoints for
the given comment at hand and therefore provide a complement to
this exploration research. Our aim is to help users form informed
opinions by offering various viewpoints from diverse communities
regarding the comment that captivates the user.

3 Recommendation Model
In this section, we explore the functionality of the recommendation
model1. Initially, we provide a general summary of its aim and
limitations, followed by an in-depth examination of its specific
components.

3.1 Aim/Scope of the model
Our model is intended for usage in the comment sections of news
articles where users engage in discussions about the article’s con-
tent. Its purpose is to compile an overview of the diverse view-
points about an argument or opinion presented by another com-
menter. When readers encounter a comment that piques their inter-
est—referred to hereafter as user comment—they might be curious
about alternative views regarding it. This is where our model is
beneficial. It examines the user’s selected comment alongside the ar-
ticle’s keywords to pull relevant comments from a database, which
includes inputs from various articles and news sources addressing
the same topic. The model provides an array of comments that
either support or challenge the position of the user comment, deliv-
ering a spectrum of perspectives for a more informed understanding
of the discussion at hand.

3.2 Limitations of our model / Ethical
Considerations

After addressing the model’s objectives in Section 3.1, it is crucial
to highlight its limitations and potential ethical concerns. Due
to existing technical constraints and ethical factors, our model
is presently unsuitable for the public. However, it represents a
important step toward developing a widely applicable solution.

Firstly, we should examine the technical constraints. Our rec-
ommendation system utilizes diverse machine learning models to
evaluate distinct aspects of articles and comments. These models,
such as stance detection, continue to undergo extensive research.
We will detail the specific models we employ in the following sec-
tions. Currently, our system is restricted to topics these models
have been trained on, and our future efforts will concentrate on ex-
tending recommendations to encompass a broader range of topics.

Secondly, our model does not distinguish between authentic and
fake information. At present, it identifies comments that discuss
the same subject as the user comment, offering an argument for
their position and presenting various perspectives on the topic. As
1Implementation(anonymized): https://anonymous.4open.science/r/What-Do-Other-
People-Think-About-This—Recommendation-Model-16E4

a result, the model might retrieve misleading recommendations
that contribute to the spread of false information on topics such
as climate change and abortion. This could aid the spread of mis-
information, given that [Dixon and Clarke 2013] has shown how
presenting debunked information on the same level with verified
facts can lead to an impression of false balance. Such practices might
amplify readers’ doubts about certain topics. Hence, a mechanism
is required to clearly indicate that these pieces of information do
not hold the same value.

We plan to tackle this issue in future studies using multiple
strategies. One proposed method involves continuing to suggest
arguments that might contain harmful information, while simul-
taneously providing fact-checking and marking these statements
as probably false information, along with sources explaining why
they are labeled this way. This strategy to promote diversity in
online discussions is the logical extension of our current approach
and the work by [Zerback and Schneiders 2024] to help users build
a well-founded opinion, as it reveals all perspectives on a subject
while highlighting misinformation.

3.3 How does the model work?
3.3.1 Basic concept of the model. As previously described, the
model suggests a variety of perspectives from various sources and
communities related to a user’s comment of interest. An initial
solution might be to construct a labeled dataset and train a ma-
chine learning model to address this issue. This approach has been
demonstrated to be effective and has been employed by numerous
researchers, as discussed in Section 2. However, we have chosen an
alternative approach for the following reason. It is challenging to
find appropriate labels for this problem. We aim to identify relevant
recommendations for a given comment that offer divers perspec-
tives on the comments position. However, there may be several
potential recommendations that qualify as appropriate. Employ-
ing a fixed label or answer set for the model might be to overly
restrictive on the range of feasible answers. A model that suggests
appropriate comments, yet not the anticipated ones, would be dis-
regarded even if it offers valid responses.

Futhermore, we opted to break down this challenging problem
into smaller, more manageable tasks. Upon closer examination, we
discern two distinct tasks, which we subsequently divide into even
smaller components to discover feasible solutions.

The initial challenge is to identify the comments most pertinent
to the context of the specified user remark—these are comments
that offer a position along with robust reasoning on the user’s
topic. However, merely pinpointing the most pertinent comments is
insufficient. As pointed out by [Mahajan et al. 2012], focusing solely
on locating the most relevant comments may lead to suggesting
only repetitive or similar perspectives. Consequently, the second
challenge is to ensure that, in addition to identifying the most
relevant comments, these comments also need to present diverse
perspectives on the topic at hand.

Relevant Comments. The initial question to address is: How can
we determine whether a comment is relevant to a specific user com-
ment? To tackle this, we have created a recommendation score,
calculated as the product of the semantic similarity between
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the user’s comment and the potential comment, along with the
relevance score of the potential comment.

𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑎𝑡𝑖𝑜𝑛_𝑠𝑐𝑜𝑟𝑒 = 𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐_𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 × 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒_𝑠𝑐𝑜𝑟𝑒

The relevance score is based on [Steimann et al. 2024] and
depicts the argumentative quality of the comment based on its
structural features. We will later explain the score in more detail.

Diverse Set of Viewpoints. The second issue we encounter is the
array of diverse perspectives. Our task is to identify comments
that are relevant to a specific user comment while also presenting
varied viewpoints. To achieve this, we form candidate sets from
articles that cover the same subject as the one where the user com-
ment was originally posted. These sets are compiled using labels
derived from machine learning techniques such as stance detection,
sentiment, or emotion classification. For instance, implementing
stance detection results in two groups: one comprising comments
with a positive stance and another with a negative stance on the
article’s topic. Subsequently, we rank these groups based on the
recommendation score of the comment candidates, select the N
most pertinent comments from each group, and merge them into a
single set. This unified set thus represents the most relevant and
diverse perspectives for the given user comment.

3.3.2 Input and Output of the Recommendation Model. To provide
recommendations, the model needs two inputs: the user comment
and the keywords associated with the article where the comment
has been posted. These keywords encapsulate the article’s primary
subject, narrowing the focus for recommended comments. This
approach greatly reduces the time required to produce recommen-
dations. More information will be presented in the subsequent
subsection.

3.3.3 How the model works in detail. In Section 3.3.1, we explained
that our model finds relevant comments by assigning a recom-
mendation score to each comment candidate which is based on
semantic similarity to the user comment and the relevance score
of the candidate itself. However, evaluating every possible user-
comment candidate pairing in the system is impractical, effectively
rendering the system unusable. For this reason, we streamline the
selection of comment candidates by first narrowing down the set of
candidates by using comments from articles on similar topics before
computing the recommendation score. We identify these articles
through the keywords of the article where the user’s comment is
placed. This strategy follows the model suggested by [Steimann
et al. 2022].

In order to accomplish this, we create nodes in the database,
as seen in Figure 1, for each article and associate them with topic
nodes representing the article’s keywords. A unique topic node is
generated for every keyword. When a new article is introduced,
we check if a relevant topic node already exists for each keyword.
If it does, the article node is linked to the existing topic node. For
retrieval, we search for pertinent topic nodes by using the keywords
submitted with the article, incorporating nodes with keywords that
are semantically similar2. Afterward, we fetch all article nodes

2In this work, we adopt the samemethodology as described in [Steimann et al. 2022] for
determining semantic similarity throughout all steps. We utilize the all-mpnet-base-v2

Topic 1

Article 2Article 1

Cluster 1 Cluster 2

Comment 1 Comment 2 Comment 4 Comment 5 Comment 6

Comment 3 

Cluster 4

Figure 1: Within the database, the hierarchy begins with
the Topic node (orange), linked to the article nodes (yellow),
which in turn connect to the cluster nodes (pink), and these
are ultimately linked to the comment nodes (green).

from the database that are associated with these topic nodes and
further refine this collection by retaining only those articles whose
keywords are sufficiently semantically similar to those of the user’s
article. This approach allows us to effectively narrow down the
potential comment pool.

We can further narrow down this pool by implementing extra
preprocessing measures. We assume that the focus of a discussion
evolve over time, introducing new facets of the subject. Take, for
instance, a discourse on solar power; it may initially concentrate on
the requisite infrastructure, but eventually broaden to encompass
other subjects such as alternative energy sources like wind and
nuclear power. Consequently, if a user’s comment is centered on
infrastructure matters, comments extolling the benefits of nuclear
power are deemed less pertinent. To manage this, we establish
a linking cluster node to bridge articles and comments, ensuring
all related comments from a specific sub-discussion are grouped.
The cluster node is characterized by the most defining terms from
the comments within the cluster. During preprocessing, we utilize
the short-text clustering algorithm from [Yin and Wang 2014] to
formulate comment clusters in the import phase of an article. The
clusters that possess comments fitting for the candidate pool are
identified by evaluating the semantic similarity between the vector
embedding of the user comment and that of the cluster representa-
tion.

Prior to explaining how we select the candidates from the can-
didate set using the recommendation score, we address another
challenge that our model tackles. As outlined in Section 3.1, our
goal is to present a diverse set of relevant comments to the user,
offering varied perspectives on the user’s input. To achieve this, we
experimented with machine learning tasks such as stance detection,
sentiment and emotion classification and also points of view based
on the news agency where the comment was posted. For stance
detection, as well as sentiment and emotion classification, we uti-
lized the model from [Li et al. 2021]. The model was trained with

model from the sentence-transformers package[Reimers and Gurevych 2019] to embed
the texts and calculate the cosine similarity between vectors.
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the corresponding datasets from [Li et al. 2021] for stance detec-
tion, [Saravia et al. 2018] for emotion and [Rosenthal et al. 2017]
for sentiment classification. During the preprocessing phase, we
applied different methods to determine the stance of the comment
on a topic and classify its sentiment or emotion. Subsequently, we
created distinct nodes in the database based on the comment’s label,
such as ProComment, PositiveComment, or AngerComment.

These labels are subsequently utilized to evenly extract com-
ments for each label provided by the machine learning model from
the clusters identified earlier. Consequently, for stance detection,
we have two candidate sets: pro and contra comments which are
then sorted each according to the recommendation score. We then
select evenly from both sets the comments with the highest recom-
mendation score to form the final recommendation set, ensuring
the most relevant comments with diverse perspectives are included.

The remaining inquiry is: How can we calculate the recommen-
dation score exactly?

As outlined in Section 3.3.1, we determine the recommendation
score by multiplying the semantic similarity between the user com-
ment and the potential comment with the relevance score of the
comment candidate itself. The semantic similarity is calculated sim-
ilarly to the previous step, using the cosine similarity of the vector
embeddings of both the user comment and the comment candidate.

The relevance score of the comment itself, is computed during the
preprocessing when the comment is imported in the database. The
score is based on [Steimann et al. 2024] and depicts the relevance
of the user comment determined by its structural aspects.

𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒_𝑠𝑐𝑜𝑟𝑒 = 𝑟𝑒𝑎𝑠𝑜𝑛_𝑠𝑐𝑜𝑟𝑒+𝑠𝑜𝑢𝑟𝑐𝑒_𝑠𝑐𝑜𝑟𝑒+𝑝𝑒𝑟𝑠𝑜𝑛𝑎𝑙_𝑠𝑡𝑜𝑟𝑦_𝑠𝑐𝑜𝑟𝑒
The reason score evaluates how confidently a comment can be de-

termined to contain a reason. This assessment employs the model
described in [Feger and Dietze 2024], which classifies tweet ar-
guments into four categories: Statement, Reason, Notification, or
None. In our study, this model aids in discerning whether a com-
ment presents a statement or reason by applying the probability
score for categorization.

The source score employed a straightforward regular expression
to determine if a comment includes a URL, typically indicating an
external source reference. A binary score was applied: if a URL was
present, a 1 was added to the relevance score; otherwise, a 0.

The personal story score utilizes a model to assess whether a
given text contains a personal story, leveraging the model from
[Falk and Lapesa 2022]. Like the reason score, the certainty score
whether the given comment contains a personal story or not is
contributed to the relevance score.

4 Evaluation
In the following section, we evaluate the effectiveness of our rec-
ommendation model by examining its performance and recommen-
dation quality. We asked participants to evaluate the quality of the
model’s suggestions to get an impression of our models capabilities.
They were tasked with comparing recommendations for a chosen
comment C from our database with random comments from the
same articles where C appeared. This procedure was conducted
for six distinct comments, spanning two news sources and three
topics.

4.1 Evaluation Design
Our experimental design to evaluate the effectiveness of our model
encountered significant challenges. To the best of our knowledge,
apart from [Steimann et al. 2022], this is the initial attempt to pro-
pose comments based on other comments to present varied view-
points. However, [Steimann et al. 2022] presents just a preliminary
evaluation without supplying a benchmark for comparison. As a
result, a baseline for benchmarking is missing. Consequently, simi-
lar to earlier studies like [Mahajan et al. 2012], we used a random
baseline as a reference and like [Kim et al. 2021] asked participants
to rate the quality of our recommendations. Early assessments by
the authors revealed that reviewing recommendations based on
a sufficient volume of user comments was time-consuming and
mentally taxing due to the vast amount of text requiring evaluation.
Consequently, each participant could only review a limited number
of user comments. Furthermore, as explained earlier there is no
labeled dataset available for our evaluation. Moreover, as discussed
in Section 3.3.1, we tackle a complex problem involving different
aspects, such as determining the relevance of a comment as a recom-
mendation for the user comment and ensuring it offers a different
viewpoint—all of which complicate establishing a single numerical
value to judge the quality of the recommendations.

For these reasons, we decided to evaluate the recommendations
in two distinct phases. The first phase tackles the relevance issue
outlined in Section 3.3.1, assessing whether individual comments
suggested by the model are relevant to the user’s comment. Partici-
pants review each recommended comment one by one, determining
its relevance to the user comment. A recommended comment is con-
sidered a good recommendation if the comment provides a logically
coherent argument with respect to the user comment provided. The
second phase focuses on whether the model suggests comments
offering different perspectives on the user comment. Participants re-
evaluate all comments they previously assessed to determine if the
collective comments represent more diverse viewpoints compared
to a set of comments randomly drawn from the article where the
user comment appears. For this, we present the recommendations
by the model as a set and the randomly drawn recommendations as
a separate set and ask the participants to rate which set contains a
more diverse set of opinions. This means e.g. in a discussion about
electric cars the set should contain comments in favor and against
them.

For the evaluation, we have developed a web application3 so that
participants can participate from home or anywhere they like.

4.2 Dataset
To fill the database where we draw the recommendations from we
used on the one hand a dataset 4 with comments and article from
the New York Times from January to May 2017 and January to
April 2018. It consists of 2 million comments and 9000 articles.

As outlined in Section 3.1, our goal is to offer diverse perspectives
on user comments. To counterbalance the New York Times with
perspectives from different communities we aimed to incorporate

3https://anonymous.4open.science/r/What-Do-Other-People-Think-About-This–
Evaluation-Application-74F8/
4Link: https://www.kaggle.com/datasets/aashita/nyt-comments Accessed 01.10.24
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comments from different sources, such as FoxNews5. However,
many outlets, including FoxNews, have disabled their comment
sections and shifted discussions to social media like X6, formerly
Twitter [Nelson et al. 2021]. To the best of our knowledge, no
dataset exists containing both comments and news articles from
FoxNews or a comparable news outlet which are necessary for our
model. We also choose not to use comments extracted from social
networks because this is a similar but still different medium that
results in distinct writing style and commenting behavior [Ben-
David and Soffer 2019]7[Rowe 2015]. Consequently, we opted to
compile a dataset using comments from Breitbart8. It is crucial
to note we recognize the need for cautious use of Breitbart due
to its frequent dissemination of misinformation and hate speech.
As elaborated in Section 3.2, our model is not currently suitable
for real-world application. In Section 5, we will discuss ideas for
handling false information and hate speech. Currently, our aim is
to assess whether our model can offer pertinent comments that
engage with the positions expressed in user comments and provide
alternative viewpoints.

For this experiment, we extracted 135 articles for the topics of
Donald Trump, Abortion, Jobs and Labor, Presidential Race 2024,
Climate Change, and from around the world with 159323 comments
from Breitbart.

4.3 Experiment
For the evaluation process, we selected six user comments from
our database. Participants assessed the recommendations produced
by our model for these comments in contrast to randomly drawn
comments from the same article where the user comment has been
posted. The topics of interest were Donald Trump, Abortion, and Cli-
mate Change because some machine learning models utilized in this
study, such as stance detection, were specifically trained on these
areas, as explained in Section 3.2. We balanced the representation
of comments from both news organizations on each topic. Clear
criteria were established to select appropriate comments, ensuring
transparency in the selection process while excluding those unsuit-
able for recommendation, such as comments that were off-topic,
displayed incoherent topic shifts, or lacked a clear argument or
stance.

1. The comment should clearly align with one of the issues:
Donald Trump, Abortion, or Climate Change.

2. It must concentrate on a single topic without shifting focus.
3. The comment must present a clear and easy to understand

argument.

4.3.1 Demographics. The evaluation involved 11 participants form
the computer science department, including 4 women and 7 men.
Two participants needed to be excluded due to incomplete evalua-
tions. The remaining Participants’ educational backgrounds com-
prised 5 PhDs and 4 Masters degree. Age distribution included 1
participant aged 20-29, 7 aged 30-39, and 1 aged 50-59. Furthermore,
we should note that our sample of participants is not representative

5https://www.foxnews.com/
6https://x.com/
7This study was conducted with Israeli news websites. The results are therefore only
transferable to a limited extent. However, it provides evidence in favor of our argument
8https://www.breitbart.com/
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Figure 2: Histogram with percent values how many answers
considered the seen comment as a good recommendations
for our model vs. the random model.

for the population and our sample size is insufficient to assert the
universality of our findings. Further studies are needed.

4.3.2 Results. Our results9 indicate that our main hypothesis is
true and our model performs better than randomly drawn com-
ments for the same article where the user comment has been posted.

This applies to the relevance aspect of the recommended com-
ments as well as the variety of opinions. During the evaluation,
participants were tasked with rating the individual recommended
comments sequentially to determine if each comment was a suitable
suggestion for the corresponding user comment. Figure 2 illustrates
the percentage values of answers that assessed individual comments
as a good recommendation. It shows that our model’s recommenda-
tions for user comments with IDs 1-2 are considered equally good
to randomly selected comments, and for questions with IDs 3-6,
they are seen as significantly better. The average percentage for
model recommendations is 70.33(±13.79), while random recom-
mendations hold an average of 35.17%(±25.07%).

For the second aspect, as we aim to recommend a diverse set
of opinions. Participants were tasked with comparing two sets
which consist of the comments they had evaluated in the previous
step to determine if one offered a wider range of viewpoints. We
present the percentage values on how often our model was pre-
ferred over randomly selected comments. Participants could also
indicate if both sets were equally good or poor at showcasing dif-
fering perspectives. In this case, we counted this as if participants
had selected the random set. As seen in Figure 3, the results are
similar to the relevance results in Figure 2. We see that our model
performs very good for user comments with ID 3-6 like in Figure 2.
However, we also see a worse performance for the user comments
with ID 1 and 2 in comparison to Figure 2. The randomly drawn
recommendations have been perceived as more diverse than our
recommendations. The average percentage for the preference of
our model over random regarding diversity was 67.5%(±30.02%).

9https://anonymous.4open.science/r/What-do-other-people-think-about-this—
Evaluation-Results-05E4/
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Figure 3: Histogram with percent values for how often our
model was preferred over randomly drawn recommenda-
tions regarding the diversity of the recommendations.

As illustrated in Figures 2 and 3, the model performed on par
or worse than a randomly selected comment for user comments
with IDs 1 and 2, while it outperformed for the other user com-
ments. This observation is intriguing as comments with IDs 1-3
are from NyTimes articles, whereas the others are from Breitbart.
Further analysis in Figure 4 shows that for NyTimes comments,
the model’s performance lagged compared to Breitbart. For com-
ments from the NyTimes, 57% of random suggestions were rated
positively by users, with our model slightly outperforming at 69%.
In terms of diversity, our model performed equally to the random
baseline, being chosen by 52% of the answers. On the other hand,
for comments on Breitbart, 72% of our model’s recommendations
were rated as good compared to only 15% for random suggestions.
Furthermore, 85% of responses favored our model over random rec-
ommendations regarding recommendation diversity. Consequently,
our model shows particularly strong performance for Breitbart,
while it only marginally surpasses random suggestions from the
NyTimes on average. Nevertheless, as depicted in Figures 2 and 3,
the outcomes for NyTimes user comments differ significantly, espe-
cially between IDs 1 and 2 compared to ID 3. For ID 3, our model
beats random recommendations. This intriguing finding warrants
further exploration. We speculate that this discrepancy may stem
from the NyTimes’s more curated comment sections, which priori-
tize comment quality and attract an audience with a relatively high
percentage of college-educated individuals[Statista 2024]. Thus,
the proportion of high-quality contributions is likely greater. This
could clarify why our model excels more with Breitbart compared
to the NyTimes. Comment sections that are not curated provide
an excellent opportunity for our model to suggest valuable con-
tributions with varied viewpoints. Despite this, as demonstrated
by user comment with ID 3, our model remains beneficial even
in highly curated comment sections belonging to reputable news
organizations.

Additionally, we examined whether the perceived relevance of
our comments is influenced by the length of the suggested com-
ments. It might be assumed that lengthy comments are inherently

Breitbart NyTimes
News Agency
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Figure 4: Comparison of good recommendation for singe
comments and comparision of viewpoint sets for NyTimes
and Breitbart.

User Comment ID Stance Sentiment Emotion News Agencies
1 18.34 18.34 25.53 30.36
2 16.43 17.12 18.92 24.05
3 11.06 11.56 11.78 25.11
4 13.18 13.78 14.21 25.4
5 4.75 4.93 6.21 19.64
6 10.25 11.13 11.98 32.34

Table 1: Overview of performance assessment of the average
response times over 10 iterations per user comment and ma-
chine learning technique

seen as more pertinent compared to brief ones. Our findings indi-
cate that only 13% of short comments suggested randomly were
deemed relevant. In contrast, 59% of short comments recommended
by our model were considered relevant by participants. For lengthy
comments, 62% of those randomly suggested were viewed as valu-
able recommendations. Recommendations from our model were
perceived as relevant in 72% of the instances. This suggests that
longer comments are generally regarded as more pertinent, as evi-
denced by the random recommendations. Nevertheless, the results
also show the existence of relevant short comments, which our
model successfully identifies. In our assessment, comments with
fewer than 200 characters were categorized as short.

4.4 Performance Evaluation
In addition, we conducted a performance evaluation of the recom-
mendation model to assess its efficacy in generating recommenda-
tions (Table 1). For this purpose, we documented the response times,
measured in seconds, necessary to produce recommendations for
the user comments used in the participant evaluation. Evidently,
the stance detection model yielded the best performance with an
average response time of 12.34 seconds, while the sentiment- and
emotion-based methods followed with 12.81 and 14.77 seconds,
respectively. The news-agency based approach performed slightly
worse, but still very well with 26.15 seconds.
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4.5 Discussion
As far as we are aware, our model is the first recommendation
method for user comments specifically designed to offer varied
perspectives on specific user comments besides [Steimann et al.
2022]. We aim that our model serves as a complementary addition
to the current research detailed in Section 2, potentially aiding in
fostering public discourse and helping users to form a well-founded
opinion.

Our results indicate that our recommendation model outper-
forms randomly drawn comments from the same discussion where
the user comment has been posted. We are able to provide relevant
and diverse perspectives for the given user comments.

The findings imply that our model could evolve into one suitable
for real-world discussions. Nevertheless at present, its applicability
is limited to certain topics, and the quality of the recommendation
is inconsistent. For instance, the model handles comments from
Breitbart more effectively than those from the NyTimes. Further
investigation is needed to comprehend the reasons for these dis-
parities and to be able to provide recommendaitons for universal
topics.

Additionally, different problems need to be solved, such as the
possible promotion of false information and hateful ideas. We will
explain possible solutions for these in Section 5.

5 Conclusion and Future Work
In this paper, we proposed a novel recommendation approach for
user comment recommendation in the context of news article. Previ-
ous work in this field focused on finding the most relevant comment
in a discussion or provided tools and visualizations for an exporative
overview about different aspects of a discussion.

We want to provide a complementary take on this subject by
shifting the focus to the individual comments and ask the question
What do other people think about this comment?

We introduced our recommendation model, designed to suggest
comments from various articles and communities that align with
the user’s current interests. The purpose of this model is to help
users develop comprehensive opinions by providing exposure to a
range of perspectives they may otherwise overlook.

Our evaluation showed that our model outperforms the base
model, which is a random drawn comment from the same discus-
sion where the comment has been published the user is currently
interested in.

Although our model has shown promising results, it remains
an interim step. Currently, its applicability is limited to a specific
range of topics because themachine learningmodels employed have
been trained only on these areas. To achieve broader usability, this
limitation must be addressed. Since these machine learning topics
are still subjects of ongoing research, future efforts should focus on
exploring alternative approaches that offer greater generalization.

An essential concern for future research is that our current model
does not distinguish between misinformation and verified facts,
which can be particularly harmful in the public debate. We have
identified two potential strategies to address this issue. Firstly, false
information or hate speech should be identified and excluded during
preprocessing to prevent its recommendation. Secondly, rather than
removing these comments, they could be flagged with a warning

that indicates potential inaccuracy, along with references support-
ing this assessment. This second approach is particularly intriguing
as it educates users about diverse opinions while clarifying dis-
crepancies with e.g. scientific consensus without excluding other
peoples view.
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Chapter 7

Lessons Learned and Future Work

This chapter provides an overview where we revisit and analyze the key findings of this thesis,
demonstrating how they address the research questions posed in Chapter 1. Following this
examination, we consider directions for future research endeavors. Initially, we explore potential
approaches to tackle pressing issues such as model evaluation, constraints in topic coverage, and
suggestions for handling fake news. Subsequently, we deliberate on a broader scope, focusing
on other challenges and the strategies that might address them.

7.1 Lessons Learned

As detailed in Chapter 1, this thesis is a research project with a strong focus on practical
applications. Our goal is to explore the viability of a recommendation system tailored for
the comment sections of news platforms, addressing the main questions of this thesis: What
do others think about this comment? Given its application-oriented nature, our emphasis lies
in developing a model that not only ensures high-quality recommendations but also excels in
practical usability and retrieval effectiveness. We aim to establish the groundwork for future
research projects by introducing this novel recommendation task and examining the potential
models we can create with the existing research landscape. Through this exploration, we aimed
to set a benchmark and discern what is currently effective, highlighting areas where further
research should be directed.

Initially, we constructed a straightforward recommendation model rooted in semantic similarity,
detailed in Chapter 3. Within this chapter, we also formulated a strategy that serves as the
cornerstone for our work in Chapter 6 where we presented a recommendation model to select
fitting and diverse recommendations. Through this approach, we verified that we are able to
efficiently identify suitable recommendations for our task by utilizing semantic similarity and
the two-step retrieval technique outlined in the study.

In the subsequent phase, we improved our emphasis on the practical aspect of our research by
creating an open-source framework dedicated to the evaluation of prototypes of comment rec-
ommendation systems, as detailed in Section 4. This framework enables the rapid development
of prototypes suitable for both controlled laboratory environments and practical real-world ap-
plications. Through this framework, it becomes feasible to construct future recommendation
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systems with an emphasis on practical considerations, allowing convenient modifications to test
the model in various scenarios or with different e.g. user-interfaces for the recommendation
model. The framework provides a complete technical infrastructure for the recommendation
model, encompassing a database, and includes additional systems like a Web crawler to gather
comment sections from news sites for new data, along with an import script to add data to
the database.

In Section 5, we turn our attention to a crucial issue that must be resolved prior to developing
our recommendation model: assessing the relevance of user comments. To address this, we
decomposed the intricate question of How relevant is this user comment? into manageable sub-
problems. This approach was inspired by existing research on the relevance of user comments in
online discussions. As presented in Rowe (2015), the authors discuss several crucial components
of relevant user comments and examine these factors to understand the deliberative quality of
comments in a news outlet’s comment section compared to its Facebook page. By selecting
various aspects of this study, we conducted a user-study to determine how the presence or
absence of these structural attributes affects the perceived relevance of user comments. Our
findings do not reveal a definitive threshold for characteristics that universally determine the
relevance of a comment. Instead, the presence or absence of certain traits alters the perceived
relevance. This understanding enables us to formulate a recommendation score in chapter 6. By
leveraging the features discussed in Section 5, which can be computed during database import,
we streamline the retrieval process, thereby reducing computational complexity. However, it is
important to recognize that our results mainly give us a preliminary understanding of how users
view structural factors regarding the relevance of comments, primarily because the participant
sample size was limited.

In conclusion, we developed our recommendation model by leveraging the insights detailed ear-
lier in this section. We expanded on the findings from Chapter 3, employing semantic similarity
and a two-tier retrieval process to efficiently find semantically appropriate recommendations.
In addition, the insights from Section 5 and Section 4 were employed to compute a score that
determines the relevance of user comments independent of their context during preprocessing,
while ensuring the recommendations are timely and application-focused. Our findings suggest
that by integrating structural elements with various labels from other machine learning tasks
like stance detection or sentiment analysis, we successfully delivered recommendations that
evaluation participants regarded as both high-quality and diverse. Nonetheless, it is important
to acknowledge that our effective recommendations are confined to specific topics, attributed to
the reliance on pretrained machine learning models, and our model does not always outperform
the random baseline.

Summary of Key Contributions of This Thesis

1. We introduced the novel task aimed at recommending relevant and diverse comments
from comment sections for a specific comment that has captured the user’s interest.
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2. Our research demonstrated that a simple recommendation model, utilizing semantic sim-
ilarity alongside keyword based filtering, is capable of suggesting appropriate comments
in response to a user comment.

3. We can quickly create realistic prototypes of comment recommendation systems that
prioritize application-oriented objectives.

4. We gained insights into how structural features affect the perceived importance of user
comments, and this understanding assists us in evaluating a user comment’s relevance.

5. We successfully demonstrated that employing a model grounded in structural charac-
teristics, alongside well-known machine learning tasks like stance detection, sentiment
analysis, and emotion classification, is capable of generating promising initial outcomes.

7.2 Future Challenges And Possible Solutions

In the preceding section, we outlined the insights and accomplishments presented in this thesis.
Nevertheless, this marks only the initial phase in creating a universally accessible application
intended for public use. As detailed in the paper discussed in Chapter 6, this endeavor rep-
resents merely an intermediate stage towards developing a publicly usable recommendation
system. Along this path, we must confront various challenges, and we plan to explore poten-
tial solutions for these issues in this section. Initially, we will delve into problems which are
more important to address which are identified during this research and afterwards discuss
long-term objectives and concepts.

Problems and Possible Solutions

Some of the main open challenges of this thesis appeared during the development of the last
paper, described in Chapter 6.

The Evaluation It was very difficult to evaluate our recommendation model. As explained in
Chapter 6, we tried to solve the main challenge of finding revenant and diverse recommenda-
tions by dividing this task into more manageable sub tasks. In the paper, we obtain an insight
about the quality of our model by conducting an evaluation with participants who assessed the
quality of our recommendations in terms of relevance and diversity. However, this is hardly a
sustainable solutions for future developments of our model due to the fact that evaluations of
this kind are very time- and work-consuming, especially if we want to find representative re-
sults. Therefore, we need other ways to assess the quality of future recommendation models.

A possible solution might involve reevaluating our assumptions regarding dataset usage, taking
cues from the methodology outlined in Chen et al. (2019b). In that study, the authors introduce
a dataset designed to find perspectives regarding a specific claims. Their dataset includes labels
that consist of a collection of accepted perspectives, and they assess their models based on well-
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known precision and recall metrics. We could adopt a comparable strategy by creating a dataset
comprising user comments alongside corresponding recommendations. Moreover, to address
the concerns raised in Steimann and Mauve (2025) about omitted recommendation models that
propose appropriate comments absent in the expected recommendation set, we could consider
these approaches: firstly, assessing the viability of using a semantic similarity score to contrast
model-generated recommendations with our reference dataset; alternatively, investigating data
augmentation methods to broaden the spectrum of acknowledged recommendations in our
dataset using synonyms or paraphrases; or another intriguing idea could be to employ an LLM
to evaluate the recommendation models automatically, and if the outcomes are promising,
proceed to evaluate the model with actual users. However, the approach of developing a gold-
standard dataset for recommendations is only possible if we find a solution for another problem
first, the data basis.

Data Basis At present, our database lacks a fair representation of comments and articles from
various communities. We have an extensive collection of comments from the NyTimes1, but
only a limited amount of data from sources like Breitbart2. Balancing the NyTimes comments is
crucial. Thus, we need either an alternative data source or to acquire more Breitbart comments.
As noted in Chapter 6, caution is advised when using Breitbart due to minimal moderation
and frequent presentation of false information or hate speech. Complicating this is the fact
that many news platforms have disabled comment sections, opting for X(formally Twitter)3

(Nelson et al., 2021). Consequently, we must look for existing datasets or consider exploring
non-English languages. In Germany, numerous news platforms host vibrant comment sections
across the political spectrum. Considering the broader data available, examining German
comment sections might be a viable strategy.

Topic Limitations At present, our recommendation model, presented in Chapter 6, is limited
to three topics: Donald Trump, Abortion, and Climate Change, because it relies on pre-trained
machine learning models. This limitation poses a significant challenge that needs addressing.
There are multiple potential solutions for this issue. Primarily, we could concentrate on the
machine learning models employed and explore ways to generalize them. This could involve
training them with additional datasets or examining different research methodologies that
tackle these machine learning tasks. If achieving this is not possible in the foreseeable future,
an alternative approach would be to adapt our recommendation model by exploring other
methodologies to enhance diversity.

Recommendation of False Information As demonstrated by Dixon and Clarke (2013), the
dissemination of false information arises when misinformation is equally presented to verified
facts. Although their analysis centeres on articles, it is plausible to extend these findings
to comments to some extent. Consequently, as discussed in Chapter 6 regarding the use of

1https://www.nytimes.com/
2https://www.breitbart.com/
3https://twitter.com/
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Figure 7.1: An illustration showcasing a user interface designed for highlighting misinformation
along with the related justifications

Breitbart as a data source, this presents a challenge for us. We must develop strategies to
manage false information and harmful comments. In Steimann and Mauve (2025), we have
already outlined some concepts that we aim to elaborate on here. Primarily, we require an
automated system for assessing comments to identify misleading content and hateful comments.
Subsequently, we need strategies for handling these. Initially, it seems logical to omit such
content during database import; however, automatically filtering user opinions might hinder
user trust. This is especially true in communities where exposing individuals to a broader
spectrum of perspectives could be most beneficial.

Research by Zerback and Schneiders (2024) indicates that displaying diverse arguments can
enhance the credibility of online news by providing readers with a comprehensive array of reli-
able information for informed opinion formation. While these results pertain to news articles,
it is reasonable to suggest the potential applicability of this method to our approach, war-
ranting further investigation. Retaining contentious material while incorporating automated
fact-checking and reasoning techniques, as outlined in Guo et al. (2022), allows us to highlight
and explain the rationale behind labeling certain statements as misinformation, thereby fos-
tering user trust and dispelling false information. An example user-interface for this approach
is illustrated in Figure 7.1. Nevertheless, this issue transcends computer science; identifying
and justifying content is merely one aspect. It is equally crucial to discern which method
is most effective in elevating credibility and assisting users in shaping their opinions. Thus,
collaboration with the social sciences department to explore this further would be invaluable.
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Chapter 7 Lessons Learned and Future Work

User-Interface Besides the essential and imminent challenges previously discussed that must
be addressed to develop a universally applicable recommendation system, there are additional
compelling aspects that merit further investigation, such as the user interface. A notable area
of inquiry involves determining the optimal method of presenting the recommended comments.
Thanks to the REST API of our comment recommendation system detailed in Section 4,
we possess the flexibility to utilize various user interfaces. In Steimann and Mauve (2024),
we proposed the concept of a browser extension to display the recommended comments. A
limitation of this interface, however, is that presenting recommendations in a separate window
may cause them to appear disconnected from the comments they pertain to. Accordingly,
we could expand on this concept by e.g. configuring the browser extension to embed the
recommended comments directly into the HTML code, thereby rendering them within the
article’s comment section. Additional user-interface components can be envisioned, such as
offering more detailed information regarding various user comments on a distinct website,
along with information about the discussions in which these comments were posted, among
other possibilities. Conducting a user-study in this context would be valuable to observe the
impact of different user interfaces on the users.

Ration of Supporting and Opposing Views In future research, a noteworthy subject to
explore is the balance between supporting and opposing perspectives. Initially, one might
assume an equal distribution of supporting and opposing views is ideal. Nevertheless, this
assumption warrants scrutiny: If it doesn’t mirror the actual distribution, does it remain valid?
Moreover, should misinformation receive equal treatment as factual content if this represents
the actual ratio? These are pivotal questions that require thorough examination. Additionally,
much like tackling the challenge of misinformation, collaborating with experts in social sciences
could be beneficial.

Summary of Key Challenges And Future Projects

1. Evaluation: It is crucial to identify a method for thoroughly assessing our recommen-
dation model prototypes without the dependence on participant-based evaluations.

2. Data Basis: Enhancing our data basis is essential to ensure they adequately reflect a
diverse range of perspectives and topics, thereby optimizing the training and evaluation
phases of our models.

3. Topic Limitations: Addressing the current technical constraints of our model is
necessary. Primarily, this involves overcoming the restrictions to a limited number of
topics.

4. False Information and Hate Speech: We must develop effective strategies for man-
aging false information and hate speech, aiming to maintain a balanced representation
of opinions while preventing the equal promotion of misinformation alongside factual
content.
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7.2 Future Challenges And Possible Solutions

5. User-Interfaces: Exploring the impact of various user-interface designs on how users
perceive the quality of recommendations holds considerable interest and warrants further
investigation.

6. Opinion Ratio: Examining the best proportion for showcasing various perspectives on
a specific comment is an engaging research question that warrants further exploration.
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Chapter 8

Conclusion

In this thesis, we explored the problem of discovering appropriate comment recommendations
for a user’s current comment of interest. To address this, we examined potential ways to de-
velop models that can be formulated given the existing research landscape, emphasizing the
application-focused aspect described in Chapter 1. In pursuit of this, we tackled several chal-
lenges, such as efficiently identifying thematically relevant recommendations. We also created
an open-source software framework designed to facilitate the swift development of recommen-
dation system prototypes, further considering the application-oriented focus. Furthermore, a
user study was carried out to evaluate the impact of structural elements on the perceived rele-
vance of comments in comment sections. Ultimately, a recommendation model was developed,
synthesizing and expanding upon the findings of prior work.

During the work for this thesis three paper were accepted and published in peer-reviewed con-
ference proceedings: Steimann et al., 2024, 2022; Steimann and Mauve, 2024. Furthermore, the
latest paper presenting the recommendation model (Steimann and Mauve, 2025) is currently
submitted to a conference.

As described in Chapter 1, a key achievement of this thesis was to lay the foundation along
with the identification of challenges and future directions. In this thesis, we address multiple
challenges in creating a recommendation model. The fruition of these endeavors is presented
in Chapter 6, where we introduce an initial model that delivers relevant and varied insights on
user comments.

8.1 Future Work

As discussed in Section 7.2, we have pinpointed several principal challenges that must be
tackled in forthcoming research to enable our system’s widespread usability. Primarily, it is
crucial to explore improved and more efficient methodologies for assessing new iterations of
our model. Additionally, we must confront the inherent constraints of the model, such as
the topic limitation. Beyond these urgent issues, there are numerous intriguing avenues for
further exploration. How should we tackle false information? What is the optimal ratio for
presenting opposing viewpoints? Which user interface maximizes effectiveness in displaying
recommendations? These queries, among others, warrant investigation in future work.
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Chapter 8 Conclusion

8.2 Closing Thoughts

In recent years, our focus has been on developing a system to enhance online discussions by
helping users form well-rounded opinions and also to foster a better mutual understanding by
providing access to diverse perspectives and personal experiences. During our research, we have
noted that current online debates frequently feature misleading information, personal attacks,
and in the case of Breitbart, blatant hostility toward political opponents. While we recognize
that our research cannot address or solve every problem encountered in online discussions,
we aspire to support users. Our study aims to enhance empathy in users or offer alternative
perspectives by illuminating the viewpoints of others on the matter.

The positive feedback received from visitors during the Night of Science1, where an early
version of our recommendation system was presented, confirms strong user interest in this
tool.

We fully recognize that in addition to the scientific challenges outlined in Section 7.2, there are
other hurdles to consider. For example, to offer this system to the public, continuous access to
leading news platforms and their comment areas is essential, allowing us to suggest topics of
current interest.

1https://www.nachtderwissenschaft-duesseldorf.de/en/night-of-science
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AI Tools Used In This Thesis

During this thesis, different AI tools were employed to assist our work. Initially, we utilized
Writefull2 on Overleaf3 to enhance phrasing and to identify grammar and spelling errors during
writing of our paper and this thesis. Furthermore, Phind4 served as an AI query tool for specific
questions regarding software libraries and frameworks, such as How Do I use multiple match
clauses in Neo4j Query?. Lastly, DeepL5 was applied for translating phrases between English
and German.

2https://www.writefull.com/
3https://de.overleaf.com/
4https://www.phind.com/
5https://www.deepl.com/de/translator
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