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Abstract

Excitation Energy Transfer (EET) is a widely used process in biomolecular struc-
ture analysis. Recent studies have proposed EET as a mechanism to improve
the stability, efficiency, and color properties of fluorescent and phosphorescent
organic light-emitting diodes (OLEDs). This mechanism involves the generation
of excitons on a dopant followed by Förster resonance energy transfer (FRET) to
a highly fluorescent emitter molecule. In order to study the EET properties of a
donor–acceptor system from a quantum chemical point of view, it is necessary
to calculate the photophysical processes in the individual molecules. For this
purpose, the semiempirical DFT/MRCI method was employed to compute the
excited state properties.
In addition to the desired long-range FRET process, also other transfer mecha-
nisms such as the short-range Dexter energy transfer can play an important role.
Therefore, in this work, the triplet–triplet EET extension of the singlet–triplet
excitation energy transfer (STrEET) program was tested for the first time. How-
ever, the Dexter energy transfer in the chosen spiran-linked anthrone-naphthalene
molecule is symmetry forbidden. Consequently, non-adiabatic coupling matrix
elements were calculated, yielding EET time constants in very good agreement
with the experiment. Despite the unsuccessful test of the EET software, a new
excited state energy dissipation pathway for this molecule was proposed.
At short intermolecular distances charge-transfer mediated EET can occur. To
account for this effect, Dyson orbitals, the overlap between wave functions with
different number of electrons, were implemented. An evaluation of the implemen-
tation showed that the energies of the charged states and thus the EET couplings
are very unreliable. However, Dyson norms were successfully used to reproduce
experimentally observed ionization probabilities in a series of oligophenylenes.
In another study, the STrEET program was utilized to calculate energy transfer
properties in a hyperfluorescent OLED. The excitonic coupling matrix elements
(ECMEs) were computed using the ideal dipole approximation (IDA) and monomer
transition density (MTD) approaches. Both methods show good overall agreement
and yield EET rate constants that are close to experimental values.
In addition, a new extension for triplet—singlet EET has been implemented to
the STrEET program. Again, the ECMEs obtained with the IDA and MTD
approaches agree very well for a system of smaller size molecules. This extension
can also be applied for larger molecular systems, making it available for the
calculation of phosphor-sensitized OLEDs.





Zusammenfassung

Anregungsenergietransfer (EET) ist eine weit verbreitete Methode in der biomoleku-
laren Strukturanalyse und als Mechanismus vorgeschlagen, um die Stabilität,
Effizienz und Farbeigenschaften von organischen Leuchtdioden (OLEDs) zu
verbessern. Dabei werden Exzitonen an einem Dotierstoff erzeugt, gefolgt von
einem Förster-Resonanz-Energietransfer (FRET) auf ein stark fluoreszierendes
Molekül. Um die EET Eigenschaften mit quantenchemischen Rechnungen zu
untersuchen, ist es notwendig, die photophysikalischen Prozesse in den einzelnen
Molekülen zu berechnen. Zu diesem Zweck wurde die semi-empirische DFT/MRCI
Methode verwendet, um die Eigenschaften der angeregten Zustände zu berechnen.
Neben dem gewünschten langreichweitigen FRET-Prozess können auch andere
Mechanismen, wie der kurzreichweitige Dexter-Energietransfer, eine wichtige
Rolle spielen. In der vorliegenden Arbeit wurde erstmalig die Triplett-Triplett-
EET-Erweiterung des Singulett-Triplett-Anregungsenergietransfer-Programms
(STrEET) getestet. In dem gewählten spiro-verknüpften Anthron-Naphthalin-
Molekül ist der Dexter-Energietransfer allerdings aus Symmetriegründen verboten.
Daher wurden nicht-adiabatische Kopplungsmatrixelemente berechnet. Die daraus
resultierenden EET-Zeitkonstanten zeigen eine sehr guter Übereinstimmung mit
dem Experiment. Trotz des erfolglosen Tests der EET-Software wurde ein neuer
Mechanismus der Energiedissipation dieses Moleküls vorgeschlagen.
Bei kurzen Abständen kann EET auch über ionische Übergangszustände ablaufen.
Um diesen Effekt zu berücksichtigen, erfolgte die Implementierung von Dyson-
Orbitalen, definiert als Überlapp zwischen Wellenfunktionen mit unterschiedlicher
Anzahl an Elektronen. Ein Test der Implementierung zeigte, dass die Energien
der geladenen Zustände und damit die EET-Kopplungen unzuverlässig sind. Die
Dyson-Normen wurden jedoch erfolgreich zur Reproduktion experimenteller Ion-
isierungswahrscheinlichkeiten in einer Reihe von Oligophenylenen verwendet.
In einer anderen Studie wurde das STrEET-Programm zum ersten Mal zur Berech-
nung der Energietransfereigenschaften in einer hyperfluoreszierenden OLED einge-
setzt. Die exzitonischen Kopplungsmatrixelemente (ECMEs) wurden mithilfe der
idealen Dipolnäherung (IDA) und der Monomerübergangsdichte (MTD) berechnet.
Es konnte festgestellt werden, dass beide Methoden eine gute Übereinstimmung
aufweisen und EET-Ratenkonstanten liefern, die nahe an den experimentellen
Werten liegen.
Darüber hinaus wurde eine neue Erweiterung für Triplett-Singulett-EET in das
STrEET-Programm implementiert. Auch hier zeigen die mit den IDA- und MTD-
Ansätzen erhaltenen ECMEs eine sehr gute Übereinstimmung für ein System mit
kleineren Molekülen. Diese Erweiterung kann auch für größere Molekülsysteme
angewendet werden, sodass sie für die Berechnung von phosphorsensibilisierten
OLEDs geeignet ist.
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1 Introduction

Excitation energy transfer (EET) is a photophysical process that occurs in nature
and is frequently employed in biomolecular imaging and in organic electronic
applications. It represents a pivotal stage in the process of photosynthesis in plants.
Following the absorption of light by the light-harvesting complexes, the excitation
energy is transferred to the photosynthetic reaction center. Subsequently, the
light energy is converted into chemical energy. [1] In biomolecular applications,
EET can be employed to determine the interaction of proteins, for example
the conformational dynamics of DNA or RNA, in vitro or in a living system. [2]

Furthermore, EET can be used in organic solar cells and organic light-emitting
diodes (OLEDs). Before going into detail about OLEDs and the application and
benefits of EET in them, a more detailed introduction to EET will follow.

Excitation Energy Transfer

EET is defined as the non-radiative transfer of an exciton between two interacting
systems. Although it is typically observed for distinct molecules, energy transfer
can also occur between units of a polymer or between two moieties of a single
molecule. The initial situation starts with the EET donor in an excited state
and the acceptor in its electronic ground state. Two well-know mechanisms
are used to describe the energy transfer. The first mechanism was extensively
elaborated by Förster in the 1940s and is therefore named Förster resonance
energy transfer (FRET) (sometimes incorrectly named fluorescence resonance
energy transfer [3]). It is based on a Coulomb interaction between an excited donor
molecule (D∗) and an acceptor (A), where a simultaneous de-excitation of the
donor and an excitation of the acceptor occurs:

D∗ +A→D +A∗ (1.1)

In the simplest model, FRET can be described as a concurrent transition from the
highest occupied molecular orbital (HOMO) to the lowest unoccupied molecular
orbital (LUMO) of the acceptor and vice versa for the donor (Fig. 1.1a). The
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1 Introduction

(a)

(b)

Figure 1.1: Schematic representation of Förster and Dexter energy transfer in a
four-electron-four-orbital model.

efficiency of the FRET process (ηFRET) is given by:

ηFRET = kFRET

kFRET + krad,D + knr,D
(1.2)

where kFRET is the rate of the energy transfer process, krad,D is the radiative rate
and knr,D is the non-radiative rate of the donor. In Förster theory kFRET is given
by:

kFRET = 1
τD
(RF

r
)6

(1.3)

where τD is the lifetime of the excited donor state, leading to a proportionality of
kFRET and krad. Therefore, to facilitate efficient energy transfer it is imperative that
the radiative rate exceeds that of non-radiative deactivation processes within the
donor molecule. The Förster radius (RF ), the distance at which FRET efficiency
is 50%, measures the efficiency of a donor–acceptor system. According to Förster’s
early studies, the energy transfer is only possible if both transitions are allowed.
Consequently, the prevailing view is that FRET occurs exclusively between two
singlet states. However, it is important to note that spin–orbit coupling (SOC)
has the potential to make formally forbidden processes allowed, thereby enabling
triplet–singlet excitation energy transfer (TSEET). Such triplet–singlet energy
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transfer may be slow but still can be effective, because competing intramolecular
de-excitation processes on the donor are forbidden as well. [4] This mechanism was
first observed in small organic molecules during the early 1960s. [5,6]

The second EET mechanism was elaborated by Dexter who suggested EET as an
exchange interaction. Here, an overlap between the molecular orbitals (MOs) of the
two interacting states is required, making it a short-range process. It is essentially
a simultaneous electron transfer between the HOMOs and LUMOs of donor and
acceptor (Fig. 1.1b). It thereby preserves the spin symmetry of the donor–acceptor
pair and is responsible for triplet–triplet excitation energy transfer (TTEET).
At short intermolecular distances, intermediate charge-transfer (CT) states can
facilitate the energy transfer process, where separate electron transfer processes
lead to ionic bridging states. [7]

Organic light emitting diodes

OLEDs play a crucial role in the modern display market, offering a number
of advantages over alternative display technologies, such as liquid crystal dis-
plays (LCDs). The processing of OLEDs allows for the manufacturing of displays
that are both thinner and lighter in weight. [8] Furthermore, they are more energy-
efficient, as they do not require a white backlight. The first OLED was reported
in 1987 by Tang and VanSlyke, which consisted of four distinct layers. [9] The
bottom of the device was a glass coated with a transparent anode. Additionally,
a hole transport layer, a luminescence layer, and the cathode were present. In
modern OLEDs, more layers, such as electron transport layers, are incorporated to
enhance the performance. [10] This thesis primarily focuses on the emitter molecules
in the luminescence layer. Here, electrons and holes recombine to form excitons,
in accordance with spin-statistics. 25% of these excitons are singlets and 75% are
triplets. [9,11]

The luminescent layer in OLED displays can be constructed in different ways. For
smaller displays, such as mobile phones, individual red, green and blue sub-pixels
are used. Because of scaling issues in the production, large displays (e.g., TVs)
use a white backlight with subtractive color filters. The latest technology uses a
blue backlight and additive fluorescent filters for the red and green sub-pixels. [12]

In the first-generation OLEDs, purely organic fluorescent dyes are utilized as emit-
ters. These dyes exhibit excellent emission characteristics, high color purity due
to narrow emission bands and good operational stability owing to rapid radiative
decay of the dyes (nanosecond regime). [13] However, the inherent limitation of
these types of OLED devices is the restricted internal quantum efficiency (IQE),
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as only the singlet excitons can be harvested for luminescence, which ultimately
limits the maximum achievable IQE to 25%.
To achieve an IQE of 100%, the generated triplet excitons must be integrated into
the light-emitting process. One method for achieving this goal is the utilization of
phosphorescent dyes. [14] The use of organometallic complexes with heavy metal
cores (predominantly Ir and Pt) facilitates high SOC, thereby enabling these
molecules to harvest singlet excitons through rapid intersystem crossing (ISC). [15]

Through this mechanism an IQE of up to 100% can be obtained. The main limi-
tation of these devices is the comparatively long radiative lifetime (microsecond
regime) of the emitter, which induces undesirable side effects, namely quenching
processes and bleaching reactions. Especially, in blue emitters these reactions
result in diminished operational stability of the OLED devices. Furthermore,
the use of heavy metal atoms gives rise to additional concerns, namely those
pertaining to the environment and the high cost of the complexes themselves. [16,17]

Current industrial OLED displays are made with red and green phosphorescent
emitters, while efficient blue emitters are realized by utilizing triplet–triplet anni-
hilation (TTA). [18] This process requires a sensitizer that rapidly undergoes ISC
to the triplet manifold, populating the TTA emitter’s triplet state via TTEET.
Two triplet excitons of this emitter then recombine to form a singlet ground state
and an excited singlet state to emit fluorescence. This process has a maximum
IQE of 62.5%. [19,20]

The third generation of OLEDs exhibits a maximum IQE of 100% without the
use of heavy metals. The mechanism utilized is known as thermally activated
delayed fluorescence (TADF). This mechanism involves the upconversion of triplet
excitons into the singlet manifold through reverse intersystem crossing (rISC).
One of the prerequisites for this upconversion to occur is a small energy gap
between the lowest-lying singlet state and lowest-lying triplet state (∆EST). [21] To
realize such small energy gaps, typical TADF emitters comprise metal-free organic
donor–acceptor systems or coinage metal CT complexes. [22,23] However, there are
two main disadvantages: the rather low radiative rate and the breadth of the CT
emission bands, which is unfavorable for application in displays. Multi-resonance
TADF emitters improve these properties, while the ∆EST remains small. The
HOMO and LUMO of these molecules have alternating wave function amplitudes
on neighboring atoms. [24,25] They are often planar polycyclic molecules containing
boron and nitrogen. [18] However, TADF OLEDs still suffer from low efficiencies
and degradation, due to long exciton lifetimes. [12]

The latest generation of OLEDs is trying to improve the efficiency of the devices
even further. One concept is to utilize TADF molecules as assistant dopants in
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Figure 1.2: Schematic view of hyperfluorescence (left) and phosphor-sensitized
fluorescence (right).

conjunction with a fluorescent emitter, which is often called hyperfluorescence or
thermally assisted fluorescence (TAF). The primary exciton formation occurs on
the TADF molecules, which upconverts the triplet excitons to the lowest singlet
state. Subsequently, the excitons are transferred to the lowest excited singlet state
on the fluorescent emitter via FRET (Fig. 1.2). The efficient rISC of the TADF
assistant dopant enables an IQE of up to 100%, while the emission properties
of the fluorescent emitter leads to a high color purity and high stability of the
devices. The energy transfer process is strongly dependent on the orientation and
the distance between the two interacting molecules. A shorter distance facilitates
a faster FRET process, but also increases the likelihood of unwanted processes
occurring at shorter distances, such as TTEET. The population of the triplet
state of the fluorescent emitter is undesirable due to its non-emissive nature,
which can lead to the degradation of the dye. Accordingly, the assistant dopant
and the fluorescent emitter have to be incorporated into a host material in low
concentrations. [12,26] The key requirements for the TADF sensitizer are different
from those for TADF emitters, as slower rate constants for ISC and fluorescence
can still lead to an efficient FRET process. [27] Instead of using a host material and
a sensitizer, TADF type exciplexes can be employed. These exciplexes are formed
by complexation of an electron-donating and electron-accepting molecule. [28–30]

Another approach uses phosphorescent molecules as auxiliary dopants, similar to
hyperfluorescence. This concept is based on the transfer of energy from a triplet
state on the assistant dopant to a singlet state on the fluorescent dye. [13] By
analogy with singlet–singlet excitation energy transfer (SSEET), this mechanism
is sometimes referred to as hyperphosphorescence, although this term was also
used as an early name for radioactivity. [31] The term used in this work is therefore
phosphor-sensitized fluorescence.
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2 Theory

2.1 Density Functional Theory
The majority of the calculations presented in this work are based on the density
functional theory (DFT). Similarly to wave function theory (WFT), it is based on
solving the time-independent non-relativistic Schrödinger equation of an n-electron
system:

[ n∑
i=1 (−

h̵2

2m∇2
i ) + n∑

i=1 V (ri) + n∑
i=1∑j<iU (ri, rj)]ψ = Eψ (2.1)

where the first term in the square brackets represents the kinetic energy of each
electron, the second term the interaction energy between each electron and the
collection of atomic nuclei, and the last one the interaction energy between
different electrons. [32] In contrast to wave function based methods, which require
the solution of a 3n-dimensional equation, DFT separates the problem into n

individual 3-dimensional ones by utilizing the electron density. [33] Using electron
density in electronic structure calculations was known earlier [34], but its practical
implementation became feasible only after Hohenberg and Kohn proposed their
theorems. [35] In the approach subsequently developed by Kohn and Sham, the
exact electron density can, in theory, be determined by solving an equation for
each electron. The Kohn-Sham equations are analogous to Eq. 2.1:

[(− h̵2

2m∇2) + V (r) + VH (r) + VXC (r)]ψi(r) = ϵiψi(r) (2.2)

with the first potential in this equation being identical to that in Eq. 2.1. The
second potential defines the Coulomb repulsion between the electron and the
electron density ρ(r):

VH (r) = e2∫ ρ(r′)∣r − r′∣d3r′ (2.3)

As the electron itself is also part of the electron density, this term includes
the so-called self-interaction. The last potential describes exchange (X) and
correlation (C) contributions and, among other things, attempts to correct the
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2 Theory

self-interaction:
VXC (r) = δEXC(r)

δρ(r) (2.4)

However, this potential is very difficult to define and requires approximations.
The energy of the exchange-correlation term (EXC) is approximately less than
10% of the total energy, yet it remains a crucial factor in determining material
properties, such as the formation of covalent bonds. [33] It follows that the quality
of a DFT calculation is dependent on the XC approximation. There are a number
of approximations for the density functional of the XC energy. In the local density
approximation (LDA), the complex electron density is divided into a number
of discrete regions of uniform electron density. Subsequently, the energies of
these local elements are summed up to get the total energy. This approach is
relatively straightforward but also has certain limitations. In the generalized
gradient approximation (GGA) the energy density and its gradient at a given
point are employed to improve the LDA. They can be further enhanced by mixing
non-local Hartree-Fock (HF) exchange energy into the functionals:

EXC = cEHF
X + (1 − c)EGGA

X +EGGA
C (2.5)

Additionally, a correction can be incorporated to include long-range electron-
electron exchange interactions. Hybrid methods that employ long-range corrections
utilize 100% HF exchange for the long-range component of the interelectron
repulsion operator, a semilocal exchange density functional for the complementary
short-range operator, and a semilocal correlation density functional. A parameter,
ω, is often defined to control the mixing, with the degree of mixing varying
depending on the interelectron distance. [36]

The calculations included in this thesis were performed using the following density
functionals: BH-LYP [37], PBE0 [38], and LC-ωHPBE [39,40].

2.2 Time-Dependent Density Functional Theory
Since DFT is only valid for the electronic ground state, its basic idea has been
extended to time-dependent density functional theory (TDDFT) to describe
excited states. It is based on the statement that the time-dependent density
can unambiguously describe a molecule under a time-dependent perturbation. [41]

The foundation for modern TDDFT was laid by Runge and Gross and there
theorems [42], which have similarities to these of Hohenberg and Kohn. The

8



2.2 Time-Dependent Density Functional Theory

starting point is again the Schrödinger equation but in its time-dependent form:

i
δ

δt
ψ ({r} , t) = Ĥ ({r} , t)ψ ({r} , t) (2.6)

In a very similar Kohn-Sham approach for the ground state DFT one can formulate
time-dependent Kohn-Sham equations:

i
δ

δt
ϕi (r, t) = ĤKS(r, t)ϕi (r, t) (2.7)

with the time-dependent Kohn-Sham orbitals ϕi (r, t) and the Kohn-Sham Hamil-
tonian defined as:

ĤKS(r, t) = −∇2

2 + vext (r, t) + vH[ρ] (r, t) + vXC[ρ] (r, t) (2.8)

The XC potential is a collection of all non-trivial many-body effects and needs
to be approximated. This is, similar to ground state DFT, the only fundamental
approximation in TDDFT.
Because the total energy is not a conserved quantity in a time-dependent system
the variational principle can not be based on the total energy. However, the
variational principle can be applied to the quantum mechanical action. [43] For
weak external perturbations, the time-dependent equations can be solved using
linear response theory. This leads to a non-Hermitian eigenvalue equation often
written in matrix form: [44]

⎡⎢⎢⎢⎢⎣
A B
B∗ A∗

⎤⎥⎥⎥⎥⎦(
X⃗

Y⃗
) = ω ⎡⎢⎢⎢⎢⎣

1 0
0 −1

⎤⎥⎥⎥⎥⎦(
X⃗

Y⃗
) (2.9)

where ω is the excitation (de-excitation) energy and the elements of the matrices
A and B are defined as: [45]

Aia,jb = δijδab(ϵa − ϵi) +Kia,jb

Bia,jb =Kia,bj

(2.10)

The indices i, j are occupied, a, b unoccupied MOs and ϵ their respective energies.
The coupling matrix Kia,jb is defined as:

Kia,jb = (ia∣jb) + (ia∣fXC ∣jb) +KHF
ia,jb (2.11)

Here, KHF
ia,jb is the mixed HF exchange integral term, which is 0 in case of pure

functionals and is:
KHF

ia,jb = cx (ja∣ib) (2.12)
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for hybrid functionals, with the constant mixing rate cx. Additionally, long-range
corrected exchange functionals also exhibit non-zero terms. [45]

The Tamm-Dancoff approximation (TDA) often produces similar results as stan-
dard TDDFT and can cut computational cost and reduces triplet instabilities. In
this approximation, the occupied virtual elements and therefore the B matrix is
neglected, which leads to a Hermitian eigenvalue equation: [46]

AX⃗ = ωX⃗ (2.13)

2.3 Solvation Effects
Accurately describing solvation effects on molecules is an important step in the
computation of photophysical processes. The influence on photophysical processes
stems from different charge distributions in the ground and excited states. This
difference can lead to stabilization or destabilization of excited states and thus to
shifts of the emission energies and changes in the energetic order of excited states.
One way of including solvent effects into quantum mechanical calculations are
explicit solvent molecules, placed around the solute. While it offers a high de-
gree of accuracy, this method can be computationally demanding due to the
increased number of atoms and the need for extensive sampling to account for
solvent fluctuations. [47] In contrast, implicit solvation models treat the solvent as
a continuous medium characterized by its dielectric constant, without explicitly
modeling individual solvent molecules. This approach greatly reduces compu-
tational cost while providing a satisfactory approximation of solvation effects,
particularly for systems where specific solute-solvent interactions are not dominant.
The polarizable continuum model (PCM) is one of the most widely used implicit
solvation models. Here, the interaction between the solute and the solvent is
characterized by the polarization of the solvent continuum in response to the
solute’s electric field. In this work, the integral equation formalism (IEFPCM)
was used. [48,49]

2.4 DFT/MRCI
The semiempirical DFT/MRCI method is a combination of the DFT and the
multireference configuration interaction (MRCI) methods. During this work it
was used to calculate vertical excited state properties and is the foundation of
subsequent energy transfer calculations. One of advantages of the DFT/MRCI
method is the balanced description of correlation effects. The dynamic correlation
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2.4 DFT/MRCI

is well described by DFT while the static correlation is accounted for by the MRCI
method. Because some dynamic correlation is also provided by MRCI, a correction
in the Hamiltonian is needed to avoid double counting. In DFT/MRCI, the MRCI
wave function is constructed from a one-electron basis of Kohn-Sham (KS) orbitals
and a closed or single open-shell anchor configuration.
The spin-independent electronic Hamiltonian in second quantization can be written
as: [50]

Ĥ =∑
ij

hijÊ
j
i + 1

2∑ijkl

Vijkl(Êj
i Ê

l
k − δjkÊ

l
i) (2.14)

where hij is a one-electron integral, Êj
i a one-electron excitation operator that

annihilates an electron in orbital j and creates one in orbital i and Vijkl is a
two-electron integral. Following Wetmore and Segal [51,52] this can be reformulated
to:

ĤCI = ESCF −∑
i

Fiiw̄i + 1
2∑ij (Vijij − 1

2Vijji) w̄iw̄j

+∑
ij

FijÊ
j
i −∑

ijk

(Vikjk − 1
2Vikkj) w̄kÊ

j
i

+ 1
2∑ijkl

Vikjl (Êj
i Ê

l
k − δjkÊ

l
i)

(2.15)

where w̄i is the occupation of the orbital i and Fij are elements of the Fock matrix:

Fij = hij +∑
k

w̄k (Vikjk − 1
2Vikkj) (2.16)

The diagonal elements Fii of the Fock matrix are the MO energies. Eq. 2.15
is the starting point of the original DFT/MRCI modifications of Grimme and
Waletzke. [53] The Hamilton matrix elements are divided into diagonal and off-
diagonal contributions of one- and two-electron differences. The diagonal matrix
elements in the DFT/MRCI Hamiltonian can be written as:

⟨ωw∣ĤDFT −EDFT∣ωw⟩ = ⟨ωw∣Ĥ −EHF∣ωw⟩ − nexc∑
i∈c (FHF

ii − FKS
ii )

+ nexc∑
i∈a (FHF

ii − FKS
ii ) +∆Ecoul −∆Eexch

(2.17)

Here, EDFT is the total KS energy of the anchor configuration, nexc is the number
of excitations and c and a represent created and annihilated electrons. FHF

ii is an
effective one-electron matrix element build up in a HF-like manner from the given
KS orbital basis. Therefore, EHF is not the total HF energy but can be expressed
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as:
EHF =∑

i

w̄iF
HF
ii − 1

2∑ik w̄iw̄k (Vikik − 1
2Vikki) (2.18)

with w̄i being the occupation number. The two-electron contributions ∆Ecoul and
∆Eexch are corrected by parameters fitted to match the energy of small organic
molecules. In the original Hamiltonian of Grimme and Waletzke [53] the fitted
parameters are dependent of the spin multiplicity. The redesigned Hamiltonian
of Lyskov [54] (R2016) has multiplicity-independent parameters to better describe
photoexcited dimers. It is formulated only for a closed-shell anchor and was
extended by Heil [55] for systems with an open-shell configuration (R2017).
In contrast to the diagonal elements, off-diagonal elements with same spatial occu-
pation are not scaled in the original Hamiltonian. In the redesigned Hamiltonians
an exchange correction parameter is introduced, leading to:

⟨ωw∣ĤDFT∣ω′w⟩ = ⟨ωw∣(1 − pX)ĤCI∣ω′w⟩ (2.19)

Scaling of off-diagonal elements with unequal spatial occupation is crucial in the
DFT/MRCI method, since double (and higher) excitations into energetically high-
lying orbitals introduce dynamic correlation in an ab initio CI treatment. But in
DFT/MRCI, this type of correlation is already taken care of by the DFT exchange
correlation functional. In order to avoid double counting, the contributions of these
excitations have to be scaled down. In the original Hamiltonian an exponential
damping function is used, while in the redesigned Hamiltonian R2016 and R2017
a different function is used:

⟨ωw∣ĤDFT∣ω′w⟩ = ⟨ωw∣ĤCI∣ω′w⟩ p1

1 + (p2∆Eww′)5 arctan (p2∆Eww′)5 (2.20)

Because these Hamiltonians have problems to accurately describe 3d elements,
another redesigned Hamiltonian was introduced by Heil [56] (R2018) with a damping
function similar to that of the original Hamiltonian:

⟨ωw∣ĤDFT∣ω′w⟩ = ⟨ωw∣ĤCI∣ω′w⟩p1e
−p2∆E6

ww′ (2.21)

Recently, a new modification of the Hamiltonian (R2022) was published to improve
the description of doubly excited and degenerate states. [57] Here, the diagonal
correction is separated for double excitations depending on whether the two
electrons are from the same or from different orbitals.
In this work the redesigned Hamiltonians R2016, R2017 and R2018 were used for
the calculation of excited state properties.
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2.5 Spin–Orbit Coupling

2.5 Spin–Orbit Coupling
Spin–orbit coupling is a relativistic effect and is the main reason for the zero field
splitting (ZFS) of electronic spin multiplets. In addition, it can also couple states
of different spin multiplicities, which leads to measurable phosphorescence and
ISC rate constants even in purely organic molecules. [58]

Spin–orbit effects can be calculated with the help of spin–orbit Hamiltonians.
One of the most commonly used ones is the one- and two-electron Breit-Pauli
Hamiltonian: ĤBP

SO = e2

2m2
ec

2 (ĥBP
SO (1) + ĤBP

SO (1,2)) (2.22)

Here, e and me are the charge and mass of an electron and c is the speed of
light. The one-electron part ĥBP

SO (1) is determined by the interaction of the spin
magnetic moment of an electron i with the magnetic moment caused by orbiting
in the field of the nucleus I with its charge ZI :

ĥBP
SO (1) =∑

i

(−∇i (∑
I

ZI

r̂iI

) × p̂i) ⋅ ŝi (2.23)

The two-electron term consists of a spin-same-orbit term where the spin and
orbital magnetic moments are from the same electron and two spin-other-orbit
terms in which the momenta belong to different electrons: [59]

ĤBP
SO (1,2) =∑

i

∑
j≠i (∇i ( 1

r̂ij

) × p̂i) ⋅ ŝi

+∑
i

∑
j≠i (∇j ( 1

r̂ij

) × p̂j) ⋅ ŝi

+∑
j

∑
i≠j (∇i ( 1

r̂ji

) × p̂i) ⋅ ŝj

(2.24)

To reduce computational cost, a spin–orbit mean field (SOMF) Hamiltonian based
on the Breit-Pauli Hamiltonian is used. Thereby, the screening by other electrons
is done in a HF-like mean field approach to get an effective one-electron operator.
Utilizing this SOMF Hamiltonian, a resulting matrix element is given by: [60]

⟨i(1)∣Ĥmf
SO∣j(1)⟩ = ⟨i(1)∣ĥBP

SO ∣j(1)⟩
+ 1

2∑k nk {2 ⟨i(1)k(2)∣ĤBP
SO (1,2)∣j(1)k(2)⟩

− 3 ⟨k(1)i(2)∣ĤBP
SO (1,2)∣j(1)k(2)⟩− 3 ⟨k(1)i(2)∣ĤBP
SO (1,2)∣k(1)j(2)⟩}

(2.25)
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In order to further reduce the computational effort, the multicenter spin–orbit
integrals are neglected, resulting in a sum of atomic mean fields. In this case,
the index k runs over all spatial atomic orbitals, with nk being their occupation
number. [60] The spin–orbit coupling matrix elements (SOCMEs), calculated with
the SOMF operator, are involved in the determination of ISC rate constants (see
Sec. 2.6.1). For the computation of phosphorescence rate constants and excitonic
coupling matrix elements (ECMEs) in phosphor-sensitized fluorescence systems,
mixed spin wave functions are needed. A computationally cheap method to obtain
them is the spin–orbit coupling quasi-degenerate perturbation theory (SOCQDPT).
Unfortunately, SOCQDPT is known to converge very slowly for phosphorescence
rate constants. [61] The more sophisticated method used in this work is the combined
method of DFT and multireference spin–orbit configuration interaction (MRSOCI).
Here, the DFT/MRCI pure-spin wave functions and the SOCMEs are used as a
start. After a Davidson diagonalization of the complex-valued Hamiltonian matrix,
the mixed spin wave functions are obtained. The MRSOCI wave function ∣A⟩ can
be written as a linear combination of configuration state functions (CSFs): [60]

∣A⟩ = Smax∑
S=Smin

S∑
MS=−S

∑{Γ}∑{n} ∑ω(n)aS,MS ,Γ,n,ω(n)∣S,MS,Γ,n, ω(n)⟩ (2.26)

where S and MS are the spin quantum numbers, Γ the irreducible representations,
n the configurations and ω(n) the associated CSF indices. Using a similar notation
for ∣B⟩ and the (spin-free) η coefficients of Wetmore and Segal [51], the elements ρBA

ij

of the reduced one-particle transition density matrix (1-RTDM) can be expressed
as:

ρBA
ij = Smax∑

S=Smin

S∑
MS=−S

∑{Γ}{Γ′}
∑{n}{n′}
∑

ω(n)
ω′(n′)

η (S,n, ω(n),n′, ω′(n′))

× S∑
MS=−S

a∗S,MS ,Γ,n,ω(n)bS,MS ,Γ′,n′,ω′(n′)
(2.27)

In contrast to spin–orbit-free MRCI wave functions, a summation over the spin
quantum numbers is performed. Additionally, the 1-RTDMs are complex-valued
for the MRSOCI case.
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2.6 Rate Constants

2.6.1 Non-radiative Rate Constants

Fermi’s Golden Rule

Fermi’s golden rule can be used to calculate rate constants when an initial state
is weakly coupled to a continuum of final states. The starting point is a system
described by a Hamiltonian: [62–65]

Hψ = ih̵ ∂
∂t
ψ (2.28)

with H being: H = H0 +H′ (2.29)

Here, H0 is a time-independent operator, whileH′ is a time-dependent perturbation.
The eigenfunctions ϕn of the unperturbed Hamiltonian are orthonormal and fulfill
the condition: H0ϕn = Enϕn (2.30)

The eigenfunctions ψn(t) of the time-dependent Schrödinger equation are split
into a time-independent term, equivalent to the eigenfunctions of H0, and a
time-dependent imaginary exponential function:

ψn(t) = ϕne
−iEnt/h̵ (2.31)

The wave function of the perturbed system can be expressed as a linear combination
of the unperturbed wave functions, where the coefficients an(t) are time-dependent:

ψ(t) =∑
n

an(t)ϕne
−iEnt/h̵ (2.32)

Inserting Eq. 2.32 into Eq. 2.28 one obtains:

∑
n

an(t)H0ϕne
−iEnt/h̵ +∑

n

an(t)H′ϕne
−iEnt/h̵ = ∂

∂t
ih̵∑

n

an(t)ϕne
−iEnt/h̵ (2.33)

Using Eq. 2.30 and the product rule for the derivative on the right side the
expression becomes:

∑
n

an(t)Enϕne
−iEnt/h̵ +∑

n

an(t)H′ϕne
−iEnt/h̵ (2.34)

= ih̵∑
n

∂

∂t
an(t)ϕne

−iEnt/h̵ +∑
n

an(t)Ene
−iEnt/h̵
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where the outer terms cancel each other:

∑
n

an(t)H′ϕne
−iEnt/h̵ = ih̵∑

n

∂

∂t
an(t)ϕne

−iEnt/h̵ (2.35)

Multiplying with ϕk from the left using the orthogonality (⟨ϕk∣ϕn⟩ = δkn) and the
matrix element H′kn = ⟨ϕk∣H′∣ϕn⟩ yields the following expression:

∑
n

an(t)H′kne
−iEnt/h̵ = ih̵ ∂

∂t
ak(t)e−iEkt/h̵ (2.36)

Rearranging to isolate ∂
∂tak(t) leads to:

∂

∂t
ak(t) = 1

ih̵
∑
n

an(t)H′kne
iωknt (2.37)

where:
ωkn = Ek −En

h̵
(2.38)

For small systems, such as two-level systems, Eq. 2.37 can be solved explicitly. In
cases of bigger systems a perturbation expansion is needed to solve it approximately.
The approximation of order (p + 1) is found from the solution of order (p) by: [64]

∂

∂t
a
(p+1)
k (t) = 1

ih̵
∑
n

a
(p)
n (t)H′kne

iωknt (2.39)

In zeroth order there is no perturbation, so the system would not get out of the
initial state m, so that:

a
(0)
n (t) = δnm (2.40)

Inserting this into Eq. 2.39 yields the first-order approximation:

∂

∂t
a
(1)
k (t) = 1

ih̵
H′kme

iωkmt (2.41)

Assuming that the perturbation is starting at t = 0 and that H′km is time-
independent, the equation can be solved by integrating:

a
(1)
k (t) = 1

ih̵
H′km∫ t

0
eiωkmt (2.42)

= 1
ih̵
H′km (eiωkmt − 1

iωkm

) (2.43)

= 2
ih̵
H′kme

iωkmt/2 sin(ωkmt/2)
ωkm

(2.44)
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The perturbation expansion is truncated after the first-order term, which leads to
ak(t) ≈ a(1)k (t). The transition probability Pk(t) is the probability of finding the
system with the initial state m at time t in the state k and is defined as:

Pk(t) = ∣ak(t)∣2 ≈ 4
h̵2 ∣H′km∣2 sin2(ωkmt/2)

ω2
km

(2.45)

Here, the exponential function vanishes because the absolute value of a complex
exponential function is 1. The mean rate for the transition is given by the
probability per time (Pm→k(t)/t). Seeing that sin2(ωkmt/2)

ω2
km

is strongly peaking near
wkm = 0 means that in order for a transition to occur the states need to be close
in energy (wkm ≈ 0). Since there will be a number of states (dn) fulfilling this
condition, the possible transition states are written as:

dn = ρ(k)dEk (2.46)

where ρ(k) is the ‘density of states’ per unit energy interval near Ek. In order to
get the total transition rate constant to states near k:

kkm = 1
t
∑

k′ near k

Pk′(t) (2.47)

the summation is solved by an integration over dEk:

kkm = 1
t ∫ Pk′(t)ρ(k′)dEk′ (2.48)

= ∫ 4
h̵2 ∣H′km∣2 1

t

sin2(ωkmt/2)
ω2

km

ρ(k)dEk

Using the relation E = ωh̵ between the energy E and the angular frequency ω, the
expression can be written as:

kkm = 4
h̵2 ∣H′km∣2ρ(k)∫ ∞

−∞
1
t

sin2(ωkmt/2)
ω2

km

dω (2.49)

where the last integral has the value π/2 and the expression becomes the famous
‘Golden Rule’ of Fermi:

kkm = 2π
h̵2 ∣H′km∣2ρ(k) (2.50)

Intersystem Crossing

Rate constants for ISC can be calculated with Fermi’s golden rule if the spin–orbit
interaction between the two interacting states is small compared to their adiabatic
energy difference and the density of final states is high at the energy of the
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initial state. In case of pure-spin Born-Oppenheimer states, the ISC rate constant
between the singlet state Sa and the triplet state T α

b with fine-structure levels α
can be expressed as: [59,66]

kISC = 2π
h̵
∣∑

k

∑
α

⟨vbk,ΨT α
b
∣ĤSO∣ΨSa , vaj⟩∣2 δ (Eaj −Ebk) (2.51)

where Ψ and v are the electronic and vibrational wave functions, respectively.
In Condon approximation, i.e., assuming that the coupling strength does not
change upon nuclear distortion, the electronic and vibrational contributions can
be separated:

kFC
ISC = 2π

h̵
∑
α

∣⟨ΨT α
b
∣ĤSO∣ΨSa⟩∣2Q0

∑
k

∣⟨vbk∣vaj⟩∣2 δ (Eaj −Ebk) (2.52)

Here, Q0 is the reference point which is often chosen as the minimum geometry
of the initial state. The last two terms are the overlap of the vibrational wave
functions and are called the Frank-Condon weighted density of states (FCWDOS).
For initial states that are spatially degenerate or of higher multiplicity, individual
rate constants for every component are determined and then averaged. This is
relevant for the rISC process, where the starting point is a triplet state and a
factor of 1/3 is used in the equation. Additionally, rISC is oftentimes an uphill
process, so temperature effects need to be included. In a thermal equilibrium with
the environment, the rate constant can be determined as an ensemble average. To
this end, the probability of occupation of the initial vibronic level [67]:

p(Eaj) = e
−Eaj
kBT

∑j e
−Eaj
kBT

= e
−Eaj
kBT

Z
(2.53)

with the Boltzmann constant kB and the temperature T , is multiplied with Eq. 2.51
and summed up over all initial vibronic levels to get:

kFC
ISC = 2π

h̵Z
∑
α

∣⟨ΨT α
b
∣ĤSO∣ΨSa⟩∣2Q0

∑
j,k

e
−Eaj
kBT ∣⟨vbk∣vaj⟩∣2 δ (Eaj −Ebk) (2.54)

where Z can be extracted from the sum over j because it is constant for all
vibronic levels.
In some cases, nuclear motion has a large impact on the ISC rate constant, and it
is necessary to go beyond the Condon approximation. Then the electronic and
vibrational parts of the wave functions can not be separated anymore. For these
cases, the Herzberg-Teller (HT) approach can be employed, where two terms are
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added to Eq. 2.54: [68]

k
FC/HT
ISC = 4π

h̵Z
∑
α

⟨ΨT α
b
∣ĤSO∣ΨSa⟩∣Q0

×∑
j,k

e
−Eaj
kBT ⟨vbk∣vaj⟩ ⟨vbk∣b†QS ∣vaj⟩ δ (Eaj −Ebk) (2.55)

kHT
ISC = 2π

h̵Z
∑
j,k

e
−Eaj
kBT ∣⟨vbk∣b†QS ∣vaj⟩∣2 δ (Eaj −Ebk) (2.56)

where QS contains the normal mode coordinates of the initial state and b contains
the first-order derivatives of the electronic coupling:

bk = ∂ ⟨ΨT α
b
∣ĤSO∣ΨSa⟩

∂(QS)k
RRRRRRRRRRRQ0

(2.57)

In order to cut the computational cost that comes from the summation over all
final vibrational states, Fermi’s golden rule can be transformed into the Heisen-
berg picture. The FCWDOS is then obtained by performing an integration of a
correlation function (see Sec. 2.7). [69]

There are some qualitative rules for estimating the size of ISC rate constants. The
El-Sayed rule states that the SOC, and therefore the ISC rate, is relatively large
if the transition involves a change of orbital type. [3,70] In addition, there are four
other conditions. The leading configurations must be singly excited with respect
to each other, and the excited orbitals must have electron density distributions on
the same atoms. The angular momentum of the orbitals must also be conserved,
and their magnetic quantum number must not change by more than 1. Finally,
the spin multiplicities have to differ by 2. [66] According to this rule, 1ππ∗↝3nπ∗
and 1nπ∗↝3ππ∗ are faster than 1ππ∗↝3ππ∗ and 1nπ∗↝3nπ∗ in typical organic
molecules.
The second qualitative rule, which is separated into two cases, concerns the vibra-
tional contributions to the ISC rate constant. The weak coupling limit describes
the radiationless transition between states with small geometric displacements.
Here, the FCWDOS decreases exponentially with increasing adiabatic energy
separation of the two potential energy surfaces (PESs). For states with large geo-
metrical displacements, the strong coupling case, a Gaussian-shaped dependency
on the energy gap is observed. [66]
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Internal Conversion

The determination of internal conversion (IC) rate constants is reliant on the deriva-
tive couplings, also called non-adiabatic coupling matrix elements (NACMEs):

V IC
ab = ⟨Ψb,S′,M ′

S
{vbk}∣∇†

Qa
∇Qa ∣Ψa,S,MS

{vaj}⟩ δS,S′δMS ,M ′
S

(2.58)

≈ 3N−6∑
k

⟨{vbk}∣⟨Ψb∣ ∂

∂Qak

∣Ψa⟩ ∂

∂Qak

∣{vaj}⟩ (2.59)

= 3N−6∑
k

⟨{vbk}∣fab(k) ∂

∂Qak

∣{vaj}⟩ (2.60)

The spin selection rules δS,S′ and δMS ,M ′
S

ensure that IC only occurs between states
with same spin quantum numbers. In this work, these NACMEs are computed as
finite differences of wave function overlaps. [71,72] The straightforward calculation
of these NACMEs is computationally very expensive, because the overlap between
every Slater determinant of the initial state with every determinant of the final
state has to be evaluated. To cut computation time, the number of overlapping
determinants can be reduced, for example, by making use of symmetry selection
rules and truncating the CI expansion. [72]

2.6.2 Radiative Rate Constants

Radiative rate constants can also be expressed through Fermi’s golden rule:

krad = 4e2

3c3h̵4 ∣⟨Ψ0∣µ̂el∣ΨI⟩∣2 ∆E3
I0 (2.61)

Here, ⟨Ψ0∣µ̂el∣ΨI⟩ is the electronic transition dipole moment and ∆EI0 the energy
gap between the initial state ΨI and the ground state Ψ0. For the phosphorescence,
the rate constant has to be computed for every triplet sublevel (α,β,γ). At high
temperatures and a small ZFS the total rate constant can be described by an
average:

kPh = 1
3 (krad,α + krad,β + krad,γ) (2.62)

If these conditions are not fulfilled the rate constant is calculated considering the
Boltzmann population of each state: [73]

kPh = kα + kβe∆Eα,β/kBT + kγe∆Eα,γ/kBT

1 + e∆Eα,β/kBT + e∆Eα,β/kBT
(2.63)
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2.7 Vibronic Transitions
The determination of vibrationally resolved emission and absorption spectra, as
well as the ISC rate constant, is contingent upon the calculation of vibronic
transitions, which combine electronic and vibrational transitions. There are two
approaches to compute vibronic transitions. The time-independent approach
demands significant computational effort, because each vibrational transition is
calculated individually. Therefore, this approach is not suitable for the size of the
molecules discussed in this thesis, even if the computational effort can be reduced
by discarding selected vibrational levels.
In the time-dependent approach, the calculation of all vibronic transitions is
performed simultaneously through the utilization of a generating function or
time-correlation formalism. The expression for the ISC rate constant in Condon
approximation can then be expressed as follows: [74]

kFC
ISC = 1

Z
∣⟨ΨS ∣ĤSO∣ΨT ⟩∣2∫ ∞

−∞ G(t)e it
h̵

∆E0
ST dt (2.64)

where G(t) denotes the correlation function between the harmonic oscillator
eigenfunctions for the singlet and triplet states, and the time-integration is done
numerically.
In both approaches, knowledge of the PES associated with the electronic states
involved in the transition is required. In the adiabatic Hessian (AH) model, the
PES is described by a harmonic function at the minimum structures of both
involved electronic states. This approach yields good results for rigid systems,
for which the harmonic approximation holds. However, in certain instances,
the calculation of the stationary point of the final state can be challenging due
to crossing of PESs. In such cases, the vertical Hessian (VH) method can be
employed, as it only necessitates the knowledge of the equilibrium geometry of
the initial state. The PES of the final state is then extrapolated by the Hessian
matrix and gradients at this Franck-Condon point. The VH method provides
favorable outcomes for peak maxima and short-time spectra, where nuclei have
not yet fully adapted to the electronic potential of the final state. [74,75]

2.8 Excitation Energy Transfer
In the weak coupling regime, the EET rate constant between the donor (D) and
the acceptor (A) follows Fermi’s golden rule expression: [76]

kEET = 2π
h̵
∣VDA∣2 ρ (E) (2.65)
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where ρ (E) is the FCWDOS and VDA is the ECME. The FCWDOS is often
approximated with the spectral overlap integral: [77]

kEET = 2π
h̵
∣VDA∣2∫ ∞

0
ED(ω)AA(ω)dω (2.66)

For the spectral overlap integral the product function of the normalized donor
emission (ED(ω)) and normalized acceptor absorption (AA(ω)) spectra has to be
integrated.
In a two-state system of a homo dimer, the ECME can be expressed as half the
energy difference between the two interacting states:

VDA = ∆E
2 (2.67)

This splitting is often called Davydov splitting. Given that the two-state model
frequently proves inadequate, even for small molecules such as the ethylene dimer,
it is evident that alternative approaches are necessary. [78] Diabatization schemes
are capable of calculating the coupling for hetero dimers, by rotating the adiabatic
states into a set of diabatic states. The ECME is then determined with the help
of a mixing angle (θ): [79]

VDA = 1
2 sin(2θ)(ϵ2 − ϵ1) (2.68)

The mixing angle can be computed by finding a rotation matrix connecting the
adiabatic and diabatic states. The rotation matrix is determined by maximizing
different localizing functions. [79,80]

As diabatization requires the calculation of the full system, there is a need for
computational methods that are more efficient in calculating the ECME. Two
such methods will be discussed in the following sections.

2.8.1 Ideal Dipole Approximation

The ideal dipole approximation (IDA) rests on a dipole-dipole Coulomb interaction
between donor and acceptor. This approximation is applicable if the spatial
extension of both transition densities is small compared to the intermolecular
distance R⃗DA. Then, the ECME can be expressed as:

VDA = κ ∣µ⃗D∣∣µ⃗∗A∣
n∣R⃗DA∣3 (2.69)
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2.8 Excitation Energy Transfer

Figure 2.1: Graphical representation of values used in the determination of the
orientation factor (κ2).

where n is the refractive index of the surrounding medium and µ⃗D and µ⃗A are
the electric transition dipole moments of donor and acceptor, respectively. The
orientation factor (κ2) depends on the relative orientation of the molecules and
can be expressed in terms of the unit vectors of µ⃗ (n⃗) and R⃗DA (e⃗DA):

κ2 = (n⃗Dn⃗A − 3(e⃗DAn⃗D)(e⃗DAn⃗A))2 (2.70)

or using the angle between transition dipole moments (θDA) and the angles between
the dipole moments and the vector connecting the interacting molecules (Fig. 2.1):

κ2 = (cos(θDA) − 3 cos(θD) cos(θA))2 (2.71)

The orientation factor can adopt values in the range of 0 for a perfectly perpen-
dicular orientation of the transition dipole moment vectors (TDMVs) to 4 for a
collinear arrangement of the TDMVs. Note, however, that different orientations
can lead to the same κ2 values. In case of two freely movable and rotatable
molecules, κ2 is often approximated to 2/3. [81] For random but rigid orientations,
its average is estimated to be lower (κ2 = 0.476). [82]

Since IDA neglects exchange interaction between the molecules, it can not de-
scribe Dexter EET, leading to a failure of this approach at close donor–acceptor
distances. [83]

2.8.2 Monomer Transition Density Approach

In the monomer transition density (MTD) approach, the ECMEs are computed
with the help of 1-RTDMs. As the name suggests, it is a fragmentation-based
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method, where the antisymmetrization of the wave functions of the fragments is
neglected. This results in a significant reduction in computational cost compared
to full system calculations, such as diabatization approaches. For molecular
aggregates, the electronic Hamiltonian can be expressed as the Hamiltonian of the
individual molecules and a coupling operator for each pair of molecules. In the
case of a donor–acceptor system like in EET, the Hamiltonian has the form: [77,84]

ĤDA = ĤD + ĤA + V̂DA (2.72)

For the energy transfer process, a two-level system is assumed in order to solve
the Schrödinger equation of the supermolecular system:

ĤΨ = EΨ (2.73)

where the wave function is written as a linear combination of locally excited states:

Ψ = C1ψD∗A +C2ψDA∗ (2.74)

This leads to a matrix equation for the expansion coefficients C1,2:

⎛⎝⟨ψD∗A∣ĤDA∣ψD∗A⟩ −E ⟨ψD∗A∣ĤDA∣ψDA∗⟩⟨ψDA∗ ∣ĤDA∣ψD∗A⟩ ⟨ψDA∗ ∣ĤDA∣ψDA∗⟩ −E
⎞⎠⎛⎝C1

C2

⎞⎠ = E ⎛⎝C1

C2

⎞⎠ (2.75)

The energies E of the dimer states are then obtained by the secular equation:

RRRRRRRRRRR
⟨ψD∗A∣ĤDA∣ψD∗A⟩ −E ⟨ψD∗A∣ĤDA∣ψDA∗⟩⟨ψDA∗ ∣ĤDA∣ψD∗A⟩ ⟨ψDA∗ ∣ĤDA∣ψDA∗⟩ −E

RRRRRRRRRRR = 0 (2.76)

Solving this equation yields:

E± = 1
2{ ⟨ψD∗A∣ĤDA∣ψD∗A⟩ + ⟨ψDA∗ ∣ĤDA∣ψDA∗⟩
±√(⟨ψD∗A∣ĤDA∣ψD∗A⟩ − ⟨ψDA∗ ∣ĤDA∣ψDA∗⟩)2 + 4 ⟨ψDA∗ ∣ĤDA∣ψD∗A⟩2}

(2.77)

It is assumed that the electronic overlap between the molecules is small, so that
the wave function of the aggregate can be written as a product of the monomer
functions:

ψD∗A = ψD∗ψA

ψDA∗ = ψDψA∗
(2.78)
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2.8 Excitation Energy Transfer

This leads to the following diagonal matrix elements:

⟨ψD∗A∣ĤDA∣ψD∗A⟩ = ⟨ψD∗A∣ĤD + ĤA + V̂DA∣ψD∗A⟩ (2.79)
= ⟨ψD∗ψA∣ĤD∣ψD∗ψA⟩ + ⟨ψD∗ψA∣ĤA∣ψD∗ψA⟩
+ ⟨ψD∗ψA∣V̂DA∣ψD∗ψA⟩
= ⟨ψD∗ ∣ĤD∣ψD∗⟩ ⟨ψA∣ψA⟩ + ⟨ψD∗ ∣ψD∗⟩ ⟨ψA∣ĤA∣ψA⟩
+ ⟨ψD∗A∣V̂DA∣ψD∗A⟩
= ϵD∗ + ϵA + V D∗A

vdW

⟨ψDA∗ ∣ĤDA∣ψDA∗⟩ = ϵD + ϵA∗ + V DA∗
vdW (2.80)

where V DA∗
vdW is a van der Waals interaction energy, lowering the total energy. The

off-diagonal term is:

⟨ψDA∗ ∣ĤDA∣ψD∗A⟩ = ⟨ψDA∗ ∣ĤD + ĤA + V̂DA∣ψD∗A⟩ (2.81)
= ⟨ψDψA∗ ∣ĤD∣ψD∗ψA⟩ + ⟨ψDψA∗ ∣ĤA∣ψD∗ψA⟩
+ ⟨ψDψA∗ ∣V̂DA∣ψD∗ψA⟩
= ⟨ψD∣ĤD∣ψD∗⟩ ⟨ψA∗ ∣ψA⟩ + ⟨ψD∣ψD∗⟩ ⟨ψA∗ ∣ĤA∣ψA⟩
+ ⟨ψDA∗ ∣V̂DA∣ψD∗A⟩
= ⟨ψDA∗ ∣V̂DA∣ψD∗A⟩
= VDA

Here, ⟨ψDA∗ ∣V̂DA∣ψD∗A⟩ is defined as the ECME (VDA). In the original version of
the MTD approach, antisymmetrization is neglected and therefore VDA is reduced
to the Coulomb contributions. [85,86] Later it was extended to also include exchange
interactions. [87] For an energy transfer between two singlet states, VDA is defined
in terms of 1-RTDMs (ρ) as:

V SS
DA =∑

ijkl

ρ
SD∗→SD
ij ρ

SA→SA∗
kl [(ϕiϕj ∣ϕkϕl) − 1

2 (ϕiϕl∣ϕkϕj)] (2.82)

where the summation runs over all occupied and virtual MOs (ϕ) of donor
and acceptor. The two-electron Coulomb and exchange integrals are calculated
employing a resolution-of-identity (RI) approximation:

(ϕiϕl∣ϕkϕj) ≈ ∑
P,Q

(ϕiϕl∣P ) (Q∣P )−1 (Q∣ϕkϕj) (2.83)
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Figure 2.2: Schematic view of an intermediate charge transfer state in an EET
process.

where P and Q are auxiliary basis functions.
The TTEET is connected with spin flip excitations. This means that dipole-dipole
terms are neglected and only exchange-type integrals contribute. However, the
transition density terms are separated according to the three triplet components,
where the transfer is considered only for components with the same magnetic spin
quantum number: [88]

V T T
DA = −∑

ijkl

[ρTD∗,+→SD
ij ρ

SA→TA∗,+
kl + ρTD∗,−→SD

ij ρ
SA→TA∗,−
kl

+ 1
2ρ

TD∗,0→SD
ij ρ

SA→TA∗,0
kl ] (ϕiϕl∣ϕkϕj) (2.84)

Here, +, − and 0 denominate the MS = +1, MS = −1 and MS = 0 sublevels of the
respective triplet states.

Charge-Transfer Contributions

At short distances between the donor and acceptor molecules it is known that
not only the exchange mechanism plays a crucial role, but also intermediate
charge transfer states. [7,89–92] Through two sequential electron transfer processes,
intermediate ionic states are formed. Although the process of an electron transfer
from the donor followed by a hole transfer from the acceptor is more likely
(Fig. 2.2), it is also possible to start with the hole transfer from the acceptor to
the donor. The contributions from these intermediate states can be included with
a perturbation treatment. The interacting wave functions of the initial (ΨI) and
final (ΨF ) states are mixtures of the locally excited configurations (ψD∗A and
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ψDA∗) and the charge transfer configurations (ψD+A− and ψD+A−): [93]

ΨI = ψD∗A + λIψD+A− + µIψD−A+

ΨF = ψDA∗ + λFψD+A− + µFψD−A+
(2.85)

For the calculation of the ECME, all substates of the initial state have to be
coupled with all substates of the final state. The resulting ECME is given by:

VDA = ⟨ψDA∗ ∣Ĥ∣ψD∗A⟩ − ⟨ψDA∗ ∣Ĥ∣ψD+A−⟩ ⟨ψD+A− ∣Ĥ∣ψD∗A⟩
ED+A− −EDA∗

− ⟨ψDA∗ ∣Ĥ∣ψD−A+⟩ ⟨ψD−A+ ∣Ĥ∣ψD∗A⟩
ED−A+ −EDA∗

(2.86)

where the first term is the direct coupling between the locally excited configurations
and the last two terms are the contributions from the charge transfer states,
which are scaled by an energy difference. The coupling terms involving an
interaction between the charge transfer states is neglected as they are small.
Fujimoto developed a method to treat these integrals within the Koopman’s
theorem applying a HOMO-LUMO approximation. [91] A closely related method
was developed by Spiegel et al., which is not restricted to a four-orbital–four-
electron model, but requires the calculation of the full system. [78]
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3 The STrEET Program

The software utilized in this work to calculate the EET properties is unified in the
singlet–triplet excitation energy transfer (STrEET) program. The predecessor of
this program was a collection of Fortran scripts written by Dominik Spiegel. [94] This
fragmentation into different programs made it cumbersome to use. Furthermore,
the implementation was limited to singlet–singlet EET. Subsequently, these
scripts were rewritten in C++ code and unified into the STrEET program by
Fabian Meitza. [95] The program was then extended to encompass the calculation
of TTEET.
In this work, three distinct calculation modes of the STrEET program were utilized
in order to determine the EET rate constants. Following Eq. 2.66, the calculation
of the rate constant is separated into two parts: the determination of the spectral
overlap integral, and the computation of the ECME. For the computation of the
ECME, different methods are available. The two used in this work are the IDA
and MTD approach. The values in question were calculated using their respective
calculation types in the STrEET program, which are executed with distinct input
files. The following commands can be used to generate them:

1 street -g [type]
2 street --generateInput [type]
3 [type] can be: [IDA , MTD , SPECTRALOVERLAP ]

The appendix contains a set of example inputs (Listings B.1, B.2, B.3).
In the spectral overlap mode, the program utilizes polynomial splines to align the
grids of the donor emission and acceptor absorption spectra. These splines are
then multiplied to obtain the product spectrum. This spectrum is subsequently
integrated between a specified start and end point to determine the spectral
overlap integral.
The computation of the ECME in the IDA mode utilizes Eq. 2.69. This calculation
type requires the TDMV of the donor and acceptor molecule, the distance between
their barycenters, and the refractive index of the surrounding medium. If a value
is not supplied in the input, the orientation factor, κ2, is computed from the
TDMVs. In this work, the IDA mode was expanded to allow an alignment of
the input structure to a reference structure employing a quaternion approach [96],
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followed by the subsequent rotation of the TDMV.
The initial step in the MTD mode is the construction of a dimer from the
donor and acceptor molecule, thereby enabling the calculation of the two-electron
integrals. Consequently, the Turbomole files, control, basis, auxbasis,mos, and
coord, from both molecules are combined. Analogous to the IDA mode, the
molecules can undergo rotation and alignment to a reference structure beforehand.
After a rotation of a molecule, the MOs and 1-RTDM must undergo rotation in a
congruent manner to circumvent recalculation. If the two-electron integrals are
calculated successfully, the integrals are contracted with the 1-RTDMs of the two
molecules to obtain the ECME according to Eq. 2.82 or 2.84.
Furthermore, the STrEET program was expanded to include the calculation
of TSEET. Given that this process involves a spin-flip process on the donor,
the utilization of spin–orbit mixed wave functions is needed. In the extension
of the MTD approach the DFT/MRSOCI wave functions (Eq. 2.26) and the
1-RTDMs (Eq. 2.27) between them are employed to calculate ECMEs for each
triplet fine-structure level (a):

V TaS
DA ≈∑

ijkl

ρ
TD∗,a→SD
ij ρ

SA→SA∗
kl [(ϕiϕj ∣ϕkϕl) − 1

2 (ϕiϕl∣ϕkϕj)] (3.1)

In order to calculate the EET rate constant, it is necessary to average the three
couplings. The contributions of the individual fine-structure levels are dependent
upon their population. In the case of a DFT/MRSOCI calculation, the 1-RTDMs
are complex-valued and consequently, the coupling matrix element (V TaS

DA ) is also
complex-valued. As part of this work, a new interface was developed for importing
the complex-valued 1-RTDMs. Since the STrEET program was already able to
handle complex numbers, the triplet–singlet excitation energy transfer can then
internally be handled like a SSEET calculation.
A typical step to reduce the computational cost in the calculation of the two-
electron integrals is to freeze MOs with energies below -3 Eh and above 2 Eh. To
validate this step in the MTD approach, calculations were performed with and
without the frozen core. The result obtained from these calculations revealed
no significant differences between the two setups, validating the approximation
and accelerating the computational process (see Tab. B.1). Furthermore, the
STrEET program utilizes a threshold, wherein all entries of the 1-RTDM that
fall below the threshold are excluded from the integral contraction, to speed up
the MTD calculations. A series of calculations with different thresholds for the
system discussed in Sec. 4.3 were conducted to assess the impact on the time and
the accuracy of the computation (Fig. 3.1a). It is observed that as the number of
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(a) The time of integral contraction (blue)
for different thresholds and the devia-
tion of the ECME to the one calculated
with the highest threshold (red).

(b) The time of computation for different
number of cores.

Figure 3.1: Test calculations for the STrEET program.

entries in the 1-RTDMs decreases (Fig. B.6 and Fig. B.7), the calculation time
exhibits a fast decline. Notably, the ECME retained its high degree of accuracy
for thresholds lower than 10−7.
Additionally, a series of calculations was conducted to assess the parallelization
capabilities of the program. Fig. 3.1b illustrates the runtime of an ECME calcula-
tion performed on varying number of CPU cores. It should be noted that this
test was not carried out on dedicated hardware, which might explain the small
observed deviations. Nevertheless, a discernible trend is obtained. These tests
demonstrate ways for accelerating the calculation of the ECME. However, it is
crucial to acknowledge that these tests were carried out using preexisting files
for the two-electron integrals. The generation of these integrals necessitates a
substantially larger amount of time and can only run on a single core.
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4 Results

4.1 Intramolecular Triplet–Triplet Excitation Energy
Transfer

Intersystem crossing and intramolecular triplet excitation energy transfer in
spiro[9,10-dihydro-9-oxoanthracene-10,2’-5’,6’-benzindan] investigated by
DFT/MRCI methods (Paper 1) [97]

The initial project of this work was to test the reworked EET program, which
had been previously developed. A novel feature of the program was the ability to
compute TTEET with the MTD approach. The search for an appropriate test
system led to the spiran-linked anthrone (A)-naphthalene (N) molecule (AN)
(Fig. 4.1). In this system, the experimental observation of intramolecular TTEET
from the anthrone to the naphthalene moiety was achieved through the observation
of phosphorescence from the naphthalene moiety following direct excitation of a
singlet state on the anthrone in a butyronitrile (BuCN) solution. [98] The given
excited-state dissipation pathway included an ISC process between the lowest
singlet and triplet state on the anthrone unit, which were reportedly both of nπ∗
character.
To investigate the processes in this molecule the geometry of five different electronic
states (S0, 1nπ∗(A), 3nπ∗(A), 3ππ∗(A), 3ππ∗(N)) were optimized in vacuum and
BuCN. Except for the 3ππ∗(N) geometry, which has C2v symmetry, the (TD)DFT

Figure 4.1: Chemical structure of anthrone (A), naphthalene (N) and spiro[9,10-
dihydro-9-oxoanthracene-10,2’-5’,6’-benzindan] (AN)
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Figure 4.2: Scan along the dimensionless normal coordinate of the imaginary vibra-
tional mode at the C2v-symmetric ground state geometry in vacuum.
The energy profile of the DFT (PBE0/def2-TZVP) calculations show
a shallow double minimum structure. Red encircled points are used
for the fit of the harmonic potential (red line).

minima were symmetry-broken. After further investigation with the DFT/MRCI
method it was found that all of these states have a true minimum in C2v symmetry,
while they exhibit an imaginary frequency at the (TD)DFT level of theory. In
order to get a real-valued frequency for subsequent rate constant calculations, the
molecule was distorted along the corresponding normal mode and the curvature
of the outer energy profile was used to fit a harmonic potential (Fig. 4.2). The
evaluation of the adiabatic energies of the excited states revealed that the lowest
triplet state on the anthrone moiety is of nπ∗ character in vacuum, whereas it
has ππ∗ character in a polar environment (BuCN). Given that the lowest excited
singlet state of AN is the 1nπ∗(A) state, the ISC to 3nπ∗(A) is, in accordance
with El-Sayed’s rule (see Sec. 2.6.1), a very slow process in Condon approximation.
Incorporating spin-vibrational effects into the calculations results in an ISC rate
constant that falls within the range of 1010 s−1, making it an efficient de-excitation
pathway. However, this value remains over ten times slower than that computed
for the 1nπ∗(A) ↝ 3ππ∗(A) transition, irrespective of the solvent environment.
This is a first indication that the 3ππ∗(A) state is involved in the deactivation
process. For an unambiguous assignment of the intermediate triplet state, the
calculated excited state absorption (ESA) spectra of the states located on the
anthrone moiety are compared to an experimental spectrum recorded after short
delay time (Fig. 4.3a). The best agreement to the experiment has the spectrum
of 3ππ∗(A), which further corroborates the assumption that this state is involved
in the excited state dissipation pathway. For the investigation of the TTEET
process, the MTD approach (see Sec. 2.8.2) was chosen. In Eq. 2.84 the 1-RTDMs
of the triplet states are multiplied with the electronic repulsion integral:

(ϕiϕl∣ϕkϕj) ≡ ⟨ϕi(r1)ϕk(r2)∣ 1
r12
∣ϕl(r1)ϕj(r2)⟩ (4.1)
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(a) 0.5 ps (b) 5000 ps

Figure 4.3: Calculated ESA spectra in BuCN compared to experimental spectra
recorded after short (0.5 ps) and long (5000 ps) delay times. The
computed short-time line spectra were normalized with respect to the
intensity of the highest peak of the 3ππ∗(A) ESA spectrum and were
broadened by Gaussian functions with a full width at half maximum
(FWHM) of 2360 cm−1. For the 3ππ∗(N) a vibrationally resolved ESA
spectrum computed with the VH method is shown.

Here, ϕi and ϕj represent MOs of the donor molecule, while ϕk and ϕl correspond
to those of the acceptor molecule. Given that the molecule exhibits C2v symmetry,
it follows that these integrals can only yield a non-zero value if the direct product
of the four irreducible representations (irreps) contain the totally symmetric
representation a1. In order to see whether the transition from the 3nπ∗(A) or
3ππ∗(A) to the 3ππ∗(N) adopt values that differ from zero, an examination of
the leading configurations of the respective wave function expansion is done. The
involved MOs for the acceptor state (3ππ∗(N)) transform according to the a2 and
b1 irrep, respectively. In case of 3nπ∗(A) being the donor state, the MOs ϕi and
ϕj transform according to b2 and b1, leading to the direct product:

b2 ⊗ b1 ⊗ a2 ⊗ b1 = b1 (4.2)

For the 3ππ∗(A) as donor state, with MOs both transforming according to b1, the
direct product becomes:

b1 ⊗ b1 ⊗ a2 ⊗ b1 = b2 (4.3)

In both of these cases, the electronic repulsion integral vanishes, resulting in
TTEET rate constant of zero. Even in the distorted Cs geometries, the Dexter
energy transfer from 3ππ∗(A) ↝ 3ππ∗(N) is symmetry forbidden. Therefore, it is
mandatory to go beyond the Condon approximation. Instead of a Herzberg-Teller
like expansion for the ECME, the transition rate constants were computed using
NACMEs. The calculations revealed a rate constant two orders of magnitude faster
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Figure 4.4: Schematic excited state dissipation pathway of AN in BuCN.

for the 3ππ∗(A) ↝ 3ππ∗(N) transition than for that of the 3nπ∗(A) ↝ 3ππ∗(N)
process in BuCN. In vacuum, the 3ππ∗(A) ↝ 3ππ∗(N) process slows down
significantly, but remains approximately three times faster than its counterpart.
The population of 3ππ∗(N) can be verified by the ESA at long delay times. The
experimental spectrum exhibits multiple distinct peaks, which could be attributed
to vibrational transitions of a single electronic state based on our calculations.
Confirmation of this assignment is provided by a vibrationally resolved spectrum
computed using the Vertical Hessian method, which shows very good agreement
with the experimental spectrum (Fig. 4.3b).
It can be concluded that the consecutive 1nπ∗(A) ↝ 3ππ∗A ISC and 3ππ∗(A) ↝
3ππ∗(N) TTEET processes represents the only pathway whose time constant falls
within the experimentally determined rise time of the 3ππ∗(N) ESA (Fig. 4.4).
The fact that the two moieties are held relatively rigidly at right angles to each
other by spiran linkage was believed to be beneficial for the MTD calculation
because of fixed distance and orientation between TTEET donor and acceptor.
As it turns out, this fixed arrangement in the C2v symmetric geometries led to
the Dexter energy transfer being symmetry forbidden.

4.2 Charge-Transfer Contributions to Excitation
Energy Transfer

The approach proposed by Fujimoto to include CT contributions to EET is limited
to HOMO-LUMO excitations and relies on Koopmans’ theorem (see Sec. 2.8.2). [91]

Consequently, there is need for improvement. A first step is to incorporate a sum
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over CT states (m):

VCT =∑
m

⎛⎝−
⟨ψDA∗ ∣Ĥ∣ψD+A−,m⟩ ⟨ψD+A−,m∣Ĥ∣ψD∗A⟩

ED+A−,m −EDA∗

− ⟨ψDA∗ ∣Ĥ∣ψD−A+,m⟩ ⟨ψD−A+,m∣Ĥ∣ψD∗A⟩
ED−A+,m −EDA∗

⎞⎠
(4.4)

Here, the energy EDA∗ consists of two components: the excitation energy of
the locally excited state on the acceptor, and the polarization effects from the
donor molecule. In addition, the energies of the CT states include the Coulomb
interactions between the two molecules. In a manner analogous to the MTD
approach (see Sec. 2.8.2), a product approach can be applied to obtain the
dimer wave functions (ψD+A−,m and ψD−A+,m). The wave functions of the charged
monomer states are constructed by removing or adding an electron from the
uncharged monomers. This process can be written in terms of Dyson orbitals,
which are the overlap between wave functions with different number of electrons:

ϕDyson
IF (x1) =√N ∫ ΨN−1

F (x2, x3, . . . , xN)
ΨN

I (x1, x2, x3, . . . , xN)dx2, dx3, . . . , dxN

(4.5)

They can also be written as a linear combination of the MO set of the initial wave
function {ϕp}:

ϕDyson
IF (x1) =∑

p

γpϕp (x1) (4.6)

where the expansion coefficients, also called Dyson amplitudes, are defined as:

γp = ⟨ΨN−1
F ∣ap∣ΨN

I ⟩ (4.7)

For the calculation of the Dyson orbitals, the density operators D̂A = â† andD̂C = â were implemented in the DensityEngine, which is part of the Densomat
program developed by Fabian Meitza during his PhD. [95] Starting from the already
existing density operators:

Ŝ = â†
αâα + â†

βâβ (4.8)
T̂+1 = â†

αâβ (4.9)
T̂0 = â†

αâα − â†
βâβ (4.10)

T̂−1 = â†
βâα (4.11)

(4.12)
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only small changes were needed. In addition to addressing various minor software
issues, the new modifications included the incorporation of a novel variable
that stores the charge of the wave function. Furthermore, a mechanism has been
integrated to verify the excitation order difference, thereby facilitating the coupling
of wave functions with different numbers of electrons.
Using the Dyson orbitals gives rise to the following expressions for the transition
densities:

⟨ψDA∗ ∣Êj
i ∣ψD+A−,m⟩ = ⟨ψDψA∗ ∣â†

i âj ∣ψD+mψA−m⟩= ⟨ψD∣â†
i ∣ψD+m⟩ + ⟨ψA∗ ∣âj ∣ψA−m⟩ (4.13)

⟨ψD+A−,m∣Êj
i ∣ψDA∗⟩ = ⟨ψD+mψA−m ∣â†

i âj ∣ψDψA∗⟩
= ⟨ψD+m ∣âj ∣ψD⟩ + ⟨ψA−m ∣â†

i ∣ψA∗⟩ (4.14)

⟨ψDA∗ ∣Êj
i ∣ψD−A+,m⟩ = ⟨ψDψA∗ ∣â†

i âj ∣ψD−mψA+m⟩= ⟨ψD∣âj ∣ψD−m⟩ + ⟨ψA∗ ∣â†
i ∣ψA+m⟩ (4.15)

⟨ψD−A+,m∣Êj
i ∣ψDA∗⟩ = ⟨ψD−mψA+m ∣â†

i âj ∣ψDψA∗⟩
= ⟨ψD−m ∣â†

i ∣ψD⟩ + ⟨ψA+m ∣âj ∣ψA∗⟩ (4.16)

To avoid the use of non-orthogonal orbital sets, the unchanged MO basis of the
neutral states is used for the charged monomer states. This approximation makes
it impossible, however, to find good estimates for the energies in the denominator
in Eq. 4.4. Comparisons of electron affinities and ionization energies yielded
large and unsystematic deviations from the experiment. Given that the current
implementation of the Dyson orbitals only allows the use of the same basis for
the neutral and ionic states, the resulting couplings are inherently unreliable.
Nevertheless, to assess the implementation of the Dyson orbitals, they can be
employed to approximate ionization probabilities.

4.2.1 Dyson Norms as Ionization Probabilities

Dyson orbitals and their respective norms are often employed as an approximation
for ionization probabilities, assuming that the overlap between the outgoing
electron and the ionization continuum state can be disregarded. [99–102] The squared
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(a) Imidazole (b) Adenine

Figure 4.5: Dyson norms between the neutral ground state and cationic states
calculated with DFT/MRCI wave functions (R2017/BH-LYP/aug-cc-
pVDZ) compared to TDDFT literature values (CAM-B3LYP/aug-cc-
pVDZ) for imidazole and adenine. [99]

Dyson norm can be written as the sum over the squared Dyson amplitudes γp:

σIF = ∣∣ϕDyson
IF ∣∣2 =∑

p

γ2
p (4.17)

These Dyson norms can adopt values between 0 for states that cannot be de-
scribed by a one-electron transition and 1 for two states that differ exactly in the
occupation of one spin orbital.
For a test of the implementation, the ionization probabilities calculated with
DFT/MRCI wave functions are compared to reference values from the literature.
Arbelo-González et al. simulated the steady photoelectron spectra of adenine
and imidazole. [99] They employed TDDFT, in conjunction with the CAM-B3LYP
functional and the aug-cc-pVDZ basis set to calculate Dyson orbitals and their
respective norms for the transition of the electronic ground state to cationic states.
For imidazole, they calculated the first 40 cationic states, while for adenine, they
calculated the first 10 cationic states. To make a fair comparison, the electronic
ground state of imidazole and adenine were optimized with the B3LYP functional
and the aug-cc-pVDZ basis set. Subsequently, DFT/MRCI calculations for the
singlet and cationic doublet roots were performed with the R2017 Hamiltonian. [55]

Fig. 4.5 shows the literature Dyson norms compared to the values calculated with
the DFT/MRCI method. In the case of adenine, a very good agreement for the
first 7 cationic states can be seen. While some difference cannot be explained
without knowledge of the TDDFT configurations, the discrepancy between the
last two cationic states can be attributed to the fact that these states exhibit
predominantly double excitation character in the DFT/MRCI method, whereas
the TDDFT approach considers only single excitations. It is not possible for
double excitations with respect to the doublet ground state to couple with the
neutral ground state, given that there is at least a difference between two spin
orbitals (Fig. B.1). The same reason is responsible for the difference in the high
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(a) Cytosine S0 (b) Uracil S0

(c) Cytosine S1 (d) Uracil S1

(e) Uracil S2

Figure 4.6: Dyson norms calculated with DFT/MRCI wave functions (R2017/BH-
LYP/aug-cc-pVDZ) compared to MCSCF literature values (aug-cc-
pVDZ) for cytosine and uracil. [100]

excited states of imidazole, while an overall satisfactory agreement is still in place.
In a separate study, Spanner et al. investigated the extreme-ultraviolet ionization
of cytosine and uracil through multiconfiguration self-consistent field (MCSCF)
calculations. [100] They calculated the Dyson norms for the transition from the
electronic ground state and first excited singlet state into the first seven cationic
states of cytosine. Additionally, for uracil, they calculated the second excited
singlet state and one cationic state more. Overall the agreement between the
Dyson norms calculated with the DFT/MRCI and the MCSCF method is excellent
(Fig. 4.6). The discrepancies between the two methods can be attributed to differ-
ent dominant configurations in the wave functions. For example, the dominant
configuration of the first cytosine doublet state has a singly occupied HOMO in the
reference, whereas the singly occupied orbital is the HOMO-2 in the DFT/MRCI
for this state. The configuration with the HOMO as the singly occupied orbital
mixes into the third and fourth ionic states of the DFT/MRCI wave function.
Therefore, the Dyson norm for the S1 state, which is a HOMO→LUMO+1 transi-
tion, is partitioned between these two states and is zero for the first ionic state.
For a schematic representation of the leading configurations in these two molecules,
see Fig. B.2 and Fig. B.3.
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4.2 Charge-Transfer Contributions to Excitation Energy Transfer

Figure 4.7: A one-electron detachment from a doublet state might only yield a
Dyson norm of 1 if the detachment is from a SOMO (top). Otherwise,
the detachment gives a singlet or triplet configuration with a proba-
bility of 1

2 , respectively (bottom). Note that in the generation of the
anion no spin arrangement is preferred and the probability of alpha or
beta occupation in the SOMO is exactly one half.

Electron affinities and lowest triplet and singlet state properties of
para-oligophenylenes (n=3-5): Theory and experiment (Paper 2) [103]

In this publication, Dyson norms were used to study the ionization probability in
photodetachment-photoelectron (PD-PE) spectroscopy of para-terphenyl (p3P),
para-quaterphenyl (p4P) and para-quinquephenyl (p5P). For this spectroscopy,
radical anions of the investigated molecules are generated. By means of laser
excitation, an electron is detached, and the kinetic energy of the removed electron is
subsequently measured. This approach enables the direct spectroscopy of otherwise
inaccessible states, such as triplet states. The assignment of the measured peaks
heavily relies on quantum chemical calculations. In addition to energies, Dyson
norms can play an instrumental role in this process, by providing intensity ratios.
During the investigation of these molecules, it was discovered that the Dyson
norm between an initial anionic state and a final singlet state can only attain
a value of 1 if the electron is annihilated from a singly occupied molecular
orbital (SOMO). Conversely, if the electron is detached from a doubly occupied
molecular orbital (DOMO), a singlet or triplet configuration is generated with a
probability of 1

2 , respectively (Fig. 4.7).
Fig. 4.8 shows the experimental and calculated PD-PE spectra of p3P. Although
the T3 state is omitted from the calculated spectrum because its minimum structure
could not be found, Dyson norms provide an intensity ratio between T3 and T2

in a qualitative agreement with the experimental observed intensity of the peak
structure above the T2. Also, despite the near-degeneracy of the T4 and S1 states
in terms of energy, the Dyson norms indicate that the peaks of the T4 is obscured
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Figure 4.8: Experimental (left side) and calculated (right side) PD-PE spectra of
p3P. Note that the T3 state was omitted from the calculated spectrum
because its origin position was not found.

by the S1 spectrum. A similar analysis was conducted for the other two molecules,
where the Dyson norms were also helpful in the assignment of experimental peaks.

4.3 Singlet–Singlet Excitation Energy Transfer
Excitonic Coupling of a TADF Assistant Dopant and a Multi-resonance
TADF Emitter (Paper 3) [104]

In this study, the MTD approach was employed for the first time to calculate
the excitonic couplings between two molecules utilized in a hyperfluorescence
OLED. These molecules are typically quite large, necessitating substantial compu-
tational effort. The assistant dopant of the hyperfluorescence system is a reported
TADF molecule with a dihydrobenzothieno-indolo-carbazol (BTICz) donor and an
oxygen-bridged boron (DBA) acceptor moiety (DBA-BTICz, Fig. 4.9a). The fluo-
rescent emitter is a widely utilized multi-resonance TADF molecule (ν-DABNA,
Fig. 4.9b) that exhibits a very narrow emission band within the blue region. In an
attempt to reduce the computational cost associated with the MTD calculations,
a smaller derivative, the h-DABNA (Fig. B.4), was examined. However, due
to the smaller π-system, the characteristics of the excited states are markedly
different. The absorption of the first excited singlet states is strongly blue-shifted
(Fig. B.5), and the transition dipole moment of this transition is also more than
halved compared to the full molecule. Both properties have a significant influence
on the magnitude of the energy transfer, consequently leading to a reduction in
the EET rate constant. It was therefore deemed necessary to consider the full
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4.3 Singlet–Singlet Excitation Energy Transfer

(a) DBA-BTICz (b) ν-DABNA

Figure 4.9: Chemical structures of the FRET donor DBA-BTICz and the FRET
acceptor ν-DABNA.

molecule in the MTD calculations.
In the MTD approach, the molecules are calculated as isolated monomers in an
implicit toluene solution. Interestingly, for the assistant dopant DBA-BTICz, two
conformers were identified, differing in the relative orientation of the two moieties.
These conformers are designated as the left and right conformers, as shown in
Fig. 4.10. Despite the significant geometric disparities between the minimum
ground state structures, the energy difference (< 1 kJ/mol) and the barrier (ca.
10 kJ/mol) are found to be remarkably low. Furthermore, the absorption features
exhibited by these conformers are strikingly similar, impeding the ability to deter-
mine the favored conformation in the experiment.
To elucidate the EET capabilities, the lowest excited states were optimized. In
both conformers, three triplet states are found to be energetically below the first
excited singlet state. For the two locally excited (LE) triplet states (TBTICz and
TDBA), a minimum structure could be determined. However, due to crossings
in the PES, the minimum of the TCT could not be found. The lowest excited
singlet state of both conformers is of CT character, and they also exhibit very
similar adiabatic energies (3.23 eV). The calculated fluorescence spectra are also
similar and reproduce the experimental spectrum (Fig. 4.10b) very well. Despite
these similarities, the TDMVs strength and direction vary, originating from dif-
ferent shapes of the HOMO. For a more detailed analysis, please refer to Paper
3. The different TDMV strength results in a fluorescence rate constant for the
left conformer (6×107 s−1) that is one order of magnitude higher than for the
right conformer (6×106 s−1). In both conformers, the lowest triplet state has
predominantly LE character on the BTICz moiety (TBTICz). While the adiabatic
∆EST in the right conformer is 0.40 eV, the triplet state in the left conformer
lies lower, leading to a ∆EST of 0.51 eV. These values are considerably higher
than the onset difference of experimental room-temperature and low-temperature
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(a) Left conformer (b) Calculated fluorescence spectra of
the DBA-BTICz conformers at
300 K compared to an experi-
mental spectrum in toluene solu-
tion. [105]

(c) Right conformer

Figure 4.10

luminescence spectra (0.29 eV). [105] Given that the ISC rate constant represents a
non-radiative dissipation pathway of the SCT state, it is important to take this
shift into consideration when accessing the FRET efficiency (Eq. 1.2). Therefore,
the rate constants were computed using the calculated adiabatic ∆EST and by
shifting the potentials to match the experimental value. Utilizing the calculated
energy gap, the SCT ↝TBTICz rate constant for the left conformer is (9×107 s−1)
is one order of magnitude higher than that of the right conformer (4×106 s−1).
For both conformers employing the lower experimental energy gap results in a
lower rate constant, as the geometries of the involved states are markedly dif-
ferent, leading to a strong coupling case (see Sec. 2.6.1). Furthermore, the ISC
to the second LE triplet state (TDBA), which exhibits rate constants analogous
to the SCT ↝TBTICz transition, results in an ISC process that is as fast or even
faster than the fluorescence. However, the calculated rate constant for the re-
verse SCT↜TBTICz process is found to be considerably lower than necessary for
the observed TADF properties, even when the lower experimental energy gap is
employed. To achieve a more comprehensive understanding, it is necessary to
incorporate spin-vibronic interactions involving the intermediate triplet states
(TDBA, TCT). However, this investigation falls outside the scope of this thesis due
to the substantial computational cost associated with such an analysis.
The fluorescence emitter of the hyperfluorescence system, ν-DABNA, is a multires-
onance TADF molecule. The core of the molecule consists of five benzene rings
connected by boron and nitrogen atoms, thereby introducing the multiresonance
character. Two diphenylamino substituents and further phenyl rings ensure sterical
protection. The ground state and all optimized excited state geometries (S1, S2,
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4.3 Singlet–Singlet Excitation Energy Transfer

Figure 4.11: Experimental absorption spectrum of ν-DABNA in toluene [106] com-
pared to the VH spectrum of the S1 state and the combined AH
spectra of the S1 and S2 states.

T1, T2) exhibit C2 symmetry. In the experimental absorption spectrum in toluene,
two distinct peaks are visible between 400 and 480 nm, which are attributed to
the B-symmetric S1 and the A-symmetric S2 state. [106] The combined calculated
adiabatic absorption spectra of the S1 and S2 states shows a nearly perfect fit to
the experimental spectrum, with the S2 state exhibiting a slight red shift and an
overestimated relative intensity. The absorption spectrum computed with the VH
approach of the S1 state is also slightly red shifted compared to the experimental
and adiabatic spectra.
The first two triplet states are energetically lower than the first excited singlet
state. The T1 is the B-symmetric state that corresponds to the S1 state. With
an adiabatic ∆ES1-T1 value of approximately 200 meV, the computed energy gap
overestimates the experimental ∆EST of 70-120 meV. [106,107] However, the T2 state,
which is the A-symmetric state corresponding to the S2 state, is about 120 meV
lower in energy than the S1 state and is likely to play a very important role in
the (r)ISC processes in this molecule. [106,107] Therefore, the rISC rate constants
were computed. The calculated rISC rate constants of 2 × 10−1 s−1 (T1 ↜S1)
and 6 × 102 s−1 (T2 ↜S1) are considerably lower than the experimental rate of
3 − 6 × 105 s−1 and thus inadequate to explain any TADF properties of ν-DABNA.
As in the rISC process in DBA-BTICz, spin-vibronic interactions will have a large
impact, but are too costly to investigate.
The main effort in this study went into the investigation of various effects on the
EET rate constants. At first, numerous spectral overlap integrals calculations
were conducted to investigate the influence of the VH and AH method. For both
DBA-BTICz conformers, the VH emission spectrum was utilized and subsequently
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(a) Left Conformer (b) Right Conformer

Figure 4.12: Distance dependency of the ECME obtained with the MTD and IDA
approach for the inline orientation of the TDMV.

multiplied with the AH and VH absorption spectrum of the S1 state of ν-DABNA.
The calculated spectral overlap integral values for these four combinations range
from 2-2.4×10−4 cm (inverse wavenumber units). Furthermore, the integral was
computed utilizing the experimental spectra. In this case, the emission spectra of
DBA-BTICz in toluene solution and in a film were compared, which differ by a red
shift of the emission maximum in the film. Notably, both spectral overlap integral
values are found to be one order of magnitude lower than those obtained from the
computed spectra, despite the fact that they individually show great resemblance.
This finding underscores the sensitivity of the spectral overlap integral to even
minor variations in the spectral width.
While the spectral overlap integral is not contingent on external influences, the
ECME is dependent on numerous factors. In order to study the orientation depen-
dency, the left conformer of DBA-BTICz and the ν-DABNA were aligned to obtain
different orientation factor (κ2) values at a given barycenter distance. In case of
the maximal orientation factor (κ2=4), a study of the distance dependency was
conducted for both conformers with a series of calculations in the range between 30
and 120 Å. To assess the validity of the IDA approach in this system, the ECME
was calculated with both the MTD and the IDA. As illustrated in Fig. 4.12, the
two approaches exhibit nearly perfect agreement for the left conformer. However,
for the right conformer, a substantial discrepancy becomes evident for distances
less than 60 Å.
A further factor that exerts a substantial influence on the electronic coupling is
the damping effect of the surrounding medium. This effect is approximated in the
IDA by dividing the ECME by the square of the refractive index of the medium
(Eq. 2.69). In Fig. 4.12, the damping of the IDA ECME by a refractive index of 1.7
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is depicted, which corresponds to the measured value for the DBFPO host matrix
utilized in the experimental setup. [105] A critical aspect that necessitates careful
scrutiny when comparing the computed EET rate constant to the experimental
one is the uncertainty associated with the orientation between the donor and
acceptor in an OLED. In Förster theory, an orientation factor of 2/3 is frequently
employed for freely movable and rotatable molecules. However, this approximation
is not applicable to molecules within a matrix. Consequently, the orientation
factor is adjusted to 0.476 as proposed for randomly aligned donor and acceptor
molecules in the solid state. [82] Considering these factors and utilizing the spectral
overlap integral of the computed spectra, rate constants of 9×107 s−1 for the left
conformer and 1×107 s−1 for the right conformer are obtained at an intermolecular
distance of 40 Å. These values are in excellent agreement with the experimental
rate constant of 7.5×107 s−1.
Furthermore, the Förster radius (RF) was calculated by comparing the sum of the
fluorescence and ISC rate constant to the EET rate constant at varying distances,
taking into account damping and random orientation. Intriguingly, the Förster
radius of the right conformer (40-45 Å) exceeds that of the left conformer (30-
35 Å), despite the lower EET rate constant. This observation can be attributed to
the higher fluorescence and ISC rate constant of the left conformer, consequently
lowering the FRET efficiency (see Eq. 1.2).

4.4 Triplet–Singlet Excitation Energy Transfer
Computational Approach to Phosphor-Sensitized Fluorescence Based on
Monomer Transition Densities (Paper 4) [108]

As written in Sec. 1, the TSEET constitutes a novel methodology for enhancing the
efficiencies and operational stability of OLEDs. The conventional phosphorescent
molecules in an OLED are often very large iridium complexes. Consequently, for
a preliminary application of the extension to triplet–singlet EET of the STrEET
program (see Chapter 3), a more compact system was selected. Here, the energy
transfer properties between a platinum complex and a fluorescein derivative
is computed. This system was experimentally investigated with a focus on
their characteristics pertaining to phosphorescence lifetime imaging microscopy
(PLIM). [109] Luminescence lifetime imaging can be utilized to determine changes
for example in temperature, viscosity and pH in living cells. [110–112]

The PtII-complex (AG97 – Fig. 4.13a) under investigation bears triphenylphosphine
on one side and a tridentate ligand, comprising two trifluoromethylpyrazoles
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(a) AG97 (b) FITC

Figure 4.13: Chemical structures of the phosphorescent PtII-complex AG97 and
the dianionic fluorescent label fluorescein isothiocyanate (FITC).

and a pyridine, on the other. The planarity of the tridentate ligand results
in a quasi-square-planar coordination of the platinum center. The experiment
reveals that the luminescence of the AG97 is almost completely quenched in
solutions of dichlormethane (DCM) and dimethylsulfoxide (DMSO). However,
phosphorescence is observable in phosphate-buffered saline (PBS) buffer, where
aggregates are formed. Notably, these aggregates exhibit the emission properties
of the monomeric species, contrasting with the typical red shift of aggregate
emission. [109] The ground state minimum structure was optimized in vacuum,
DCM and DMSO. In all cases, the results showed good agreement with the
experimental crystal structure, except for the rotation of the phenyl groups of the
triphenylphosphine ligand. Additionally, the vertical excitation energies of the
first three excited states (S1, T1, T2) at these geometries are relatively similar.
This is attributable to the predominant ligand-centered (LC) character of these
states, accompanied by minor metal-to-ligand charge transfer (MLCT) character
mixed into the wave functions.
In order to gain a better understanding of the photophysical processes of this
molecule, the geometries of the three aforementioned excited states were optimized
in DCM. It was observed that, at the S1 geometry, the S1 and T1 states are
both dominated by transitions from the HOMO to the LUMO, resulting in nearly
identical difference densities (Fig. 4.14) and a low SOCME between these states
(Tab. 4.1). The most important change in the wave function of the T2 state is
the contribution of a different d-orbital leading to a large SOCME with the S1

state (Tab. 4.1). Due to the crossing in the T2 PES with the T1 PES, the T2

minimum structure could not be located. Consequentially, the ISC rate constants
were computed employing the VH method, which requires only the equilibrium
geometry of the initial state. It has been demonstrated that the SOCME for the
S1↝T2 process is considerably larger than for the S1↝T1 transition. Furthermore,
the FCWDOS for both transitions are nearly identical. Consequently, the ISC
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(a) S1 (b) T1 (c) T2

Figure 4.14: Difference densities of AG97 at the S1 geometry in DCM (isovalue ±
0.001). Red-colored areas indicate a loss, yellow-colored areas a gain
of electron density in the excited state.

Table 4.1: ISC rate constants kISC determined at the S1 geometry of AG97 in
DCM.

Transition ∑SOCMEs2 FCWDOS kISC
[cm−2] [cm2s−1] [s−1]

S1 ↝ T1 1.93 2.0×107 3.8×107

S1 ↝ T2 305777.67 1.4×107 4.3×1012

process into the T2 state is considerably faster (Tab. 4.1). These rate constants
lead to the assumption that after absorption, the T2 state is populated via ISC
and then transfers its population to the T1 state via IC.
In contrast to the S1 structure, the T1 geometry is not symmetrical with respect
to the central Pt-N bond. This change in geometry results in a localization of the
differences densities of the T1 and T2 states on different sides of the tridentate
ligand. Furthermore, the phenyl rings of the triphenylphosphine and the CF3

groups exhibit larger rotation with respect to the ground state geometry. These
structural differences lead to overestimation of the intensity in the lower energy
parts of the computed phosphorescence spectra compared to the experimental
emission spectra at room temperature in DCM and in a mixture of methanol
(MeOH) and DCM at 77 K (Fig. 4.15). However, the computed radiative lifetime
of 33 µs fits very well with the reported luminescence decay time of 19 µs. [109] As
previously discussed, the ECME has to be calculated for each triplet fine-structure
level of the phosphorescent sensitizer. On the DFT/MRSOCI level of theory, the
three sublevels (Ta, Tb, Tc) are energetically very close together (ZFS of 44 cm−1),
but show distinct features of their TDMVs. While the length of the TDMV of Ta

is one order of magnitude smaller than the other two, it exhibits a nearly identical
orientation to that of the TDMV of Tb. Both TDMVs are almost perpendicular
to the plane of the tridentate ligand, while the TDMV of Tc lies in the plane of
the ligand.
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(a) 300 K (b) 77 K

Figure 4.15: Calculated phosphorescence spectrum of AG97 in DCM at 300 K and
77 K compared to the experimental emission spectra in deaerated
DCM at room temperature and in a mix of MeOH and DCM at
77 K. [109]

The fluorescent probe in the experimental setup was fluorescein isothiocyanate
(FITC), which, depending on the pH value, can exist in different tautomeric
and prototropic forms. The known neutral tautomeric forms of fluorescein are a
lactone, a zwitterion and a quinoid-like structure, which also has two monoanionic
and a dianionic form (Fig. B.9). [113] For each of these forms, the ground state
structure was optimized in an implicit water environment, and the absorption
spectrum was calculated based on the Gaussian broadened DFT/MRCI oscillator
strengths (Fig. 4.16a). The analysis of these results suggest the presence of the
monoanionic and dianionic species. A comparison of the experimental absorption
spectrum of BSAFITC in PBS buffer solution with experiments in varying pH
values suggests that the dianion is the dominant species in this setting. [109,113]

Therefore, the vibrational resolved absorption spectrum of the S1 of the dianion,
which is characterized by a ππ∗ excitation located on the xanthone unit, was
calculated with the VH method. This calculated spectrum exhibits an exceptional
resemblance to the experimental BSAFITC absorption spectrum (Fig. 4.16b). [109]

The TDMV of this S1 state is oriented along the long axis of the xanthone core.
The initial step in the computational analysis of the EET process entailed the
calculation of the spectral overlap integral. Despite the considerable discrepancy
between the spectral envelopes of the calculated phosphorescence spectrum of
AG97 and the experimental emission spectrum, the spectral overlap integral
yielded very similar results for the usage of computed and experimental spectra.
In a similar procedure as discussed in Sec. 4.3 the distance dependency of the
ECME was calculated using the IDA and MTD approach for the inline orientation
between each triplet fine-structure level of AG97 and FITC. The two methods
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(a) Gaussian broadened absorption spec-
tra (FWHM of 1000 cm−1) of all tau-
tomeric and prototropic forms of FITC.
The zwitterion and the lactone form
absorb only below 350 nm.

(b) VH spectrum of the dianionic form of
FITC.

Figure 4.16: Absorption spectra computed in an implicit water environment com-
pared to the experimental spectrum of BSAFITC in PBS puffer. [109]

(a) AG97 Tb – FITC S1 (b) AG97 Tc – FITC S1

Figure 4.17: Distance dependency of the ECME between AG97 and FITC calcu-
lated with the IDA and MTD approach for the inline orientation of
the respective TDMVs.
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(a) Subcase a: Tridentate ligand and FITC on the same sides of the AG97
barycenter.

(b) Subcase b: Tridentate ligand and FITC on opposite sides of the AG97
barycenter.

Figure 4.18: Donor–acceptor arrangements in which the TDMV of the Tb sublevel
of AG97 is aligned inline with the singlet TDMV (pink) of FITC.

demonstrate a strong similarity, particularly in the case of the Tb, as illustrated in
Fig. 4.17a. For this particular orientation, the difference is only significant when
the barycenter distances drops below 20 Å. Two cases can be established with
regard to the coupling between the Tc and FITC. In the first case (Fig. 4.18a), the
FITC is aligned on the same side of the platinum atom as the tridentate ligand.
In the other case (Fig. 4.18b), the FITC is aligned on the opposite side of the
platinum atom. The IDA method utilizes the distance between the two centers
of masses, resulting in the same coupling for both orientations. The distance
dependence of the MTD approach is attributed to the two-electron integrals, and
given the predominance of the transition density matrix on the tridentate ligand,
the two cases result in different ECMEs. Specifically, in the former case, the MTD
ECME exceeds the IDA value, while in the latter case, the ECME is smaller than
the IDA value (Fig. 4.17b) even for longer distances. The findings indicate that
the distance between the center masses is not always a reliable metric for assessing
the dipole-dipole coupling.
An analysis of the coupling of the three AG97 sublevels to FITC for the inline
orientation of Ta reveals that, despite the very similar TDMV orientation, the
ECME for Tb is three times larger than for Ta, in accordance with the length of

52



4.4 Triplet–Singlet Excitation Energy Transfer

the TDMVs. Additionally, due to the nearly orthogonal orientation between the
TDMVs of Ta and Tc, the ECME for the latter one is nearly vanishing. A similar
outcome is obtained for the optimal orientation of Tb. Correspondingly, if the
TDMV of the Tc is aligned collinearly with the TDMV of FITC, the ECMEs of Ta

and Tb are negligible. Due to the nearly perpendicular arrangement of the TDMV
of Tc and the other two sublevels, there are only a few molecular orientations
that result in a vanishing coupling of all three sublevels. Additionally, the small
ZFS and the subsequent thermal accessibility of all three sublevels enable energy
transfer for a wide range of every molecular arrangement.
As previously discussed, the ECME and EET rate are dependent on the distance
and orientation between the donor and acceptor molecules. Because the experiment
does not allow for the determination of the orientation, the EET rate constant is
computed with an averaged orientation factor (κ2). In the case of freely rotating
molecules, an average κ2-value of 2/3 is obtained, while for random but rigid
orientations, κ2 = 0.476 is derived. [82] The EET rate is further influenced by the
refractive index of the surrounding medium, which enters the denominator of the
rate equation in fourth power. For fluorescein in water, the refractive index is
1.34, resulting in a damping factor of approximately 3.22. These factors must be
considered when determining the rate constant of each triplet sublevel of AG97.
The resulting EET rate constant values are then averaged, given the estimation of
an equal population for each, due to the low ZFS. In order to get an estimate for
the Förster radius, the resulting rate constant is then compared to the averaged
phosphorescence rate constant. This is done under the assumption that no other
deactivation pathway of the donor has to be considered. With a value of 2/3 for
the orientation factor, the Förster radius is between 55 and 60 Å. For a κ2-value of
0.476 the Förster radius is approximately 55 Å. The experiments of Delcanale et
al. [109] revealed a photoluminescence quantum yield of 0.05 for the aggregates of
AG97 in PBS buffer at room temperature. This finding suggests that non-radiative
deactivations are predominant in this molecule, thereby diminishing the Förster
radius. When the quantum yield of 5% is taken into account, the calculated
Förster radius is reduced to 35 Å.

53





5 Conclusion

The objective of this work was to assess and extend the quantum chemical approach
to excitation energy transfer, with the aim of computing systems that are suitable
to OLEDs. In this context, energy transfer can play a pivotal role in enhancing
the stability and color purity of these devices. The software utilized for the
calculation of the EET rate constants was reworked and extended to triplet–triplet
excitation energy transfer in a previous thesis. [95] As a first test for the extension to
triplet–triplet EET, the intramolecular energy transfer process in a spiran-linked
anthrone-naphthalene molecule was examined. The investigation of the low-lying
excited states revealed that, in contrast to an energy scheme proposed in the
literature, a 3ππ∗ state on the anthrone subunit is the lowest triplet state on this
moiety in BuCN. Furthermore, the computations of the ISC rate constants suggest
that this state is readily populated from the 1nπ∗ on the anthrone. However, the
Dexter energy transfer between the triplet states on the anthrone subunit and
the first triplet state on the naphthalene moiety are forbidden in C2v symmetry.
Consequently, it is mandatory to go beyond the Condon approximation to model
this process. To this end, NACMEs were computed, yielding time constants in
very good agreement with the experiment. Despite the unsuccessful testing of
the EET software, the proposed excited state energy dissipation pathway has
elucidated certain inconsistencies in the extant literature.
It has been well established that, in addition to Dexter couplings, CT mediated
energy transfer plays a pivotal role at short distances between donor and acceptor.
In an effort to incorporate the effect of the bridging ionic states, Dyson orbitals
were implemented into the Densomat software. To test the implementation,
Dyson norms were compared to literature values of small organic molecules,
resulting in very good agreements. The observed deviations in these tests can be
attributed to the utilization of different methods for computing the electronic wave
functions. Furthermore, the calculation of Dyson norms was employed to reproduce
experimentally observed ionization probabilities in a series of oligophenylenes.
This approach enabled the identification of the states involved in photodetachment-
photoelectron spectra, thereby substantiating the efficacy of the implementation
of the Dyson orbitals. However, it was found that the energies of the charged

55



5 Conclusion

states are very unreliable when the same basis for neutral and charged states are
used, which is required for the calculation of the Dyson orbitals. Consequently,
the reliability of the couplings for the CT mediated energy transfer is questionable,
given the role these energies play in their determination.
In another study, the STrEET program was utilized for the first time to calculate
energy transfer properties in a hyperfluorescent OLED. Despite the size of the
FRET donor and acceptor, excitation energies and transition dipole moments
in accordance with the experimental values were obtained with the DFT/MRCI
method. The calculation of emission spectra by means of a VH approach yields
band shapes that exhibit a high degree of similarity to the experimental ones.
For both molecules, two conformers were found. While the energetic difference
in the conformers of the acceptor is negligible, the two conformers of the donor
molecule exhibit distinct properties. This is evidenced by the substantial change
in excitation energies, transition dipole moment strengths, and direction. These
differences have a considerable impact on the EET properties of these conformers.
The excitonic coupling matrix elements were computed using the IDA and MTD
approach. In a series of calculations with varying donor–acceptor distances, the two
methods demonstrated excellent agreement for one of the two donor conformers,
while substantial deviations were observed for the other. When comparing with
experimental findings, the most crucial factors are the spectral overlap integral
and the relative orientation between the donor and acceptor. The spectral overlap
integral can be calculated from the experimental spectra if available. However,
determining the orientation in experiments is not possible, necessitating the use
of average values for the orientation factor. Utilizing these average values and the
damping from the medium, EET rate constants are derived that exhibit strong
agreement with the experimental values. It is noteworthy that the conformer with
the higher TDMV strength exhibits a lower Förster radius, attributable to the
significantly larger ISC rate constant for this conformer.
Furthermore, the STrEET program was extended during this work to calculate
triplet–singlet excitation energy transfer with the MTD approach. This extension
was then applied to a PLIM system with smaller sized molecules. Similar to
the hyperfluorescent system discussed above, DFT/MRCI excitation energies
and transition dipole moments are in good agreement with the experimental
values. Additionally, analogous studies regarding the distance and orientation
dependence have been conducted with similar results. The ECMEs obtained with
the IDA and MTD approach match very well. One advantage of the triplet–singlet
EET compared to the singlet–singlet EET is the fact that the TDMVs of the
individual triplet sublevels can face in different directions. Therefore, they cover
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a larger angular range since fewer alignments yield vanishing ECMEs. However,
the general smaller radiative rate constants of phosphorescent molecules lead to
stronger competition with non-radiative deactivation processes of the EET rate
constant. Since the computational effort is comparable to the singlet–singlet
EET, this extension can also be employed for larger molecular systems, making it
available for the calculation of phosphor-sensitized OLEDs.
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A List of Abbreviations

AH adiabatic Hessian

BuCN butyronitrile

CSF configuration state function

CT charge-transfer

DCM dichlormethane

DFT density functional theory

DMSO dimethylsulfoxide

DOMO doubly occupied molecular orbital

ECME excitonic coupling matrix element

EET excitation energy transfer

ESA excited state absorption

FCWDOS Frank-Condon weighted density of states

FRET Förster resonance energy transfer

FWHM full width at half maximum

GGA generalized gradient approximation

HF Hartree-Fock

HOMO highest occupied molecular orbital

HT Herzberg-Teller

IC internal conversion

IDA ideal dipole approximation

irrep irreducible representation

IQE internal quantum efficiency

ISC intersystem crossing

KS Kohn-Sham

LC ligand-centered
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A List of Abbreviations

LCD liquid crystal display

LDA local density approximation

LE locally excited

LUMO lowest unoccupied molecular orbital

MeOH methanol

MLCT metal-to-ligand charge transfer

MO molecular orbital

MRCI multireference configuration interaction

MRSOCI multireference spin–orbit configuration interaction

MTD monomer transition density

NACME non-adiabatic coupling matrix element

OLED organic light-emitting diode

PBS phosphate-buffered saline

PCM polarizable continuum model

PES potential energy surface

PD-PE photodetachment-photoelectron

PLIM phosphorescence lifetime imaging microscopy

RI resolution-of-identity

rISC reverse intersystem crossing

1-RTDM reduced one-particle transition density matrix

SOC spin–orbit coupling

SOCME spin–orbit coupling matrix element

SOCQDPT spin–orbit coupling quasi-degenerate perturbation theory

SOMF spin–orbit mean field

SOMO singly occupied molecular orbital

SSEET singlet–singlet excitation energy transfer

STrEET singlet–triplet excitation energy transfer

TADF thermally activated delayed fluorescence

TAF thermally assisted fluorescence

TDA Tamm-Dancoff approximation

II



TDDFT time-dependent density functional theory

TDMV transition dipole moment vector

TSEET triplet–singlet excitation energy transfer

TTA triplet–triplet annihilation

TTEET triplet–triplet excitation energy transfer

VH vertical Hessian

WFT wave function theory

ZFS zero field splitting

III





B Appendix

1 #========== EET Input File ==========#
2 # Please keep Key - Value Pairs in this format : ’Key : Value ’
3

4 #========== CALCULATION TYPE ==========#
5 # type can be: [IDA , MTD , SPECTRALOVERLAP ]
6 CALCULATION_TYPE : IDA
7

8 #========== Donor Properties ==========#
9

10 #=== Donor Geometry ===#
11 DONOR - SOURCE : TURBOMOLE
12 DONOR -PATH : / psycopath /
13 # DONOR_ALIGNMENT_PATH : / psycopath /
14

15 #=== Donor Transition Dipole Moment ===#
16 DONOR_X_TDM : 0.0
17 DONOR_Y_TDM : 0.0
18 DONOR_Z_TDM : 0.0
19

20 #=== Donor Rotation before Dimer Construction ===#
21 DONOR_X_ROTATION : 0.0
22 DONOR_Y_ROTATION : 0.0
23 DONOR_Z_ROTATION : 0.0
24 DONOR_ROTATION_ORDER : XYZ
25

26

27 #========== Acceptor Properties ==========#
28

29 #=== Acceptor Geometry ===
30 ACCEPTOR - SOURCE : TURBOMOLE
31 ACCEPTOR -PATH : / sociopath /
32 # ACCEPTOR_ALIGNMENT_PATH : / sociopath /
33

34 #=== Acceptor Transition Dipole Moment ===#
35 ACCEPTOR_X_TDM : 0.0
36 ACCEPTOR_Y_TDM : 0.0
37 ACCEPTOR_Z_TDM : 0.0

V
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38

39 #=== Acceptor Rotation before Dimer Construction ===#
40 ACCEPTOR_X_ROTATION : 0.0
41 ACCEPTOR_Y_ROTATION : 0.0
42 ACCEPTOR_Z_ROTATION : 0.0
43 ACCEPTOR_ROTATION_ORDER : XYZ
44

45

46 #========== Dimer Properties ==========#
47

48 #=== Distance between Donor and Acceptor Center of Masses ===#
49 DIMER_X_DISTANCE : 0.0
50 DIMER_Y_DISTANCE : 0.0
51 DIMER_Z_DISTANCE : 0.0
52

53 #=== Kappa ( -2 ,... ,2) ===#
54 # Overrides any defined Rotation
55 KAPPA : 0.0
56

57 #=== Refractive Index ===#
58 REFRACTIVE_INDEX : 1.0

Listing B.1: Input file for a IDA calculation
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1 #========== EET Input File ==========#
2 # Please keep Key - Value Pairs in this format : ’Key : Value ’
3

4 #========== CALCULATION TYPE ==========#
5 # type can be: [IDA , MTD , SPECTRALOVERLAP ]
6 CALCULATION_TYPE : MTD
7

8 #========== DIMER PARAMETERS ==========#
9 # distance in Angstroem , angles in degree

10

11 #=== DONOR ===#
12 DONOR_PATH : / sociopath /
13 DONOR_FORMAT : TURBOMOLE
14 # DONOR_ALIGNMENT_PATH : / sociopath /
15 DONOR_X_ROTATION : 0.0
16 DONOR_Y_ROTATION : 0.0
17 DONOR_Z_ROTATION : 0.0
18 DONOR_ROTATION_ORDER : xyz
19

20 #=== ACCEPTOR ===#
21 ACCEPTOR_PATH : / psychopath /
22 ACCEPTOR_FORMAT : TURBOMOLE
23 # ACCEPTOR_ALIGNMENT_PATH : / psychopath /
24 ACCEPTOR_X_ROTATION : 0.0
25 ACCEPTOR_Y_ROTATION : 0.0
26 ACCEPTOR_Z_ROTATION : 0.0
27 ACCEPTOR_ROTATION_ORDER : xyz
28

29 #=== DIMER ===#
30 DIMER_X_DISTANCE : 0.0
31 DIMER_Y_DISTANCE : 0.0
32 DIMER_Z_DISTANCE : 0.0
33 DIMER_X_ROTATION : 0.0
34 DIMER_Y_ROTATION : 0.0
35 DIMER_Z_ROTATION : 0.0
36 DIMER_ROTATION_ORDER : xyz
37

38

39 #========== SEET PARAMETERS ==========#
40 # density format can be: [DENSOMAT , DFTMRCI , SPOCKCI ]
41 SEET : ON
42

43 #=== SEET DONOR ===#
44 SEET_DONOR_DENSITY_FORMAT : DENSOMAT
45 SEET_DONOR_TRANSITION_DENSITY_PATH : / sociopath /
46 SEET_DONOR_FINAL_STATE : 1

VII
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47 SEET_DONOR_INITIAL_STATE : 2
48

49 #=== SEET ACCEPTOR ===#
50 SEET_ACCEPTOR_DENSITY_FORMAT : DENSOMAT
51 SEET_ACCEPTOR_TRANSITION_DENSITY_PATH : / psychopath /
52 SEET_ACCEPTOR_FINAL_STATE : 2
53 SEET_ACCEPTOR_INITIAL_STATE : 1
54

55 #========== TEET PARAMETERS ==========#
56 # density format can be: [DENSOMAT , DFTMRCI , SPOCKCI ]
57 TEET : OFF
58

59 #=== TEET DONOR ===#
60 TEET_DONOR_DENSITY_FORMAT : DENSOMAT
61 TEET_DONOR_TRANSITION_DENSITY_PATH : / sociopath /
62 # Final Singlet State
63 TEET_DONOR_FINAL_STATE : 1
64 # Initial Triplet State
65 TEET_DONOR_INITIAL_STATE : 1
66

67 #=== TEET ACCEPTOR ===#
68 TEET_ACCEPTOR_DENSITY_FORMAT : DENSOMAT
69 TEET_ACCEPTOR_TRANSITION_DENSITY_PATH : / psychopath /
70 # Final Triplet State
71 TEET_ACCEPTOR_FINAL_STATE : 1
72 # Initial Singlet State
73 TEET_ACCEPTOR_INITIAL_STATE : 1
74

75 #========== ORTHOGONALIZATION CORRECTIONS ==========#
76 #only possible without a Freeze !
77 ORTHOGONALISE : OFF
78

79 #========== DENSITY SCREENING ==========#
80 # threshold to omit density contributions
81 DENSITY_SCREENING : 1.0E -10

Listing B.2: Input file for a MTD calculation
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1 #========== EET Input File ==========#
2 # Please keep Key - Value Pairs in this format : ’Key : Value ’
3

4 #========== CALCULATION TYPE ==========#
5 # type can be: [IDA , MTD , SPECTRALOVERLAP ]
6 CALCULATION_TYPE : SPECTRALOVERLAP
7

8 #========== Donor Spectrum Properties ==========#
9 #Path to Donor Emission Spectrum in Wavenumbers (X-Y Plot)

10 DONOR -PATH : /path/
11

12 #=== Spline Fit Parameters ===#
13 DONOR -NRMSD : 0.0001
14 DONOR - ITERATIONS : 100
15

16 #========== Acceptor Spectrum Properties ==========#
17 #Path to Acceptor Absorption Spectrum in Wavenumbers (X-Y Plot)
18 ACCEPTOR -PATH : /path/
19

20 #=== Spline Fit Parameters ===#
21 ACCEPTOR -NRMSD : 0.0001
22 ACCEPTOR - ITERATIONS : 100
23

24 #========== Product Spectrum Properties ==========#
25

26 #=== Spline Fit Parameters ===#
27 PRODUCT -NRMSD : 0.0001
28 PRODUCT - ITERATIONS : 100
29

30 #=== Grid Properties ===#
31 # start and end of integration in Wavenumbers
32 GRID -START : 15000
33 GRID -END : 25000
34 GRID - INCREMENT : 0.25

Listing B.3: Input file for a Spectral Overlap calculation
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Table B.1: Comparison of MTD calculations with and without a frozen core.
ECME Computation time Number of Orbitals Memory

TDMV of Ta (AG97) and S1 (FITC) collinear - 10 Å
Freeze 3.574801 1h 50m 40s 792 4.7 Gb
NoFreeze 3.574816 3h 8m 57s 1179 11 Gb

TDMV of Tb (AG97) and S1 (FITC) collinear - 10 Å
Freeze 11.721456 1h 48m 49s 792 4.7 Gb
NoFreeze 11.721534 3h 8m 51s 1179 11 Gb

TDMV of Tc (AG97 - case a) and S1 (FITC) collinear - 10 Å
Freeze 13.798273 2h 0m 27s 792 4.7 Gb
NoFreeze 13.798277 3h 14m 26s 1179 11 Gb

TDMV of Tc (AG97 - case b) and S1 (FITC) collinear - 10 Å
Freeze 7.517651 2h 0m 44s 792 4.7 Gb
NoFreeze 7.517666 3h 16m 48s 1179 11 Gb

TDMV of S1 (DBA-BTICz) and S1 (ν-DABNA) collinear - 35 Å
Freeze 1.656531 10h 17m 2s 1513
NoFreeze 1.673928 17h 12m 25s 2126

Figure B.1: Leading configurations of the DFT/MRCI wave functions of adenine
in the electronic ground state (S0), cationic ground state (D0) and
the 9th cationic state (D8).
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Figure B.2: Leading configurations (above 5%) of the DFT/MRCI wave functions
of cytosine. Green point indicates coupling to S0 and blue point to
S1.

Figure B.3: Leading configurations (above 5%) of the DFT/MRCI wave functions
of uracil. Green point indicates coupling to S0, blue point to S1 and
violet point to S2.

Figure B.4: Chemical structure of h-DABNA.
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Figure B.5: Calculated absorption spectra of h-DABNA and ν-DABNA with the
AH model compared to an experimental absorption spectrum of ν-
DABNA in toluene.

Figure B.6: Entries larger than the given threshold for the S0 ← S1 1-RTDM of
the left DBA-BTICz conformer. The number of entries (NoE) are
given in the caption.
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Figure B.7: Entries larger than the given threshold for the S0 → S1 1-RTDM of
ν-DABNA. The number of entries (NoE) are given in the caption.

Figure B.8: The duration of the ECME calculation in relation to the number of
cores utilized. Analysis done with the Intel Vtune Profiler.
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Figure B.9: Fluorescein tautomers.
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Intersystem crossing and intramolecular triplet
excitation energy transfer in
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Abstract
Recent experimental studies of a spiro-linked anthracenone (A)–naphthalene (N) compound (AN) in butyronitrile (BuCN)

solution (Dobkowski et al., J. Phys. Chem. A 2019, 123, 6978) proposed an excited-state energy dissipation pathway [1ππ∗(N) +
1ππ∗(A)]�1nπ∗(A)�3nπ∗(A)�3ππ∗(N). However, a detailed theoretical study employing combined density functional theory and
multireference configuration interaction methods, performed in the present work, suggests that the photoexcitation decay
follows a different pathway. In BuCN solution, the intersystem crossing (ISC) follows the well-established El-Sayed rule and
involves the 3ππ∗(A) state which is found to be the lowest excited triplet state localized on the anthracenone moiety. Because
the Dexter triplet excitation energy transfer (TEET) to the first excited triplet state of the naphthalene subunit is forbidden
in C2v symmetry, it is mandatory to go beyond the Condon approximation in modeling this process. Nonadiabatic coupling
matrix elements were computed to obtain a TEET rate different from zero. Our calculations yield time constants of 5 ps for the
1nπ∗(A)�3ππ∗(A) ISC and of 3 ps for the subsequent 3ππ∗(A)�3ππ∗(N) TEET in BuCN whereas the energy dissipation involving
the 3nπ∗(A) state as an intermediate occurs on a much longer time scale.

Key words: multireference methods, intersystem crossing, nonadiabatic coupling, intramolecular triplet energy transfer, sol-
vent effects

1. Introduction
Excitation energy transfer (EET) between a triplet sensi-

tizer and a triplet acceptor is a common chemical process
used to photoinitiate radical reactions1 or triplet–triplet an-
nihilation upconversion.2 To be less dependent on acciden-
tal encounters between the donor and acceptor molecules,
covalently linked photosensitizers undergoing intramolecu-
lar triplet EET (TEET) on the nanosecond or even picosec-
ond time scale have been devised.3–9 The donor fragments of
these compounds typically comprise aromatic ketones with
triplet quantum yields close to unity. Their first-order spin–
orbit coupling (SOC) originates from interactions between
electrons occupying the lone-pair n and the pπ orbitals of the
carbonyl oxygen, in agreement with El-Sayed’s rules.10,11 Ow-
ing to the weaker exchange interaction of the open shells in
nπ∗ states as compared to ππ∗ states, the first excited singlet
(S1) states of aromatic ketones typically exhibit nπ∗ electronic
structure whereas the first excited triplet (T1) state may have
ππ∗ or nπ∗ characteristics, depending on the chemical com-
position of the aromatic ketone and the solvent polarity.11

In any case, aromatic ketones possess small to medium-sized

singlet–triplet energy gaps with close-lying 1nπ∗, 3nπ∗, and
3ππ∗ states. With regard to the conditions promoting effi-
cient intramolecular TEET,5 the combination of an aromatic
ketone, playing the role of the singlet acceptor and triplet
donor, and a conjugated hydrocarbon fragment, acting as a
singlet donor and triplet acceptor, appears ideal. In contrast
to aromatic ketones, oligoacenes exhibit large S1–T1 energy
gaps.12,13 The chances are, therefore, high that the S1←S0
transition of the acene is located energetically above the S1
→S0 transition of the ketone. In this way, quenching of the
excited-state population on the ketone moiety by singlet EET
is prevented. The energetically low-lying triplet acceptor T1

state on the other hand increases the likelihood that the TEET
from the ketone to the oligoacene is irreversible.

In this paper, we report extensive quantum chemical cal-
culations on spiro[9,10-dihydro-9-oxoanthracene-10,2′-5′,6′-
benzindan] (AN) (Chart 1) which is composed of an an-
thracenone (A) and a naphthalene (N) subunit, held rela-
tively rigidly at right angles to each other by a spiran link-
age. When the molecule is excited with 312 nm radiation
in toluene14 or 308 nm radiation in butyronitrile (BuCN)

Can. J. Chem. 00: 1–8 (2022) | dx.doi.org/10.1139/cjc-2022-0259 1
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Fig. 1. Scan along the dimensionless normal coordinate of the imaginary vibrational mode at the C2v-symmetric ground-state
geometry in vacuum. The energy profile of the DFT (PBE0/def2-TZVP) calculations show a shallow double minimum structure
whereas the DFT/MRCI energy profile has a minimum at the symmetry point.

solution,15 the fluorescence of the N moiety is quenched,
while phosphorescence characteristic of N is observed with
a relatively large quantum yield. Direct excitation of the
S1(A)←S0 transition at 362 nm leads to phosphorescence
from the T1(N) state as well,14 clearly suggesting that AN
undergoes intramolecular triplet(A)–triplet(N) energy trans-
fer. Less clear is the nature of the involved triplet(A) state.
Based on the results of combined experimental and compu-
tational studies of AN in BuCN solution, Dobkowski et al.15

proposed an excited-state energy dissipation path [1ππ∗(N) +
1ππ∗(A)]�1nπ∗(A)�3nπ∗(A)�3ππ∗(N). The first step was asso-
ciated with a time constant of 1.6 ± 0.2 ps. The second and
third steps occur within 35± 3 ps, but τ ISC and τ TEET could not
be temporally resolved. The kinetic scheme suggests that the
1nπ∗(A)�3nπ∗(A) intersystem crossing (ISC) proceeds at a rate
constant of 3× 1010 s−1 ormore which is surprising in view of
El-Sayed’s rules,10,11 which require a change of orbital char-
acter for fast and efficient ISC. A recent quantum chemical
study of the ISC processes in the isolated A molecule16 has
shown that the El-Sayed-forbidden direct S1(1nπ∗)�T1(3nπ∗)
passage is comparatively slow (kHT

ISC = 4 × 109 s−1 including
spin-vibronic interactions in Herzberg–Teller (HT) approxi-
mation) and cannot compete against the much faster El-
Sayed-allowed S1(1nπ∗)�T2(3ππ∗) transition which proceeds
with a rate constant of kHT

ISC = 5 × 1011 s−1. The exact ener-
getic location of the T2(ππ∗) state of the A molecule is not
known experimentally, but it is reasonable to assume that
it is almost isoenergetic to the S1 state in nonpolar solvents
and below S1 in polar environments.17 Earlier experiments
on AN in n-hexane found a longer rise time of the triplet
excited-state absorption (ESA) of 80 ± 20 ps.14 Polar solvents
such as BuCN cause the ππ∗ states of aromatic ketones to
shift bathochromically with respect to apolar environments
whereas the nπ∗ states are shifted hypsochromically. There-
fore the question arises whether the larger time constant in
the older work by Maki et al.14 is just a consequence of the
lower temporal resolution of their apparatus, as supposed by
Dobkowski et al.,15 or whether AN follows different photoex-
citation decay paths in apolar (n-hexane) and polar (BuCN) en-
vironments.

Although no evidence of an El-Sayed-allowed two-step
mechanism 1nπ∗(A)�3ππ∗(A)�3nπ∗(A) was reported for AN,
one may wonder where the 3ππ∗(A) state of AN is located
energetically in relation to the 3nπ∗(A) state and whether it
plays a mediating role in the fast 1nπ∗(A)�3nπ∗(A) ISC pro-
cess. Alternatively, if the 3ππ∗(A) state turns out to be the
lower one of the two triplet (A) states in polar solvents, the
question arises whether the 3nπ∗(A) state is involved at all in
the energy dissipation pathway of AN. Further, it is interest-
ing to know which of the two processes, ISC or TEET, is the
slower one and thus the rate-determining step for the build-
up of the ESA signal of the N moiety. Finally, since Dexter
EET from the 3nπ∗(A) and 3ππ∗(A) states to the first excited
3ππ∗(N) state is symmetry forbidden in first order (vide in-
fra), the question arises why TEET is so efficient in AN and
which vibrational modes promote the TEET between the A
and N moieties. Our present theoretical study strives to an-
swer these questions based on extensive quantum chemical
computations of energy schemes, spectral properties and rate
constants of intramolecular transitions employing combined
density functional theory (DFT) and multireference configu-
ration interaction (MRCI) methods.

2. Computational methods
The Gaussian 16 program package18 was used for all ge-

ometry optimizations and vibrational frequency analyses.
The ground-state equilibrium structure was determined us-
ing Kohn–Sham density functional theory (KS-DFT) in con-
junction with the PBE0 hybrid functional19,20 and the def2-
TZVP basis set.21 Solvent–solute interactions were included
through the polarizable continuum model.22 For the opti-
mization of the excited singlet states, time-dependent DFT
(TDDFT) was used while the Tamm–Dancoff approximation
(TDA) to TDDFT was applied for locating the triplet min-
ima. The normal mode frequencies and coordinates were fur-
ther utilized to generate Franck–Condon (FC) factors and FC-
weighted densities of states (FCWDOS) for determining spec-
tral profiles and rate constants.

Two general routes have been implemented into the VIBES
source code23,24 and were used to compute vibronic spectra.
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The phosphorescence spectra were computed using the Adia-
batic Hessian approachwhereas for the vibrationally resolved
triplet absorption spectra the Vertical Hessian (VH) method
was used. The latter is suitable to describe the vibronic transi-
tions around the FC region without the requirement of effec-
tively computing the final state’s equilibrium geometry.25,26

For the VH method, the gradients and Hessian matrix of the
respective final state are calculated at the optimized geome-
try of the initial state. This information is utilized to extrapo-
late the potential energy surface (PES) from the nonstationary
point. The derivatives are used to generate the frequencies
and normal modes at the extrapolated equilibrium geome-
try of the final state. Modes with an imaginary frequency are
eliminated for both electronic states. The omission is valid
as long as the modes that are expected to affect the spectral
shape the most are still included.26 The reorganization en-
ergy was estimated based on the vertical excitation energies
to determine the offset of the spectrum according to the fol-
lowing equation.27

Ev = Ead + 1
2
KT J�

2
JTK(1)

Here, K is the displacement vector, J the Duschinsky
rotation matrix, and � the diagonal frequency matrix
of the final state. Vertical (Ev) and adiabatic (Ead) excita-
tion energies were calculated employing the R2016 Hamil-
tonian28 of the DFT/MRCI method29,30 and a configura-
tion selection threshold of 1.0 Eh. Herein, Kohn–Sham
BH-LYP31,32 molecular orbitals (MOs) of the closed-shell
ground-state determinant served as one-particle basis set.
To take account of solute–solvent interactions in the KS-
DFT MO optimization, the point charges from the preced-
ing Gaussian 16 calculations were imported into Turbo-
mole.33 The cbas auxiliary basis sets from the Turbomole li-
brary34 were utilized to construct the two-electron integrals
in the resolution-of-the-identity approximation. Fragment-
based analyses of the DFT/MRCI wavefunctions were per-
formed with Theodore.35 Electronic spin–orbit coupling ma-
trix elements and component-averaged phosphorescence life-
times were obtained with the SPOCK program.36,37 ISC and
internal conversion (IC) rate constants were determined for a
temperature of 300 K via a fast Fourier transformation ansatz
employing the VIBES program.24,38 The derivatives with re-
spect to the normal coordinates, required for the HT expan-
sion of the SOC, and the nonadiabatic coupling matrix ele-
ments (NACMEs) of the triplet states, promoting the IC, were
computed at the DFT/MRCI level using finite difference tech-
niques.38,39 Further computational details may be found in
the Supplementary Material (SM).

3. Results and discussion

3.1. Molecular symmetry
Before we present our theoretical results on AN in de-

tail, a short discussion of the molecular symmetry prop-
erties appears appropriate. Using DFT (B3LYP/6-311+G(d,p)),
Dobkowski et al.15 determined a double minimum structure

Chart 1: Chemical structures of anthracenone (A), naphtha-
lene (N) and spiro[9,10-dihydro-9-oxoanthracene-10,2′-5′,6′-
benzindan] (AN).

for AN in the electronic ground state in which the N unit
is tilted by ca. ±15◦ with respect to the mirror plane per-
pendicular to the A molecular plane and including the C=O
bond. We found a similar nuclear arrangement in our DFT
(PBE0/def2-TZVP) calculations (Fig. S1a of the SM). While the
TDDFT-TDA optimization of the lowest locally excited (LE)
triplet state on the N part yielded a C2v symmetrical mini-
mum, symmetry-broken solutions were obtained for the low-
est excited singlet state and two triplet LE states on theA part
of the molecule (see Fig. S2a of the SM for the 3ππ∗ (A) state).
Subsequent DFT/MRCI calculations suggest, however, that the
true minima of these states have C2v-symmetric structures
(Fig. 1, and Fig. S2c).

The tilt of N unit in the electronic ground state has only a
minor effect on the computed Sn←S0 line spectrum (Fig. S3
of the SM). Its comparison with the measured static absorp-
tion spectrum can therefore not be used to probe the true
equilibrium structure of the compound. In contrast to the
electronic line spectra, the vibrational fine-structure of the
phosphorescence emission depends heavily on the choice of
the ground-state potential. While the FC factors of the C2v-
symmetric T1 and S0 potentials represent the intensity dis-
tribution in the experimental phosphorescence spectrum al-
most perfectly, the symmetry-broken solutions produce too
intense vibrational transitions in the low-energy part of the
spectrum (Fig. S4 of the SM), thus nourishing our suspi-
cion that the symmetry-broken solutions are artifacts of the
(TD)DFT treatment. Such artifacts have been encountered ear-
lier in other heteroaromatic compounds whose geometri-
cal structures are well known.40,41 In the following sections,
therefore mainly the properties determined at the C2v sym-
metric geometries will be discussed. For being able to com-
pute meaningful FC spectra and nonradiative rate constants,
the negative eigenvalue of the Hessian has to be corrected. To
this end, the curvature of the PBE0/def2-TZVP energy profile
at larger displacements was used to fit a harmonic frequency.
For more details see the SM (Fig. S1b).

3.2. The Franck–Condon region
Most of the low-lying excited states possess wavefunc-

tion expansions with more than one leading term (Ta-
bles S1 and S2 of the SM). For their further categorization,
a fragmentation-based analysis was performed (Fig. S6 of the
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Fig. 2. Renormalized absorption spectrum of AN in BuCN.
The computed line spectrum was broadened by Gaussians
with 1500 cm−1 FWHM. In orange, a digitized experimental
stationary absorption spectrum15 in BuCN at room tempera-
ture is shown.

SM). The calculated normalized absorption spectrum in BuCN
solution fits well with the experimental room temperature
stationary absorption spectrum (Fig. 2). Both show their first
intense band with a maximum at about 37 000 cm−1 which
originates from a LE ππ∗ on the A moiety and a very intense
peak at about 43 000–44 000 cm−1 which stems from a mul-
ticonfigurational LE state on the N subunit, correlating with
the bright 1Bb state of N in Platt’s nomenclature.42 For the
interpretation of the experimental transient absorption (TA)
spectra, whichwas recordedwith an excitationwavelength of
308 nm (32500 cm−1) by Dobkowski et al.,15 the high-energy
part of the static absorption spectrum is of no relevance, how-
ever.

The S1 state has a vertical excitation energy of about 29 900
cm−1 in BuCN solution and corresponds to an optically dark
nπ∗ LE on the A part of the molecule. Even the next two sin-
glet transitions at ca. 32 700 and 32 800 cm−1, respectively,
are barely visible in the computed spectrum (Fig. 2). S2 is a
state of mixed charge-transfer N→A and LE(A) character, S3 a
multiconfigurational LE state correlating with the very weak
1Lb transition of N. The shoulder around 34 000 cm−1 is as-
signed to the lowest 1ππ∗ excitation on A and the shoulder
around 35 000 cm−1 to the 1La transition of N.

The T1 state, located about 6000 cm−1 below S1, is a LE
3ππ∗ (N) state. Like in the isolated N molecule,43 it is not the
counterpart of the lowest lying 1ππ∗ state but shares the elec-
tronic structure with the 1La state. The next two triplet states
are both local excitations on the A moiety. In the isolated
molecule, which may serve as a proxy for the photophysical
properties ofAN in an apolar solvent such as n-hexane, the T2

state is the triplet counterpart of the S1 state with nπ∗ exci-
tation character, while a triplet state stemming from a local
ππ∗ excitation on the A part forms the T3 state. A BuCN envi-
ronment reverses the order of these two triplet states in com-
parison to vacuum conditions. As we will see below, the close
energetic proximity of the 3ππ∗ (A) and 3nπ∗ (A) states has a
large impact on the ISC and TEET kinetics of AN in different
media.

Fig. 3. Difference densities of the excited states at their re-
spective minimum geometries in BuCN. Red areas lose elec-
tron density in comparison to the ground state, whereas yel-
low areas gain electron density.

Table 1. ZPVE-corrected DFT/MRCI adiabatic energies of the
low-lying excited states of AN in vacuum and BuCN.

State Vacuum (cm−1) BuCN (cm−1)

1nπ∗ (A) 25 295 26 496
3nπ∗ (A) 23 320 25 267
3ππ∗ (A) 24 587 24 137
3ππ∗ (N) 19 972 19 903

3.3. Excited-state properties
Difference densities of the excited states at their respec-

tive C2v-symmetric minimum geometries (Fig. 3) reveal that
the S1, T1, T2, and T3 states have LE character. Their adiabatic
excitation energies in vacuum and BuCN, corrected for zero-
point vibrational energies (ZPVEs), are listed in Table 1. While
PES crossings between the 1nπ∗ (A) state and the 3ππ∗ (A) and
3ππ∗ (N) states can be made out in vacuum (Fig. 4a), the 1nπ∗

(A) state is located energetically above the three triplet states
at all considered geometries in BuCN (Fig. 4b). In contrast, sev-
eral intersections between the triplet potentials are observed
in the latter medium. Here, the 3ππ∗ (N) state clearly is the
lowest among the triplet states in the FC region and at the
optimized 3ππ∗ (N) geometry, but it is located very close to
the 3nπ∗ (A) state at the 1nπ∗ (A) and 3nπ∗ (A) minimum ge-
ometries and even crosses the 3ππ∗ (A) potential on the path
connecting the 3nπ∗ (A) and 3ππ∗ (A) minima (Fig. 4b). As will
be seen below, the close energetic proximity of the T1, T2, and
T3 states at the 3nπ∗ (A) and 3ππ∗ (A) minimum structures fa-
cilitates the TEET.

3.4. Photoexcitation decay pathways
While the spectral position of the 3ππ∗ (N) state is nearly

unaffected by a solvent environment, solvent–solute interac-
tions stabilize the 3ππ∗ (A) state whereas they destabilize the
3nπ∗ (A) state with the effect that the adiabatic order of the
two triplet LE(A) states is reversed. Therefore, it may well be
that the relaxation of AN after photoexcitation in n-hexane
and BuCN follows different pathways.

According to Dobkowski et al.,15 the ISC in AN proceeds
along the 1nπ∗ (A)�3nπ∗ (A) pathway with a time constant
τ ISC smaller than 35 ps in BuCN. Maki et al.14 found a longer
rise time of about 80 ± 20 ps for the Tn ←T1 absorption in
n-hexane. Our calculations yield a high rate constant of 7.8 ×
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Fig. 4.DFT/MRCI energies of the low-lying excited states ofAN at the optimized triplet geometries relative to the C2v-symmetric
electronic ground state minimum in (a) vacuum and (b) BuCN.

1011 s−1 (τ ≈ 1 ps) for the El-Sayed-allowed 1nπ∗ (A)�3ππ∗ (A)
process in the isolated AN. In BuCN solution, this rate con-
stant decreases to 2.2 × 1011 s−1, but with a time constant
of about τ ISC ≈ 5 ps the 1nπ∗ (A)�3ππ∗ (A) ISC may still be
considered ultrafast. Because the 1nπ∗ (A)�3nπ∗ (A) transi-
tion is El-Sayed forbidden, its ISC rate constant is very small
in Condon approximation. Spin-vibrational interactions in-
crease the ISC rate constant to 1.6 × 1010 s−1 (τ ≈ 62 ps).
Applying BuCN solvent shifts to the potentials, the 1nπ∗

(A)�3nπ∗ (A) ISC rate constant changes to 2.5 × 1010 s−1

(τ ≈ 41 ps). Hence, both deexcitation pathways allow an effi-
cient local singlet–triplet ISC on the Amoiety on a time scale
which fits the kinetic scheme proposed by the experimental-
ists.

An unambiguous assignment of the intermediate triplet
state is possible, however, when the calculated ESA spectra
are compared with the TA spectrum recorded for a short de-
lay time of 0.5 ps in BuCN (Fig. 5a). The band with the high-
est intensity in this TA spectrum has a maximum around
29 500 cm−1. In addition, a weaker band with several max-
ima in the 22 000–25 000 cm−1 regime can be made out. Both
features are nearly perfectly matched by the calculated ESA
spectrum of the 3ππ∗ (A) state. An additional low-energy peak
around 19 500 cm−1 is also visible in the unrestricted DFT
ESA spectrum presented by Dobkowski et al.,15 but has not
been observed in the TA experiment for unknown reasons.
For comparison, we computed the ESA spectra of the 3nπ∗

(A) and 1nπ∗ (A) states at the DFT/MRCI level of theory as well.
Both possess spectral profiles which differmarkedly from the
measured TA spectrum (Fig. 5a). At variance with Dobkowski
et al.,15 we therefore conclude that the intermediate state
populated predominantly after 0.5 ps in the experiment in
BuCN solution is the 3ππ∗ (A) state and not the 3nπ∗ (A) state.

This conclusion is corroborated by our calculated TEET rate
constants. In weakly coupled systems, the rate constant of
an EET between a donor and an acceptor molecule is conve-
niently evaluated according to a Fermi golden rule expres-
sion.44

kEET = 2π

�
|V (el−el )

DA |2 FCWDOS(2)

The FCWDOS contains all information about the population
of the donor vibrational states at a given temperature and
their overlaps with the acceptor vibrational states at the en-
ergy of the initial donor state. The electronic coupling matrix
element V (el−el )

DA is composed of a Coulomb part J(el−el )
DA which

gives rise to Förster resonance energy transfer (FRET)45 in case
of a dipole-allowed transition and an exchange part K (el−el )

DA
which is the origin of Dexter energy transfer.46 Due to spin
selection rules, only the latter contributes to TEET.

The monomer transition density approach determines
an estimate for V (el−el )

DA from the ground- and excited-state
properties of separate donor and acceptor molecules, i.e.,
the monomers. It was originally devised for computing the
Coulomb coupling between the FRET partners beyond the
ideal dipole approximation.47,48 An extension of this method,
which includes Dexter terms in addition to Förster terms, was
successfully applied to model intramolecular EET as well.49

In the framework of this approach, the exchange part of the
electronic coupling between the donor and acceptor subunits
of the EET systems can be approximated by

K (el−el )
DA = −1

2

∑

i jkl

ρ
(A)
i j (il|k j) ρ (D)

kl(3)

where ρ
(A)
i j denotes an element of the transition density ma-

trix between the ground and the excited states of the acceptor
subunit in the MO basis, ρ

(D)
kl a transition density matrix ele-

ment of the donor subunit, and (il|kj) an electronic repulsion
integral in Mulliken convention

(il|k j) ≡ 〈
i (r1) k (r2) |r−1

12 |l (r1) j (r2)
〉

.(4)

In the particular case of the intramolecular TEET in the AN
molecule, all electronic coupling matrix elements employ-
ing either 3nπ∗ (A) or 3ππ∗ (A) as the initial state and 3ππ∗

(N) as the final state vanish in C2v symmetry. To see this, we
focus on the leading configurations of the respective wave-
function expansion (Tables S3–S10 and Figs. S7–S10 of the
SM). The 3ππ∗ (N) acceptor state results mainly from an ex-
citation involving the highest occupied MO (HOMO) and the
second lowest unoccupied MO (LUMO+1). (For MO plots, see
Fig. S5 of the SM.) These MOs transform according to the a2
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Fig. 5. (a) Short-time and (b) long-time DFT/MRCI triplet and singlet ESA spectra in BuCN in comparison to digitized experimen-
tal TA spectra with time delays of (a) 0.5 ps and (b) 5000 ps read from reference.15 The computed short-time line spectra were
normalized with respect to the intensity of the highest peak of the 3ππ∗(A) ESA spectrum and were broadened by Gaussians
with 1500 cm−1 FWHM. In addition to the Gaussian-broadened line spectrum of the long-time ESA spectrum, a vibrationally
resolved ESA spectrum computed within the Vertical Hessian Franck–Condon scheme is shown.

and b1 irreducible representations (irreps), respectively, and
can be equated with the MOs i and j in eqs. 3 and 4. The 3nπ∗

(A) excitation involves HOMO-6 and LUMO. In this case, the
donor MOs k and l transform according to the b2 and b1 ir-
reps, respectively. The electron repulsion integral (il|kj) can
adopt values different from zero only, if the direct products
of the four MO irreps contain the totally symmetric repre-
sentation a1, but a2⊗b1⊗b2⊗b1 = b1 
= a1. Therefore, the 3nπ∗

(A)�3ππ∗(N) Dexter TEET is forbidden in Condon approxi-
mation. If we start the Dexter TEET from the 3ππ∗ (A) state
instead, HOMO-5 and LUMO are involved, both transforming
according to the b1 irrep. Even in this case, the direct product
representation, a2⊗b1⊗b1⊗b1 = b2, is not totally symmetric
and the integral vanishes. For obtaining a TEET rate different
from zero it is therefore mandatory to go beyond the Condon
approximation.

Lowering the molecular symmetry to the kinked structure,
shown in Fig. S1 of the SM, transfers the acceptor orbitals
to the a′′ (HOMO) and a′ (LUMO+1) irreps of the Cs point
group, respectively. The donor orbitals exhibit a′ (HOMO-6),
a′′ (HOMO-5), and a′′ (LUMO), respectively. Therefore, while
the 3nπ∗ (A)�3ππ∗ (N) TEET becomes symmetry-allowed upon
deflection of the anthracenonemoiety, the 3ππ∗ (A)�3ππ∗ (N)
TEET remains symmetry forbidden.

Instead of expanding the Dexter coupling term in an HT-
like series, we computed NACMEs between the triplet donor
and acceptor states using a finite difference approach re-
cently developed in our group.38 Many, but small NACMEs
associated with b1-symmetric coupling modes are found
which enable the 3nπ∗ (A)�3ππ∗ (N) transition. In the 3ππ∗

(A)�3ππ∗ (N), five prominent derivative couplings involving
b2-symmetric vibrational modes, shown in Fig. S11 of the SM,
promote the TEET.

With room temperature rate constants of approximately
kIC = 1.5 × 109 s−1 in vacuum and of kIC = 1.6 × 109 s−1 in
BuCN, the 3nπ∗ (A)�3ππ∗ (N) transition is much too slow to
explain the experimentally observed rise times of the 3ππ∗

(N) ESA. In contrast to the 3nπ∗ (A)�3ππ∗ (N) TEET, the 3ππ∗

(A)�3ππ∗ (N) TEET experiences a substantial impact of the
solvent environment. The energetic proximity of the three
triplet states at the relaxed 3ππ∗ (A) geometry in BuCN and
the nearby crossing between the 3ππ∗ (A) and 3ππ∗ (N) PESs
promotes their nonadiabatic coupling and accelerates the
TEET between the 3ππ∗ (A) and 3ππ∗ (N) states of AN for
which we obtain a rate constant of kIC = 3.2 × 1011 s−1 in
BuCN compared to kIC = 4.9 × 109 s−1 in vacuum. Note that
the NACMEs and hence the IC rate constants are very sen-
sitive with respect to the energetic splittings of the triplet
states at the 3ππ∗ (A) minimum geometry and thus prone to
uncertainties. The values of computed rate constants might
vary depending on the computational setup, but they are
expected to be in the right ballpark. The consecutive 1nπ∗

(A)�3ππ∗ (A) ISC (time constant of about 5 ps in BuCN) and
3ππ∗ (A)�3ππ∗ (N) TEET (time constant of about 3 ps in
BuCN) processes represent the only 1nπ∗ (A)�3ππ∗ (N) path-
way whose time constant falls within the experimentally de-
termined risetime of the 3ππ∗ (N) ESA of 35 ps.15

For a delay time of 5000 ps after the primary excitation
the lowest triplet state, 3ππ∗ (N), is supposed to be popu-
lated. The experimental TA spectrum exhibits a band with
several maxima and minima between ca. 23 000 and 26 000
cm−1. The DFT/MRCI calculations find only one strong elec-
tronic transition (13B2→43B2) in this wavenumber regime. To
prove that the experimentally observed fine structure of this
band has a vibrational origin, we computed an FC spectrum
of this transition using the VH approach. The good agreement
between this spectrum and the experimental TA spectrum
(Fig. 5b) is obvious and corroborates our assumption that the
peaks do not stem from multiple electronic transitions but
can be explained by vibrational progressions of the intense
T20(N)←T1(N) ESA.

A vibrationally resolved phosphorescence emission spec-
trum of the 3ππ∗ (N) state is displayed in Fig. 6a together
with the experimental spectrum measured at 77 K. Save for
an overall shift by about 1000 cm−1, the spectra match very
well. The vibrational spacing of about 1550 cm−1 is attributed
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Fig. 6. (a) Phosphorescence spectra of AN in BuCN at 77 K.
Blue: computed FC spectra with origin at the DFT/MRCI adi-
abatic energy (solid line) and shifted by 1000 cm−1 (dashed
line). Green: digitized spectrum read from reference.15 (b) To-
tally symmetric vibrational mode in the electronic ground
state causing the visible vibrational progression in the phos-
phorescence spectrum.

Fig. 7. Proposed kinetic scheme of the ISC and TEET processes
following the photoexcitation of AN in BuCN solution and in
vacuum at room temperature.

to the totally symmetric deformation mode of the N subunit
with wavenumber 1556 cm−1 in the electronic ground state
(Fig. 6b).

4. Summary and conclusions
In this paper, we investigated the electronic structures of

the low-lying electronic states of AN and their intramolec-
ular transition probabilities with the objective to clarify in-
consistencies in the excited-state energy dissipation mech-
anism proposed in recent work by Dobkowski et al.15 The
main results of our computational study are summarized
in Fig. 7. We have been able to locate the 3ππ∗ (A) state of
AN. In BuCN solution, it represents the lowest excited triplet
state of the anthracenone moiety, energetically very close
to the 3nπ∗ (A) and 1nπ∗ (A) states. The 3ππ∗ (A) state is
readily populated via ISC from the 1nπ∗ (A) state on the pi-
cosecond time scale. A conical intersection close to the 3ππ∗

(A) minimum enables efficient TEET to the 3ππ∗ (N). This
excited-state energy dissipation pathway is much faster than
the one proposed by Dobkowski et al.15 in BuCN solution,
namely 1nπ∗(A)�3nπ∗(A)�3ππ∗(N), which entails an El-Sayed-

forbidden ISC process. The rate-determining step in the latter
pathway is the TEET which proceeds at the timescale of sev-
eral hundred picoseconds according to our calculations and
therefore does not represent the favored energy dissipation
route. The MRCI methods used in this work allow to com-
pute ESA spectra of all possible intermediate states. Com-
parison with the experimentally determined TA spectra of
Dobkowski et al.15 clearly identify the 3ππ∗ (A) state as the
origin of the TA spectrum at short time delay.

Supporting information
Further technical details of the computations, handling

of symmetry-broken solutions, conformational effects on
the absorption and phosphorescence spectra; MO plots;
DFT/MRCI excitation energies of low-lying singlet and triplet
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Theodore analyses of the wavefunction characteristics of low-
lying states in BuCN.
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Technical Details of the Computations

MRCI: 21 singlet, 20 triplet roots; standard parameter set; esel = 1.0 Eh

TTA: 64 triplet roots; short parameter set; esel = 0.8 Eh

HT expansion of ISC: 21 singlet, 20 triplet roots; short parameter set; esel = 0.8 Eh

NACMEs: 10 triplet roots; short parameter set; esel = 0.8 Eh; renorm parameter = 10−8
FC spectra: 16000 grid points, integration interval 3000 fs, damping parameter η = 200 cm−1
ISC and IC rate constants: 65536 grid points, integration interval 3000 fs, damping param-

eter η = 10 cm−1

Handling of Symmetry-Broken Solutions

In order to calculate Franck–Condon spectra, the eigenvalue of the imaginary frequency of

the symmetry-constrained saddle-point has to be corrected. To this end, a (TD)DFT scan

is carried out along the normal mode. The curvature of the outer part (red encircled points

in Figure S1) is used to fit a harmonic frequency to this energy profile, as done in previous

works.1,2 The fit, shown in Figure S1, yields a harmonic frequency of 13 cm−1, which is close

to the absolute value of the imaginary frequencies of –14.58 cm−1. This is also true for the

ground-state geometry in BuCN and the 1nπ∗ A vacuum geometry. As a result, all other

imaginary frequencies for this kind of normal mode were used as absolute values. To test

how strongly the Franck–Condon overlaps depend on the eigenvalue of this low-frequency

mode, a few calculations with different values were performed which yielded almost identical

rate constants and spectra.
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(a) (b)

Figure S1: DFT (PBE0/def2-TZVP) minimum structure of the electronic ground state in
BuCN an scan along the dimensionless normal coordinate of the imaginary vibrational mode
at the C2v-symmetric ground state geometry. Red encircled points are used for the fit of the
harmonic potential (red line).

(a) TDDFT-TDA (PBE0/def2-TZVP) (b) imag. mode (c) DFT/MRCI (def2-TZVP)

Figure S2: Scan along the dimensionless normal coordinate of the imaginary vibrational
mode at the C2v-symmetric 3ππ∗ (A) state geometry. The energy profile of the TDDFT-
TDA (PBE0/def2-TZVP) calculations show a shallow double minimum structure whereas
the DFT/MRCI energy profile has a minimum at the symmetry point.
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Figure S3: Calculated stationary absorption spectra in BuCN. The bars represent the tran-
sitions with their normalized oscillator strength. Blue: C2v symmetric ground state; green:
distorted ground-state geometry; orange: digitized spectrum read from Figure 6 of Ref. 3

Figure S4: Calculated phosphorescence spectra in BuCN at 77K in comparison to experi-
mental spectra. Blue: C2v symmetric ground state; green: distorted ground-state geometry;
orange: digitized spectrum read from Figure 3 of Ref. 3
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Molecular Orbitals

(a) HOMO-6 (b) HOMO-5 (c) HOMO-4 (d) HOMO-3 (e) HOMO-2

(f) HOMO-1 (g) HOMO (h) LUMO (i) LUMO+1 (j) LUMO+2

Figure S5: BH-LYP frontier molecular orbitals at the C2v symmetrical ground state geometry
in BuCN.
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Excited-State Characteristics

Table S1: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical ground state in vacuum.

State ∆E Transition % weight
S1 (1nπ∗ A) 3.58 HOMO-6→LUMO 77.5
S2 4.07 HOMO-1→LUMO+1 46.2

HOMO →LUMO+2 24.2
S3 4.20 HOMO →LUMO 41.6

HOMO-3→LUMO 29.9
T1 (3ππ∗ N) 2.95 HOMO →LUMO+1 83.9
T2 (3nπ∗ A) 3.37 HOMO-6→LUMO 77.7
T3 (3ππ∗ A) 3.52 HOMO-5→LUMO 66.2
T4 3.66 HOMO-4→LUMO 41.7

HOMO-3→LUMO 19.8

Table S2: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical ground state in BuCN.

State ∆E Transition % weight
S1 (1nπ∗ A) 3.71 HOMO-6→LUMO 78.1
S2 4.05 HOMO →LUMO 57.1

HOMO-3→LUMO 21.7
S3 4.06 HOMO-1→LUMO+1 45.1

HOMO →LUMO+2 21.0
T1 (3ππ∗ N) 2.96 HOMO →LUMO+1 84.2
T2 (3nπ∗ A) 3.51 HOMO-6→LUMO 78.5
T3 (3ππ∗ A) 3.51 HOMO-5→LUMO 67.3
T4 3.60 HOMO-4→LUMO 41.5

HOMO-3→LUMO 24.5
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Table S3: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical 1nπ∗ A in BuCN.

State ∆E Transition % weight
S1 (1nπ∗ A) 3.19 HOMO-6→LUMO 79.2
S2 3.78 HOMO →LUMO 66.6

HOMO-3→LUMO 9.7
S3 3.97 HOMO-2→LUMO 72.2
T1 (3ππ∗ N) 2.97 HOMO →LUMO+1 83.9
T2 (3nπ∗ A) 3.03 HOMO-6→LUMO 80.1
T3 (3ππ∗ A) 3.04 HOMO-5→LUMO 76.9
T4 3.36 HOMO-3→LUMO 52.2

HOMO-4→LUMO 20.6

Table S4: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical 1nπ∗ A in vacuum.

State ∆E Transition % weight
S1 (1nπ∗ A) 2.93 HOMO-6→LUMO 78.2
S2 3.96 HOMO →LUMO 51.0

HOMO-5→LUMO 16.7
HOMO-4→LUMO 11.6

S3 4.06 HOMO-2→LUMO 59.9
T1 (3nπ∗ A) 2.77 HOMO-6→LUMO 79.2
T2 (3ππ∗ A) 2.94 HOMO-3→LUMO 77.0
T3 (3ππ∗ N) 2.96 HOMO →LUMO+1 83.6
T4 3.42 HOMO-4→LUMO 56.2

HOMO-5→LUMO 13.0
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Table S5: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical 3nπ∗ A in BuCN.

State ∆E Transition % weight
S1 (1nπ∗ A) 3.20 HOMO-6→LUMO 79.2
S2 3.79 HOMO →LUMO 66.1

HOMO-3→LUMO 12.2
S3 3.98 HOMO-2→LUMO 72.2
T1 (3ππ∗ N) 2.97 HOMO →LUMO+1 83.9
T2 (3nπ∗ A) 3.04 HOMO-6→LUMO 80.0
T3 (3ππ∗ A) 3.07 HOMO-5→LUMO 76.7
T4 3.38 HOMO-3→LUMO 42.4

HOMO-4→LUMO 29.9

Table S6: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical 3nπ∗ A in vacuum.

State ∆E Transition % weight
S1 (1nπ∗ A) 2.92 HOMO-6→LUMO 78.1
S2 3.96 HOMO →LUMO 50.6

HOMO-4→LUMO 15.4
HOMO-5→LUMO 15.3

S3 4.06 HOMO-2→LUMO 56.8
T1 (3nπ∗ A) 2.76 HOMO-6→LUMO 79.1
T2 (3ππ∗ A) 2.94 HOMO-3→LUMO 76.7
T3 (3ππ∗ N) 2.95 HOMO →LUMO+1 83.5
T4 3.43 HOMO-4→LUMO 47.8

HOMO-5→LUMO 21.0
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Table S7: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical 3ππ∗ A in BuCN.

State ∆E Transition % weight
S1 (1nπ∗ A) 3.11 HOMO-6→LUMO 79.3
S2 3.68 HOMO →LUMO 69.1

HOMO-5→LUMO 9.3
S3 3.91 HOMO-3→LUMO 71.5
T1 (3ππ∗ A) 2.91 HOMO-4→LUMO 78.2
T2 (3nπ∗ A) 2.97 HOMO-6→LUMO 80.3
T3 (3ππ∗ N) 2.97 HOMO →LUMO+1 83.9
T4 3.22 HOMO-2→LUMO 71.0

Table S8: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical 3ππ∗ A in Vacuum.

State ∆E Transition % weight
S1 (1nπ∗ A) 2.84 HOMO-6→LUMO 78.2
S2 3.88 HOMO →LUMO 54.3

HOMO-5→LUMO 18.2
S3 4.01 HOMO-4→LUMO 68.2
T1 (3nπ∗ A) 2.69 HOMO-6→LUMO 79.2
T2 (3ππ∗ A) 2.78 HOMO-2→LUMO 77.6
T3 (3ππ∗ N) 2.95 HOMO →LUMO+1 83.4
T4 3.28 HOMO-3→LUMO 68.7

Table S9: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical 3ππ∗ N in BuCN.

State ∆E Transition % weight
S1 (1nπ∗ A) 3.73 HOMO-6→LUMO 77.5
S2 3.76 HOMO →LUMO+1 87.1
S3 3.83 HOMO →LUMO 80.7
T1 (3ππ∗ N) 2.26 HOMO →LUMO+1 87.7
T2 (3ππ∗ A) 3.53 HOMO-5→LUMO 67.0
T3 (3nπ∗ A) 3.53 HOMO-6→LUMO 77.9
T4 3.61 HOMO-4→LUMO 40.2

HOMO-3→LUMO 24.7
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Table S10: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical 3ππ∗ N in vacuum.

State ∆E Transition % weight
S1 (1nπ∗ A) 3.60 HOMO-6→LUMO 76.9
S2 3.74 HOMO →LUMO+1 86.9
S3 3.82 HOMO-1→LUMO+1 44.2

HOMO →LUMO+3 17.7
HOMO →LUMO+4 13.9

T1 (3ππ∗ N) 2.25 HOMO →LUMO+1 87.5
T2 (3nπ∗ A) 3.39 HOMO-6→LUMO 77.3
T3 (3ππ∗ A) 3.53 HOMO-5→LUMO 65.7
T4 3.64 HOMO-1→LUMO+1 50.7

HOMO →LUMO+3 15.6
HOMO →LUMO+4 12.7

Figure S6: Theodore analysis at the ground state geometry in BuCN for excited states with a
vertical excitation energy below 4.5 eV. Orange: local excitation on the naphthalene, green:
local excitation on the anthracenone, blue: charge-transfer from the anthracenone to the
naphthalene, red: charge-transfer from the naphthalene to the anthracenone, brown: other
contribution such as 2-electron excitations.
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Figure S7: Theodore analysis at the 1nπ∗ geometry in BuCN for excited states with a
vertical excitation energy below 4.5 eV. Orange: local excitation on the naphthalene, green:
local excitation on the anthracenone, blue: charge-transfer from the anthracenone to the
naphthalene, red: charge-transfer from the naphthalene to the anthracenone, brown: other
contribution such as 2-electron excitations.

Figure S8: Theodore analysis at the 3nπ∗ geometry in BuCN for excited states with a
vertical excitation energy below 4.5 eV. Orange: local excitation on the naphthalene, green:
local excitation on the anthracenone, blue: charge-transfer from the anthracenone to the
naphthalene, red: charge-transfer from the naphthalene to the anthracenone, brown: other
contribution such as 2-electron excitations.
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Figure S9: Theodore analysis at the 3ππ∗ (A) geometry in BuCN for excited states with a
vertical excitation energy below 4.5 eV. Orange: local excitation on the naphthalene, green:
local excitation on the anthracenone, blue: charge-transfer from the anthracenone to the
naphthalene, red: charge-transfer from the naphthalene to the anthracenone, brown: other
contribution such as 2-electron excitations.

Figure S10: Theodore analysis at the 3ππ∗ (N) geometry in BuCN for excited states with a
vertical excitation energy below 4.5 eV. Orange: local excitation on the naphthalene, green:
local excitation on the anthracenone, blue: charge-transfer from the anthracenone to the
naphthalene, red: charge-transfer from the naphthalene to the anthracenone, brown: other
contribution such as 2-electron excitations.
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Vibrational Coupling Modes

(a) mode 19 (b) mode 29 (c) mode 39 (d) mode 55 (e) mode 91

Figure S11: B2 symmetric coupling vibrational modes promoting the TEET between the
3ππ∗ (A) and 3ππ∗ (N) of AN in BuCN.
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Electron affinities and lowest triplet and singlet
state properties of para-oligophenylenes
(n = 3–5): theory and experiment†

Timo Schulz,‡a Paul Konieczny,‡b Dennis R. Dombrowski,a Simon Metz,a

Christel M. Marian *a and Rainer Weinkauf *b

We apply photodetachment–photoelectron spectroscopy to measure the electron affinities and the

energetics of the lowest excited electronic states of the neutral molecules para-terphenyl (p3P), para-

quaterphenyl (p4P) and para-quinquephenyl (p5P), including especially the triplet states below S1. The

interpretation of the experimental data is based on the comparison to calculated 0–0 energies and

Dyson norms, using density functional theory and multireference configuration interaction methods, as

well as Franck–Condon patterns. The comparison between calculated and experimental vibrational fine-

structures reveals a twisted benzoid-like molecular structure of the S0 ground state and nearly planar

quinoid-like nuclear arrangements in the S1 and T1 excited states as well as in the D0 anion ground state.

For all para-oligophenylenes (ppPs) in this series, at least two triplet states have been identified in the

energy regime below the S1 state. The large optical S0–S1 cross sections of the ppPs are rationalised by

the nodal structure of the molecular orbitals involved in the transition. The measured electron affinities

range from 380 meV (p3P) over 620 meV (p4P) to 805 meV (p5P). A saturation of the electron binding

energy with the increasing number of phenyl units is thus not yet in sight.

1 Introduction

The chemical structures of the para-terphenyl (p3P), para-
quaterphenyl (p4P) and para-quinquephenyl (p5P) molecules
are shown in Fig. 1.

Because of their high fluorescence quantum yields para-
oligophenylenes (ppPs) are used as UV-laser dyes. For example,
p3P was the gain medium in one of the first tunable UV dye
lasers.1–4 In the search for higher laser efficiencies, broader
wavelengths tunabilities and new wavelength ranges it was
found that modified p3P chromophores5 and longer ppPs can
be also used as laser dyes.6 Already in 1976, a fluorescence

quantum yield of 0.93 was measured for p3P in solution,
although its S1 lifetime was found to be rather short (1.2 ns).3

In 1982, a resonant multi-photon ionisation (REMPI) gas
phase spectrum of the S0 - S1 transition of cold p3P molecules
was reported by Murakami et al.7 In their spectrum, two long
progressions of low-frequency vibrations are built upon the
origin transition at 4.024 eV. These modes have been assigned
to the in-phase and out-of-phase torsional twist modes around
the C–C bonds which connect the phenyl rings. As explanation
for the occurrence of the long progressions, the authors pro-
pose that in the S0 state the benzene rings are twisted against
each other, but lie in one plane in the S1 state. Other experi-
mental and theoretical publications dealing with the twisted S0

Fig. 1 Chemical structures of para-terphenyl (p3P), para-quaterphenyl
(p4P) and para-quinquephenyl (p5P).

a Institute of Theoretical and Computational Chemistry, Heinrich-Heine-University
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geometry of p3P have been reviewed by Baraldi and Ponterini.8

Using semiempirical calculations, they found for p3P two
nearly isoenergetic conformers: (1) a C2h symmetric conformer
with alternating signs of the inter-ring twist angles and (2) a
helical conformer with D2 symmetry. For p3P the angles of the
inter-ring twist were calculated to be 351. The barrier separating
the two minima was predicted to be low enough to allow a
thermal equilibration of the rotamer populations at room
temperature. Interestingly, in the above-mentioned REMPI
S0–S1 gas phase spectrum of p3P, despite of the high spectral
resolution, no evidence for a second conformer can be found.7

This means that either only one conformer is thermally popu-
lated or, more plausible, that the two conformers have identical
S0 - S1 transition energies.

The role of the inter-ring twist modes on the absorption and
emission spectra of p3P were further investigated by Schneider
et al.5 They investigated p3P derivatives with and without
additional bridges between the rings and confirmed that the
S0–S1 Stokes shifts are relatively large for the non-bridged
compounds but considerably smaller if the torsional angle
between the phenyl rings is reduced due to the presence of the
bridges.5 Employing a combination of Hartree–Fock theory and
configuration interaction singles Heimel et al.9 calculated twist
angles between 30 and 40 degrees for the S0 state of p3P.
However, the large Stokes shift and the observed violation of
the mirror-image-rule in p3P could be only explained when they
included the anharmonicities of the torsional potentials in the
S0 and the S1 states in their Franck–Condon (FC) simulations.
Heimel et al.9 also find in their S0–S1 FC spectrum four
members of a sequence of the inter-ring stretch vibration
(spacing B1400 cm�1). This sequence and its combination
bands with the torsion modes then explain, why in solution
the emission spectrum of p3P is so broad and completely
structure-less. Investigations by Lukeš et al.10 performed later
with time-dependent density functional theory (TDDFT) came
to the conclusion that the p system of the S1 state adopts a
quinoid double-bond structure in p3P.

In a more recent experimental investigation of p3P, p4P, p5P
and para-sexyphenyl (p6P) by Nijegorodov et al.11 the fluores-
cence quantum efficiencies were measured to be 0.84 (p3P),
0.81 (p4P); 0.89 (p5P) and 0.93 (p6P) and the corresponding
fluorescence lifetimes are 1.0 ns (p3P), 0.85 ns (p4P), 0.82 ns
(p5P) and 0.78 ns (p6P). Note that in this work no error bars
were given despite the small differences between the values.
If we assume that the small differences are correct, both series
of data follow roughly the same line: the optical S1–S0 transition
cross section, being already high for p3P, still increases with
chain length and is directly responsible for the increase in the
fluorescence quantum efficiencies and the shortening of the S1
lifetimes.

The larger the molecules become, the more non-radiative
decay channels should be accessible. Typically, only the elec-
tronic ground state and triplet states are situated below S1. The
experimental determination of the energetic position of triplet
states by conventional methods is difficult in pure hydro-
carbons because the electronic singlet–triplet coupling is weak.

The T1 triplet state energies of p3P (3.1 eV) and p4P (2.3 eV)
were measured for the first time by electron energy loss
spectroscopy (EELS),12 a method which competes with photo-
detachment–photoelectron spectroscopy (PD–PES), used in our
investigation. Both methods can access triplet and singlet
states of the neutral molecules on an equal footing. Strangely,
by EELS no triplet states above T1 have been found, although
the energy range of the EELS spectra includes the S1 (p3P:
4.9 eV; p4P: 4.6 eV), S2 and even higher singlet states. Also by
transient triplet absorption spectroscopy, no further triplet
state was found below S1 for p3P.

13

To answer the open questions for the ppPs, we apply PD–PES
to intact parent radical ppP anions. The fact that triplet states
of the neutral molecule can be directly probed by removal of an
electron from an intact radical anion has been known for a long
time14–17 and was applied by us to anthracene,18 azulene,19

N-methylacridone and N,N-dimethylquinacridone.20 With the
same method, the electron affinities (EAs) of p3P and p4P were
determined by Nakamura et al. in 2006.21 They also presented
theoretical EA values, which agree reasonably well with their
experimental values. By using UV lasers, we measure the lowest
electronic excited states including S1 and especially the T1 and
the T2 states in this work. Finally, we compare calculated FC
spectra with the shape of the measured spectra with the aim to
gain new insights into the energetics as well as the geometric
and electronic structures of the observed electronic states.

2 Methods
2.1 Anion photodetachment–photoelectron spectroscopy: the
experimental setup

The sample molecules have been purchased from TCI. The
apparatus used in this work for conducting photodetachment–
photoelectron spectroscopy (PD–PES) has been described
elsewhere.19,20 In short, the apparatus consists of four vacuum
chambers in a sequence to stepwise reduce the vacuum pressure
from the inlet chamber (chamber 1) to the photoelectron spectro-
meter (chamber 4). At the beginning of each measurement cycle, a
heated and pulsed stainless steel gas nozzle releases a short gas
pulse of argon (20 bar back pressure) with a small percentage of
thermally evaporated sample molecules. As a result a pulsed co-
expansion takes place through the small orifice (diameter 300 mm)
into the first vacuum chamber (pressure in average better than
5 � 10�5 mbar). During expansion, radical anion formation by
electron attachment to the sample molecules is performed. During
the ongoing expansion, the initially hot radical anions then quickly
undergo many collisions with the dense Ar gas. By this, the anions
are energetically stabilised and strongly cooled. The slow neutral
atoms andmolecules as well as all the negative sample anions and
the positive Ar ions contained in the centre of the expansion pass
after about 10 mm through a skimmer orifice into the second
vacuum chamber. The latter is used for vacuumpressure reduction
between the chambers.

Despite that most of the sample radical anions are
intact parent anions, mass selection is required before the
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photodetachment, because many aggregates are formed.
In chamber number two, for this reason, the ions enter a
pulsed linear time-of-flight mass spectrometer (ToF-MS) which
includes chambers 3 and 4. After passing several ion focussing
lenses and several deflection plates in chamber 3, the anion
cloud of interest crosses the PE spectrometer in chamber 4 and
is detected at the rear side of chamber 4 on a micro-channel-
plate (MCP) ion detector. The mass resolution is at this stage
about 200. When crossing chamber 4, in the middle of the
perpendicular m-metal-shielded and therefore field-free PE
spectrometer the anions interact with the pulsed detachment
laser beam, which comes from above, perpendicular to the ion
beam and the PE-spectrometer. Only these electrons which are
emitted perpendicular to the ion and the laser beams are
detected on a MCP-detector. The energy of the electrons is then
determined by a start-stop ToF measurement. To achieve a high
accuracy in the time measurement, the slightly focussed
detachment laser has a pulse width below 1 ns (fundamental
and higher harmonics of a post-amplified Piccolo laser, Inno-
las, Germany, pulse width 800 ps).

In order to be able to hit as many anions as possible with the
laser beam, after mass identification and selection by a mass
gate, the anions of interest are post-accelerated before chamber
4 and by this compressed in time and space.22 Photoelectron
spectra are recorded by measuring the ToF which the electrons
take for the 60 cm long field-free drift tube form the detach-
ment site to the MCP electron detector. The advantage of such a
ToF-energy analyser is, that for each cycle the PE spectrum
covers always the full electron energy range, which depends on
the molecular EA and the photon energy. The disadvantages are
(i) a low transmission and (ii) the fact that the smallest peak
width (best energy resolution) is only achieved for relatively
low-energetic electrons (E r 200 meV).

To present a good energy resolution, for most of the acces-
sible electronic states of the neutral sample molecule the over-
view anion PD–PE spectra are composed of sections of sub-
spectra recorded with different detachment wavelengths. The
disadvantage of this procedure is unfortunately that the relative
electronic state intensities in the sub-spectra are different due
to Wigner’s threshold law23 and difficult to adjust to each
other. However, since we are especially interested in the ener-
getics, such as electron affinities and triplet state energies, a
comparison of the intensities is of minor importance.

In the ideal case, a photo excitation of a radical anion would
excite into the detachment continuum and the intensities of the
vibronic transitions of the final neutral electronic state would be
exclusively given by the FC factors between the anion ground state
and the neutral electronic state to which the detachment process
leads. Unfortunately, anions can have anion-excited states even
above the electron detachment threshold. These states, if acciden-
tally resonantly photoexcited, can autoionise. Since in this case the
resonant anion excited electronic state is involved, it can (i) either
disturb the anion-to-neutral FC factors,24–26 or (ii) lead to a
vibronically induced delayed autodetachment.27

To avoid surface effects as much as possible, the inner
spectrometer wall is heated to 340 K and the PE spectrometer

is energy-calibrated from time to time with the two spin–orbit
transitions of atomic iodide.28–30 We found that the experimental
accuracy concerning the absolute energy is �5 meV for electrons
with energies below 300 meV, but the relative accuracy is much
better than this. The accuracy to determine the energy of the
adiabatic origin of an electronic state may, however, be less than
the experimental accuracy because the shape of the observed
spectral structures might be weak or/and broad and thus make
an assignment of the exact origin transition of an electronic state
difficult. This is especially the case for the adiabatic positions of
the S0 ground states of the ppPs (see Section 3.1).

2.2 Theoretical methods and computational details

All geometry optimisations and frequency analyses were per-
formed with the Gaussian 16 program31 using the PBE0 density
functional,32,33 which is known to give accurate ground- and
excited-state geometries for this class of compounds,34 and a
valence triple-zeta basis set with polarisation functions (TZVP)35

for carbon and hydrogen. The geometries of the anionic ground
states (D0) were optimised at the level of unrestricted Kohn–Sham
density functional theory (KS-DFT) whereas closed-shell KS-DFT
was employed for the neutral ground states (S0). The minima of
the excited singlet states were determined with time-dependent
density functional theory (TDDFT), those of the triplet states with
TDDFT in the Tamm–Dancoff approximation. Unless stated
otherwise, all electronic excitation energies and molecular wave-
functions at the optimised geometries were calculated with the
combined DFT and multireference configuration interaction
(DFT/MRCI) method36,37 employing the recently presented R2022
Hamiltonian38 which is particularly well suited for extended p-
systems. DFT/MRCI is a semi-empirical multireference configu-
ration interaction ansatz based on KS orbitals and orbital energies
of a closed-shell BH-LYP functional39,40 determinant. For the
construction of the two-electron integrals in the resolution-of-
the-identity approximation, the auxiliary basis sets from the
Turbomole library41,42 were employed. Computational details
concerning the DFT/MRCI parameter set, the selection thresh-
olds for including configuration in the variational space and
the number of roots determined in the Davidson diagonalisa-
tion procedure can be found in the ESI.† FC spectra were
calculated via a fast Fourier transformation ansatz employing
the Vibes program.43,44 Besides adiabatic energies and FC
patterns of the excitation, photoionisation cross sections are
especially valuable for assigning closely spaced electronic
states. To obtain an estimate for the photoionisation probabil-
ities, often Dyson orbitals fDyson

IF and their respective squared
norms sIF are used, disregarding the overlap between the
outgoing electron and the ionisation continuum states.45–48

In the context of PES, Dyson orbitals are defined as the overlap
between an initial N-electron state and a final N � 1-
electron state.

fDyson
IF x1ð Þ ¼

ffiffiffiffi
N

p ð
cN�1
F x2; x3; . . . ; xNð ÞcN

I

� x1; x2; x3; . . . ; xNð Þdx2; dx3; . . . ; dxN
(1)
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Dyson orbitals can also be written as a linear combination of
the molecular orbital set of the initial wave function {fp}:

fDyson
IF x1ð Þ ¼

X
p

gpfp x1ð Þ (2)

where the expansion coefficients, also called Dyson amplitudes,
are defined as:

gp ¼ cN�1
F

� ��ap cN
I

�� �
(3)

Possible values range between 0 for states that cannot be
described by a one-electron transition and 1 for two states that
differ exactly by the occupation of one spin orbital. Note, that a
value of 1 is only possible if the electron is detached from a
singly occupied molecular orbital of the anion. If the electron
is removed from a doubly occupied shell, at most a Dyson
amplitude of 0.5 can be expected. (For further explanations, see
the ESI.†) The squared Dyson norm can be described as the
sum over the squared coefficients

sIF ¼ fDyson
IF

���
���2 ¼ X

p

gp
2 (4)

and is a measure for the probability of a photoionisation.
In this work, DFT/MRCI wavefunctions of the anionic ground
state and the ground and excited states of the respective neutral
molecules have been used to determine the pole strengths.

3 Results and discussion

In the following section, we present the experimental PD–PE
overview spectra of p3P, p4P and p5P, explain their specialities
and propose first assignments. Subsequently, we report on the
results of our quantum chemical calculations before we com-
pare them with the experimental data and discuss the resulting
consequences.

3.1 Photodetachment–photoelectron overview spectra

The overview PD–PE spectra of p3P, p4P and p5P (Fig. 2) show
the transitions from the anion ground states to the S0 and to
the excited electronic states of the neutral molecules. Note that
they are composed of sub-spectra recorded with different
detachment wavelengths in order to show spectra with the best
possible electron energy resolution and to avoid strange vibra-
tional FC effects as caused by the resonance of the detachment
laser with an anion-excited electronic state. Labels with the
detachment wavelengths are included in Fig. 2. The relative
intensites of the subspectra have been adapted to each other
according to graphical aspects. Between two electronic states
they can be only interpreted if their spectral structures have
been recorded with the same wavelength and if the two states
lie rather close in energy. The estimated origin positions of the
S0 states are set to the zero position of the energy scale which
is—as a consequence—the energy scale of the neutral mole-
cules. As a result of the definition of the energy axis, the anion
ground states lie to the left of the zero point of the x-axis (S0)

Fig. 2 Composed PD–PE overview spectra of p3P, p4P and p5P illustrating the energetic trends. The coloured lines are only meant to guide the eye.
For a better comparison to the spectroscopy of the neutral molecules the energies are given with respect to the neutral S0 ground state. The positions of
the anion D0 ground states are marked by bullets (for values, see Table 1). The EA increases with increasing size of the molecules, the S1 and T1 bands shift
slightly to lower energies whereas a stronger shift is observed for T2. The assignment of the T3 band is tentative only.
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and the electronically excited states of the neutral molecules to
the right side. As expected, the EAs increase and the electronic
excited state energies decrease with the increase of the number
of phenyl rings.

The assignments included in Fig. 2 are based on simple
spectroscopic principles and literature data. The lowest-energetic
transition from the radical anion to the neutral molecule leads to
the S0 state. The assignment of the next spectral PE structures is
also obvious: in a closed-shell molecule, the T1 state is usually the
first excited state above S0 and does not appear in UV-VIS spectra.
The assignment of the S1 states can be performed on the basis of
their energetics which agree with S0–S1 transition energies known
from literature (see Table 1). Since the isolated transitions which
are located between T1 and S1 have not been observed in the
UV-VIS spectra,5 they are attributed to T2. In addition, further
peaks are assigned tentatively to the T3 state.

The EA values and the excited-state energies of all three
molecules are summarised in Table 1 and compared to experi-
mental literature data. In all investigated ppPs, definitively the
T2 states and possibly even the T3 states lie below the respective
S1 states and the S1–T2 energy gap is relatively small. In Fig. 2
one can see that the vibrational structures of the individual
electronic states are rather different. For example, in p3P the
first transition to S0 is much broader (this sub-spectrum was
recorded with 1064 nm, providing the best experimental reso-
lution) than the peaks of the transitions to T1, T2 and S1.
If autodetachment effects were absent, these individual vibra-
tional patterns should be correlated with structural changes
between the molecular anion geometry and the geometries of
the individual electronic states of the neutral molecules. In
Section 3.3, expanded PD–PE spectra of most of the transitions
to the individual electronic states of the neutral molecules are
shown and compared to corresponding theoretical spectra.

3.2 Quantum chemical results

According to former investigations,7–9,21 the changes of the
torsional angles, which are allocated between the phenyl rings,
play an important role for the interpretation of the electronic
and vibronic spectra of the ppPs. Moreover, these twist angles
seem to be correlated with C–C bond length alterations. Lukeš
et al. postulated that ppPs exhibit a quinoid structure in the
first excited singlet state and that the double-bond character of

the C–C bond between the phenyl rings causes the planarity in
S1.

10 We here take these statements as a motivation for a more
general investigation on the equilibrium geometry changes in
the ground and excited electronic states of the neutral ppPs
with regard to the anion ground state. In the following, the
trends will be discussed in a qualitative manner.

As mentioned earlier, for the neutral para-phenylenes two or
more stable rotamers exist which differ in the relative orienta-
tion of the phenyl rings, i.e., alternating or helical. Within the
error bars of our experiment and our quantum chemical
calculations we do not find energetic differences between the
two (p3P) and multiple (p4P and p5P) possible conformers of
the investigated ppPs, neither in the anions nor in the neutral
electronic states. Inter-conformer transitions have very similar
transition energies as intra-conformer transitions but have
typically broader vibrational structures due to the larger geo-
metry changes. To simplify the complex discussions, we only
present the results for the conformers alternating in the sign of
the torsion angles.

3.2.1 Quantum chemical results on p3P. The analysis of
the twist angles in the equilibrium structures (Fig. 3) shows that
D0, S1, S2 and T1 are nearly planar and that S0 is strongly non-
planar. For the S0 and S1 states these finding agree well with the
results of Lukeš et al.10 and explain the large and irregular S0–S1
Stokes shifts determined in optical spectroscopy.5 The mini-
mum structure of the T3 state could not be determined because
the geometry optimisation converges towards a conical inter-
section with the T2 potential energy surface.

In Fig. 4, the calculated bond length changes with respect to
the anion ground state D0 are shown. These changes will be
rationalised based on the leading configurations of the wave-
functions. To avoid confusion, we designate the molecular
orbitals (MOs) according to their occupations in the ground
state of the neutral molecule: the highest occupied molecular
orbital (HOMO, H) is doubly occupied in both, S0 and D0,
whereas the lowest unoccupied molecular orbital (LUMO, L) is
empty in S0 and singly occupied in D0.

The leading term of the totally symmetric S0 state is related
to the D0 state by the ejection of the LUMO electron. The LUMO
has bonding character with regard to the inter-ring C–C bonds
4 and 8 (see Fig. 5), where we have used the bond labelling
introduced in Fig. 4. Also the C–C bond 6 in the central phenyl

Table 1 Electron affinities and electronic state energies of p3P, p4P and p5P with respect to the neutral ground state S0. Experimental data from this
work and literature data. All values are given in meV. Note that the energy error in this work is given by the accuracy with which the origin of the S0 state
can be determined (about �50 meV)

State

p3P p4P p5P

Lit. This work Lit. This work Lit. This work

EA/S0 390a 379 660a 620 — 805
S1 4024b, 3962c, 4900d 4024 3731c, 4600d 3872 3602c 3688
S2 6500d — 4029c, 6400d — 3967c —
T1 2541c, 3100d, 2529e 2598 2392c, 2300d 2478 2318c 2375
T2 — 3558 — 3260 — 3073
T3 — 3930 (?) — 3771 (?) — 3597 (?)

a Ref. 21 PD–PES. b Ref. 7 REMPI, gas phase. c Ref. 11 solution phase. d Ref. 12 electron beam, gas phase. e Ref. 49 crystal.
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ring and, to a minor extent, the C–C bonds 2 and 10 in the
terminal phenyl rings experience bonding interactions in
LUMO. All other C–C bonds of p3P are intersected by nodal
planes in the LUMO and therefore have antibonding character.
The pattern of the bond length alterations, shown in Fig. 4,
exactly follows the expected trends: if one electron is removed
from the LUMO, the inter-ring C–C bonds 4 and 8 lose their
double-bond character. Accordingly, the steric strain caused by
the repulsion between the hydrogen atoms of two neighbouring
phenyl rings prevails over the bonding forces and leads to
an out-of-plane twist, as may be seen when comparing the
torsional angles of the D0 and the S0 states in Fig. 3. Also the
central bond 6 is strongly elongated in S0 with respect to D0

while the bonds carrying odd labels are shortened, but these
bond length changes do not have a major impact on the
dihedral angles.

If instead an electron is removed from the HOMO, the Au-
symmetric T1 or S1 states are reached, depending on the spin
orientation of the outgoing electron. Although both states are
well represented by the (H)1(L)1 configuration, the bonding

patterns (Fig. 4) are not identical. We notice stronger bond
length alterations in the triplet state, a phenomenon already
observed for the (H)1(L)1 states of polyene chains.50 Nodal
planes intersect the even numbered bonds whereas high elec-
tron density is found between the carbon atoms connected by
odd numbered bonds (see Fig. 4). In the S1 and T1 states,
therefore the inter-ring C–C bonds are strengthened and shor-
tened whereas the neighbouring bonds are elongated. Even the
bonds 2, 6 and 10 acquire partial double bond character, thus
giving the three phenyl rings a quinoid structure.

The geometry changes of the higher-lying electronic states
are not as easily deduced because they have multiconfigura-
tional character. The wavefunction of the T2 state exhibits
Ag symmetry and is dominated by an almost equal mixture of
(H�1)1(L)1 and (H)1(L+2)1 configurations. HOMO�1 and
LUMO+2 have larger amplitudes on the terminal phenyl rings
than on the central one (see Fig. 5c and f). Ejection of an
electron from HOMO�1 and occupation of LUMO+2 both lead
to a pronounced elongation of the terminal C–C bonds 1 and
11, other geometry changes are less obvious. Inter-ring twist
angles intermediate between the D0 and S0 are found for the
equilibrium geometry of this state. S2 and T4 transform accord-
ing to the Bu irreducible representation with leading (H)1(L+1)1

and (H�2)1(L)1 terms. LUMO+1 and HOMO�2 do not involve
the carbon atoms connecting the phenyl rings (see Fig. 5d and e).
Therefore, the small twist angles (Fig. 3) are mainly caused by the
removal of a HOMO electron in the first case and the remaining
electron in the LUMO in the second case. The most pronounced
bond length change involves the central C–C bond 6 which
is markedly weakened with respect to the anion ground state
(Fig. 4).

3.2.2 Quantum chemical results on p4P. The structural
differences between the electronic states of p4P show similar
patterns as those of p3P (Fig. 6 and 7), save for a few distinct
peculiarities concerning the central C–C bond and the related
torsional angle F2. In the anionic ground state, the torsional
angles vary between 151 for F2 and �201 for F1 and F3. The
S0 minimum geometry is again strongly non-planar and the
inter-ring bonds are elongated with regard to the D0 structure.

Fig. 3 Calculated torsional angles in the equilibrium geometries of
selected anionic and neutral electronic states of p3P.

Fig. 4 Bond length differences between the respective neutral states and
the D0 anion state of p3P. The colour bar at the right side gives the
correlation between the colours and the bond length changes (in Å).

Fig. 5 Important MOs of p3P at the anion ground state geometry. Images
of further MOs may be found in the ESI.†
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The effect is more pronounced for the central bond 8 because
the electron density in the LUMO (Fig. 8b), from which the
electron is ejected, is higher than for the terminal inter-ring
bonds 4 and 12. The S1 and T1 states of p4P adopt a quinoidal
structure, again with stronger alterations for the central bond
and the related twist angle due to the larger orbital amplitudes
of the HOMO (Fig. 8a) in that spatial region.

T2 and S4 are interesting cases because here opposite
tendencies are observed for the outer and inner phenyl rings
and the related geometry parameters (Fig. 6 and 7) which can
be traced back to the electron density distribution in the
involved MOs. Like in p3P, T2 and S4 are multiconfigurational
wavefunctions with the (H�1)1(L)1 and (H)1(L+1)1 configura-
tions as leading terms. Inspection of Fig. 8c reveals bonding
character for 8 and antibonding character for 4 and 12 in
HOMO�1. Annihilation of an electron in HOMO�1 therefore
weakens the central inter-ring bond and strengthens the outer
ones. The second configuration cannot be reached from D0 by a
single electron excitation, but requires the removal of an
electron from HOMO accompanied by an excitation from
LUMO to LUMO+1. While the geometric effects caused by the

lowering of the HOMO and LUMO populations nearly cancel,
occupation of LUMO+1 (Fig. 8d) results in an elongation of the
central C–C bond. While the electronic states of neutral p4P,
discussed so far, are symmetric with respect to a rotation
through 1801 about the long C2 axis (z axis), S2 and T4 are
antisymmetric. To reach their leading (H)1(L+2)1 configuration
from the D0 state, again a two-electron process is necessary.
Their secondary configuration, (H�2)1(L)1, is generated by PES
through the ejection of an electron from HOMO�2. Neither
HOMO�2 (Fig. 8e) nor LUMO+2 (Fig. 8f) exhibit notable
amplitudes on the inter-ring C–C bonds. Ejection of an electron
from HOMO�2 and occupation of LUMO+2 rather lead to a
weakening of the bonds 6 and 10 (Fig. 7) without essentially
changing the torsional angles with regard to the anion ground
state (Fig. 6).

3.2.3 Quantum chemical results on p5P.Without repeating
this kind of detailed discussion for p5P, we notice that for some
electronic states the outer (F1 = F4) and the inner torsional
angles (F2 = F3) differ considerably (Fig. 9). In the D0 anion
ground state, all twist angles are around 201 while the S0 state
of p5P is strongly twisted, with all torsional angles close to 401.
In S1 (configuration (H)1(L)1), the inner two twist angles are
smaller than the outer ones, an effect which is even more
pronounced in the T1 state. The degree of torsion finds its direct
correspondence in the inter-ring C–C bond distance (Fig. 10).

Fig. 6 Torsional angles in the different electronic states of p4P. Note the
different behaviour of the outer angles F1 and F3 in comparison to F2.

Fig. 7 Bond length differences between the neutral states of p4P with
respect to D0. For further explanations, see Fig. 4.

Fig. 8 Important MOs of p4P at the anion ground state geometry. Images
of further MOs may be found in the ESI.†

Fig. 9 Torsional angles in the different electronic states of p5P.
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The quinoidal structure appears to extend over the three inner-
most phenyl rings only. These trends are related to the observa-
tion that the electron densities in the HOMO (Fig. 11a) and LUMO
(Fig. 11b) orbitals are mainly localised in this part of the molecule.
In contrast, HOMO�1 (Fig. 11c) and LUMO+1 (Fig. 11d) have
large amplitudes on the outermost phenyl rings and their neigh-
bours and almost zero coefficients on the central phenyl ring. For
that reason, the inner inter-ring bonds No. 8 and 12 are weakened
whereas the outer inter-ring bonds (No. 4 and 16) are strength-
ened at the T2 minimum where the (H�1)1(L)1 and (H)1(L+1)1

configurations have nearly equal weights. As a consequence, the
outer twist angles are smaller than the inner ones, essentially
reversed to the situation in the T1 state. Also T3 is not planar.
It exhibits a nearly equal mixture of (H�2)1(L)1, (H�1)1(L+1)1 and
(H)1(L+5)1 configurations (for orbitals see Fig. 11). Like in T2, its
inter-ring bonds 8 and 12 are elongated with respect to the D0

structure, but the bond length alterations in the central ring
nearly level out.

In conclusion of this section, with increasing chain length of
the ppP, more and more local effects are observed where the
inner and outer molecular sections behave differently in indi-
vidual electronic states. The tendency that a nearly planar
quinoidal structure in the S1 state is restricted to the
central parts of the molecule has been reported even for longer

para-phenylene oligomers.51 While trends for the first excited
singlet state were discussed in detail by Lukeš et al.,10 we
extended our investigation of the structural changes to several
low-lying triplet states.

3.3 Comparison of the experimental and computed spectra

In this chapter we present our theoretical results based on the
DFT/MRCI method and compare them to the experimental
data. The absolute error for the experimental electronic state
energies with respect to the S0 state is determined by the error
with which the exact position of the transition to the S0 origin
can be determined. Due the broad unresolved structure of this
transition, the S0 origin position may have only an accuracy of
roughly 50 meV. Root mean square deviations of the DFT/MRCI
method are typically in the 200 meV range for organic
molecules with a closed-shell ground state when the R2022
Hamiltonian is employed.38

3.3.1 para-Terphenyl (p3P). The agreement between the
calculated and measured 0–0 energies is relatively good
(Table 2). This applies even to the EA, computed as DSCF value
at the PBE0/TZVP level of theory, whereas DFT/MRCI under-
estimates the EA. With the exception of T1, which matches the
experimental value perfectly, the calculations appear to under-
estimate the experimental 0–0 energies by about 0.1 eV,
whereas adiabatic DFT/MRCI energies which do not include
ZPVE corrections are a bit too high. The theoretical value of the
T3 energy, provided in Table 2, has been obtained for a
Cs-symmetric saddlepoint structure with a small imaginary
frequency (�13 cm�1). Despite many attempts, a proper mini-
mum could not be determined for the T3 potential energy
surface because it undergoes a conical intersection with the
T2 potential. According to the calculations, this saddlepoint lies
energetically below the S1 minimum if ZPVE corrections are
taken into consideration. The strong vibronic coupling between
two triplet states is held responsible for the irregular vibra-
tional pattern observed between T2 and S1 in the overview
spectrum.

The very different vibrational substructures of the individual
transitions in the experimental p3P PD–PE spectrum shown in
Fig. 2 indicate that some electronic states of the neutral
molecule exhibit strong structural differences with respect to
the anion ground state, an effect which is worth to be further
investigated by calculations of FC patterns. As discussed in
Sections 3.2.1, p3P is almost planar in the anion ground state,
strongly twisted in the neutral ground state S0 and nearly
planar in the S1 state. A quick look at the overview spectrum
of p3P (see Fig. 2) confirms qualitatively these theoretical
results: in contrast to the broad anion to S0 transition, the
transitions to excited electronic states, such as T1 and S1,
contain intense origin transitions and relatively small intensi-
ties for the low-frequency vibrations.

For a more detailed analysis, individual expanded experi-
mental spectra and the corresponding theoretical calculated FC
transition spectra have been juxtaposed. Displacement vectors
of the most important normal coordinates are visualised in
the ESI.†

Fig. 10 Bond length differences between the neutral states of p5P with
respect to D0. For further explanations, see Fig. 4.

Fig. 11 Important MOs of p5P at the anion ground state geometry.
Images of further MOs may be found in the ESI.†
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The experimental spectrum in Fig. 12a shows at the low-
energetic side a smooth onset, then a steep rise at about
400 meV followed by some distinct peaks with spacings of
about 54 cm�1 before the signal declines again. The width at
half height of a fictive envelope of the complete S0 structure
would be about 50 meV. The important question now is where
does the S0 origin transition lie? Remember that the exact
position of the S0 origin affects the determination of the
electron affinity and the derived energetic positions with
respect to the neutral S0 state. The first observed weak transi-
tion of the S0–S1 spectrum of Murakami et al. has been
determined by laser spectroscopy (4.024 eV).7 We can use this
value to qualitatively locate the S0 origin at about 380 meV
above the anion ground state. This position is marked with a
black vertical line in Fig. 12a. Since the theoretical spectrum in
Fig. 12b essentially predicts a very low intensity for the D0–S0
0–0 transition, the exact position of the experimental origin
should lie considerably to the left of the distinct sharp first
peak indicated as ‘‘S0?’’ in Fig. 12a. Because the exact determi-
nation of the S0 origin position is impossible on the basis of
the presently available information, we set our error bars to
�50 meV.

If one compares the experimental with the calculated FC
spectrum (see Fig. 12b), the peak spacings are roughly similar,
however, the agreement of the peak intensities is rather poor:
(i) in the theoretical FC spectrum the width of the envelope over
the vibrational fine structure is about 100 meV and therefore
much broader than that of the experimental spectrum (50 meV)
and (ii) there are also no sudden intensity-changes in the
calculated spectrum as observed in the experimental spectrum.
Possible reasons for the deviations between experiment and
theory could lie on the experimental or theoretical side.
As mentioned in Section 1, resonant anion excited states could
manipulate the anion-to-neutral FC factors. The absorption

spectrum of p3P anions published by Shida52 shows only very
small to vanishing absorption at 1064 nm, the wavelength used

Table 2 Theoretical and experimental results for p3P: coefficients (absolute values) of leading MO configurations, calculated vertical transition energies
DEvert. at the S0 geometry, calculated adiabatic transition energies DEadiab. and ZPVE corrected transition energies DE0–0 with respect to S0, experimental
energies DEexp. (this work only), oscillator strengths f, calculated vertical electron detachment energies DEdet. and Dyson intensities s at the D0 geometry.
All energies in eV. In the first row of the table body, the experimental and the ZPVE corrected theoretical EAs are displayed. Experimentally not observed
transitions are labelled as ‘n.o.’

State Configurations DEvert. DEadiab. DE0–0 DEexp. f DEdet.
b DEdet.

c s

S0 11Ag 0.97 GS EA: 0.42b EA: 0.380 — 0.53 0.53 0.95
S1 11Au 0.95 (H)1(L)1 4.61 4.03 3.91 4.024 1.15 4.27 4.36 0.46
S2 11Bu 0.67 (H)1(L+1)1 4.54 4.21 4.09 n.o. 0.00 4.87 4.59 0.17

0.50 (H�2)1(L)1

0.28 (H�4)1(L)1

S3 11Bg 0.60 (H�3)1(L)1 4.63 4.50 4.34 n.o 0.00 5.19 4.85 0.18
0.54 (H)1(L+3)1

T1 13Au 0.91 (H)1(L)1 3.36 2.74 2.60 2.598 — 3.08 3.12 0.43
T2 13Ag 0.65 (H�1)1(L)1 3.83 3.64 3.45 3.558 — 4.13 3.03 0.21

0.60 (H)1(L+2)1

T3 23Au 0.47 (H�3)1(L+3)1 4.17 4.04a 3.81a 3.93 (?) — 4.88 4.75 0.09
0.41 (H�5)1(L)1

T4 13Bu 0.69 (H)1(L+1)1 4.27 4.01 3.95 n.o. — 4.44 4.40 0.16
0.50 (H�2)1(L)1

0.24 (H�4)1(L)1

a No minimum was found. In Cs symmetry, still a small imaginary frequency with �13 cm�1 is present at the saddlepoint. b Computed at the (TD-
)PBE0/TZVP level of theory. c DFT/MRCI energies at the D0 geometry, shifted by 0.38 eV, the difference between the PBE0/TZVP and DFT/MRCI
computed vertical detachment energy of the S0 state.

Fig. 12 p3P: experimental and calculated spectra of the transition from
D0 to S0. (a) Experimental spectrum recorded with PD wavelength 1064 nm.
The vertical black line indicates the expected position of the D0–S0 origin
position as derived from the difference between our D0–S1 origin and the
S0–S1 origin transition measured by Murakami et al.7 (b) Simulated FC
spectrum (c) PD–PE spectra recorded with 1064 and for comparison with
212.7 nm. (d) Simulated FC-spectrum with the torsional potential scaled to
the experimental value of 54 cm�1. For further discussion, see text.
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for photodetachment, which makes a strong influence on the
vibronic intensities very improbable. This indicates that the
theoretical treatment of the low-frequency torsional modes is
inaccurate. To explain the deviation of the calculated FC
spectra from the experiment, it should be noted that the
harmonic oscillator model used to determine the FC spectra
is not well suited for describing large-amplitude motions. Due
to the large displacements in the torsional coordinates by about
301, a long vibrational progression can be expected. Because the
low-frequency torsion modes at 83 cm�1 (observed at 54 cm�1)
and 217 cm�1 (observed at 177 cm�1), exhibit too high wave-
numbers, the envelopes of the torsional potentials are too wide.
If the potential of the torsional mode in S1 is adjusted by using
the experimental vibrational frequency of 54 cm�1 in the FC
calculation (Fig. 12d), the vibrational structure is not only
compressed because of the lower vibrational frequency, but
also the FC factors for the quantum numbers change.

Since the equilibrium structures of the D0 anionic ground
state and the T1 state of the neutral molecule both are quasi
planar, the calculated FC spectra are supposed to be more
reliable. Indeed, Fig. 13 shows that the agreement between
experiment (left side) and theory (right side) is quite good. The
peak observed with a spacing of 225 cm�1 above the origin (see
green line) can be identified with the calculated inter-ring
vibration of 231 cm�1. The next vibration identified in the
experimental spectrum lies at 742 cm�1 and corresponds nicely
to the calculated collective phenyl-ring breathing mode with an
energy of 767 cm�1. The first two main peaks in the experi-
mental spectrum have each two satellite peaks somewhat
shifted to higher energies (red and orange lines), one directly
in the shoulder of the first highest peak (peak position:
24 cm�1) and another one at a distance of about 89 cm�1.
Because the first main peak and its neighbouring satellite peak
overlap, it is difficult to derive the exact underlying energetic
spacing between the molecular vibronic states. Our FC simula-
tions reveal that the three-fold structure might be attributed to
a symmetric torsional mode with a calculated frequency of
41 cm�1. To explain this discrepancy of computation and
experiment, especially considering the third peak (89 cm�1)
we carried out a qualitative simulation (Fig. S12 in the ESI†) of a
potential peak attraction effect caused by overlapping peaks.

This resulted in a correction for the experimental 28 cm�1 value
to 32 cm�1. Obviously, even this fitted frequency of 89 cm�1

does not fit into a regular progression. As we did not find another
FC active mode in our computations, tentatively matching this
frequency, its origin remains inconclusive. However, it is reason-
able to assume that anharmonicities are responsible for the
observed peak structures.

In Fig. 14 the expanded experimental PD–PES recorded with
212.7 nm and the corresponding calculated FC spectra of the
spectral range covering the transition to T2 up to the transition
to S1 is displayed. The experimental spectrum in Fig. 14 is a
good example for the effect that the resolution of ToF PES
strongly depends on the electron excess energy: the closer the
spectrum comes to the low-energy electron range (from left to
right) the better the energy resolution becomes. Wigner’s
threshold law for photodetachment23 predicts an intensity loss
for structures close to the detachment threshold. This holds
especially true for the excitation to the S1 state.

The experimental transition spectrum to T2 essentially con-
sists of two equally strong broad peaks with a spacing of
960 cm�1 followed by two bunches of threefold structures. This
peak pattern is unexpected. As the first two peaks are intense,
one would expect a third member of the vibrational progression
to follow. Instead, an irregular pattern is observed. In our
calculations, we find an intersection between the T2 and T3

potential energy surfaces in this energy range which might
explain these irregularities. As a consequence, we are not able
to locate the minimum geometry of the T3 state which is why no
FC spectrum is plotted for this state in Fig. 14 (right). We first
concentrate on the two strong broad peaks in the experimental
spectrum. They are both asymmetric and the second peak has
clearly a second close side-peak. This indicates that also the
first peak has a weak underlying satellite peak shifted slightly to
the blue. On the left side, the calculated FC spectrum shows a
comb-like structure with a small energy spacing of 83 cm�1

corresponding to a torsional mode. Note, however, that the
resolution of the computed spectrum depends on the width
of the Gaussisan damping function (here 5 cm�1 full width a
half maximum) used in the Fourier transformation of the

Fig. 13 Experimental (left side) and calculated (right side) spectra of the
transition to the T1 state of p3P.

Fig. 14 Experimental (left side) and calculated (right side) spectra of the
transitions to the T2 and the S1 states in p3P. Note that the T3 state was
omitted from the calculated spectrum because its origin position was not
found. For further explanations see text.
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correlation function. The small satellite peaks presumably arise
from the excitation of a concertina-like stretching motion of
the molecule along the C2 symmetry axis with a frequency of
222 cm�1 in the computed spectrum (Fig. 14 right). The comb
of peaks starting 998 cm�1 above the 0–0 transition in the
theoretical spectrum possibly corresponds to the second peak
in the experimental spectrum, but has a much too low intensity
in comparison to the spectrum on the left side. Obviously, the
harmonic force calculations do not properly describe the
properties of the T2 state in this energy range due to the conical
intersection.

The agreement between the experimental and the theoreti-
cal S1 spectra is very good. The first three peaks in the
experimental S1 spectrum (spacing about 220 cm�1) nicely
correspond to the first three intense peaks in the theoretical
spectrum (spacing 230 cm�1). Note that the anion ground state
and the S1 state are nearly planar. The repetition of this
threefold structure shifted by 790 cm�1 to the blue (experimental
value) is somewhat too weak in intensity in the theoretical
spectrum (found at 776 cm�1 above the origin). It corresponds
to an inter-ring C–C stretch vibration, which appears here as a
result of the quinoidal reconstruction of the nuclear frame in
the S1 state. Interestingly, in the optical S0 - S1 spectrum of
Murakami et al.7 the symmetric (62 cm�1) and asymmetric
(89 cm�1) inter-ring torsion modes have been observed with long
progressions. Both vibrations are not observed by us in the
D0 - S1 spectrum of Fig. 14 because the displacements in the
torsional coordinates between the anion and the S1 states are very
small and the excitation of thesemodes hence does not gainmuch
intensity.

The tentative assignment of the T3 transitions needs a
detailed explanation. Since the energy spacing between the
two three-fold comb-like structures roughly fits in position
and spacing in a series with the two strong peaks of T2, one
could argue that they correspond to T2 and continue its peak
progression. This explanation seems, however, implausible
since the structures in T2 and in the tentatively assigned T3

are too different for this. Interestingly, the small spacings of
their close-lying sub-structures are similar to the distances of
the peaks corresponding to the low-energy vibration in S1, only
the intensities of the substructures are different. Note that also
their spacings are such, that they seem to be part of a progres-
sion of the S1 state. However, they cannot correspond to the
transition to S1, since the energy of the S0 - S1 transition is
accurately known from a gas phase experiment7 and even then
the FC-intensities would not fit. Even assuming a large inaccu-
racy in the determination of the S0 origin of 50 meV or more
would not bring the S1 origin in the neighbourhood of the
peaks attributed by us to T3. Also hot bands can be excluded as
explanation because (i) the other hot band transition we
observe are usually weak in intensity and (ii) they should lie
in the direct vicinity of the origin peak of S1 and not hundreds
of meV away. In conclusion we tentatively attribute them – on
the basis of spectroscopic reasons alone – to the transitions to
T3. Indeed, according to theory (see Table 2), T3 is expected to
lie below the S1 origin and even the T4 transition is close-by.

The Dyson intensity for the photodetachment to T3 is consider-
ably weaker (0.09) than for the transition to T2 (0.21), which is
in qualitative agreement with the small intensity of the
observed complex structure above T2 (see Fig. 14). The PD–PE
spectrum of the T4 state (Dyson norm 0.16) is presumably
buried beneath the S1 bands because the two states are near
degenerate according to the calculations. Unfortunately, the
identity of these tridental structures between T2 and S1 cannot
be unambiguously clarified with the help of FC calculations,
because T3 undergoes a conical intersection with T2 upon
geometry optimisation and the true minimum of its potential
energy surface could not be located. The strong vibronic
coupling in the neighbourhood of the intersection impedes a
meaningful computation of spectral envelopes in a static
approach and would require a quantum dynamical treatment
which is, however, far beyond the scope of this work.

3.3.2 para-Quaterphenyl (p4P). In the PD–PE overview
spectrum of p4P in Fig. 2, there is at first glance considerably
less peak activity in the energy range between T1 and S1 than in
the spectrum of p3P. In the high-energetic range again the
transitions to T1 (neutral energy: 2478 � 50 meV), T2 (neutral
energy: 3260 � 50 meV) and S1 (neutral energy: 3872 � 50 meV)
are observed. Only a small peak in front of S1 might be due to
the transition to T3, an assignment which, however, needs
further support by computational data.

In Table 3 the theoretical results are presented and com-
pared to the experimental data. The calculated electron affinity
is somewhat too high (703 meV, compared to B620 meV in the
experiment), which is unexpected from a theoretical point of
view, but has been observed for oligothiophenes53 and other
compounds20 as well. The Dyson norm for the photodetach-
ment of an electron from the singly occupied anion MO (LUMO
in the nomenclature used here) has a value close to 1. The ratio
of the Dyson intensities for the transitions to T1 and to T2 are
about 2 : 1, in nice agreement with the spectrum recorded with
266 nm (not shown as a complete spectrum here). The transi-
tion to T3 has a very low Dyson intensity of 0.12 (for compar-
ison: the neighbouring transition to S1 has a Dyson intensity of
0.44), which would qualitatively agree with the very small
intensity of these peaks in the overview spectrum. The 0–0
transition energy of 3.55 eV, determined in the DFT/MRCI
calculations, supports the tentative assignment of T3 closely
below S1.

In p4P, the singlet-coupled HOMO–LUMO excitation forms
the first excited singlet state. The computed oscillator strength f
of its optical S0 - S1 transition is 1.67 and thus has consider-
ably increased in comparison to p3P (f = 1.15). The nodal
structure of the MOs involved in the S0 - S1 transition is
similar in both molecules (cp. Fig. 5 and 8). HOMO and LUMO
both exhibit b symmetry with regard to the C2(z) symmetry axis.
Hence, the transition moment for the S0 - S1 transition lies, as
in p3P, parallel to the long axis. As in p3P, the oscillator
strengths for the transitions to the multiconfigurational S2
and S3 states are close to zero.

On the left side of Fig. 15, the PD–PE spectra of the
transition to S0, recorded with the wavelengths 1064, 355 and
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266 nm, are presented. The fact that the spectrum recorded
with 266 nm looks very similar in vibrational intensity to the
spectrum recorded with 355 nm proves that the wavelength
1064 nm performs a resonant excitation of an anion-excited
state which then decays via autodetachment. The p4P anion
absorption spectrum of Shida in tetrahydrofuran52 shows
strong absorptions at 1220 nm and 1115 nm. Our detachment
wavelength of 1064 nm then would be overlapping with Shida’s
second broad peak at 1115 nm. The 355 nm spectrum, dis-
played in Fig. 15 (left side), shows a strong first peak followed
by two or more peaks with spacings of about 1475 cm�1. The
corresponding calculated FC spectrum is displayed in Fig. 15
(right side). It shows a dense peak structure with very small
spacings of 88 cm�1 (inter-ring twist mode) which has a nearly
Gaussian envelope. The width at half height of the envelope is

about 100 meV and only slightly broader than the first peak in
the experimental spectrum. A second comb of low-energetic
vibrations shifted by about 1535 cm�1 follows. These are
combination bands with a high-energetic vibration (experi-
ment: 1475 cm�1, collective inter-ring stretch mode). The
broader envelopes of the two structures in the FC spectrum
in comparison to the experiment are—as in p3P—presumably
also due to the overestimation of the force constant of the twist
potential.

In Fig. 16, two experimental spectra and one calculated FC
spectrum of the transition to T1 are displayed. If the theoretical
spectrum would be broadened the two spectra would agree well
in shape and relative energetic positions and only slightly differ
in intensities. This is an example showing that typically the
spectra recorded with high excitation energies are not or not
much influenced by anion-excited states. The observed mode
with a frequency of 170 cm�1 can be assigned to a global
stretching mode (calculated frequency: 174 cm�1). The next
observed mode with 766 cm�1 can be assigned to a collective
breathing mode with a calculated frequency of 787 cm�1. The
most displaced mode, an antisymmetric torsional mode with a
frequency of 30 cm�1, which appears as a progression with
three strong and two smaller peaks in the calculated spectrum,
is not identified in the experimental spectrum due to lack in
energy resolution.

In Fig. 17, the experimental and theoretical FC spectra of the
transition to the S1 state are juxtaposed. The first observed
mode has an energy of 160 cm�1 in the experimental spectrum
(left side) and can be identified with the calculated symmetric
collective stretching mode along the molecular axis (calculated
frequency: 175 cm�1). The weakly observed mode with a

Table 3 Theoretical and experimental results for p4P: coefficients (absolute values) of leading MO configurations, calculated vertical transition energies
DEvert. at the S0 geometry, calculated adiabatic transition energies DEadiab. and ZPVE corrected transition energies DE0–0 with respect to S0, experimental
energies DEexp. (this work only), oscillator strengths f, calculated vertical electron detachment energies DEdet. and Dyson intensities s at the D0 geometry.
All energies in eV. In the first row of the table body, the experimental and the ZPVE corrected theoretical EAs are displayed. Experimentally not observed
transitions are labelled as ‘n.o.’

State Configurations DEvert. DEadiab. DE0–0 DEexp. f DEdet.
b DEdet.

c s

S0 11A 0.96 H2(L)0 — EA: 0.70b EA: 0.620 — 0.82 0.82 0.93
S1 11B1 0.94 (H)1(L)1 4.31 3.75 3.65 3.872 1.67 4.25 4.38 0.44
S2 11B2 0.66 (H)1(L+2)1 4.46 4.14 3.98 n.o. 0.00 5.06 4.79 0.15

0.41 (H�2)1(L)1

0.35 (H�4)1(L)1

S3 11B3 0.52 (H)1(L+3)1 4.49 a a n.o. 0.00 5.31 5.00 0.16
0.42 (H�3)1(L)1

0.38 (H�5)1(L)1

S4 21A 0.66 (H�1)1(L)1 4.99 4.69 4.56 n.o. 0.00 5.15 5.17 0.23
0.43 (H)1(L+1)1

T1 13B1 0.89 (H)1(L)1 3.20 2.63 2.51 2.478 — 3.24 3.31 0.41
T2 13A 0.64 (H�1)1(L)1 3.54 3.24 3.13 3.260 — 4.03 3.95 0.21

0.60 (H)1(L+1)1

T3 23B1 0.51 (H�6)1(L)1 3.94 3.86 3.55 3.771 (?) — 4.74 4.62 0.12
0.48 (H�1)1(L+1)1

0.44 (H)1(L+6)1

T4 13B2 0.68 (H)1(L+2)1 4.19 3.94 3.79 n.o. — 4.65 4.71 0.13
0.40 (H�2)1(L)1

0.32 (H�4)1(L)1

a No minimum was found in the calculations. At the converged structure still an imaginary frequency is present. b Computed at the (TD-)PBE0/
TZVP level of theory. c DFT/MRCI energies at the D0 geometry, shifted by the difference between the PBE0/TZVP and DFT/MRCI computed vertical
detachment energy of the S0 state.

Fig. 15 p4P: experimental (left side, detachment wavelengths 1064 nm,
355 nm and 266 nm) and calculated (right side) spectra of the transition to
the S0 state.
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frequency of 766 cm�1 presumably corresponds to the mode
with the calculated frequency of 795 cm�1, which is a collective
inter-ring breathing mode, at which especially the two inner
phenyl rings participate. The intensity of the latter transition is
presumably only so extremely small, because it may be affected
by Wigner’s threshold law.23 This would mean that the calcu-
lated intensity of this transition is somewhat too small. The
low-energetic torsion mode with a calculated energy of 78 cm�1

appears in the calculated spectrum as a very weak progression
of 4 peaks. The transitions of this mode cannot be identified
and assigned in the experimental spectrum. They presumably
are buried in the background socket behind and between the
strong transitions. Overall, for the transition to the S1 the
agreement between experiment and theory can be considered
very good.

3.3.3 para-Quinquephenyl (p5P). Except for the very broad
transition to the S0, the appearance of the spectrum of p5P
(Fig. 2) is very similar to that of p4P. The right side of the
spectrum is rather simple to explain. The transitions to T1

(neutral energy: 2340 � 50 meV), T2 (neutral energy: 3038 �
50 meV) and S1 (neutral energy: 3653 � 50 meV) are observed.
A very small additional structure in front of S1 is found which
could be tentatively assigned to T3 because its energetic posi-
tion is in agreement with the calculations. The ratio of
the Dyson intensities of the transitions to T3 and to S1 are

0.13/0.44 = 0.29. This small value can explain why the intensity
of the observed T3 structure is so small (Table 4).

In Fig. 18 we present expanded experimental PD–PE spectra
(detachment wavelengths 1064 nm (red), 532 nm (green) and
266 nm (violet)) of p5P. The vibrational peak patterns are very
different. The strong rise of the second peak in the PD–PE
spectrum recorded with 1064 nm and the many intense peaks
in the spectrum recorded with 532 nm are obviously—similar
as in p4P—due to resonant photoabsorptions channels for the
detachment wavelengths 1064 nm and 532 nm in the anionic
species of p5P. Unfortunately, no anion absorption spectrum
exists for p5P. In the following, we tentatively take the
first strong transition in the 266 nm spectrum as the S0 origin
(EA = 805 � 50 meV).

The calculated transition spectrum to S0 (Fig. 18) shows very
dense combs of peaks with a spacing which corresponds to a
symmetric twist mode (calculated energy: 90 cm�1). The envel-
opes of these twist mode peaks reproduce roughly the struc-
tures of the first three peaks in the experimental spectrum
recorded with 266 nm. As in p3P and p4P, also here the
envelope in the theoretical spectrum is somewhat broader than
the peak width in the 266 nm spectrum. The high-energetic
spacing between the two comb of peaks in the experimental
spectrum is about 1420 cm�1 which best agrees with a collec-
tive stretching mode (calculated energy: 1338 cm�1).

In Fig. 19, the experimental spectrum of the transition to T1

of p5P, recorded with 355 nm (left side), and the calculated FC
spectrum (right side) are displayed. Note that the origin transi-
tion seems to be not the highest peak. Besides a comb of small
peaks with a spacing of 40 cm�1 in the first part of the
experimental spectrum at the blue side, some peaks with
spacings of 85 cm�1 are observed. In addition, a vibration with
an energy of about 742 cm�1 is present. A look at the FC
simulation shows that a low-frequency mode of 55 cm�1 has
the highest displacement and forms a comb of nine vibronic
close-lying transitions. It should correspond to the observed
peak spacing of about 40 cm�1 at the rise of the hump. If one
takes the envelopes of the peaks in the calculated spectrum, it
roughly fits the experimental features. The measured peak
spacings of 85 cm�1 appearing on the blue side of the hump
in the experimental spectrum remain unclear. The observed
mode at about 742 cm�1 (measured between two well identified
combination band peaks) is in an astonishing agreement with
the calculated FC-active mode at 741 cm�1. In conclusion, the
calculated FC spectrum reasonably well agrees with the experi-
mental spectrum.

One remaining question is, however, why in p5P—in con-
trast to the corresponding p3P and p4P spectra—the transition
to T1 is relatively broad. A resonant excitation to an anion-
excited state with 355 nm seems not to apply here since the
spectrum recorded with 266 nm (not shown here) is also broad.
In Section 3.2 we had noticed for p5P that the inner three and
the outer two torsional angles of equilibrium structures can
differ considerably (Fig. 9). Indeed, in the T1 state, the quinoi-
dal structure appears to be confined to the three innermost
phenyl rings, resulting in an almost co-planar orientation of the

Fig. 16 Experimental spectra recorded with 355 nm and 266 nm (left side)
and calculated (right side) FC spectra of the transition to the T1 state in p4P.
For discussion see text.

Fig. 17 p4P: experimental (left side) and calculated (right side) spectrum
of the transition to S1.
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rings (twist angles around 71), whereas the outer two twist
angles are considerably larger (about 241). Interestingly, in the
equilibrium geometry of the D0 anion ground state the outer
twist angles are almost the same as in T1 (about 221). However,
the two inner twist angles in the anion ground state (about 171)
are much larger than in T1. It is therefore not unlikely that, in
addition to global stretch modes, also torsional modes are
excited, as observed in the photodetachment spectrum of the
T1 state in p5P.

In the S1 state, the geometry difference with respect to the D0

structure are less pronounced than in the T1 state. In the sharp
PD–PE spectrum of S1 (Fig. 20) four quanta of a progression of a
vibration with an energy of about 138 cm�1 are observed. Since
the S1 state lies very close to the detachment energy of the laser
wavelength 266 nm, the intensities of the latter peaks may be
affected by Wigner’s threshold law23 and may be smaller than
given by the FC factors. The observed mode with an energy of
138 cm�1 agrees well with a global stretch mode calculated to
have an energy of 143 cm�1. Also the agreement between the
intensities in the experimental and the calculated spectrum is
very good.

4 Summary and conclusions

In this work, it was possible to record and assign PD–PE spectra
of p3P, p4P and p5P. The experimental PD–PE spectra are partly
vibrationally resolved and provide—in combination with calcu-
lated FC spectra—valuable information on the geometrical
structures of the investigated ppPs in their lowest electronic
states. No indications for spectral differences between the
different possible rotamers in the ppPs have been found in
the experimental spectra. The EA values, the oscillator
strengths and the energetic positions of the electronic states
follow the expectations for an increase in the p-conjugation

Table 4 Theoretical and experimental results for p5P: coefficients (absolute values) of leading MO configurations, calculated vertical transition energies
DEvert. at the S0 geometry, calculated adiabatic transition energies DEadiab. and ZPVE corrected transition energies DE0–0 with respect to S0, experimental
energies DEexp. (this work only), oscillator strengths f, calculated vertical electron detachment energies DEdet. and Dyson intensities s at the D0 geometry.
All energies in eV. In the first row of the table body, the experimental and the ZPVE corrected theoretical EAs are displayed

State Configurations DEvert. DEadiab. DE0–0 DEexp. f DEdet.
a DEdet.

b s

S0 11Ag 0.95 GS EA: 0.88b EA: 0.805b — 0.99 0.99 0.93
S1 11Au 0.92 (H)1(L)1 4.13 3.59 3.49 3.69 2.17 4.26 4.41 0.44
T1 13Au 0.86 (H)1(L)1 3.10 2.56 2.40 2.38 — 3.37 3.43 0.39
T2 13Ag 0.63 (H�1)1(L)1 3.33 3.02 2.94 3.07 — 3.97 3.91 0.20

0.60 (H)1(L+1)1

T3 23Au 0.51 (H�2)1(L)1 3.70 3.58 3.41 3.60 (?) — 4.57 4.45 0.13
0.50 (H�1)1(L+1)1

0.46 (H)1(L+5)1

a Computed at the (TD-)PBE0/TZVP level of theory. b DFT/MRCI energies at the D0 geometry, shifted by the difference between the PBE0/TZVP and
DFT/MRCI computed vertical detachment energy of the S0 state.

Fig. 18 p5P: experimental (left side) and calculated (right side) spectra of
the transition to S0. For discussion of the different intensities of the three
experimental spectra, see text.

Fig. 19 p5P: experimental (left side) and calculated (right side) spectrum
of the transition to T1. For explanations see text.

Fig. 20 p5P: experimental (left side) and calculated (right side) spectrum
of the transition to S1. For assignments see text.
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length. For most of the electronic states, the calculated energies
and structures are qualitatively confirmed by the experimental
results, thus strengthening the credibility of these theoretical
data, which cannot be directly derived from the experimental
data. For example, the calculations provide an understanding
why in most of the electronic states bond length changes as
well as twist angle changes occur. Surprisingly, for some
electronic states in p4P and p5P these displacements are
localised on the inner and for others on the outer parts of the
molecules. Dyson norms have been evaluated at the DFT/MRCI
level of theory to estimate the individual photodetachment
probabilities, which are especially interesting for the assign-
ments of the structures attributed to the T2 states. For high
kinetic energies of the photoelectron, the ratios of the Dyson
norms compare well with measured photodetachment intensi-
ties, but the agreement is less satisfactory for slow photoelec-
trons due to Wigner’s threshold law for photodetachment.23

To include the latter effect in the model, the overlap between
the wavefunction of the outgoing photoelectron and the ionisa-
tion continuum would have to be taken into account, which is,
however, beyond the scope of this work.

The calculations show that the character of the optical S0 -
S1 transition is the same in all molecules: the electric dipole
transition moment is parallel to the long molecular axis. The
calculated oscillator strengths increase almost linearly with
increasing molecular length: p3P: f = 1.15, p4P: f = 1.67 and
p5P: f = 2.17 but are somewhat smaller than the values
calculated from experimental data (p3P: fexp = 2.060; p4P:
fexp = 2.360; p5P: fexp = 2.600).11 Interestingly, a saturation of f
with the molecular length does not occur. The MOs involved in
the S0 - S1 transition are similar in shape in all investigated
ppPs (compare Fig. 5, 8 and 11): the HOMO exhibits along the
long axis 2n � 1 nodal planes (aligned perpendicular to the
long molecular axis), n � 1 of them cutting the inter-ring C–C
bonds (n is here the number of phenyl rings in the molecule).
The LUMO has exactly one additional node plane, thus shifting
the pattern of double and single bonds by one unit along the C2

symmetry axis. Both HOMO and LUMO orbitals have in each
benzene unit essentially the same density and the same sign
concerning the plane formed by the long molecular axis and the
axis perpendicular to the benzene ring. This pattern complies
with the Dn = �1 preferences for electric dipole transitions in
the quasi-one-dimensional particle-in-the-box model and
explains the very high oscillator strengths. As our calculations
show and the experiment tentatively confirms, in all investigated
ppP molecules definitively two or even possibly three triplet states
lie below S1. Typically, in a molecule with such an electronic state
energy scheme, one would expect high rates for intersystem cross-
ing (ISC) transitions from the S1 state to the triplet manifold.
However, due to the absence of heteroatoms in the molecules,
spin–orbit coupling between the excited states is obviously so small
that ISC cannot compete against the rapid radiative deactivation on
the nanosecond time scale. Our theoretical analysis thus supports
the explanation given by Godard and de Witte3 and by Nijegorodov
et al.11 that the S1 lifetimes in ppPs are primarily determined by the
high oscillator strengths of the S1 - S0 transitions.

In a former paper, we investigated the size of the singlet–
triplet splittings in azulene and found that the energy separa-
tion between singlet and triplet states of the same spatial MO
configuration strongly depends on the overlap between
the electron densities in the involved semi-occupied MOs.19

In the investigated ppPs, S1 and T1 both originate from a
HOMO–LUMO transition. Since the oscillator strengths of their
S1–S0 transitions are very high—which is only possible if the
HOMO–LUMO orbital densities strongly overlap19—their S1–T1

energy gap should be large. In addition, it is expected that the
gap decreases in longer molecular chains where the two
unpaired electrons are more and more efficiently able to avoid
each other. Indeed, the experimentally observed S1–T1 splitting
in the ppPs is large and – interestingly – decreases very slowly in
this molecular series (1.43 eV (p3P) over 1.39 eV (p4P) to 1.31 eV
(p5P)). The quantum chemical calculations predict much faster
decreases of the 0–0 energy splittings (1.31 eV (p3P) over 1.14 eV
(p4P) to 1.09 eV (p5P)). A similar trend results if the vertical
S1–T1 DFT/MRCI energy differences at the respective ground
state geometries are compared. Hence, a strong impact of the
molecular geometry on the S1–T1 splitting can be excluded. The
fact that the S1–T1 energy separation is increasingly under-
estimated as the chain length grows, rather points towards a
more general problem of the applied quantum chemical meth-
ods. While the energetic positions of the T1 0–0 transitions
match the experimental values almost perfectly, the 0–0 ener-
gies of the S1 states appear to be underestimated by about
0.1–0.2 eV. The number of samples (3 in this case) is, however,
too small for a valid analysis. Forthcoming studies investigating
the performance of the DFT/MRCI R2022 Hamiltonian38 on
excitation energies of other molecules with extended p-systems
will have to prove whether the observed deviation is systematic
or coincidental.

In this work, we could show that the twist angles between
the phenyl moieties and the bond lengths of the inter-ring C–C
bonds are correlated. While the anion ground state, as well as
S1 and T1 of the neutral molecule are practically planar in p3P,
the quinoidal structure in the S1 and T1 states of p5P is
essentially confined to the innermost three phenyl rings. The
twist angles between the terminal rings are considerably larger
than those of the central rings in the S1 and T1 states of this
compound. We interpret these findings in terms of competing
forces: while in general the H–H repulsion between neighbour-
ing phenyl units stays the same, the effect of an electron in an
orbital with strong bonding contributions in the inter-ring C–C
bonds (here LUMO) washes out, because in a large-sized
molecule the electron density is distributed over more atoms
and bonds, thus less affecting individual bonds.

If one lists the EA values of the ppPs, still no saturation
effect with regard to the number of phenyl rings (n) is found:
EA(p3P) = 380� 50 meV, EA(p4P) = 620� 50 meV and EA(p5P) =
805� 50 meV. Obviously, the increment, which has to be added
to the EA if an additional phenyl ring is attached, decreases but
the EA would still considerably increase for longer ppPs.
Remembering that the ppP anions are nearly planar and that
the neutral ppP molecules are twisted in the S0 ground state,
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such a high EA for long ppPs could provide an alternative
explanation for the intereresting experimental findings of Yuan
et al.54 By AFM and STM methods, these authors observed
twisted (benzoid) and planar (quinoid) structures in long ppPs
on metal surfaces and proposed a proton tunneling mechanism
for the observed benzoid-to-quinoid transitions. Having in
mind the high EAs of longer ppP chains or segments, as
proposed in our work, an alternative explanation suggests
itself, namely, the involvement of a ‘‘surface-to-molecule’’
charge transfer (CT) state. In such a case, the charge separation
takes place only over a very small distance d (E3.2 Å) so that the
work function of the metal has to be reduced by the Coulomb
integral from infinity to d,55 totalling in a very low or even
negative CT state energy with respect to the benzoid neutral
ground state.

Conflicts of interest

There are no conflicts to declare.

Acknowledgements

The authors gratefully acknowledge financial support by the
Deutsche Forschungsgemeinschaft (DFG, German Research
Foundation) through MA 1051/20-1 and 396890929/GRK 2482.

References

1 K. Kato, Jpn. J. Appl. Phys., 1972, 11, 912–913.
2 G. A. Abakumov, V. V. Padeev, R. V. Khokhlov and A. P.

Simonov, Spectrosc. Lett., 1975, 8, 651–667.
3 B. Godard and O. de Witte, Opt. Commun., 1976, 19,

325–328.
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S1 Further Computational Details

• If not noted otherwise, all geometries were optimised on the PBE0/TZVP level of theory.

• The Tamm-Dancoff approximation was used in the optimisation of excited triplet state geometries.

• For all DFT/MRCI calculations the one-particle basis was generated with BHLYP/TZVP and the R2022
Hamiltonian with the standard parameter set was used. For p3P and p-quinquephenyl 6 roots in the
totally symmetric and 5 in every other irreducible representation were solved. For p4P 11 roots in the
totally symmetric and 10 in every other roots were solved.

• For the first run, a selection threshold of 0.8 EH was used to truncate the CI-expansion.

• For the second run, the selection threshold was increased to 1.0 EH.

• The VIBES calculations were done in internal coordinates, 65536 grid points and a time interval of 3000 fs.
The temperature was set to 10 K. Before integration, the correlation function was damped with a Gaussian
of 100 cm−1 full width at half maximum.

• For the VIBES calculations with less damping 1048576 grid points and a time interval of 10000 fs were
used. The damping function was reduced to a Gaussian with 5 cm−1 full width at half maximum.

• Normal mode vibrations, displayed in Figures S9-S11, S14-S16 and S19-S21 were selected according to the
size of the displacements in the Duschinsky transformation.
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S2 Dyson Norm

Figure S1: An one-electron detachment might only yield a dyson norm σF of 1 if the detachment is from a singly
occupied spin orbital. Otherwise the detachment gives a singlet or triplet configuration with a probability of 1

2 ,
respectively. Note that in the generation of the anion no spin arrangement is prefered and the probability of
alpha or beta occupation in the SOMO is exactly one half.
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S3 p3P

(a) HOMO-5 (b) HOMO-4

(c) HOMO-3 (d) HOMO-2

(e) HOMO-1 (f) HOMO

(g) LUMO (h) LUMO+1

(i) LUMO+2 (j) LUMO+3

(k) LUMO+4 (l) LUMO+7

Figure S2: Important molecular orbitals at the anion ground state geometry of p3P.
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(a) S1-S0 (b) S2-S0

(c) S3-S0 (d) T1-S0

(e) T2-S0 (f) T3-S0

(g) T4-S0 (h) T5-S0

Figure S3: Difference densities (± 0.001) between the excited states and the neutral ground state at the anion
ground state geometry of p3P. Blue coloured areas indicate a loss of electron density in the excited state, red
coloured areas a gain.
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Figure S4: TDDFT scan of the symmetric torsion of singlet (top) and triplet states (bottom) of p3P. The D0

geometry was used for the unrelaxed scan from 0◦ to 90◦.
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Figure S5: TDDFT scan of singlet (top) and triplet states (bottom) along the symmetric C–C normal mode of
p3P. The D0 geometry was used for the unrelaxed scan.
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Figure S6: TDDFT scan of singlet (top) and triplet states (bottom) along the symmetric C–C normal mode of
p3P. The D0 geometry was used for the unrelaxed scan.
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Table S1: Comparison of adiabatic energies of alternating and helical conformers of p3P. All values in eV

State Conformer TDDFT ∆Eadiab w.r.t. S0 DFT/MRCI ∆Eadiab w.r.t. S0

S0 alternating
S0 helical 0.001 0.004
S1 alternating 3.940 4.027
S1 helical 3.943 4.028

Figure S7: Comparison of spectra calculated between alternating and helical conformers of the D0 and S0 states
of p3P. The origin of the spectra was shifted to be the 0–0 transition between the alternating conformers of D0

and S0.

Figure S8: Comparison of spectra calculated between alternating and helical conformers of the D0 and S1 states
of p3P. The origin of the spectra was shifted to be the 0–0 transition between the alternating conformers of D0

and S0.
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(a) Mode 8 with a frequency of 231 cm−1.
(b) Mode 3 with a frequency of 41 cm−1.

(c) Mode 30 with a frequency of 767 cm−1. (d) Mode 76 with a frequency of 1683 cm−1.

(e) Mode 57 with a frequency of 1263 cm−1.

Figure S10: Displacement vectors of selected vibrational modes in the T1 state of p3P.

(a) Mode 4 with a frequency of 83 cm−1. (b) Mode 74 with a frequency of 1671 cm−1.

(c) Mode 7 with a frequency of 217 cm−1.
(d) Mode 60 with a frequency of 1331 cm−1.

(e) Mode 76 with a frequency of 1680 cm−1.

(f) Mode 56 with a frequency of 1217 cm−1.

Figure S9: Displacement vectors of selected vibrational modes in the S0 state of p3P.
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(a) Mode 8 with a frequency of 230 cm−1.
(b) Mode 30 with a frequency of 776 cm−1.

(c) Mode 3 with a frequency of 66 cm−1. (d) Mode 76 with a frequency of 1711 cm−1.

Figure S11: Displacement vectors of selected vibrational modes in the S1 state of p3P.

Figure S12: Simulation of the “peak attraction effect” for the vibronic progressions observed in the T1 state of
p3P. The experimental spectrum can be best described by using the initial positions as indicated in the figure.
If the indiviual peaks 1 to 3 at their initial positions are broadened and overlaid the peak maxima shift by about
0.25 meV (peak 1) and -0.25 meV (peak 3), respectively. As the initial peak positions are used to calculate the
underlying vibrational frequencies, the value consequently changes from 28 cm−1 to 32 cm−1.
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S4 p4P

(a) HOMO-6 (b) HOMO-5

(c) HOMO-4 (d) HOMO-3

(e) HOMO-2 (f) HOMO-1

(g) HOMO (h) LUMO

(i) LUMO+1 (j) LUMO+2

(k) LUMO+3 (l) LUMO+5

(m) LUMO+6

Figure S13: Important molecular orbitals at the anion ground state geometry of p4P.
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(a) S1-S0 (b) S2-S0

(c) S3-S0 (d) S4-S0

(e) T1-S0 (f) T2-S0

(g) T3-S0 (h) T4-S0

Figure S14: Difference densities (± 0.001) between the excited states and the neutral ground state at the anion
ground state geometry of p4P. For colour codes see Fig. S3.

(a) Mode 6 with a frequency of 88 cm−1. (b) Mode 99 with a frequency of 1671 cm−1.

(c) Mode 81 with a frequency of 1335 cm−1. (d) Mode 101 with a frequency of 1677 cm−1.

(e) Mode 10 with a frequency of 165 cm−1.
(f) Mode 75 with a frequency of 1218 cm−1.

(g) Mode 2 with a frequency of 36 cm−1.

Figure S15: Displacement vectors of selected vibrational modes in the S0 state of p4P.
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(a) Mode 2 with a frequency of 30 cm−1. (b) Mode 10 with a frequency of 174 cm−1.

(c) Mode 6 with a frequency of 73 cm−1.
(d) Mode 42 with a frequency of 787 cm−1.

(e) Mode 102 with a frequency of 1675 cm−1.
(f) Mode 75 with a frequency of 1256 cm−1.

Figure S16: Displacement vectors of selected vibrational modes in the T1 state of p4P.

(a) Mode 10 with a frequency of 175 cm−1. (b) Mode 6 with a frequency of 78 cm−1.

(c) Mode 42 with a frequency of 795 cm−1. (d) Mode 2 with a frequency of 32 cm−1.

Figure S17: Displacement vectors of selected vibrational modes in the S1 state of p4P.
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S5 p5P

(a) HOMO-2 (b) HOMO-1

(c) HOMO (d) LUMO

(e) LUMO+1 (f) LUMO+5

Figure S18: Important molecular orbitals at the anion ground state geometry of p5P.

(a) S1-S0 (b) T1-S0

(c) T2-S0 (d) T3-S0

Figure S19: Difference densities (± 0.001) between the excited states and the neutral ground state at the anion
ground state geometry of p5P. For colour codes see Fig. S3.

(a) Mode 9 with a frequency of 90 cm−1. (b) Mode 126 with a frequency of 1675 cm−1.

(c) Mode 102 with a frequency of 1338 cm−1. (d) Mode 124 with a frequency of 1671 cm−1.

(e) Mode 94 with a frequency of 1218 cm−1.

Figure S20: Displacement vectors of selected vibrational modes in the S0 state of p5P.
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(a) Mode 5 with a frequency of 55 cm−1.
(b) Mode 55 with a frequency of 791 cm−1.

(c) Mode 94 with a frequency of 1249 cm−1. (d) Mode 128 with a frequency of 1654 cm−1.

(e) Mode 49 with a frequency of 741 cm−1. (f) Mode 108 with a frequency of 1390 cm−1.

(g) Mode 8 with a frequency of 82 cm−1. (h) Mode 59 with a frequency of 842 cm−1.

Figure S21: Displacement vectors of selected vibrational modes in the T1 state of p5P.

(a) Mode 12 with a frequency of 143 cm−1. (b) Mode 5 with a frequency of 52 cm−1.

(c) Mode 8 with a frequency of 82 cm−1.
(d) Mode 55 with a frequency of 807 cm−1.

Figure S22: Displacement vectors of selected vibrational modes in the S1 state of p5P.
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S6 Dihedral Angles

Table S2: Dihedral angles of the alternating conformer of p3P

State Φ1 Φ2

D0 13.8 -13.8
S0 38.2 -38.2
S1 10.6 -10.6
S2 10.7 -10.7
S3 22.3 -22.3
T1 5.9 -5.9
T2 25.2 -25.2
T3 37.9 -39.5
T4 13.7 -13.7

Table S3: Dihedral angles of the alternating conformer of p4P

State Φ1 Φ2 Φ3

D0 -20.0 14.0 -20.0
S0 -38.1 36.9 -38.1
S1 -18.1 9.3 -18.1
S2 -20.8 5.4 -20.8
S3
S4 -18.2 31.5 -18.2
T1 -19.2 4.0 -19.2
T2 -14.6 39.4 -14.6
T3 -39.3 26.6 -39.3
T4 -25.1 5.7 -25.1

Table S4: Dihedral angles of the alternating conformer of p5P

State Φ1 Φ2 Φ3 Φ4

D0 24.5 -16.9 16.9 -24.5
S0 38.1 -36.9 36.9 -38.1
S1 23.6 -11.9 11.9 -23.6
T1 27.8 -6.8 6.8 -27.8
T2 15.7 -28.6 28.6 -15.7
T3 25.6 -32.0 32.0 -25.6

S7 Geometries

The cartesian coordinates of all investigated geometries are given below in Å.
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S7.1 p3P

D0 alternating

C 0.0000000 0.0000000 1.4515980
C 0.0000000 0.0000000 2.8913400
C 1.1727840 -0.2503910 3.6498240
C 1.1686500 -0.2501910 5.0298780
C 0.0000000 0.0000000 5.7513340
C -1.1686500 0.2501910 5.0298780
C -1.1727840 0.2503910 3.6498240
H 2.1112030 -0.4183150 3.1343470
H 2.0986970 -0.4397840 5.5594460
H 0.0000000 0.0000000 6.8356100
H -2.0986970 0.4397840 5.5594460
H -2.1112030 0.4183150 3.1343470
C 1.0764720 -0.5210750 0.6852610
C 1.0764720 -0.5210750 -0.6852610
C 0.0000000 0.0000000 -1.4515980
C -1.0764720 0.5210750 -0.6852610
C -1.0764720 0.5210750 0.6852610
H 1.9181440 -0.9797430 1.1934970
H 1.9181440 -0.9797430 -1.1934970
C 0.0000000 0.0000000 -2.8913400
H -1.9181440 0.9797430 -1.1934970
H -1.9181440 0.9797430 1.1934970
C 1.1727840 -0.2503910 -3.6498240
C 1.1686500 -0.2501910 -5.0298780
C 0.0000000 0.0000000 -5.7513340
C -1.1686500 0.2501910 -5.0298780
C -1.1727840 0.2503910 -3.6498240
H 2.1112030 -0.4183150 -3.1343470
H 2.0986970 -0.4397840 -5.5594460
H 0.0000000 0.0000000 -6.8356100
H -2.0986970 0.4397840 -5.5594460
H -2.1112030 0.4183150 -3.1343470
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D0 helical

H 2.1070350 0.4417650 3.1404395
H -2.1070350 -0.4417650 3.1404395
H 2.1021320 0.4223150 5.5625305
H -2.1021320 -0.4223150 5.5625305
H 0.0000000 0.0000000 6.8397325
H 2.1544730 -0.0136170 1.1906505
H -2.1544730 0.0136170 1.1906505
H 2.1545730 0.0066040 -1.1902965
H -2.1545730 -0.0066040 -1.1902965
H 2.1078900 -0.4380260 -3.1407495
H -2.1078900 0.4380260 -3.1407495
H 2.1028450 -0.4187530 -5.5625435
H -2.1028450 0.4187530 -5.5625435
H 0.0000000 0.0000000 -6.8398785
C 0.0000000 0.0000000 1.4533775
C 0.0000000 0.0000000 2.8936955
C 1.1761710 0.2311910 3.6535065
C -1.1761710 -0.2311910 3.6535065
C 1.1720830 0.2311770 5.0335245
C -1.1720830 -0.2311770 5.0335245
C 0.0000000 0.0000000 5.7554735
C 1.1948600 0.0031320 0.6853375
C -1.1948600 -0.0031320 0.6853375
C 1.1948540 -0.0066050 -0.6851365
C -1.1948540 0.0066050 -0.6851365
C 0.0000000 0.0000000 -1.4533175
C 0.0000000 0.0000000 -2.8935945
C 1.1765160 -0.2292750 -3.6536005
C -1.1765160 0.2292750 -3.6536005
C 1.1723980 -0.2293710 -5.0335945
C -1.1723980 0.2293710 -5.0335945
C 0.0000000 0.0000000 -5.7556245
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S0 alternating

C 0.0000000 0.0000000 1.4121040
C 0.0000000 0.0000000 2.8863880
C -0.7537970 0.9320700 3.6020900
C -0.7537990 0.9324770 4.9880100
C 0.0000000 0.0000000 5.6873190
C 0.7537990 -0.9324770 4.9880100
C 0.7537970 -0.9320700 3.6020900
H -1.3658400 1.6472640 3.0637250
H -1.3529390 1.6594040 5.5251730
H 0.0000000 0.0000000 6.7713970
H 1.3529390 -1.6594040 5.5251730
H 1.3658400 -1.6472640 3.0637250
C -0.0158960 1.1952240 0.6916710
C -0.0158960 1.1952240 -0.6916710
C 0.0000000 0.0000000 -1.4121040
C 0.0158960 -1.1952240 -0.6916710
C 0.0158960 -1.1952240 0.6916710
H 0.0069320 2.1390480 1.2251490
H 0.0069320 2.1390480 -1.2251490
C 0.0000000 0.0000000 -2.8863880
H -0.0069320 -2.1390480 -1.2251490
H -0.0069320 -2.1390480 1.2251490
C -0.7537970 0.9320700 -3.6020900
C -0.7537990 0.9324770 -4.9880100
C 0.0000000 0.0000000 -5.6873190
C 0.7537990 -0.9324770 -4.9880100
C 0.7537970 -0.9320700 -3.6020900
H -1.3658400 1.6472640 -3.0637250
H -1.3529390 1.6594040 -5.5251730
H 0.0000000 0.0000000 -6.7713970
H 1.3529390 -1.6594040 -5.5251730
H 1.3658400 -1.6472640 -3.0637250
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S0 helical

C 0.0000000 0.0000000 1.4119740
C 0.0000000 0.0000000 2.8863810
C -0.9367550 -0.7479900 3.6021010
C -0.9370390 -0.7480560 4.9880360
C 0.0000000 0.0000000 5.6874030
C 0.9370390 0.7480560 4.9880360
C 0.9367550 0.7479900 3.6021010
H -1.6558230 -1.3555930 3.0638790
H -1.6676330 -1.3427960 5.5251170
H 0.0000000 0.0000000 6.7714790
H 1.6676330 1.3427960 5.5251170
H 1.6558230 1.3555930 3.0638790
C -1.1952800 -0.0005660 0.6916710
C -1.1952890 0.0003690 -0.6917050
C 0.0000000 0.0000000 -1.4119900
C 1.1952890 -0.0003690 -0.6917050
C 1.1952800 0.0005660 0.6916710
H -2.1391170 0.0152870 1.2254150
H -2.1390920 -0.0155730 -1.2255020
C 0.0000000 0.0000000 -2.8864180
H 2.1390920 0.0155730 -1.2255020
H 2.1391170 -0.0152870 1.2254150
C -0.9365300 0.7483110 -3.6020860
C -0.9368140 0.7483630 -4.9880250
C 0.0000000 0.0000000 -5.6873590
C 0.9368140 -0.7483630 -4.9880250
C 0.9365300 -0.7483110 -3.6020860
H -1.6553690 1.3561060 -3.0637780
H -1.6672410 1.3432780 -5.5251400
H 0.0000000 0.0000000 -6.7714360
H 1.6672410 -1.3432780 -5.5251400
H 1.6553690 -1.3561060 -3.0637780
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S1 alternating

C 0.0000000 0.0000000 1.4406780
C 0.0000000 0.0000000 2.8673640
C 1.1796710 -0.2779700 3.6175790
C 1.1728310 -0.2722080 4.9927890
C 0.0000000 0.0000000 5.7008310
C -1.1728310 0.2722080 4.9927890
C -1.1796710 0.2779700 3.6175790
H 2.1123680 -0.4668680 3.1022050
H 2.0916740 -0.4771820 5.5313350
H 0.0000000 0.0000000 6.7845140
H -2.0916740 0.4771820 5.5313350
H -2.1123680 0.4668680 3.1022050
C 1.1090350 -0.4911470 0.6807740
C 1.1090350 -0.4911470 -0.6807740
C 0.0000000 0.0000000 -1.4406780
C -1.1090350 0.4911470 -0.6807740
C -1.1090350 0.4911470 0.6807740
H 1.9614420 -0.9152420 1.1951350
H 1.9614420 -0.9152420 -1.1951350
C 0.0000000 0.0000000 -2.8673640
H -1.9614420 0.9152420 -1.1951350
H -1.9614420 0.9152420 1.1951350
C 1.1796710 -0.2779700 -3.6175790
C 1.1728310 -0.2722080 -4.9927890
C 0.0000000 0.0000000 -5.7008310
C -1.1728310 0.2722080 -4.9927890
C -1.1796710 0.2779700 -3.6175790
H 2.1123680 -0.4668680 -3.1022050
H 2.0916740 -0.4771820 -5.5313350
H 0.0000000 0.0000000 -6.7845140
H -2.0916740 0.4771820 -5.5313350
H -2.1123680 0.4668680 -3.1022050
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S1 helical

C 0.0000000 0.0000000 1.4417709
C 0.0000000 0.0000000 2.8688569
C -0.4075240 1.1410420 3.6199649
C -0.4083040 1.1323630 4.9951649
C 0.0000000 0.0000000 5.7034729
C 0.4083040 -1.1323630 4.9951649
C 0.4075240 -1.1410420 3.6199649
H -0.7524320 2.0287130 3.1062109
H -0.7341790 2.0157780 5.5334039
H 0.0000000 0.0000000 6.7871499
H 0.7341790 -2.0157780 5.5334039
H 0.7524320 -2.0287130 3.1062109
C -0.2307930 1.1900100 0.6807699
C -0.2175420 1.1924970 -0.6807781
C 0.0000000 0.0000000 -1.4417571
C 0.2175420 -1.1924970 -0.6807781
C 0.2307930 -1.1900100 0.6807699
H -0.3950280 2.1286090 1.1932059
H -0.4057320 2.1265970 -1.1931961
C 0.0000000 0.0000000 -2.8688711
H 0.4057320 -2.1265970 -1.1931961
H 0.3950280 -2.1286090 1.1932059
C -0.0352950 1.2111070 -3.6199571
C -0.0313920 1.2033140 -4.9951661
C 0.0000000 0.0000000 -5.7034721
C 0.0313920 -1.2033140 -4.9951661
C 0.0352950 -1.2111070 -3.6199571
H -0.0368450 2.1634430 -3.1062281
H -0.0489970 2.1447570 -5.5333951
H 0.0000000 0.0000000 -6.7871501
H 0.0489970 -2.1447570 -5.5333951
H 0.0368450 -2.1634430 -3.1062281
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S2 alternating

C 0.0000000 0.0000000 1.4298380
C 0.0000000 0.0000000 2.8758580
C 1.1758870 -0.2722900 3.6049720
C 1.1745950 -0.2662450 4.9915980
C 0.0000000 0.0000000 5.6893960
C -1.1745950 0.2662450 4.9915980
C -1.1758870 0.2722900 3.6049720
H 2.1043100 -0.4566550 3.0826810
H 2.0922030 -0.4702210 5.5309340
H 0.0000000 0.0000000 6.7735970
H -2.0922030 0.4702210 5.5309340
H -2.1043100 0.4566550 3.0826810
C 1.1093120 -0.4879550 0.6996950
C 1.1093120 -0.4879550 -0.6996950
C 0.0000000 0.0000000 -1.4298380
C -1.1093120 0.4879550 -0.6996950
C -1.1093120 0.4879550 0.6996950
H 1.9560800 -0.9150670 1.2166650
H 1.9560800 -0.9150670 -1.2166650
C 0.0000000 0.0000000 -2.8758580
H -1.9560800 0.9150670 -1.2166650
H -1.9560800 0.9150670 1.2166650
C 1.1758870 -0.2722900 -3.6049720
C 1.1745950 -0.2662450 -4.9915980
C 0.0000000 0.0000000 -5.6893960
C -1.1745950 0.2662450 -4.9915980
C -1.1758870 0.2722900 -3.6049720
H 2.1043100 -0.4566550 -3.0826810
H 2.0922030 -0.4702210 -5.5309340
H 0.0000000 0.0000000 -6.7735970
H -2.0922030 0.4702210 -5.5309340
H -2.1043100 0.4566550 -3.0826810

S23

LXXIX



S3 alternating

C 0.0000000 0.0000000 1.4276480
C 0.0000000 0.0000000 2.8730540
C -0.6677290 1.0064990 3.6023030
C -0.6659820 1.0037520 5.0062800
C 0.0000000 0.0000000 5.7061950
C 0.6659820 -1.0037520 5.0062800
C 0.6677290 -1.0064990 3.6023030
H -1.2332750 1.7657850 3.0778600
H -1.1968870 1.7812170 5.5425550
H 0.0000000 0.0000000 6.7899230
H 1.1968870 -1.7812170 5.5425550
H 1.2332750 -1.7657850 3.0778600
C -0.2355380 1.1799530 0.6848550
C -0.2355380 1.1799530 -0.6848550
C 0.0000000 0.0000000 -1.4276480
C 0.2355380 -1.1799530 -0.6848550
C 0.2355380 -1.1799530 0.6848550
H -0.3702130 2.1185900 1.2087240
H -0.3702130 2.1185900 -1.2087240
C 0.0000000 0.0000000 -2.8730540
H 0.3702130 -2.1185900 -1.2087240
H 0.3702130 -2.1185900 1.2087240
C -0.6677290 1.0064990 -3.6023030
C -0.6659820 1.0037520 -5.0062800
C 0.0000000 0.0000000 -5.7061950
C 0.6659820 -1.0037520 -5.0062800
C 0.6677290 -1.0064990 -3.6023030
H -1.2332750 1.7657850 -3.0778600
H -1.1968870 1.7812170 -5.5425550
H 0.0000000 0.0000000 -6.7899230
H 1.1968870 -1.7812170 -5.5425550
H 1.2332750 -1.7657850 -3.0778600
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T1 alternating

C 0.0000000 0.0000000 1.4494320
C 0.0000000 0.0000000 2.8687540
C 1.1692760 -0.3120750 3.6225990
C 1.1628820 -0.3078810 4.9970620
C 0.0000000 0.0000000 5.7064320
C -1.1628820 0.3078810 4.9970620
C -1.1692760 0.3120750 3.6225990
H 2.0944460 -0.5414380 3.1116330
H 2.0747760 -0.5444540 5.5342710
H 0.0000000 0.0000000 6.7897370
H -2.0747760 0.5444540 5.5342710
H -2.0944460 0.5414380 3.1116330
C 1.1387790 -0.4335820 0.6761620
C 1.1387790 -0.4335820 -0.6761620
C 0.0000000 0.0000000 -1.4494320
C -1.1387790 0.4335820 -0.6761620
C -1.1387790 0.4335820 0.6761620
H 2.0206140 -0.7973920 1.1861440
H 2.0206140 -0.7973920 -1.1861440
C 0.0000000 0.0000000 -2.8687540
H -2.0206140 0.7973920 -1.1861440
H -2.0206140 0.7973920 1.1861440
C 1.1692760 -0.3120750 -3.6225990
C 1.1628820 -0.3078810 -4.9970620
C 0.0000000 0.0000000 -5.7064320
C -1.1628820 0.3078810 -4.9970620
C -1.1692760 0.3120750 -3.6225990
H 2.0944460 -0.5414380 -3.1116330
H 2.0747760 -0.5444540 -5.5342710
H 0.0000000 0.0000000 -6.7897370
H -2.0747760 0.5444540 -5.5342710
H -2.0944460 0.5414380 -3.1116330

S25
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T2 alternating

C 0.0000000 0.0000000 1.4256650
C 0.0000000 0.0000000 2.8784670
C 1.2079600 -0.1822670 3.6231860
C 1.2051790 -0.1779630 4.9924250
C 0.0000000 0.0000000 5.7094920
C -1.2051790 0.1779630 4.9924250
C -1.2079600 0.1822670 3.6231860
H 2.1457330 -0.2875730 3.0914290
H 2.1366410 -0.3014780 5.5333300
H 0.0000000 0.0000000 6.7920920
H -2.1366410 0.3014780 5.5333300
H -2.1457330 0.2875730 3.0914290
C 0.9948760 -0.6657250 0.6901830
C 0.9948760 -0.6657250 -0.6901830
C 0.0000000 0.0000000 -1.4256650
C -0.9948760 0.6657250 -0.6901830
C -0.9948760 0.6657250 0.6901830
H 1.7619330 -1.2258020 1.2117800
H 1.7619330 -1.2258020 -1.2117800
C 0.0000000 0.0000000 -2.8784670
H -1.7619330 1.2258020 -1.2117800
H -1.7619330 1.2258020 1.2117800
C 1.2079600 -0.1822670 -3.6231860
C 1.2051790 -0.1779630 -4.9924250
C 0.0000000 0.0000000 -5.7094920
C -1.2051790 0.1779630 -4.9924250
C -1.2079600 0.1822670 -3.6231860
H 2.1457330 -0.2875730 -3.0914290
H 2.1366410 -0.3014780 -5.5333300
H 0.0000000 0.0000000 -6.7920920
H -2.1366410 0.3014780 -5.5333300
H -2.1457330 0.2875730 -3.0914290

S26
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T3 alternating

C 0.0021057 0.0185111 1.4155400
C -0.0102033 0.0169831 2.8882730
C -0.7807543 0.9117981 3.5985520
C -0.7827943 0.9067751 5.0200110
C 0.0017277 -0.0273869 5.7177140
C 0.7711357 -0.9295029 5.0231750
C 0.7783727 -0.9194249 3.6036220
H -1.4146733 1.6139531 3.0692340
H -1.3946643 1.6193081 5.5590980
H -0.0016473 -0.0317079 6.8017670
H 1.3859457 -1.6483669 5.5522480
H 1.4192587 -1.6040479 3.0620560
C -0.0325473 1.2211781 0.6908190
C -0.0325473 1.2211781 -0.6908190
C 0.0021057 0.0185111 -1.4155400
C 0.0423837 -1.1840999 -0.6909160
C 0.0423837 -1.1840999 0.6909160
H -0.0238373 2.1629651 1.2279040
H -0.0238373 2.1629651 -1.2279040
C -0.0102033 0.0169831 -2.8882730
H 0.0401907 -2.1269349 -1.2263740
H 0.0401907 -2.1269349 1.2263740
C -0.7807543 0.9117981 -3.5985520
C -0.7827943 0.9067751 -5.0200110
C 0.0017277 -0.0273869 -5.7177140
C 0.7711357 -0.9295029 -5.0231750
C 0.7783727 -0.9194249 -3.6036220
H -1.4146733 1.6139531 -3.0692340
H -1.3946643 1.6193081 -5.5590980
H -0.0016473 -0.0317079 -6.8017670
H 1.3859457 -1.6483669 -5.5522480
H 1.4192587 -1.6040479 -3.0620560

S27
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T4 alternating

C 0.0000000 0.0000000 1.4200670
C 0.0000000 0.0000000 2.8712290
C 1.1802580 -0.2496350 3.5969920
C 1.1801950 -0.2418260 4.9831180
C 0.0000000 0.0000000 5.6782240
C -1.1801950 0.2418260 4.9831180
C -1.1802580 0.2496350 3.5969920
H 2.1097900 -0.4144050 3.0700520
H 2.1012760 -0.4261680 5.5234330
H 0.0000000 0.0000000 6.7626980
H -2.1012760 0.4261680 5.5234330
H -2.1097900 0.4144050 3.0700520
C 1.0985050 -0.5282030 0.7028950
C 1.0985050 -0.5282030 -0.7028950
C 0.0000000 0.0000000 -1.4200670
C -1.0985050 0.5282030 -0.7028950
C -1.0985050 0.5282030 0.7028950
H 1.9178570 -0.9968680 1.2270040
H 1.9178570 -0.9968680 -1.2270040
C 0.0000000 0.0000000 -2.8712290
H -1.9178570 0.9968680 -1.2270040
H -1.9178570 0.9968680 1.2270040
C 1.1802580 -0.2496350 -3.5969920
C 1.1801950 -0.2418260 -4.9831180
C 0.0000000 0.0000000 -5.6782240
C -1.1801950 0.2418260 -4.9831180
C -1.1802580 0.2496350 -3.5969920
H 2.1097900 -0.4144050 -3.0700520
H 2.1012760 -0.4261680 -5.5234330
H 0.0000000 0.0000000 -6.7626980
H -2.1012760 0.4261680 -5.5234330
H -2.1097900 0.4144050 -3.0700520

S28
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S7.2 p4P

D0 alternating

C 0.7806110 0.9082350 5.8062540
C 0.0000000 -0.0000000 5.0592930
C -0.7806110 -0.9082350 5.8062540
C -0.7770680 -0.9084050 7.1883870
C 0.0000000 -0.0000000 7.9034120
C 0.7770680 0.9084050 7.1883870
C 0.0000000 -0.0000000 3.6091760
C -0.4206990 -1.1173320 2.8541870
C -0.4189390 -1.1200580 1.4814770
C 0.0000000 -0.0000000 0.7187820
C 0.4189390 1.1200580 1.4814770
C 0.4206990 1.1173320 2.8541870
C 0.0000000 -0.0000000 -0.7187820
C -0.6778190 -0.9851910 -1.4814770
C -0.6745760 -0.9850710 -2.8541870
C 0.0000000 -0.0000000 -3.6091760
C 0.6745760 0.9850710 -2.8541870
C 0.6778190 0.9851910 -1.4814770
C 0.0000000 -0.0000000 -5.0592930
C 0.2969660 1.1601960 -5.8062540
C 0.2991360 1.1573900 -7.1883870
C 0.0000000 -0.0000000 -7.9034120
C -0.2991360 -1.1573900 -7.1883870
C -0.2969660 -1.1601960 -5.8062540
H 1.4249810 1.6057570 5.2837790
H 1.4009910 1.6213220 7.7197070
H 0.0000000 -0.0000000 8.9877030
H -1.4009910 -1.6213220 7.7197070
H -1.4249810 -1.6057570 5.2837790
H -0.7127600 -2.0271880 3.3685410
H -0.7096120 -2.0314240 0.9712230
H 0.7096120 2.0314240 0.9712230
H 0.7127600 2.0271880 3.3685410
H 1.2581170 1.7456730 -0.9712230
H 1.2528420 1.7458250 -3.3685410
H -1.2528420 -1.7458250 -3.3685410
H -1.2581170 -1.7456730 -0.9712230
H -0.4993250 -2.0879890 -5.2837790
H -0.5258290 -2.0772490 -7.7197070
H 0.0000000 -0.0000000 -8.9877030
H 0.5258290 2.0772490 -7.7197070
H 0.4993250 2.0879890 -5.2837790

S29
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S0 alternating

C 0.8795760 0.8144520 5.7510770
C 0.0000000 0.0000000 5.0353420
C -0.8795760 -0.8144520 5.7510770
C -0.8796100 -0.8148620 7.1369860
C 0.0000000 0.0000000 7.8363060
C 0.8796100 0.8148620 7.1369860
C 0.0000000 0.0000000 3.5611650
C -0.1883300 -1.1803710 2.8405490
C -0.1880870 -1.1804740 1.4573630
C 0.0000000 0.0000000 0.7363860
C 0.1880870 1.1804740 1.4573630
C 0.1883300 1.1803710 2.8405490
C 0.0000000 0.0000000 -0.7363860
C -0.8596390 -0.8306120 -1.4573630
C -0.8594150 -0.8307530 -2.8405490
C 0.0000000 0.0000000 -3.5611650
C 0.8594150 0.8307530 -2.8405490
C 0.8596390 0.8306120 -1.4573630
C 0.0000000 0.0000000 -5.0353420
C 0.1634190 1.1875520 -5.7510770
C 0.1637350 1.1878150 -7.1369860
C 0.0000000 0.0000000 -7.8363060
C -0.1637350 -1.1878150 -7.1369860
C -0.1634190 -1.1875520 -5.7510770
H 1.5879400 1.4344680 5.2128190
H 1.5767510 1.4484170 7.6741390
H 0.0000000 0.0000000 8.9203800
H -1.5767510 -1.4484170 7.6741390
H -1.5879400 -1.4344680 5.2128190
H -0.3018830 -2.1176590 3.3739400
H -0.3007970 -2.1181450 0.9244990
H 0.3007970 2.1181450 0.9244990
H 0.3018830 2.1176590 3.3739400
H 1.5634900 1.4603130 -0.9244990
H 1.5624700 1.4609250 -3.3739400
H -1.5624700 -1.4609250 -3.3739400
H -1.5634900 -1.4603130 -0.9244990
H -0.2656050 -2.1233710 -5.2128190
H -0.2834490 -2.1221950 -7.6741390
H 0.0000000 0.0000000 -8.9203800
H 0.2834490 2.1221950 -7.6741390
H 0.2656050 2.1233710 -5.2128190

S30

C Included Publications

LXXXVI



S1 alternating

C 0.7924300 0.9082380 5.7668040
C -0.0000000 0.0000000 5.0272370
C -0.7924300 -0.9082380 5.7668040
C -0.7918470 -0.9030350 7.1458170
C -0.0000000 0.0000000 7.8516470
C 0.7918470 0.9030350 7.1458170
C -0.0000000 0.0000000 3.5855390
C -0.4703320 -1.1099330 2.8356370
C -0.4702680 -1.1143980 1.4706740
C -0.0000000 0.0000000 0.7110070
C 0.4702680 1.1143980 1.4706740
C 0.4703320 1.1099330 2.8356370
C -0.0000000 0.0000000 -0.7110070
C -0.6443440 -1.0236490 -1.4706740
C -0.6406470 -1.0211440 -2.8356370
C -0.0000000 0.0000000 -3.5855390
C 0.6406470 1.0211440 -2.8356370
C 0.6443440 1.0236490 -1.4706740
C -0.0000000 0.0000000 -5.0272370
C 0.2908590 1.1697190 -5.7668040
C 0.2869270 1.1662610 -7.1458170
C -0.0000000 0.0000000 -7.8516470
C -0.2869270 -1.1662610 -7.1458170
C -0.2908590 -1.1697190 -5.7668040
H 1.4428280 1.5999130 5.2460210
H 1.4211410 1.6045190 7.6826410
H -0.0000000 0.0000000 8.9354360
H -1.4211410 -1.6045190 7.6826410
H -1.4428280 -1.5999130 5.2460210
H -0.7996870 -2.0013870 3.3548360
H -0.8009330 -2.0091520 0.9595870
H 0.8009330 2.0091520 0.9595870
H 0.7996870 2.0013870 3.3548360
H 1.1885530 1.8070770 -0.9595870
H 1.1829000 1.8016090 -3.3548350
H -1.1829000 -1.8016090 -3.3548350
H -1.1885530 -1.8070770 -0.9595870
H -0.4854990 -2.0989910 -5.2460220
H -0.5016940 -2.0838490 -7.6826410
H -0.0000000 0.0000000 -8.9354360
H 0.5016940 2.0838490 -7.6826410
H 0.4854990 2.0989910 -5.2460220

S31
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S2 alternating

C 0.3461190 -1.1512730 5.7516580
C 0.0000000 -0.0000000 5.0266860
C -0.3461190 1.1512730 5.7516580
C -0.3403400 1.1518780 7.1359980
C 0.0000000 -0.0000000 7.8353260
C 0.3403400 -1.1518780 7.1359980
C 0.0000000 -0.0000000 3.5684430
C -0.7351640 0.9573620 2.8430910
C -0.7388320 0.9571740 1.4515590
C 0.0000000 -0.0000000 0.7196920
C 0.7388320 -0.9571740 1.4515590
C 0.7351640 -0.9573620 2.8430910
C 0.0000000 -0.0000000 -0.7196910
C -0.6457730 1.0222680 -1.4515590
C -0.6472080 1.0188880 -2.8430910
C 0.0000000 -0.0000000 -3.5684430
C 0.6472080 -1.0188880 -2.8430910
C 0.6457730 -1.0222680 -1.4515590
C 0.0000000 -0.0000000 -5.0266860
C 0.9627720 -0.7199280 -5.7516580
C 0.9653230 -0.7147080 -7.1359980
C 0.0000000 -0.0000000 -7.8353260
C -0.9653230 0.7147080 -7.1359980
C -0.9627720 0.7199280 -5.7516580
H 0.5867850 -2.0649050 5.2229150
H 0.6001660 -2.0566240 7.6737430
H 0.0000000 -0.0000000 8.9194340
H -0.6001660 2.0566240 7.6737430
H -0.5867850 2.0649050 5.2229150
H -1.3482030 1.6777390 3.3680010
H -1.3475790 1.6853030 0.9362870
H 1.3475790 -1.6853030 0.9362870
H 1.3482030 -1.6777390 3.3680010
H 1.1209990 -1.8437950 -0.9362870
H 1.1136790 -1.8417870 -3.3680010
H -1.1136790 1.8417870 -3.3680010
H -1.1209990 1.8437950 -0.9362870
H -1.7384760 1.2593050 -5.2229150
H -1.7261080 1.2690360 -7.6737430
H 0.0000000 -0.0000000 -8.9194340
H 1.7261080 -1.2690360 -7.6737430
H 1.7384760 -1.2593050 -5.2229150

S32
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S4 alternating

C 0.6069690 1.0493430 5.7647140
C 0.0000000 0.0000000 5.0256130
C -0.6069690 -1.0493430 5.7647140
C -0.6096780 -1.0410090 7.1415530
C 0.0000000 0.0000000 7.8481720
C 0.6096780 1.0410090 7.1415530
C 0.0000000 0.0000000 3.5813070
C -0.2486290 -1.1807970 2.8372420
C -0.2455620 -1.1762170 1.4617650
C 0.0000000 0.0000000 0.7304210
C 0.2455620 1.1762170 1.4617650
C 0.2486290 1.1807970 2.8372420
C 0.0000000 0.0000000 -0.7304230
C -0.8236710 -0.8748450 -1.4617660
C -0.8256690 -0.8799830 -2.8372430
C 0.0000000 0.0000000 -3.5813070
C 0.8256690 0.8799830 -2.8372430
C 0.8236710 0.8748450 -1.4617660
C 0.0000000 0.0000000 -5.0256130
C 0.5126670 1.0985010 -5.7647130
C 0.5042830 1.0959510 -7.1415520
C 0.0000000 0.0000000 -7.8481710
C -0.5042830 -1.0959510 -7.1415520
C -0.5126670 -1.0985010 -5.7647130
H 1.1128070 1.8506130 5.2401730
H 1.0943710 1.8471110 7.6810790
H 0.0000000 0.0000000 8.9317400
H -1.0943710 -1.8471110 7.6810790
H -1.1128070 -1.8506130 5.2401730
H -0.3983910 -2.1191130 3.3569720
H -0.3988110 -2.1087600 0.9305020
H 0.3988110 2.1087600 0.9305020
H 0.3983910 2.1191130 3.3569720
H 1.5004340 1.5344770 -0.9305030
H 1.5091610 1.5400600 -3.3569760
H -1.5091610 -1.5400600 -3.3569760
H -1.5004340 -1.5344770 -0.9305030
H -0.8798760 -1.9720350 -5.2401700
H -0.8875610 -1.9549170 -7.6810780
H 0.0000000 0.0000000 -8.9317390
H 0.8875610 1.9549170 -7.6810780
H 0.8798760 1.9720350 -5.2401700

S33
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T1 alternating

C -1.1475270 0.3606200 5.7673450
C 0.0000000 0.0000000 5.0310780
C 1.1475270 -0.3606200 5.7673450
C 1.1437460 -0.3623540 7.1477840
C 0.0000000 0.0000000 7.8525030
C -1.1437460 0.3623540 7.1477840
C 0.0000000 0.0000000 3.5871180
C 1.2080340 0.0374120 2.8335880
C 1.2142750 0.0418590 1.4742370
C 0.0000000 0.0000000 0.7029880
C -1.2142750 -0.0418590 1.4742370
C -1.2080340 -0.0374120 2.8335880
C 0.0000000 0.0000000 -0.7029880
C 1.2142740 -0.0418930 -1.4742370
C 1.2080330 -0.0374440 -2.8335880
C 0.0000000 0.0000000 -3.5871180
C -1.2080330 0.0374440 -2.8335880
C -1.2142740 0.0418930 -1.4742370
C 0.0000000 0.0000000 -5.0310780
C -1.1475380 -0.3605870 -5.7673450
C -1.1437560 -0.3623220 -7.1477830
C 0.0000000 0.0000000 -7.8525030
C 1.1437560 0.3623220 -7.1477830
C 1.1475380 0.3605870 -5.7673450
H -2.0424930 0.6760220 5.2456790
H -2.0392180 0.6566910 7.6839800
H 0.0000000 0.0000000 8.9361860
H 2.0392180 -0.6566910 7.6839800
H 2.0424930 -0.6760220 5.2456790
H 2.1551830 0.1056840 3.3544890
H 2.1676000 0.1049530 0.9674000
H -2.1676000 -0.1049530 0.9674000
H -2.1551830 -0.1056840 3.3544890
H -2.1675970 0.1050130 -0.9674000
H -2.1551800 0.1057410 -3.3544890
H 2.1551800 -0.1057410 -3.3544890
H 2.1675970 -0.1050130 -0.9674000
H 2.0425130 0.6759640 -5.2456790
H 2.0392360 0.6566350 -7.6839800
H 0.0000000 0.0000000 -8.9361860
H -2.0392360 -0.6566350 -7.6839800
H -2.0425130 -0.6759640 -5.2456790

S34
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T2 alternating

C -1.2083900 -0.1024650 5.7729604
C 0.0000000 0.0000000 5.0241274
C 1.2083900 0.1024650 5.7729604
C 1.2031180 0.0978450 7.1462874
C 0.0000000 0.0000000 7.8572974
C -1.2031180 -0.0978450 7.1462874
C 0.0000000 0.0000000 3.5881054
C 1.1376900 0.4018770 2.8373254
C 1.1307610 0.4049010 1.4637674
C 0.0000000 0.0000000 0.7348894
C -1.1307610 -0.4049010 1.4637674
C -1.1376900 -0.4018770 2.8373254
C 0.0000000 0.0000000 -0.7348886
C 1.1307450 -0.4049440 -1.4637676
C 1.1376750 -0.4019200 -2.8373256
C 0.0000000 0.0000000 -3.5881056
C -1.1376750 0.4019200 -2.8373256
C -1.1307450 0.4049440 -1.4637676
C 0.0000000 0.0000000 -5.0241276
C -1.2083860 0.1025130 -5.7729606
C -1.2031140 0.0978940 -7.1462876
C 0.0000000 0.0000000 -7.8572976
C 1.2031140 -0.0978940 -7.1462876
C 1.2083860 -0.1025130 -5.7729606
H -2.1570730 -0.1506710 5.2544144
H -2.1421820 -0.1635250 7.6845834
H 0.0000000 0.0000000 8.9404374
H 2.1421820 0.1635250 7.6845834
H 2.1570730 0.1506710 5.2544144
H 2.0222250 0.7558520 3.3508194
H 2.0071390 0.7540900 0.9287204
H -2.0071390 -0.7540900 0.9287204
H -2.0222250 -0.7558520 3.3508194
H -2.0071100 0.7541670 -0.9287206
H -2.0221960 0.7559290 -3.3508186
H 2.0221960 -0.7559290 -3.3508186
H 2.0071100 -0.7541670 -0.9287206
H 2.1570670 -0.1507570 -5.2544146
H 2.1421750 -0.1636120 -7.6845836
H 0.0000000 0.0000000 -8.9404376
H -2.1421750 0.1636120 -7.6845836
H -2.1570670 0.1507570 -5.2544146

S35
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T3 alternating

C -1.0953480 0.5299630 5.7659680
C 0.0000000 0.0000000 5.0371010
C 1.0953480 -0.5299630 5.7659680
C 1.0952280 -0.5295040 7.1437290
C 0.0000000 0.0000000 7.8561680
C -1.0952280 0.5295040 7.1437290
C 0.0000000 0.0000000 3.5677430
C 1.1652740 0.2788230 2.8431650
C 1.1683600 0.2757770 1.4627240
C 0.0000000 0.0000000 0.7287830
C -1.1683600 -0.2757770 1.4627240
C -1.1652740 -0.2788230 2.8431650
C 0.0000000 0.0000000 -0.7287850
C 1.1683330 -0.2758970 -1.4627270
C 1.1652500 -0.2789310 -2.8431670
C 0.0000000 0.0000000 -3.5677470
C -1.1652500 0.2789310 -2.8431670
C -1.1683330 0.2758970 -1.4627270
C 0.0000000 0.0000000 -5.0370990
C -1.0953320 -0.5300080 -5.7659660
C -1.0952110 -0.5295490 -7.1437250
C 0.0000000 0.0000000 -7.8561670
C 1.0952110 0.5295490 -7.1437250
C 1.0953320 0.5300080 -5.7659660
H -1.9287200 0.9622280 5.2239030
H -1.9373050 0.9467440 7.6840460
H 0.0000000 0.0000000 8.9390520
H 1.9373050 -0.9467440 7.6840460
H 1.9287200 -0.9622280 5.2239030
H 2.0749780 0.5310880 3.3769110
H 2.0813350 0.5314300 0.9380110
H -2.0813350 -0.5314300 0.9380110
H -2.0749780 -0.5310880 3.3769110
H -2.0812820 0.5316420 -0.9380140
H -2.0749290 0.5312780 -3.3769170
H 2.0749290 -0.5312780 -3.3769170
H 2.0812820 -0.5316420 -0.9380140
H 1.9286830 0.9623050 -5.2238960
H 1.9372700 0.9468230 -7.6840450
H 0.0000000 0.0000000 -8.9390510
H -1.9372700 -0.9468230 -7.6840450
H -1.9286830 -0.9623050 -5.2238960
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T4 alternating

C -1.1113640 0.4570660 5.7413175
C 0.0000000 0.0000000 5.0200115
C 1.1113640 -0.4570660 5.7413175
C 1.1080770 -0.4632920 7.1255045
C 0.0000000 0.0000000 7.8237785
C -1.1080770 0.4632920 7.1255045
C 0.0000000 0.0000000 3.5575885
C 1.2093940 0.0581720 2.8417365
C 1.2112120 0.0600810 1.4470695
C 0.0000000 0.0000000 0.7211375
C -1.2112120 -0.0600810 1.4470695
C -1.2093940 -0.0581720 2.8417365
C 0.0000000 0.0000000 -0.7211165
C 1.2112110 -0.0600080 -1.4470595
C 1.2093880 -0.0581350 -2.8417165
C 0.0000000 0.0000000 -3.5575845
C -1.2093880 0.0581350 -2.8417165
C -1.2112110 0.0600080 -1.4470595
C 0.0000000 0.0000000 -5.0200205
C -1.1115470 -0.4565830 -5.7413295
C -1.1082790 -0.4627830 -7.1255195
C 0.0000000 0.0000000 -7.8237915
C 1.1082790 0.4627830 -7.1255195
C 1.1115470 0.4565830 -5.7413295
H -1.9709550 0.8438560 5.2080245
H -1.9732670 0.8335720 7.6636515
H 0.0000000 0.0000000 8.9079515
H 1.9732670 -0.8335720 7.6636515
H 1.9709550 -0.8438560 5.2080245
H 2.1466240 0.1542520 3.3732055
H 2.1538280 0.1469940 0.9284955
H -2.1538280 -0.1469940 0.9284955
H -2.1466240 -0.1542520 3.3732055
H -2.1538370 0.1468250 -0.9284895
H -2.1466330 0.1541730 -3.3731645
H 2.1466330 -0.1541730 -3.3731645
H 2.1538370 -0.1468250 -0.9284895
H 1.9713170 0.8430010 -5.2080585
H 1.9736490 0.8326460 -7.6636615
H 0.0000000 0.0000000 -8.9079645
H -1.9736490 -0.8326460 -7.6636615
H -1.9713170 -0.8430010 -5.2080585

S37

XCIII



S38

C Included Publications

XCIV



S7.3 p5P

D0 alternating

C -1.1738910 0.2351780 7.9603890
C 0.0000000 -0.0000000 7.2214840
C 1.1738910 -0.2351780 7.9603890
C 1.1734760 -0.2314770 9.3437310
C 0.0000000 -0.0000000 10.0545230
C -1.1734760 0.2314770 9.3437310
C 0.0000000 -0.0000000 5.7644800
C 1.1617870 0.2718210 5.0179380
C 1.1627960 0.2756740 3.6427440
C 0.0000000 -0.0000000 2.8867880
C -1.1627960 -0.2756740 3.6427440
C -1.1617870 -0.2718210 5.0179380
C 0.0000000 -0.0000000 1.4433890
C 1.1923890 -0.0749440 0.6863580
C 1.1923890 -0.0749440 -0.6863580
C 0.0000000 -0.0000000 -1.4433890
C -1.1923890 0.0749440 -0.6863580
C -1.1923890 0.0749440 0.6863580
H 2.1419820 -0.1817010 1.1992170
H 2.1419820 -0.1817010 -1.1992170
C 0.0000000 -0.0000000 -2.8867880
H -2.1419820 0.1817010 -1.1992170
H -2.1419820 0.1817010 1.1992170
H 2.0791510 0.5421570 3.1287330
H 2.0780420 0.5344980 5.5368180
H -2.0780420 -0.5344980 5.5368180
H -2.0791510 -0.5421570 3.1287330
H 2.0952640 -0.4541850 7.4330060
H 2.0994810 -0.4252470 9.8764660
H 0.0000000 -0.0000000 11.1388150
H -2.0994810 0.4252470 9.8764660
H -2.0952640 0.4541850 7.4330060
C 1.1627960 0.2756740 -3.6427440
C 1.1617870 0.2718210 -5.0179380
C 0.0000000 -0.0000000 -5.7644800
C -1.1617870 -0.2718210 -5.0179380
C -1.1627960 -0.2756740 -3.6427440
H 2.0791510 0.5421570 -3.1287330
H 2.0780420 0.5344980 -5.5368180
C 0.0000000 -0.0000000 -7.2214840
H -2.0780420 -0.5344980 -5.5368180
H -2.0791510 -0.5421570 -3.1287330
C 1.1738910 -0.2351780 -7.9603890
C 1.1734760 -0.2314770 -9.3437310
C 0.0000000 -0.0000000 -10.0545230
C -1.1734760 0.2314770 -9.3437310
C -1.1738910 0.2351780 -7.9603890
H 2.0952640 -0.4541850 -7.4330060
H 2.0994810 -0.4252470 -9.8764660
H 0.0000000 -0.0000000 -11.1388150
H -2.0994810 0.4252470 -9.8764660
H -2.0952640 0.4541850 -7.4330060
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S0 alternating

C -1.1588400 0.3067680 7.8999070
C -0.0000000 0.0000000 7.1841980
C 1.1588400 -0.3067680 7.8999070
C 1.1591950 -0.3065990 9.2858160
C -0.0000000 0.0000000 9.9851180
C -1.1591950 0.3065990 9.2858160
C -0.0000000 0.0000000 5.7100280
C 1.0977740 0.4729520 4.9894260
C 1.0977510 0.4732030 3.6062600
C -0.0000000 0.0000000 2.8852930
C -1.0977510 -0.4732030 3.6062600
C -1.0977740 -0.4729520 4.9894260
C -0.0000000 0.0000000 1.4126330
C 1.1620570 -0.2801980 0.6915110
C 1.1620570 -0.2801980 -0.6915110
C -0.0000000 0.0000000 -1.4126330
C -1.1620570 0.2801980 -0.6915110
C -1.1620570 0.2801980 0.6915110
H 2.0709620 -0.5367340 1.2243720
H 2.0709620 -0.5367340 -1.2243720
C -0.0000000 0.0000000 -2.8852930
H -2.0709620 0.5367340 -1.2243720
H -2.0709620 0.5367340 1.2243720
H 1.9500370 0.8800660 3.0733900
H 1.9501860 0.8788440 5.5228640
H -1.9501860 -0.8788440 5.5228640
H -1.9500370 -0.8800660 3.0733900
H 2.0617720 -0.5730350 7.3616370
H 2.0675410 -0.5561730 9.8229800
H -0.0000000 0.0000000 11.0691910
H -2.0675410 0.5561730 9.8229800
H -2.0617720 0.5730350 7.3616370
C 1.0977510 0.4732030 -3.6062600
C 1.0977740 0.4729520 -4.9894260
C -0.0000000 0.0000000 -5.7100280
C -1.0977740 -0.4729520 -4.9894260
C -1.0977510 -0.4732030 -3.6062600
H 1.9500370 0.8800660 -3.0733900
H 1.9501860 0.8788440 -5.5228640
C -0.0000000 0.0000000 -7.1841980
H -1.9501860 -0.8788440 -5.5228640
H -1.9500370 -0.8800660 -3.0733900
C 1.1588400 -0.3067680 -7.8999070
C 1.1591950 -0.3065990 -9.2858160
C -0.0000000 0.0000000 -9.9851180
C -1.1591950 0.3065990 -9.2858160
C -1.1588400 0.3067680 -7.8999070
H 2.0617720 -0.5730350 -7.3616370
H 2.0675410 -0.5561730 -9.8229800
H -0.0000000 0.0000000 -11.0691910
H -2.0675410 0.5561730 -9.8229800
H -2.0617720 0.5730350 -7.3616370
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S1 alternating

C -1.1768970 0.2462770 7.9169150
C 0.0000000 0.0000000 7.1851960
C 1.1768970 -0.2462770 7.9169150
C 1.1741040 -0.2477160 9.2983320
C 0.0000000 0.0000000 10.0021110
C -1.1741040 0.2477160 9.2983320
C 0.0000000 0.0000000 5.7333170
C 1.1754900 0.2459740 4.9910220
C 1.1792330 0.2479450 3.6219230
C 0.0000000 0.0000000 2.8675890
C -1.1792330 -0.2479450 3.6219230
C -1.1754900 -0.2459740 4.9910220
C 0.0000000 0.0000000 1.4385610
C 1.2067710 -0.0011280 0.6820820
C 1.2067710 -0.0011280 -0.6820820
C 0.0000000 0.0000000 -1.4385610
C -1.2067710 0.0011280 -0.6820820
C -1.2067710 0.0011280 0.6820820
H 2.1587990 -0.0437660 1.1953300
H 2.1587990 -0.0437660 -1.1953300
C 0.0000000 0.0000000 -2.8675890
H -2.1587990 0.0437660 -1.1953300
H -2.1587990 0.0437660 1.1953300
H 2.1022290 0.4888040 3.1103420
H 2.0941350 0.4843460 5.5137580
H -2.0941350 -0.4843460 5.5137580
H -2.1022290 -0.4888040 3.1103420
H 2.0960160 -0.4748330 7.3908610
H 2.0939040 -0.4532140 9.8349030
H 0.0000000 0.0000000 11.0859860
H -2.0939040 0.4532140 9.8349030
H -2.0960160 0.4748330 7.3908610
C 1.1792330 0.2479450 -3.6219230
C 1.1754900 0.2459740 -4.9910220
C 0.0000000 0.0000000 -5.7333170
C -1.1754900 -0.2459740 -4.9910220
C -1.1792330 -0.2479450 -3.6219230
H 2.1022290 0.4888040 -3.1103420
H 2.0941350 0.4843460 -5.5137580
C 0.0000000 0.0000000 -7.1851960
H -2.0941350 -0.4843460 -5.5137580
H -2.1022290 -0.4888040 -3.1103420
C 1.1768970 -0.2462770 -7.9169150
C 1.1741040 -0.2477160 -9.2983320
C 0.0000000 0.0000000 -10.0021110
C -1.1741040 0.2477160 -9.2983320
C -1.1768970 0.2462770 -7.9169150
H 2.0960160 -0.4748330 -7.3908610
H 2.0939040 -0.4532140 -9.8349030
H 0.0000000 0.0000000 -11.0859860
H -2.0939040 0.4532140 -9.8349030
H -2.0960160 0.4748330 -7.3908610
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T1 alternating

C -1.1564420 0.3213850 7.9172570
C 0.0000000 -0.0000000 7.1917800
C 1.1564420 -0.3213850 7.9172570
C 1.1549520 -0.3224310 9.3006770
C 0.0000000 -0.0000000 10.0025160
C -1.1549520 0.3224310 9.3006770
C 0.0000000 -0.0000000 5.7328100
C 1.1734770 0.2541330 4.9933550
C 1.1787340 0.2569760 3.6249780
C 0.0000000 -0.0000000 2.8654380
C -1.1787340 -0.2569760 3.6249780
C -1.1734770 -0.2541330 4.9933550
C 0.0000000 -0.0000000 1.4464490
C 1.2076560 0.1172700 0.6779530
C 1.2076560 0.1172700 -0.6779530
C 0.0000000 -0.0000000 -1.4464490
C -1.2076560 -0.1172700 -0.6779530
C -1.2076560 -0.1172700 0.6779530
H 2.1597300 0.1813150 1.1878480
H 2.1597300 0.1813150 -1.1878480
C 0.0000000 -0.0000000 -2.8654380
H -2.1597300 -0.1813150 -1.1878480
H -2.1597300 -0.1813150 1.1878480
H 2.1042470 0.4941640 3.1176130
H 2.0904710 0.4924360 5.5197940
H -2.0904710 -0.4924360 5.5197940
H -2.1042470 -0.4941640 3.1176130
H 2.0579730 -0.6055570 7.3872450
H 2.0597710 -0.5858830 9.8371920
H 0.0000000 -0.0000000 11.0864050
H -2.0597710 0.5858830 9.8371920
H -2.0579730 0.6055570 7.3872450
C 1.1787340 0.2569760 -3.6249780
C 1.1734770 0.2541330 -4.9933550
C 0.0000000 -0.0000000 -5.7328100
C -1.1734770 -0.2541330 -4.9933550
C -1.1787340 -0.2569760 -3.6249780
H 2.1042470 0.4941640 -3.1176130
H 2.0904710 0.4924360 -5.5197940
C 0.0000000 -0.0000000 -7.1917800
H -2.0904710 -0.4924360 -5.5197940
H -2.1042470 -0.4941640 -3.1176130
C 1.1564420 -0.3213850 -7.9172570
C 1.1549520 -0.3224310 -9.3006770
C 0.0000000 -0.0000000 -10.0025160
C -1.1549520 0.3224310 -9.3006770
C -1.1564420 0.3213850 -7.9172570
H 2.0579730 -0.6055570 -7.3872450
H 2.0597710 -0.5858830 -9.8371920
H 0.0000000 -0.0000000 -11.0864050
H -2.0597710 0.5858830 -9.8371920
H -2.0579730 0.6055570 -7.3872450
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T2 alternating

C -1.2054540 0.0807890 7.9221800
C 0.0000000 0.0000000 7.1782810
C 1.2054540 -0.0807890 7.9221800
C 1.2005160 -0.0841430 9.2986560
C 0.0000000 0.0000000 10.0067470
C -1.2005160 0.0841430 9.2986560
C 0.0000000 0.0000000 5.7402940
C 1.1819550 0.2490220 4.9874500
C 1.1780430 0.2499260 3.6187720
C 0.0000000 0.0000000 2.8795670
C -1.1780430 -0.2499260 3.6187720
C -1.1819550 -0.2490220 4.9874500
C 0.0000000 0.0000000 1.4203910
C 1.1466610 -0.3414270 0.6900980
C 1.1466610 -0.3414270 -0.6900980
C 0.0000000 0.0000000 -1.4203910
C -1.1466610 0.3414270 -0.6900980
C -1.1466610 0.3414270 0.6900980
H 2.0425820 -0.6505790 1.2159990
H 2.0425820 -0.6505790 -1.2159990
C 0.0000000 0.0000000 -2.8795670
H -2.0425820 0.6505790 -1.2159990
H -2.0425820 0.6505790 1.2159990
H 2.0937440 0.4894150 3.0905530
H 2.1027930 0.4909830 5.5024880
H -2.1027930 -0.4909830 5.5024880
H -2.0937440 -0.4894150 3.0905530
H 2.1505030 -0.1761050 7.4030890
H 2.1394140 -0.1601730 9.8359320
H 0.0000000 0.0000000 11.0901380
H -2.1394140 0.1601730 9.8359320
H -2.1505030 0.1761050 7.4030890
C 1.1780430 0.2499260 -3.6187720
C 1.1819550 0.2490220 -4.9874500
C 0.0000000 0.0000000 -5.7402940
C -1.1819550 -0.2490220 -4.9874500
C -1.1780430 -0.2499260 -3.6187720
H 2.0937440 0.4894150 -3.0905530
H 2.1027930 0.4909830 -5.5024880
C 0.0000000 0.0000000 -7.1782810
H -2.1027930 -0.4909830 -5.5024880
H -2.0937440 -0.4894150 -3.0905530
C 1.2054540 -0.0807890 -7.9221800
C 1.2005160 -0.0841430 -9.2986560
C 0.0000000 0.0000000 -10.0067470
C -1.2005160 0.0841430 -9.2986560
C -1.2054540 0.0807890 -7.9221800
H 2.1505030 -0.1761050 -7.4030890
H 2.1394140 -0.1601730 -9.8359320
H 0.0000000 0.0000000 -11.0901380
H -2.1394140 0.1601730 -9.8359320
H -2.1505030 0.1761050 -7.4030890
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T3 alternating

C -1.1980150 0.1818510 7.9200220
C -0.0000000 0.0000000 7.1832130
C 1.1980150 -0.1818510 7.9200220
C 1.1948860 -0.1844870 9.2960330
C -0.0000000 0.0000000 10.0059680
C -1.1948860 0.1844870 9.2960330
C -0.0000000 0.0000000 5.7281180
C 1.1456550 0.3499150 4.9938280
C 1.1437140 0.3516200 3.6135670
C -0.0000000 0.0000000 2.8852790
C -1.1437140 -0.3516200 3.6135670
C -1.1456550 -0.3499150 4.9938280
C -0.0000000 0.0000000 1.4222340
C 1.1684910 -0.3116910 0.6858880
C 1.1684910 -0.3116910 -0.6858880
C -0.0000000 0.0000000 -1.4222340
C -1.1684910 0.3116910 -0.6858880
C -1.1684910 0.3116910 0.6858880
H 2.0688830 -0.5959830 1.2182340
H 2.0688830 -0.5959830 -1.2182340
C -0.0000000 0.0000000 -2.8852790
H -2.0688830 0.5959830 -1.2182340
H -2.0688830 0.5959830 1.2182340
H 2.0365920 0.6660570 3.0850540
H 2.0406940 0.6656180 5.5166140
H -2.0406940 -0.6656180 5.5166140
H -2.0365920 -0.6660570 3.0850540
H 2.1262060 -0.3582770 7.3899790
H 2.1227720 -0.3406770 9.8348260
H -0.0000000 0.0000000 11.0891430
H -2.1227720 0.3406770 9.8348260
H -2.1262060 0.3582770 7.3899790
C 1.1437140 0.3516200 -3.6135670
C 1.1456550 0.3499150 -4.9938280
C -0.0000000 0.0000000 -5.7281180
C -1.1456550 -0.3499150 -4.9938280
C -1.1437140 -0.3516200 -3.6135670
H 2.0365920 0.6660570 -3.0850540
H 2.0406940 0.6656180 -5.5166140
C -0.0000000 0.0000000 -7.1832130
H -2.0406940 -0.6656180 -5.5166140
H -2.0365920 -0.6660570 -3.0850540
C 1.1980150 -0.1818510 -7.9200220
C 1.1948860 -0.1844870 -9.2960330
C -0.0000000 0.0000000 -10.0059680
C -1.1948860 0.1844870 -9.2960330
C -1.1980150 0.1818510 -7.9200220
H 2.1262060 -0.3582770 -7.3899790
H 2.1227720 -0.3406770 -9.8348260
H -0.0000000 0.0000000 -11.0891430
H -2.1227720 0.3406770 -9.8348260
H -2.1262060 0.3582770 -7.3899790
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Excitonic Coupling of a TADF Assistant Dopant and a
Multi-Resonance TADF Emitter

Simon Metz and Christel M. Marian*

The excitation energy transfer (EET) between two conformers of the deep-blue
thermally activated delayed fluorescence emitter DBA-BTICz and the multi-
resonance fluorescence emitter 𝝂-DABNA is studied by means of quantum
chemistry according to Fermi’s Golden Rule. Excitation energies, fluorescence
and intersystem crossing rate constants of the individual EET donor and accep-
tor molecules, determined by a combination of density functional theory and
a multireference configuration interaction approach, match the experimental
data very well. Interestingly, two different conformers of DBA-BTICz with
similar absorption, but distinct emission and transfer properties are found. The
vibronic envelopes of the DBA-BTICz emission and the 𝝂-DABNA absorption
spectra are computed by means of a vertical Hessian approach. Their overall
shapes and peak positions agree well with the experimental data but the widths
of the computed vibronic spectra remain a critical factor in the evaluation of
the spectral overlap integral. The distance and orientation dependencies of the
excitonic coupling matrix elements, evaluated in the ideal dipole approxima-
tion (IDA), are carefully assessed by means of the monomer transition density
(MTD) approach. Deviations between the IDA andMTD results of at most 20%
at typical Förster radii justify the use of the computationally much less demand-
ing IDA for estimating environmental and orientation effects on the EET rate.

1. Introduction

Organic light-emitting diodes (OLEDs) play a pivotal role in the
contemporary display market, offering a number of advantages
over other display technologies, such as true black and ultra-
thin flexible screens.[1] In the first OLED generation, fluorescent
molecules were employed. These dyes exhibit excellent emission
properties, high color purity (narrow emission spectrum) and
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high intensities.[2] Their main disadvantage
is the low internal quantum efficiency (IQE)
which is limited to 25%.[3] To reach an IQE
of 100%, the electrically generated triplet
excitons must be integrated into the light-
emitting process. One approach to accom-
plish this goal is to utilize phosphorescent
dyes.[4] Drawbacks are environmental con-
cerns and the high costs of the heavy-metal
complexes as well as the low photochemical
stability especially of the blue emitters.[5–7]

The third generation of OLEDs seeks to ad-
dress these issues while maintaining 100%
IQE. A mechanism known as thermally
activated delayed fluorescence (TADF) is
employed, whereby triplet excitons are up-
converted to the singlet manifold through
reverse intersystem crossing (rISC). One
of the prerequisites for this process to
take place is a small energy gap between
the lowest-lying singlet and triplet states.[8]

To this end, typically charge-transfer (CT)
character is introduced into the excited
states. On the one hand, the small over-
lap of the hole and particle densities in
donor–acceptor systems with spatially well

separated highest occupied molecular orbital (HOMO) and low-
est unoccupied molecular orbital (LUMO) reduces the exchange
interaction and hence the singlet–triplet splitting (ΔEST) as de-
sired. On the other hand, it impairs the emissive properties of
these dyes which tend to have low color purity and long exciton
lifetimes. Multi-resonance (MR) TADF emitters, which are char-
acterized by alternatingHOMOand LUMOamplitudes on neigh-
boring centers, are better off in this respect. While ΔEST remains
small, their emission spectra are typically much narrower.[9–14]

The latest generation strives to combine the most advantageous
properties of the previous OLED generations, namely 100%
IQE and clear colors. Here, TADF molecules are used as assis-
tant dopants to a fluorescence or MR-TADF emitter. The TADF
molecules harvest singlet as well as triplet excitons. While the
singlet excitons can be conveyed directly to the lowest excited sin-
glet state on the fluorescent emitter by Förster resonance energy
transfer (FRET), the triplet excitons have to undergo a rISC pro-
cess first. Such systems are referred to as hyperfluorescent (HF)
systems.[15]

Excitation energy transfer (EET) processes in HF systems are
particularly interesting from a theoretical point of view. Com-
pared to typical FRETpairs consisting of two fluorophores, transi-
tion dipolemoments of TADFmolecules and hence EET rate con-
stants are much smaller. Moreover, intersystem crossing (ISC)
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Figure 1. Chemical structures of the molecules investigated in this work. In the HF OLED, DBA-BTICz plays the role of the exciton harvester and FRET
donor while 𝜈-DABNA is the FRET acceptor and final emitter.

is an important competing process and has to be included in
the modeling. While it is clear that the spectral overlap between
the donor emission and acceptor absorption has to be large, lit-
tle is known about the optimal ratio between fluorescence and
ISC/rISC rate constants of the TADF donor. In view of further
nonradiative deactivation channels such as internal conversion
to the electronic ground state, a high FRET rate appears desir-
able.
Classical FRET theory is based on the ideal dipole approx-

imation (IDA) describing the process as a long-range interac-
tion between two transition dipoles located on the donor and
the acceptor moiety, respectively.[16,17] Since the IDA is known
to fail at small donor–acceptor distances,[18,19] more accurate,
but at the same time computationally more demanding ap-
proaches were developed for modeling of the excitonic cou-
pling matrix element (ECME) between the donor and accep-
tor. Among them are the transition density cube (TDC)[20,21]

and the monomer transition density (MTD)[22–25] methods. In-
stead of transition dipole vectors with origin at the barycen-
ter of the respective molecule, these methods employ delocal-
ized transition density matrices. As the dopants used in HF
devices are typically very large, the evaluation of the ECME by
means of the MTD method poses a significant challenge. Striv-
ing for computational efficiency raises the question, how accu-
rate the much less demanding IDA is in case of weak EET
couplings.
To our knowledge, we here present the first application of

the MTD method to a HF system. The FRET pair consists of
the deep-blue TADF emitter DBA-BTICz as the assistant dopant
and the MR-type TADF emitter 𝜈-DABNA as the final fluores-
cence emitter (Figure 1) that were used by Braveenth et al.[26]

to fabricate a HF OLED device. The authors of this experimen-
tal study provide detailed information on the energetic posi-
tion and kinetic constants of the involved states that can be
used as reference data for the assessment of the theoretical
models.

2. Theoretical Models

2.1. Excitation Energy Transfer Rate

In a weakly coupled system, the rate constant of an EET between
a donor and acceptor molecule can be calculated according to
Fermi’s golden rule approach:

kEET = 2𝜋
ℏ
|VDA|2 FCWDOS (1)

where VDA is the excitonic coupling matrix element and FCW-
DOS represents the Franck–Condon weighted density of states.
The latter is typically approximated by the spectral overlap inte-
gral, which is calculated as the integral of the product function of
the donor’s emission spectrum ED(𝜔) and the acceptor’s absorp-
tion spectrum AA(𝜔). Both spectra have to be normalized to unit
area. This approximation results in the following expression for
the EET rate:

kEET = 2𝜋
ℏ
|VDA|2 ∫

∞

0
AA(𝜔)ED(𝜔)d𝜔 (2)

For the computation of vibrationally resolved electronic, i.e.,
vibronic spectra AA(𝜔) and ED(𝜔), various approaches can be em-
ployed. In the ideal case, in which the nuclei perform infinitesi-
mal motions about their equilibrium positions, the choice of co-
ordinates (Cartesian vs internal, e.g.) does not have significant
impact on the resulting spectral shape. This changes when large-
amplitude vibrational motions such as torsions or out-of-plane
bending vibrations are excited upon an electronic transitions. In
this case, typically internal coordinates are preferable as they rep-
resent the curvilinear displacements of the nuclei closer than the
rectilinear Cartesian coordinates.[27,28] Likewise, using adiabatic
Hessian (AH) or vertical Hessian (VH) approaches for comput-
ing FC factorsmakes no difference as long as the potential energy
surfaces (PESs) are strictly harmonic. In reality, this condition is

Adv. Optical Mater. 2024, 2402241 2402241 (2 of 14) © 2024 The Author(s). Advanced Optical Materials published by Wiley-VCH GmbH

 21951071, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/adom

.202402241, W
iley O

nline Library on [02/01/2025]. See the Term
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline Library for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons License

CIII



www.advancedsciencenews.com www.advopticalmat.de

rarely fulfilled, however. The AHmethod simulates vibronic tran-
sitions using harmonic potentials of the initial and final states at
their respective equilibrium positions and is therefore supposed
to provide a good representation of the spectral origin and the
wavelength regime close to the 0–0 transition.[29–31] In contrast,
the VH method extrapolates the final state PES from the gradi-
ents and Hessian at the FC point. The VH method is therefore
expected to provide a better description of the peak maxima and
short-time spectra where the nuclei have not fully adjusted to the
electronic potential of the final state.
The computationally more demanding part to evaluate is the

ECME. Several approaches were developed to calculate this term.
For systems where the intramolecular distance is large compared
to the molecular extensions of donor and acceptor, the coupling
can be described by the IDA.[16,17] The coupling is estimated as
the long-range electrostatic interaction between the electric tran-
sition dipole moments 𝝁

V IDA
DA = 𝜅

|𝝁D||𝝁A|
n2|RDA|3 (3)

where 𝝁D = e ∫ Ψ⋆
0,D

∑
n rnΨ1,D drn refers to the donor emission

and 𝝁A = e ∫ Ψ⋆
1,A

∑
n rnΨ0,A drn to the acceptor absorption. RDA

is the position vector connecting the barycenters of donor and
acceptor, n the refractive index of the medium and 𝜅 describes
the relative orientation between the transition dipole moments
𝝁:

𝜅 = nDnA − 3(eDAnD)(eDAnA) (4)

Here, nD and nA are the unit vectors of the transition dipole mo-
ments and eDA is the unit vector of the connection between the
barycenters of the donor and acceptor.
A more sophisticated method is the monomer transition den-

sity approach elaborated by Fink et al.[22,23] and later extended in
our laboratory to include exchange contributions.[24] Here, the
ECME is described with the help of the spinless reduced one-
electron transition density matrices (1-TDM) 𝜌D and 𝜌A:

VMTD
DA =

∑
i,j∈D

∑
k,l∈A

𝜌Dij 𝜌
A
kl((ij|kl) − 1

2
(il|kj)) (5)

Here, i and j represent donor MOs, k and l acceptor MOs and
(ij|kl) is the electronic repulsion integral in Mulliken convention:

(ij|kl) = ∫ 𝜓∗
i (r1)𝜓j(r1)

1
r12
𝜓∗
k (r2)𝜓l(r2)dr1dr2 (6)

The construction of the dimer four-index two-electron inte-
grals (Equation 6) is the computationally most demanding part.
For being able to investigate dimer systems of the size presented
in this work, a resolution-of-the-identity (RI) approximation in
the Coulomb metric[32,33] is made employing auxiliary basis sets.

(ij|kl) ≈ (ij|kl)RI =
∑
P

BP
ijB

P
kl (7)

where BP
ij are three-index two-electron integrals defined as

BP
ij =

∑
Q

(ij|Q)(Q|P)−1∕2 (8)

P andQ denote auxiliary basis functions and (Q|P) is a two-index
two-electron integral. Only the three-index two-electron integrals
(Equation 8) are stored on disk from which the required four-
index two-electron integrals are constructed later on-the-fly.

3. Computational Details

All geometry optimizations and vibrational frequency analyses
were conducted using the Gaussian 16 program package.[34]

For the geometry optimizations of ground states, density func-
tional theory (DFT) in combination with an optimally tuned
range-separated hybrid functional LC-𝜔HPBE[35,36] and the def2-
SV(P)[37] basis set was employed. To reach a balanced description
of CT and valence excitations, the range-separation parameter 𝜔
was tuned separately for both molecules (Figure S16, Support-
ing Information). Time-dependent DFT was employed for the
optimization of singlet excited states. To avoid triplet instability
problems,[38] the Tamm–Dancoff approximation was used for ex-
cited triplet states. Note that TDDFT and TDDFT-TDA energies
are not directly comparable. These methods are used here solely
for geometry optimizations and vibrational frequency analyses.
In order to converge the frequency analysis of 𝜈-DABNA, the two-
electron integral accuracy was decreased to 10−11 (default: 10−12).
Toluene solvation effects were accounted for by the polarizable
continuum model (PCM).[39–41] The point charges generated by
the self-consistent reaction field in the geometry optimization
step were then exported and reused in subsequent multirefer-
ence configuration interaction (MRCI) and ECME calculations.
Excitation energies and 1-TDM were calculated with the

semiempirical DFT/MRCI method[42,43] working with the
TURBOMOLE package[44,45] for generating MOs and two-
electron integrals. MOs were optimized employing the BH-LYP
functional[46] as the DFT/MRCI Hamiltonians are parameterized
for this hybrid functional. Two-electron integrals were computed
in the RI approximation using the MP2 optimized auxiliary basis
sets[47] for the resolution of the identity. The redesigned R2016
Hamiltonian[48] in conjunction with a configuration selection
threshold of 0.8 Eh was used in the DFT/MRCI calculations.
In the singlet and triplet manifolds, 15 roots were considered
for DBA-BTICz and 10 roots for 𝜈-DABNA. Fragment-based
characterization of the DFT/MRCI wave function was performed
with the TheoDORE program,[49] while transition densities were
computed using ORBKIT.[50] Electronic spin–orbit coupling
matrix elements (SOCMEs) between DFT/MRCI wave functions
were determined with Spock[51,52] employing the Breit–Pauli
Hamiltonian in atomic mean-field approximation. All plots of
molecular orbitals and densities were created with Jmol.[53]

Overlays of ground- and excited-state minimum geometrical
structures were visualized with VMD.[54] Temperature depen-
dent intersystem crossing rate constants and vibronic spectra
were calculated with a recent extension[31] of the VIBES program
Unless noted otherwise, emission spectra were computed[55,56].
in internal coordinates using the VH approach. Before the
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Figure 2. a) Left conformer of DBABTICz. b) Calculated Gaussian-broadened absorption spectra of the two DBA-BTICz conformers (FWHM: 2000 cm−1)
together with an experimental spectrum in toluene.[26] c) Right conformer of DBABTICz.

Fourier transformation, the autocorrelation function was mul-
tiplied by a Gaussian damping function of 200 cm−1 full width
at half-maximum (FWHM). Integration was performed on a
time interval of 300 fs using a grid of 16384 (214) points. The
MTD calculations were carried out with the singlet and triplet
excitation energy transfer (STrEET) program developed in our
group. Required input files are the donor and acceptor monomer
1-TDM from preceding DFT/MRCI calculations as well as the
monomer MOs and control and basis set files in TURBOMOLE
format. From these, a new set of TURBOMOLE files for the
dimer is created. While orthogonalization corrections might be-
come necessary for short monomer separations.[57] During the
merge step, the molecules can be translated and rotated. To avoid
a recalculation of the one-electron (transition) density matrices
and MOs for every arrangement of the monomers in space,
these can be transformed to the new set of coordinates.[19] The
generation of the two-electron integrals according to Equation (7)
is the computationally most expensive step and determines the
speed of the MTD calculation. In the RI expansion of the dimer
four-index two-electron integrals, the same atom-centered aux-
iliary basis sets are used as for the monomer calculations. To
reduce the computational demands, a frozen core and anticore
can be defined. A test calculation has shown that MOs with
energies below –3.0 Eh and above +2.0 Eh can be frozen in this
step without significant loss of accuracy (Table S27, Supporting
Information). To further speed up the subsequent computation
of the ECME, a threshold can be applied to the transition density
matrices to omit the integral contraction for negligible density
contributions.
For the calculation of the spectral overlap, a polynomial spline

is fitted to the donor emission and acceptor absorption spec-
trum to construct the product and integrate it. The spline is
constructed in an adaptive manner, with additional segments
being added in regions that require greater flexibility. In or-
der to guarantee a good fit between the original data and the
polynomial spline, the normalized root-mean-squared deviation

(NRMSD) is minimized until a convergence criterion of 10−4 is
met.

4. Results and Discussion

4.1. Assistant Dopant—DBA-BTICz

The assistant dopant for the hyperfluorescent system is a
reported TADF molecule with a dihydrobenzo-thieno-indolo-
carbazol (BTICz) donor and an oxygen-bridged boron (DBA) ac-
ceptor moiety (Figure 1a).[26] For this molecule, two ground-state
conformers were found (Figure 2a,c), which differ mainly in the
orientation of the DBA moiety with respect to the BTICz. The
blue-colored structure in Figure 2 is named left conformer, be-
cause the acceptor is in this view located left of the donor. Corre-
spondingly, the other conformer is labeled the right conformer.
The right conformer was found when we started the geometry
optimization from the B3LYP/6-31G ground-state structure pub-
lished by Braveenth et al.[26] An extensive search for the TCT
excited-state minimum led to a structure resembling the left con-
former. The two conformers are basically isoenergetic and are
separated by a small energy barrier of 10 kJ mol−1 at most in the
electronic ground state (Figure S1, Supporting Information).
Despite their structural differences, the conformers exhibit

very similar absorption behaviors. A comparison of the calculated
spectra with the experimental spectrum in toluene[26] (Figure 2b)
may serve as a first quality check to ascertain the suitability of
the applied quantum chemical methods. Especially the first ab-
sorption band between 340 and 400 nm is very well described
by the calculations. A closer look reveals that not only the ab-
sorption of the first excited singlet state but up to four singlet
states have a significant contribution to this absorption band. De-
spite beingmostly of CT character, the S1 state (SCT) has apprecia-
ble oscillator strength in both conformers (Table S1, Supporting
Information). Their wave function compositions are dominated
by HOMO-1→LUMO and HOMO→LUMO excitations, with a
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preference for the former in the left conformer (Table S2, Sup-
porting Information) and for the latter in the right conformer
(Table S3, Supporting Information). The LUMO is localized on
theDBAmoeity, with the largest amplitude for the empty boron 𝜋
orbital (Figures S2d and S3e, Supporting Information). HOMO-
1 and HOMO are 𝜋 orbitals localized on the BTICz moeity.
In addition to the trivial nodes in the BTICz molecular plane,
the HOMO-1 orbital exhibits a structure with nodal planes at
nearly right angles with the donor–acceptor linkage (Figures S2b
and S3c, Supporting Information) whereas the nodal planes are
nearly parallel to this bond in the HOMO (Figures S2c and S3d,
Supporting Information). It is this nodal structure that deter-
mines the transition dipolemoment.With a value of f= 0.234, the
oscillator strength of the S1 ←S0 absorption is higher in the left
conformer than in the right conformer (f = 0.148). In exchange,
the right conformer has a more intense absorption into the S2
state (left: f = 0.013, right:f = 0.076), which leads to nearly identi-
cal absorption envelopes for both conformers in total.
The triplet wave functions of both conformers have very sim-

ilar compositions at the S0 geometry (Figure S4, Supporting In-
formation). T1 and T2 have mostly locally excited (LE) character,
where T1 exhibits a local transition on the BTICz unit (TBTICz) and
T2 a transition on the DBAmoiety (TDBA). In the FC region, these
states are followed by three further triplet states with mixed LE
and CT character.
To determine the EET capabilities of DBA-BTICz, geometry-

relaxed nuclear structures of the lowest-excited electronic states
are required. For both conformers, the lowest excited singlet state
(SCT) and the two lowest triplets states (TBTICz, TDBA) were opti-
mized. Due to PES crossings in the triplet manifold during the
optimization, the minimum on the TCT PES could not be found.
We therefore use its energetic position at the corresponding SCT
minimum geometry as proxy to its true minimum energy. The
structural differences between the optimized geometries of the
excited states can be seen in Figure S5 (Supporting Information).
For SCT and TDBA, the main adjustment in comparison with the
ground state refers to the relative orientation of the DBA and
BTICzmoieties. For TBTICz, this orientation is more similar to the
ground state and the biggest displacements happen at the indole
and benzothiophene nuclear frames.
The calculated adiabatic SCT energy (3.23 eV in both con-

formers) is 0.1 eV higher than the onset of the experimental
room-temperature luminescence spectrum (3.13 eV) in toluene,
as reported by Braveenth et al.[26] Zero-point vibrational energy
(ZPVE) corrections lower the computed emission energies, re-
sulting in 0-0 transition energies of 3.09 and 3.10 eV for the
left and right conformers, respectively. The experimental fluores-
cence spectrum of DBA-BTICz is very well reproduced by the cal-
culated vertical Hessian spectra of the two conformers (Figure 3).
The onset and the maximum are nearly perfectly matched. Solely
the band width is somewhat too high in comparison to the exper-
iment. Due to large-amplitude displacements of the SCT and S0
nuclear frames in a shearing coordinate (cp. Figure S5, Support-
ing Information), the more commonly used adiabatic Hessian
approach[55] is not applicable in this case (Figure S7, Supporting
Information).
The SCT states of both conformers originate predominantly

from HOMO→LUMO transitions at their respective minimum
geometries, but the respective HOMOs have different shapes.

Figure 3. Calculated fluorescence spectra of DBA-BTICz with the VH ap-
proach at 300 K in comparison to a experimental spectrum in toluene
solution.[26]

The HOMO of the left conformer (Figure S8a, Supporting In-
formation) closely resembles the HOMO-1 orbital at the ground-
state minimum (Figure S2b, Supporting Information). It has a
non-negligible amplitude at the carbazole nitrogen atom con-
necting the donor to the acceptor moeity and exhibits nodal
planes at nearly right angles with this C–N bond. In contrast,
the HOMO of the right conformer (Figure S8b, Supporting In-
formation) corresponds to the HOMO at the ground-state min-
imum (Figure S3c, Supporting Information). It has higher con-
tributions of the sulfur p-orbital and exhibits nodal planes nearly
parallel to the donor–acceptor linkage. These differences in the
orbital nodal structures lead to different directions of the tran-
sition dipole moment vectors (TDMVs). They are easily spotted
when the transition densities (Figure 4, bottom) of the excitations
are compared. The corresponding difference densities (Figure 4,
top) reflect the charge flow upon excitation and are less informa-
tive with regard to the orientation of the TDMVs. The calculated
fluorescence rate constant of the right conformer amounts to kF
= 6.2 × 106 s−1, in excellent agreement with the radiative rate
constant kr, S = 7.5 × 106 s−1 of the excited singlet state derived
from time-resolved measurements in DBFPO film.[26] The fluo-
rescence rate constant of the left conformer (kF = 6.5 × 107 s−1)
is one order magnitude higher. According to Förster theory, the
FRET rate of a fluorophore is roughly proportional to its radiative
rate constant.[16,17] We therefore expect the rate constant kEET for
the EET from the SCT state of the left conformer to 𝜈-DABNA to
be higher than from the right conformer. However, the FRET effi-
ciency of a TADF molecule, ΦFRET, in addition strongly depends
on its ISC rate constant (see below, Equation 9). The question
thus arises how the different electronic structures of the two SCT
states affect the ISC probabilities.
Adiabatic ΔEST values of TADF emitters that are required for

computing ISC and rISC rate constants are notoriously difficult
to model.[58] In particular, spectral shifts of CT transitions in
toluene are much larger than may be expected from the relative
permittivity ϵ= 2.38 of that solvent. A recent computational study
on the photophysical properties of a donor–acceptor TADF com-
pound in the presence of two explicitly treated toluene molecules
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Figure 4. Top: Difference densities (isosurface ±0.001) and the TDMV of the S0→SCT transition of both DBA-BTICz conformers at the optimized SCT
geometry. Red-colored areas indicate a loss of electron density, yellow-colored areas again with respect to the ground-state density. Bottom: Correspond-
ing transition densities (isosurface ±0.0003) of the S0→SCT excitation. Positive values are colored purple and negative values green. Note that the sign
of the transition dipole moment is arbitrary.

revealed that the SCT state was especially susceptible to excitonic
coupling between the solute and the solvent, in addition to the
electrostatic interaction mimicked by the PCM.[59]

The adiabatic excitation energies and the characters of the ex-
cited states at their optimized geometries are given in Table 1 and
visualized in Figure 5. The lowest triplet state of DBA-BTICz is
the TBTICz state, with predominantly LE character on the BTICz
moiety. With a value of 2.83 eV, its adiabatic excitation energy
in the right conformer is in perfect agreement with the onset
of the experimental low-temperature photoluminescence spectra
in toluene.[26] Correspondingly, the adiabatic ΔEST value of 0.40
eV overestimates the experimental value of 0.29 eV, determined
as the difference between the onsets of the room-temperature
and low-temperature luminescence spectra,[26] by 0.11 eV. To test
the influence of the singlet–triplet energy gap on the ISC and
rISC rate constants, we performed rate constant calculations in
FC approximation using the adiabatic Hessian approach imple-
mented in the VIBES program[55] with two different setups: The

first was based on ΔEST values as obtained by the DFT/MRCI
method, the second used vertically shifted potentials matching
the experimental energy gap. The shift changes the vibrational
density of states of the final state at the energy of the initial state,
while the SOCME, which enters the Fermi golden rule expres-
sion quadratically,[60] is unaltered. Comparing the results for both
setups in Table S4 (Supporting Information) shows that the ac-
tual value of the energy gap influences the ISC rate constant only
moderately. Shifting the energy gap to the experimental value re-
duces the rate constant for the SCT ⇝ TBTICz ISC from 4.2 × 106 to
3.2 × 106 s−1. At first sight, this reduction of the transition proba-
bility appears to contradict the energy gap law. One should keep
in mind, however, that an exponential increase of the rate con-
stant with decreasing energy gap can be expected only in the case
of nested potentials.[60,61] In the strong coupling case, in which
the potentials are markedly displaced in some vibrational coor-
dinates, a Gaussian-shaped dependence of the rate constant on
the energy separation is usually observed. Obviously, the SCT ⇝

Table 1. Computed adiabatic and 0–0 excitation energies [eV] and excited-state character [%] of the optimized DBA-BTICz states.

Left Right

State Adiabatic 0–0 CT LEBTICz LEDBA Adiabatic 0–0 CT LEBTICz LEDBA

SCT 3.23 3.09 75.3 8.1 6.4 3.23 3.10 80.6 3.3 6.0

TCT
a) 3.19 33.5 40.1 19.4 3.22 60.7 3.8 26.6

TDBA 2.97 2.85 8.2 31.0 54.6 2.93 2.82 4.1 0.6 88.2

TBTICz 2.72 2.59 9.3 84.1 0.8 2.83 2.66 2.2 93.5 0.1

a)Data taken from the SCT geometries.

Adv. Optical Mater. 2024, 2402241 2402241 (6 of 14) © 2024 The Author(s). Advanced Optical Materials published by Wiley-VCH GmbH

 21951071, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/adom

.202402241, W
iley O

nline Library on [02/01/2025]. See the Term
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline Library for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons License

CVII



www.advancedsciencenews.com www.advopticalmat.de

TBTICz transition is located in the inverted energy regime of the
latter coupling case where the rate constant increases with in-
creasing energy separation of the potentials. Together with the
SCT ⇝ TDBA transition to the second triplet state, a LE state lo-
calized on the DBA acceptor, the deactivation of the SCT popula-
tion of the right conformer by ISC reaches rate constants of the
same size (≈107 s−1) as the radiative deactivation by fluorescence.
The reverse transition, TBTICz ↜ SCT, needs thermal activation.
This process therefore benefits appreciably from a reduced en-
ergy gap. Nevertheless, with a rate constant of about 102 s−1 at an
assumed energy gap of 0.29 eV, rISC fromTBTICz to SCT appears to
be quite inefficient in the right conformer, unless a spin-vibronic
mechanism[62] involving the intermediate TDBA and TCT states is
operative in the rISC process.
In the left conformer, the computed adiabatic ΔEST separa-

tion between the SCT and TBTICz state is even larger (0.51 eV).
This difference may be explained by the fact that the TBTICz states
of the conformers originate from LEs on different parts of the
BTICz unit. For the left conformer (Figure S6c, Supporting Infor-
mation), the benzothiophen subunit is more involved in the LE
while for the right conformer (Figure S6f, Supporting Informa-
tion) the excitation is shifted toward one of the indole subunits.
The different charge distributions have direct consequences for
the SOC between TBTICz and SCT which is significantly higher in
the left conformer at the SCT geometry than its counterpart in the
right conformer (Table S4, Supporting Information). Moreover,
our VIBES calculations yield larger FCWDOS values for this rela-
tive orientation of the BTICz andDBA units, resulting in ISC rate
constants of about 107 − 108 s−1 for the left conformer. While the
computed TBTICz ↜SCT rISC rate constant at an assumed energy
gap of 0.29 eV (2 × 102 s−1) is much larger for this conformer
(Table S4, Supporting Information), the transition is too slow to
explain the experimentally observed delayed fluorescence decay
time of 6.5 μs.[26] Again, spin-vibronic interactions involving the
intermediate TDBA and TCT states are supposed to speed up the
rISC process.[62] We have refrained from performing such calcu-
lations as they are computationally very resource extensive and
because they have little relevance for the EET process as such.

4.2. Fluorescent Emitter - 𝝂-DABNA

The fluorescent emitter of theHF-OLED 𝜈-DABNA (Figure 1b) is
a reportedMR TADFmolecule with a very narrow emission band
in the pure-blue region.[11,13] For this molecule two ground-state
conformers were found (Figure S11, Supporting Information),
which differ by the orientation of the peripheral phenyl rings of
the diphenylamine substituents. Because the conformers have
almost identical ground-state and excited-state energies and the
excitations are mainly located on the core unit, only one of the
conformers is discussed.
The ground-state and all calculated excited-state geometries

have C2 symmetry. The first two excited singlet and triplet states
have multiresonance character where the hole and particle den-
sities are located on alternating atoms (Figure 6). S1 and T1 are
corresponding B-symmetric states with the TDMV of the singlet
state parallel to the long axis, while S2 and T2 are A-symmetric
where the TDMV of the S2 state is orientated along the short axis
which coincides with the symmetry axis. For a better understand-

Figure 5. Adiabatic DFT/MRCI energies of the low-lying DBA-BTICz ex-
cited states and TheoDORE analysis results at their respective minimum
geometries. *State could not be optimized, data are taken from the SCT
geometry.

ing of the difference between the S1 and S2 excitations, we refer to
the shapes of the MOs involved in these transitions (Figure S13,
Supporting Information).
In Figure S9, an experimental absorption spectrum in toluene

is compared to a Gaussian-broadened line spectrum and an over-
lay of the adiabatic vibronic spectra of the S1 ←S0 and S2 ←S0
transitions. The peak maximum of the S1 ←S0 band in the
Gaussian-broadened line spectrum is markedly blue shifted to
the first experimental peak. The blue shift of the S2 ←S0 transi-
tion is less severe. The S1 peak position and shape of the com-
puted FC spectrum match their experimental counterparts very
well, whereas the second peak is red shifted. In both calculated
spectra, the intensity ratio of the second and first peaks is over-
estimated in comparison to the experiment. In this case, an AH
approach was chosen for the calculation of the absorption spec-
trum of 𝜈-DABNA (Figure 7). The DABNA core is relatively rigid,
with the largest geometric change between the bond lengths of
the S0 and S1 structures being below 0.01 Å (Table S7, Support-
ing Information). This leads to very similar shapes of AH and VH
spectra (Figure S10, Supporting Information), but slightly shifted
origins (ca. 400 cm−1).
The calculated adiabatic S1 energy of 2.81 eV is in proximity of

the experimental onset of the fluorescence spectra of 2.75 eV.[13]

Stavrou et al. determined a singlet–triplet energy gap of⩽ 70meV
from spectral origins in different media at 20 K which increases
to about 120 meV at 80 K.[13] A similar ΔEST value of ca. 70 meV
was deduced by Kondo et al. from an Arrhenius plot of the rISC
activity.[11] The B-symmetric T1 exhibits an adiabatic excitation
energy of 2.60 eV, 0.09 eV lower than the experimentally deter-
mined onset of the phosphorescence at 20 K (2.69 eV).[13] With
a value of about 200 meV, the calculated energy difference be-
tween S1 and T1 is therefore higher than the experimentally de-
termined ΔEST value. We find the A-symmetric T2 state adiabati-
cally at 2.68 eV, about 120meV below the S1 state, which supports
the assumption that this state is involved in the rISC process of
𝜈-DABNA.[11,13] This statement also fits with t he theoretical work
done on the smaller but similar molecule DABNA-1.[63,64]

The calculated fluorescence rate constant (kF) of 2.3 × 108

matches the experimental value of 2.4 × 108 in a 0.25 μM toluene

Adv. Optical Mater. 2024, 2402241 2402241 (7 of 14) © 2024 The Author(s). Advanced Optical Materials published by Wiley-VCH GmbH
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Figure 6. Top: Difference density (isovalue ±0.001) and direction of transition dipole moment of the S1 and S2 state at the ground-state minimum
geometry of 𝜈-DABNA. Bottom: Transition densities (isosurface±0.0003) of the S0→S1 and S0→S2 transition of 𝜈-DABNA. For color codes, see Figure 4.

solution very well.[13] The calculated adiabatic fluorescence spec-
trum is a little bit too broad but otherwise in good agreement with
the experimental one (Figure 8).

4.3. Excitation Energy Transfer

This section deals with the EET calculations on the two previously
elaboratedmolecules. The rate constant is calculated according to
Equation 2, which consists of an electronic part, i.e., the squared
ECME, and the spectral overlap integral.
First, the dependence of the EET rate constant on the spec-

tral overlap is discussed. In Figure 9, the overlaps between the

normalized emission spectra of the SCT state of DBA-BTICz
molecule and the normalized absorption spectra of the S1 state
of 𝜈-DABNA are visualized. For each setup, the spectral overlap
integral (in inverse wavenumber units) is listed as well. As men-
tioned before, the computed FC spectra are a little bit too broad
in comparison to the experimental ones (Figure 9a). As a con-
sequence, the corresponding overlap integrals of the FC spectra
substantially are larger than the one obtained when the experi-
mental spectrum of DBA-BTIC in toluene solution is employed
instead. Note, however, that the experimental emission spectrum
of DBA-BTIC in film (Figure 9d) is red-shifted with respect to
the corresponding spectrum in toluene solution (Figure 9a) by
about 900 cm−1. This shift of the DBA-BTIC emission further

Figure 7. Calculated room-temperature S1 absorption spectra of 𝜈-DABNA in AH and VH approximation compared to an experimental spectrum in
toluene.[13]

Adv. Optical Mater. 2024, 2402241 2402241 (8 of 14) © 2024 The Author(s). Advanced Optical Materials published by Wiley-VCH GmbH
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Figure 8. Experimental fluorescence spectrum of 𝜈-DABNA in toluene at room temperature[13] compared to calculated AH and VH spectra.

reduces the spectral overlap with the 𝜈-DABNA absorption from
its value of 5.9 × 10−5 cm in toluene to 4.3 × 10−5 cm in film.
These example clearly demonstrate how sensitive the spectral
overlap integral—and hence the EET rate constant—can be with
regard to even small variations of the spectral width.
The second factor entering Equation (2) is the squared ECME.

Because the molecules are already large by themselves with 140
(𝜈-DABNA) and 81 (DBA-BTICz) atoms, respectively, it is not fea-
sible to examine them in a supermolecular picture. Therefore,
monomer-based approaches were used to determine the ECME.
As described in Section 2.1, the IDA rests on the dipole–dipole

interaction of the transition moments while the MTD approach
utilizes spinless reduced one-electron transition density matri-
ces and two-electron integrals. The 1-TDMs are calculated with
the DFT/MRCI method, a very cost efficient approach for such
big molecules.
The ECME is strongly dependent on the distance and the rela-

tive orientation of donor and acceptor. In the IDA, the orientation
factor 𝜅2 is a measure for how effective the energy transfer can
be. It describes the relative orientation between the TDMVs of
donor and acceptor (see Equation 4). The 𝜅2 values range between
0 for a perfectly perpendicular orientation of the TDMVs and 4

Figure 9. Spectral overlap between the DBA-BTICz fluorescence and 𝜈-DABNA absorption spectra for the two DBA-BTICz conformers in toluene solution
and the corresponding digitized experimental spectra.[26]

Adv. Optical Mater. 2024, 2402241 2402241 (9 of 14) © 2024 The Author(s). Advanced Optical Materials published by Wiley-VCH GmbH
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Figure 10. Left: 𝜅2-values for relative orientations of DBA-BTICz (left conformer) and 𝜈-DABNA monomers where the TDMVs are pointing in the same
direction. Right: Circular distribution of 𝜅2 values when the TDMVs are pointing in the same direction. The donor is located in the origin, the acceptor
on the circumference of the circle.

for a collinear arrangement of the TDMVs. Figure 10 shows the
circular distribution of the 𝜅2 values when the TDMVs are point-
ing in the same direction. In solutions, where the two molecules
can freely rotate, the orientation factor is often approximated to
2/3.[16] For random but rigid orientations, it was estimated to be
lower (𝜅2 = 0.714 × 2/3).[65]

To assess the performance of the IDA with regard to the MTD
approach for the HF system under investigation, we carried out
two series of test calculations. In the first series, the validity of
the IDA was tested for a fixed distance RDA between the barycen-
ters of the donor and acceptor molecules but varying 𝜅2 values.
Ideally, the ratio between the MTD values and 𝜅2 should be con-
stant. The actualRDA value is not essential for this test of the IDA.
We chose a distance between the molecular barycenters of RDA =
40 Å that is close to the expected average RDA value in the device
(see below). This series of test calculations was carried out for the
left conformer of the DBA-BTICz donor. In a second series of cal-
culations, 𝜅2 was chosen to bemaximal (collinear arrangement of
the transition dipoles) and the distance RDA was varied. This sec-
ond series of test calculations was performed for both confomers
of the EET donor.
In preparation of the first series of ECME calculations, the nu-

clear frames of both molecules were rotated such that their TD-
MVs are aligned to the x-axis. Then the barycenter of the accep-
tor was arranged along the circumference of a circle in the xy-
plane with radius RDA = 40 Å to account for different values of
𝜅2 (Figure 10). In Table 2, the 𝜅 values and the MTD ECMEs as
well as the closest distance between atoms of the donor and the

Table 2.MTD ECMEs for the left conformer. Barycenter distance: 40 Å.

Orientationa) Min. Dist. [Å] |𝜅| MTD ECME [cm−1] MTD ECME/|𝜅| [cm−1]

Parallel 19.256 2 4.715276 2.357638

Parallel 20.139
√
3 3.939731 2.274605

Parallel 21.314
√
2 3.138551 2.219291

Parallel 23.111 1 2.239849 2.239849

Parallel 25.675 0 0.112298 –

Parallel 28.942 1 2.139160 2.139160

Orthogonal 24.553 0 0.045766 –

a)The order of the table entries follow the geometrical arrangements in Figure 10.

acceptor are listed. While the magnitudes of the MTD ECMEs
qualitatively follow the trend predicted by the 𝜅 values, their ra-
tio is not perfectly constant. The inline alignment of the TD-
MVs (Figure 11a) yields the highest ECME. At the other extreme,
where the TDMVs are perpendicular to one another (Figure 11b),
the coupling is close to zero. However, for this orientation a cou-
pling to the S2 state of the 𝜈-DABNA could happen. As the TDMV
of this state is orientated along the short axis of the molecule, it
would be inline with that of the donor state. There is only a small
energetic overlap between the S1 emission of DBA-BTICz and the
S2 absorption of 𝜈-DABNA, however (Figure 9d). Consequently,
this process would be slow. Interestingly, a 𝜅2 value of 0 can also
be reached for a slip-stacked parallel alignment of the TDMVs
when the angle between the line connecting the barycenters of
the monomers and their TDMVs adopt a value of 54.7356° (yel-
low structure in Figure 10).
The distance dependence of theMTDand IDAECMEs for both

DBA-BTICz conformers can be seen in Figure 12. In this second
test series, ECMEs were calculated for an inline orientation of
the donor and acceptor TDMVs at different barycenter distances.
Both conformers show a similar behavior with a very quickly de-
scending curve. On an absolute scale, the ECME at a given in-
termolecular distance is much smaller for the right conformer,
however. This finding agrees with the observation (Section 4.1)
that the transition dipole moment and hence the radiative rate
constant of the DBA-BTICz S1 →S0 is reduced in comparison to
the values found for the left conformer. Figure 12a shows that the
IDA values of the left conformer match the corresponding MTD
values very well in the entire distance regime considered, span-
ning from 30 to 120 Å. In contrast, the IDA and MTD results for
the right conformer (Figure 12b) start to deviate when the sepa-
ration of the barycenters drops below approximately 60 Å. While
the deviation between MTD and IDA is 11% at a distance of 60 Å
it increases to 18% at 40 Å and 23% at 30 Å.
The Förster radius is the distance at which the EET efficiency

ΦFRET

ΦFRET =
kEET

kEET + kISC − krISC + kF + kIC
(9)

reaches 50 %.[16,17] In other words, it is the distance at which
kEET has the same size as the sum of all other donor deactivation

Adv. Optical Mater. 2024, 2402241 2402241 (10 of 14) © 2024 The Author(s). Advanced Optical Materials published by Wiley-VCH GmbH
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Figure 11. Inline and perpendicular orientation of the left conformer of DBA-BTICz and 𝜈-DABNA. The respective transition dipole moment vectors are
indicated by arrows.

processes. The experimentally evaluated Förster radius is
46.77 Å.[26] Based on this value, Braveenth et al. deduced an
average intermolecular distance between donor and acceptor of
40.77 Å in the device.
As shown above, the relative orientation of the donor and ac-

ceptor molecules has huge impact on the EET coupling strength.
Since we may assume a random distribution of orientations in
OLED stacks, we here discuss the upper limit of our theoreti-
cal results and subsequently adjust the orientation factor to the
value 𝜅2 = 0.714 × 2/3 = 0.476, recommended by Maksimov

and Rozman[65] for randomly placed donors and acceptors in
the solid state. At 40 Å, the inline orientation results in a rate
constant of 6.2 × 109 s−1 for the left and 8.1 × 108 s−1 for the
right conformer using theMTD approach. These values are by far
higher than the experimental rate constant of 7.48 × 107 s−1.[26]

Randomization of the relative donor and acceptor orientations
then would lead to kEET rate constants of 7.4 × 108 s−1 (left) and
9.6 × 107 s−1 (right).
Another factor that has not been accounted for so far in the

MTD calculations, is the damping effect of the medium on the

Figure 12. Comparison of MTD and IDA ECMEs for an inline orientation of the TDMVs, dependent of the barycenter distance and the refractive index n.

Adv. Optical Mater. 2024, 2402241 2402241 (11 of 14) © 2024 The Author(s). Advanced Optical Materials published by Wiley-VCH GmbH
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EET. The damping of the EET by the surrounding medium can
be estimated with the help of the IDA (Equation 3), where the
ECME is divided by the square of the refractive index of the sur-
rounding medium. The refractive index of DBFPO layer is close
to n = 1.7 in the considered wavelength regime.[26] Taking both,
randomization and damping, into consideration brings theMTD
rate constants down to kEET ≈ 8.9 × 107 s−1 (left) and kEET ≈ 1.2
× 107 s−1 (right) for a random distribution of donors and accep-
tors at a barycenter distance of 40 Å, in fair agreement with the
experimental value of 7.48 × 107 s−1 as determined by Braveenth
et al.[26] Employing the spectral overlap integral determined by
us on the basis of the experimental spectra in film instead of the
quantum chemically derived ones, yields EET rate constants that
are much smaller, i.e., kEET ≈ 1.6 × 107 s−1 (left) and kEET ≈ 2.6 ×
106 s−1 (right).
To get an upper limit for the calculated Förster radii of the

DBA-BTICz conformers, we compared the sum of the fluores-
cence and ISC rate constants of both conformers with the corre-
sponding EET rate constants for the respective inline orientations
of the TDMVs in vacuum (𝜅2 = 4, n = 1), neglecting all other
nonradiative processes. This estimate yields maximal theoreti-
cal Förster radii of approximately 65–70 Å for the left conformer
(Table S8, Supporting Information) and 55–65Å for the right con-
former (Table S9, Supporting Information). While these values
help with the assessment of the computational methods, they
are not directly comparable with experimental data. Taking the
above described scaling factors for damping by the medium and
randomization of the donor–acceptor orientation into account,
reduces the Förster radii to approximately 30–35 Å for the left
conformer and to 40–45 Å for the right conformer. Our finding
that the Förster radius of the left conformer is smaller than the
one for the right conformer despite its larger EET rate constant
is related to the other rate constants entering the expression for
ΦFRET (Equation 9). In particular, the high fluorescence and ISC
rate constants, which are not affected by damping or random-
ization factors, reduce the FRET efficiency and thus the Förster
radius of that conformer.

5. Conclusion

In this work, we have investigated the performance of vari-
ous quantum chemical methods to calculate the excitonic cou-
pling of a reported hyperfluorescent system. In this system, the
TADFmolecule DBA-BTICz acts as the assistant dopant, while 𝜈-
DABNA is theMR-fluorescence emitter. The DFT/MRCImethod
provides excitation energies and transition dipole moments of
the monomers in excellent agreement with experimental values,
even though themolecules are sizeable. A further strength of this
multiconfiguration method is that the orientation of the TDMVs
can be determined with high confidence, even for CT- and MR-
type molecules. The emission spectra were calculated in FC ap-
proximation by a vertical Hessian approach which yields band
shapes matching the experimental ones very well. Nevertheless,
due to the underlying harmonic oscillator model, the computed
FC spectra are somewhat too broad.
Interestingly, for DBA-BTICz two stable conformers were

found, which exhibit distinct emission properties with TDMVs
pointing in different directions. The S1 state of the left conformer
possesses a nearly 10 times higher radiative rate constant but also

a much higher ISC rate constant than the right conformer. In
both conformers, the adiabatic energy splitting between the S1
and T1 states, ΔEST, is overestimated with respect to the experi-
mental value. Test calculations show that the ISC rate constant
does not critically depend on the actual ΔEST value. This is differ-
ent for the rISC process. In this case, significantly too small rate
constants are obtained in FC approximation. Note, however, that
three triplet states are located below the S1 state. A proper model-
ing of the rISC process would therefore require the inclusion of
vibronic coupling effects which is beyond the scope of the present
study. For 𝜈-DABNA, two conformers were found which differ
only in the dihedral angles of peripheral phenyl rings. Because
they have very similar spectral characteristics, it was considered
sufficient to focus on one of them. In this case, the orientation
of the TDMV is determined by symmetry. Due to the rigidity of
the nuclear frame, the room-temperature VH and AH FC spectra
have very similar shapes. Both exhibit slightly higher widths than
the first peak of the experimental absorption spectrum. Themax-
imum of the AH spectrum perfectly matches the experimental
peak maximum while the VH spectrum is energetically slightly
(400 cm−1) red shifted in comparison to the experiment.
To compute the rate constant of the energy transfer process,

Fermi’s golden rule approach was chosen. Here, the squared ex-
citonic coupling matrix element and the spectral overlap integral
are utilized. We assessed the validity of the ideal dipole approx-
imation by means of MTD calculations. The IDA is a very sim-
ple method for estimating the ECME, whereas the MTDmethod
is much more sophisticated but also computationally more de-
manding due to the calculation of two-electron Coulomb and ex-
change integrals, which not only takes a long time (ca. 12 h), but
also requires a lot of memory (about 20 GB). For the left con-
former of DBA-BTICz, distance dependent calculations of the
ECME showed very good agreement between IDA andMTD over
the entire range. For the right conformer, the IDA values deviate
from the MTD reference data by up to 20%. Irrespective of these
differences, the environmental damping can be estimated by the
IDA. The ECMEs, computed for different relative orientations of
themonomers, follow the trend predicted by |𝜅|-values in the IDA
quite well.
The most critical ingredients of the rate constant evaluation

refer to the spectral overlap integral and the relative orientation
of the donor and acceptor molecules in space. We assumed here
a random orientation in the solid state giving rise to a 𝜅2 value
of 0.476. Despite the good agreement of the individual monomer
spectra with their experimental counterparts, the spectral over-
lap integral is overestimated. The 𝜈-DABNA absorption peak is
almost completely enclosed by the DBA-BTICz emission band.
Therefore, even small deviations of its spectral width lead to
marked variations of the spectral overlap integral. Using our com-
puted ECMEs together with spectral overlap integrals resulting
from the VH approach yield EET rate constants in fair agreement
with the experimental values if the damping of the interaction by
the DBFPO medium is included and a random orientation is as-
sumed (Table 3). Interestingly, we obtain a shorter Förster radius
(30–35 Å) for the left conformer of DBA-BTICz than for the right
conformer (40–45 Å) despite its larger EET rate constant. We at-
tribute this finding to the much larger ISC rate constant of the
left conformer which indirectly reduces the EET probability in
relation to the prompt fluorescence.

Adv. Optical Mater. 2024, 2402241 2402241 (12 of 14) © 2024 The Author(s). Advanced Optical Materials published by Wiley-VCH GmbH

 21951071, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/adom

.202402241, W
iley O

nline Library on [02/01/2025]. See the Term
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline Library for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons License

CXIII



www.advancedsciencenews.com www.advopticalmat.de

Table 3. Comparison of the key characteristics of the hyperfluorescent system consisting of the left or right conformers of the DBA-BTICz assistant
dopant as the FRET donor and the 𝜈-DABNA acceptor calculated at the MTD level with experimental values.

Property Experimenta) DBA-BTICz (left) DBA-BTICz (right)

Radiative rate constant (donor) kDF 7.5 × 106 s−1 6.5 × 107 s−1 6.2 × 106 s−1

ISC rate constant (donor) kDISC 2.5 × 107 s−1 1.7 × 108 s−1 7.2 × 106 s−1

EET rate constant (in DBFPO) kEET 7.5 × 107 s−1 8.9 × 107 s−1 b 6.2 × 106 s−1 b

Förster radius RF 46.77 Å 30-35 Å 40-45 Å

a)Ref. [26]; b)Barycenter distance |RDA| = 40 Å, random relative orientation.
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S1 Assistant Dopant - DBA-BTICz

(a) DFT/MRCI energies along a linearly inter-
polated path in vacuum.

(b) DFT (BH-LYP) energies of a minimum en-
ergy path calculated with the nudged elastic
band method implemented in Orca.1 Start and
endpoint were also optimized with BH-LYP.

Figure S1: Estimates of the energy barrier separating the ground states of right and left
conformers of the assistant dopant DBA-BTICz.
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Table S1: Singlet excitation wavelengths λex above 300 nm and oscillator strengths (f) of the
left and right conformers of the assistant dopant DBA-BTICz at the respective ground-state
geometry.

Left Right

Transition λex [nm] f λex [nm] f
S0 → S1 377 0.234 374 0.148
S0 → S2 374 0.013 373 0.076
S0 → S3 362 0.228 363 0.199
S0 → S4 352 0.050 352 0.031
S0 → S5 330 0.013 331 0.042
S0 → S6 310 0.661 311 0.694
S0 → S7 307 0.755 307 0.984
S0 → S8 305 0.211 304 0.063
S0 → S9 301 0.108 300 0.046

Table S2: Contributions to the wavefunctions of the first four excited singlets with a higher
percentage than 3% at the S0 geometry of the left DBA-BTICz conformer.

State MOs % Type

S1 HOMO-1→LUMO 46.7 CT
HOMO →LUMO 29.9 CT
HOMO-1→LUMO+1 3.1 LEBTICz

S2 HOMO →LUMO 36.5 CT
HOMO-1→LUMO 19.8 CT
HOMO →LUMO+1 14.6 LEBTICz

HOMO-1→LUMO+2 7.8 LEBTICz

HOMO-2→LUMO 3.9 LEDBA

S3 HOMO-2→LUMO 71.0 LEDBA

HOMO →LUMO+1 4.1 LEBTICz

S4 HOMO →LUMO+1 26.5 LEBTICz

HOMO →LUMO 16.3 CT
HOMO-1→LUMO+2 15.0 LEBTICz

HOMO-1→LUMO 9.9 CT
HOMO →LUMO+2 5.8 LEBTICz

HOMO-2→LUMO 3.1 LEDBA

S3

CXIX



(a) HOMO-2 (b) HOMO-1 (c) HOMO

(d) LUMO (e) LUMO+1 (f) LUMO+2

Figure S2: Molecular orbitals of DBA-BTICz (isovalue 0.03) at the ground-state minimum
geometry of the left conformer.
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Table S3: Contributions to the wavefunctions of the first four excited singlets with a higher
percentage than 3% at the S0 geometry of the right DBA-BTICz conformer.

State MOs % Type

S1 HOMO →LUMO 71.4 CT
HOMO-1→LUMO 22.3 CT

S2 HOMO-1→LUMO 47.5 CT
HOMO-2→LUMO 11.2 LEDBA

HOMO →LUMO 10.7 CT
HOMO →LUMO+1 7.2 LEBTICz

HOMO-1→LUMO+2 6.7 LEBTICz

S3 HOMO-2→LUMO 55.9 LEDBA

HOMO →LUMO+1 10.0 CT
HOMO-1→LUMO+2 6.7 LEBTICz

HOMO-3→LUMO 5.3 CT

S4 HOMO →LUMO+1 26.7 LEBTICz

HOMO →LUMO 19.8 CT
HOMO-1→LUMO+2 16.1 LEBTICz

HOMO-1→LUMO 6.7 CT
HOMO-2→LUMO 5.1 LEDBA
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(a) HOMO-3 (b) HOMO-2 (c) HOMO-1

(d) HOMO (e) LUMO (f) LUMO+1

(g) LUMO+2

Figure S3: Molecular orbitals of DBA-BTICz (isovalue 0.03) at the ground-state minimum
geometry of the right conformer.
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Table S4: Computed adiabatic energy differences ∆E [eV], radiative rate constants kr [s−1 ],
spin–orbit couplings [cm−1 ], ISC and rISC rate constants k(r)ISC [cm−1 ] of the DBA-BTICz
conformers at room temperature in toluene.

Initial Final Left Right

State State ∆E kr SOC k(r)ISC ∆E kr SOC k(r)ISC
SCT S0 3.23 6.5× 107 3.23 6.2× 106

TCT 0.04a 0.306 0.01a 0.167
TDBA 0.26 0.538 8.8× 107 0.30 0.112 3.0× 106

TBTICz 0.51 0.701 8.7× 107 0.40 0.201 4.2× 106

TBTICz 0.29b 0.701 5.3× 107 0.29b 0.201 3.2× 106

TDBA S0 2.97 0.9× 100 2.93 0.8× 100

SCT –0.26 0.448 2.4× 104 –0.30 0.032 5.4× 100

TBTICz S0 2.72 1.2× 100 2.83 1.1× 100

SCT –0.51 0.521 0.6× 100 –0.40 0.569 1.5× 100

SCT –0.29b 0.521 2.0× 103 –0.29b 0.569 5.6× 101

aAt the optimized SCT geometry.
bPotential energy surfaces shifted to experimental ∆EST value.2
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(a) Left conformer

(b) Right conformer

Figure S4: DFT/MRCI energies of DBA-BTICz at the optimized geometries and TheoDORE
analysis results of the transitions. All excitation energies are given with reference to the
ground-state energy at the respective S0 minimum.
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(a) Left conformer. (b) Right conformer.

Figure S5: Overlay of the molecular structures of DBA-BTICz in the ground state and op-
timized excited states. Black: S0, Blue: SCT, Orange: TDBA, Green: TBTICz. The structures
are aligned to maximize the overlap between the carbazole units of the BTICz moiety.

(a) Left SCT (b) Left TDBA (c) Left TBTICz

(d) Right SCT (e) Right TDBA (f) Right TBTICz

Figure S6: Difference densities of the excited states of DBA-BTICz (isovalue ± 0.001) at
their optimized geometries. Red-colored areas indicate a loss of electron density, yellow-
colored areas a gain of electron density with regard to the electronic ground state.
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(a) Left conformer (b) Right conformer

Figure S7: Comparison of the emission spectra of the SCT state of DBA-BTICz calculated in
internal coordinates with the adiabatic Hessian (AH) and vertical Hessian (VH) approaches.

(a) Left Conformer (b) Right Conformer

Figure S8: HOMO at the SCT geometry of both DBA-BTICz conformers (cutoff 0.03).
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S2 Fluorescent Emitter - ν-DABNA

Figure S9: Calculated absorption spectra of ν-DABNA compared to a experimental spec-
trum in toluene.3 The Gaussian broadened (FWHM: 1000 cm−1) line spectrum is based on
DFT/MRCI excitation energies and oscillator strengths. The adiabatic FC spectrum is the
sum of the absorption spectra of the S1 and S2 states.

(a) Absorption (b) Emission

Figure S10: Comparison of v-DABNA absorption and emission spectra calculated in internal
coordinates (adiabatic) and with the vertical hessian approach (vertical).
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Figure S11: Structural differences between the two ν-DABNA conformers.

Figure S12: Comparison of the excited state geometries of ν-DABNA with the ground state
structure. Blue: Ground State, Red: S1, Orange: T1. All geometries have C2 symmetry.

(a) HOMO-1 (b) HOMO (c) LUMO

Figure S13: MOs (cutoff 0.03) of v-DABNA at the ground state geometry. The S1 state is
a HOMO–LUMO transition, while the S2 is a HOMO-1–LUMO transition.
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(a) S1 @ S0 (b) S2 @ S0 (c) T1 @ S0 (d) T2 @ S0

(e) S1 @ S1 (f) S2 @ S1 (g) T1 @ S1 (h) T2 @ S1

(i) S1 @ T1 (j) S2 @ T1 (k) T1 @ T1 (l) T2 @ T1

(m) S1 @ S2 (n) S2 @ S2 (o) T1 @ S2 (p) T2 @ S2

(q) S1 @ T2 (r) S2 @ T2 (s) T1 @ T2 (t) T2 @ T2

Figure S14: Difference densities for the excited states of ν-DABNA. For color codes, see
Figure S6.
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Table S5: Adiabatic and 0–0 energies [eV] of the optimized excited states of ν-DABNA.

State Adiabatic 0–0

S1 2.81 2.71
S2 3.00 2.91
T1 2.60 2.49
T2 2.68 2.59

Table S6: Singlet excitation energies and oscillator strength of ν-DABNA at the ground-
state geometry

Transition Energy [nm] [eV] f

S0 → S1 442 2.81 0.687
S0 → S2 412 3.01 0.331
S0 → S3 379 3.27 0.000
S0 → S4 377 3.29 0.599
S0 → S5 355 3.49 0.289
S0 → S6 332 3.74 0.673
S0 → S7 329 3.77 0.002
S0 → S8 327 3.79 0.044
S0 → S9 321 3.86 0.039
S0 → S10 321 3.86 0.058

Figure S15: Numbering of the ν-DABNA core atoms.
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Table S7: Bond length difference (∆B) between the geometries of S0 and S1 of ν-DABNA.
For atom numbering see Figure S15

Atom 1 Atom 2 ∆B [Å]

C2 (C6) C3 (C5) 0.0084
C4 (C4) C5 (C3) 0.0073
C6 (C2) N7 (N22) -0.0062
C8 (C23) C9 (C24) -0.0050
C11 (C26) C16 (C31) 0.0046
C14 (C29) C15 (C30) 0.0045
C16 (C31) N17 (N32) 0.0041
C12 (C27) C13 (C28) 0.0039
N7 (N22) C8 (C23) 0.0038
C18 (C33) C19 (C34) 0.0032
C15 (C30) C16 (C31) -0.0029
C8 (C23) C21 (C36) 0.0026
C20 (C35) C21 (C36) 0.0025
C13 (C28) C14 (C29) -0.0024
C1 (C1) C6 (C2) 0.0024
N17 (N32) C18 (C33) -0.0008
C19 (C34) C20 (C35) 0.0007
C9 (C24) C18 (C33) -0.0005
B10 (B25) C11 (C26) -0.0005
C5 (C3) B10 (B25) -0.0005
C11 (C26) C12 (C27) 0.0003
C9 (C24) B10 (B25) -0.0001
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S3 Excitation Energy Transfer between DBA-BTICz

and ν-DABNA

Table S8: EET rate constant and Förster radii (RF ) between the left conformer of DBA-
BTICz and ν-DABNA for different orientation factors (κ2) and refractive indices (n). Differ-
ent spectral overlaps are used, the experimental one (Exp.), VH emission and AH absorption
spectra (VHAH) and VH emission and VH absorption spectra (VHVH).

κ2 n Coupling kEET RF in Å
[cm−1] Exp. VHAH VHVH Exp. VHAH VHVH

MTD 4 1 4.7153 1.1×109 6.2×109 5.6×109 50-55 65-70 65-70
4 1.7 1.6316 1.4×108 7.5×108 6.7×108 35-40 45-50 45-50

0.476 1 1.6266 1.3×108 7.4×108 6.7×108 35-40 45-50 45-50
0.476 1.7 0.5628 1.6×107 8.9×107 8.0×107 <30 30-35 30-35

IDA 4 1 4.8443 1.2×109 6.6×109 5.9×109 50-55 65-70 65-70
4 1.7 1.6762 1.4×108 7.9×108 7.1×108 35-40 45-50 45-50

0.476 1 1.6711 1.4×108 7.8×108 7.0×108 35-40 45-50 45-50
0.476 1.7 0.5782 1.7×107 9.4×107 8.4×107 <30 30-35 30-35

Table S9: EET rate constant and Förster radii (RF ) between the right conformer of DBA-
BTICz and ν-DABNA for different orientation factors (κ2) and refractive indices (n). Differ-
ent spectral overlaps are used, the experimental one (Exp.), VH emission and AH absorption
spectra (VHAH) and VH emission and VH absorption spectra (VHVH).

κ2 n Coupling kEET RF

[cm−1] Exp. VHAH VHVH Exp. VHAH VHVH

MTD 4 1 1.8376 1.7×108 8.1×108 9.5×108 45-50 55-60 60-65
4 1.7 0.6359 2.0×107 9.7×107 1.1×108 30-35 40-45 40-45

0.476 1 0.6339 2.0×107 9.7×107 1.1×108 30-35 40-45 40-45
0.476 1.7 0.2193 2.4×106 1.2×107 1.3×107 30-35 40-45 40-45

IDA 4 1 1.5085 1.2×108 5.5×108 6.4×108 40-45 55-60 55-60
4 1.7 0.5220 1.4×107 6.5×107 7.6×107 30-35 35-40 40-45

0.476 1 0.5204 1.4×107 6.5×107 7.6×107 30-35 35-40 40-45
0.476 1.7 0.1801 1.6×106 7.8×106 9.1×106 30-35 40-45 40-45
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Table S10: EET rate constants between the left conformer of DBA-BTICz and ν-DABNA.
Coupling calculated with the MTD approach, a refractive index of 1 and a κ2 of 4. Different
spectral overlaps are used, the experimental one (Exp.), VH emission and AH absorption
spectra (VHAH) and VH emission and VH absorption spectra (VHVH).

Distance Coupling kEET

Å [cm−1] Exp. VHAH VHVH

30 11.6148 6.8×109 3.8×1010 3.4×1010

35 7.1340 2.6×109 1.4×1010 1.3×1010

40 4.7153 1.1×109 6.2×109 5.6×109

45 3.2862 5.5×108 3.0×109 2.7×109

50 2.3845 2.9×108 1.6×109 1.4×109

55 1.7868 1.6×108 8.9×108 8.1×108

60 1.3740 9.6×107 5.3×108 4.8×108

65 1.0797 5.9×107 3.3×108 2.9×108

70 0.8641 3.8×107 2.1×108 1.9×108

75 0.7024 2.5×107 1.4×108 1.2×108

80 0.5788 1.7×107 9.4×107 8.5×107

85 0.4826 1.2×107 6.5×107 5.9×107

90 0.4066 8.4×106 4.6×107 4.2×107

95 0.3458 6.1×106 3.4×107 3.0×107

100 0.2966 4.5×106 2.5×107 2.2×107

120 0.1719 1.5×106 8.3×106 7.5×106
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Table S11: EET rate constants between the left conformer of DBA-BTICz and ν-DABNA.
Coupling calculated with IDA, a refractive index of 1 and a κ2 of 4. Different spectral
overlaps are used, the experimental one (Exp.), VH emission and AH absorption spectra
(VHAH) and VH emission and VH absorption spectra (VHVH).

Distance Coupling kEET

Å [cm−1] Exp. VHAH VHVH

30 11.4828 6.7×109 3.7×1010 3.3×1010

35 7.2312 2.7×109 1.5×1010 1.3×1010

40 4.8443 1.2×109 6.6×109 5.9×109

45 3.4023 5.9×108 3.2×109 2.9×109

50 2.4803 3.1×108 1.7×109 1.6×109

55 1.8635 1.8×108 9.7×108 8.8×108

60 1.4354 1.0×108 5.8×108 5.2×108

65 1.1290 6.5×107 3.6×108 3.2×108

70 0.9039 4.1×107 2.3×108 2.1×108

75 0.7349 2.7×107 1.5×108 1.4×108

80 0.6055 1.9×107 1.0×108 9.3×107

85 0.5048 1.3×107 7.1×107 6.4×107

90 0.4253 9.2×106 5.1×107 4.6×107

95 0.3616 6.6×106 3.7×107 3.3×107

100 0.3100 4.9×106 2.7×107 2.4×107

120 0.1794 1.6×106 9.0×106 8.1×106
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Table S12: EET rate constants between the left conformer of DBA-BTICz and ν-DABNA.
Coupling calculated with the MTD approach, a refractive index of 1 and a κ2 of 0.476.
Different spectral overlaps are used, the experimental one (Exp.), VH emission and AH
absorption spectra (VHAH) and VH emission and VH absorption spectra (VHVH).

Distance Coupling kEET

Å [cm−1] Exp. VHAH VHVH

30 4.0067 8.1×108 4.5×109 4.0×109

35 2.4610 3.1×108 1.7×109 1.5×109

40 1.6266 1.3×108 7.4×108 6.7×108

45 1.1336 6.5×107 3.6×108 3.2×108

50 0.8227 3.4×107 1.9×108 1.7×108

55 0.6164 1.9×107 1.1×108 9.6×107

60 0.4740 1.1×107 6.3×107 5.7×107

65 0.3725 7.0×106 3.9×107 3.5×107

70 0.2981 4.5×106 2.5×107 2.2×107

75 0.2423 3.0×106 1.6×107 1.5×107

80 0.1996 2.0×106 1.1×107 1.0×107

85 0.1665 1.4×106 7.8×106 7.0×106

90 0.1403 1.0×106 5.5×106 5.0×106

95 0.1193 7.2×105 4.0×106 3.6×106

100 0.1023 5.3×105 2.9×106 2.6×106

120 0.0593 1.8×105 9.8×105 8.9×105
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Table S14: Left Conformer, IDA, Vacuum, κ2 = 0.476

Distance Coupling kEET

Å [cm−1] Exp. VHAH VHVH

30 3.9611 8.0×108 4.4×109 4.0×109

35 2.4945 3.2×108 1.7×109 1.6×109

40 1.6711 1.4×108 7.8×108 7.0×108

45 1.1737 7.0×107 3.9×108 3.5×108

50 0.8556 3.7×107 2.0×108 1.8×108

55 0.6428 2.1×107 1.2×108 1.0×108

60 0.4951 1.2×107 6.9×107 6.2×107

65 0.3894 7.7×106 4.2×107 3.8×107

70 0.3118 4.9×106 2.7×107 2.5×107

75 0.2535 3.3×106 1.8×107 1.6×107

80 0.2089 2.2×106 1.2×107 1.1×107

85 0.1742 1.5×106 8.5×106 7.7×106

90 0.1467 1.1×106 6.0×106 5.4×106

95 0.1247 7.9×105 4.4×106 3.9×106

100 0.1070 5.8×105 3.2×106 2.9×106

120 0.0619 1.9×105 1.1×106 9.7×105
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Table S15: EET rate constants between the left conformer of DBA-BTICz and ν-DABNA.
Coupling calculated with the MTD approach, a refractive index of 1.7 and a κ2 of 4. Different
spectral overlaps are used, the experimental one (Exp.), VH emission and AH absorption
spectra (VHAH) and VH emission and VH absorption spectra (VHVH).

Distance Coupling kEET

Å [cm−1] Exp. VHAH VHVH

30 4.0189 8.2×108 4.5×109 4.1×109

35 2.4685 3.1×108 1.7×109 1.5×109

40 1.6316 1.3×108 7.5×108 6.7×108

45 1.1371 6.6×107 3.6×108 3.3×108

50 0.8252 3.5×107 1.9×108 1.7×108

55 0.6183 1.9×107 1.1×108 9.6×107

60 0.4754 1.1×107 6.3×107 5.7×107

65 0.3736 7.1×106 3.9×107 3.5×107

70 0.2990 4.5×106 2.5×107 2.3×107

75 0.2430 3.0×106 1.7×107 1.5×107

80 0.2003 2.0×106 1.1×107 1.0×107

85 0.1670 1.4×106 7.8×106 7.0×106

90 0.1407 1.0×106 5.5×106 5.0×106

95 0.1197 7.3×105 4.0×106 3.6×106

100 0.1026 5.3×105 2.9×106 2.7×106

120 0.0595 1.8×105 9.9×105 8.9×105
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Table S16: EET rate constants between the left conformer of DBA-BTICz and ν-DABNA.
Coupling calculated with IDA, a refractive index of 1.7 and a κ2 of 4. Different spectral
overlaps are used, the experimental one (Exp.), VH emission and AH absorption spectra
(VHAH) and VH emission and VH absorption spectra (VHVH).

Distance Coupling kEET

Å [cm−1] Exp. VHAH VHVH

30 3.9733 8.0×108 4.4×109 4.0×109

35 2.5021 3.2×108 1.8×109 1.6×109

40 1.6762 1.4×107 3.9×108 3.5×108

50 0.8582 3.7×107 2.1×108 1.9×108

55 0.6448 2.1×107 1.2×108 1.0×108

60 0.4967 1.3×107 6.9×107 6.2×107

65 0.3906 7.7×106 4.3×107 3.8×107

70 0.3128 5.0×106 2.7×107 2.5×107

75 0.2543 3.3×106 1.8×107 1.6×107

80 0.2095 2.2×106 1.2×107 1.1×107

85 0.1747 1.5×106 8.5×106 7.7×106

90 0.1472 1.1×106 6.1×106 5.5×106

95 0.1251 7.9×105 4.4×106 3.9×106

100 0.1073 5.8×105 3.2×106 2.9×106

120 0.0621 2.0×105 1.1×106 9.7×105
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Table S17: EET rate constants between the left conformer of DBA-BTICz and ν-DABNA.
Coupling calculated with the MTD approach, a refractive index of 1.7 and a κ2 of 0.476.
Different spectral overlaps are used, the experimental one (Exp.), VH emission and AH
absorption spectra (VHAH) and VH emission and VH absorption spectra (VHVH).

Distance Coupling kEET

Å [cm−1] Exp. VHAH VHVH

30 1.3864 9.7×107 5.4×108 4.8×108

35 0.8515 3.7×107 2.0×108 1.8×108

40 0.5628 1.6×107 8.9×107 8.0×107

45 0.3923 7.8×106 4.3×107 3.9×107

50 0.2847 4.1×106 2.3×107 2.0×107

55 0.2133 2.3×106 1.3×107 1.1×107

60 0.1640 1.4×106 7.5×106 6.8×106

65 0.1289 8.4×105 4.6×106 4.2×106

70 0.1031 5.4×105 3.0×106 2.7×106

75 0.0838 3.6×105 2.0×106 1.8×106

80 0.0691 2.4×105 1.3×106 1.2×106

85 0.0576 1.7×105 9.3×105 8.4×105

90 0.0485 1.2×105 6.6×105 5.9×105

95 0.0413 8.6×104 4.8×105 4.3×105

100 0.0354 6.4×104 3.5×105 3.2×105

120 0.0205 2.1×104 1.2×105 1.1×105
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Table S18: EET rate constants between the left conformer of DBA-BTICz and ν-DABNA.
Coupling calculated with IDA, a refractive index of 1.7 and a κ2 of 0.476. Different spectral
overlaps are used, the experimental one (Exp.), VH emission and AH absorption spectra
(VHAH) and VH emission and VH absorption spectra (VHVH).

Distance Coupling kEET

Å [cm−1] Exp. VHAH VHVH

30 1.3706 9.5×107 5.3×108 4.7×108

35 0.8631 3.8×107 2.1×108 1.9×108

40 0.5782 1.7×107 9.4×107 8.4×107

45 0.4061 8.4×106 4.6×107 4.2×107

50 0.2961 4.4×106 2.5×107 2.2×107

55 0.2224 2.5×106 1.4×107 1.2×107

60 0.1713 1.5×106 8.2×106 7.4×106

65 0.1348 9.2×105 5.1×106 4.6×106

70 0.1079 5.9×105 3.3×106 2.9×106

75 0.0877 3.9×105 2.2×106 1.9×106

80 0.0723 2.6×105 1.5×106 1.3×106

85 0.0603 1.8×105 1.0×106 9.2×105

90 0.0508 1.3×105 7.2×105 6.5×105

95 0.0432 9.4×104 5.2×105 4.7×105

100 0.0370 6.9×104 3.8×105 3.5×105

120 0.0214 2.3×104 1.3×105 1.2×105
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Table S19: EET rate constants between the right conformer of DBA-BTICz and ν-DABNA.
Coupling calculated with the MTD approach, a refractive index of 1 and a κ2 of 4. Different
spectral overlaps are used, the experimental one (Exp.), VH emission and AH absorption
spectra (VHAH) and VH emission and VH absorption spectra (VHVH).

Distance Coupling kEET

Å [cm−1] Exp. VHAH VHVH

30 4.6698 1.1×109 5.2×109 6.1×109

35 2.8281 4.1×108 1.9×109 2.2×109

40 1.8376 1.7×108 8.1×108 9.5×108

45 1.2596 8.0×107 3.8×108 4.4×108

50 0.9003 4.1×107 1.9×108 2.3×108

55 0.6654 2.2×107 1.1×108 1.2×108

60 0.5056 1.3×107 6.1×107 7.2×107

65 0.3930 7.8×106 3.7×107 4.3×107

70 0.3115 4.9×106 2.3×107 2.7×107

75 0.2511 3.2×106 1.5×107 1.8×107

80 0.2053 2.1×106 1.0×107 1.2×107

85 0.1700 1.5×106 6.9×106 8.1×106

90 0.1424 1.0×106 4.9×106 5.7×106

95 0.1204 7.3×105 3.5×106 4.1×106

100 0.1027 5.3×105 2.5×106 3.0×106

120 0.0585 1.7×105 8.2×105 9.6×105
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Table S20: EET rate constants between the right conformer of DBA-BTICz and ν-DABNA.
Coupling calculated with IDA, a refractive index of 1 and a κ2 of 4. Different spectral
overlaps are used, the experimental one (Exp.), VH emission and AH absorption spectra
(VHAH) and VH emission and VH absorption spectra (VHVH).

Distance Coupling kEET

Å [cm−1] Exp. VHAH VHVH

30 3.5757 6.5×108 3.1×109 3.6×109

35 2.2517 2.6×108 1.2×109 1.4×109

40 1.5085 1.2×108 5.5×108 6.4×108

45 1.0595 5.7×107 2.7×108 3.1×108

50 0.7723 3.0×107 1.4×108 1.7×108

55 0.5803 1.7×107 8.1×107 9.4×107

60 0.4470 1.0×107 4.8×107 5.6×107

65 0.3515 6.3×106 3.0×107 3.5×107

70 0.2815 4.0×106 1.9×107 2.2×107

75 0.2288 2.7×106 1.3×107 1.5×107

80 0.1886 1.8×106 8.5×106 1.0×107

85 0.1572 1.3×106 5.9×106 6.9×106

90 0.1324 8.9×105 4.2×106 4.9×106

95 0.1126 6.4×105 3.0×106 3.5×106

100 0.0965 4.7×105 2.2×106 2.6×106

120 0.0559 1.6×105 7.5×105 8.7×105
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Table S21: EET rate constants between the right conformer of DBA-BTICz and ν-DABNA.
Coupling calculated with MTD, a refractive index of 1 and a κ2 of 0.476. Different spectral
overlaps are used, the experimental one (Exp.), VH emission and AH absorption spectra
(VHAH) and VH emission and VH absorption spectra (VHVH).

Distance Coupling kEET

Å [cm−1] Exp. VHAH VHVH

30 1.6109 1.3×108 6.2×108 7.3×108

35 0.9756 4.8×107 2.3×108 2.7×108

40 0.6339 2.0×107 9.7×107 1.1×108

45 0.4345 9.6×106 4.5×107 5.3×107

50 0.3106 4.9×106 2.3×107 2.7×107

55 0.2295 2.7×106 1.3×107 1.5×107

60 0.1744 1.5×106 7.3×106 8.5×106

65 0.1356 9.3×105 4.4×106 5.1×106

70 0.1075 5.9×105 2.8×106 3.2×106

75 0.0866 3.8×105 1.8×106 2.1×106

80 0.0708 2.5×105 1.2×106 1.4×106

85 0.0587 1.7×105 8.3×105 9.6×105

90 0.0491 1.2×105 5.8×105 6.8×105

95 0.0415 8.7×104 4.1×105 4.8×105

100 0.0354 6.4×104 3.0×105 3.5×105

120 0.0202 2.1×104 9.8×104 1.1×105
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Table S22: EET rate constants between the right conformer of DBA-BTICz and ν-DABNA.
Coupling calculated with IDA, a refractive index of 1 and a κ2 of 0.476. Different spectral
overlaps are used, the experimental one (Exp.), VH emission and AH absorption spectra
(VHAH) and VH emission and VH absorption spectra (VHVH).

Distance Coupling kEET

Å [cm−1] Exp. VHAH VHVH

30 1.2335 7.7×107 3.7×108 4.3×108

35 0.7768 3.1×107 1.4×108 1.7×108

40 0.5204 1.4×107 6.5×107 7.6×107

45 0.3655 6.8×106 3.2×107 3.7×107

50 0.2664 3.6×106 1.7×107 2.0×107

55 0.2002 2.0×106 9.6×106 1.1×107

60 0.1542 1.2×106 5.7×106 6.7×106

65 0.1213 7.5×105 3.5×106 4.1×106

70 0.0971 4.8×105 2.3×106 2.6×106

75 0.0789 3.2×105 1.5×106 1.7×106

80 0.0650 2.1×105 1.0×106 1.2×106

85 0.0542 1.5×105 7.1×105 8.2×105

90 0.0457 1.1×105 5.0×105 5.8×105

95 0.0388 7.6×104 3.6×105 4.2×105

100 0.0333 5.6×104 2.7×105 3.1×105

120 0.0193 1.9×104 8.9×104 1.0×105
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Table S23: EET rate constants between the right conformer of DBA-BTICz and ν-DABNA.
Coupling calculated with the MTD approach, a refractive index of 1.7 and a κ2 of 4. Different
spectral overlaps are used, the experimental one (Exp.), VH emission and AH absorption
spectra (VHAH) and VH emission and VH absorption spectra (VHVH).

Distance Coupling kEET

Å [cm−1] Exp. VHAH VHVH

30 1.6158 1.3×108 6.3×108 7.3×108

35 0.9786 4.9×107 2.3×108 2.7×108

40 0.6359 2.0×107 9.7×107 1.1×108

45 0.4358 9.6×106 4.6×107 5.3×107

50 0.3115 4.9×106 2.3×107 2.7×107

55 0.2303 2.7×106 1.3×107 1.5×107

60 0.1749 1.6×106 7.4×106 8.6×106

65 0.1360 9.4×105 4.4×106 5.2×106

70 0.1078 5.9×105 2.8×106 3.3×106

75 0.0869 3.8×105 1.8×106 2.1×106

80 0.0710 2.6×105 1.2×106 1.4×106

85 0.0588 1.8×105 8.3×105 9.7×105

90 0.0493 1.2×105 5.8×105 6.8×105

95 0.0417 8.8×104 4.2×105 4.9×105

100 0.0355 6.4×104 3.0×105 3.5×105

120 0.0203 2.1×104 9.9×104 1.1×105
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Table S24: EET rate constants between the right conformer of DBA-BTICz and ν-DABNA.
Coupling calculated with IDA, a refractive index of 1.7 and a κ2 of 4. Different spectral
overlaps are used, the experimental one (Exp.), VH emission and AH absorption spectra
(VHAH) and VH emission and VH absorption spectra (VHVH).

Distance Coupling kEET

Å [cm−1] Exp. VHAH VHVH

30 1.2373 7.8×107 3.7×108 4.3×108

35 0.7791 3.1×107 1.5×108 1.7×108

40 0.5220 1.4×107 6.5×107 7.6×107

45 0.3666 6.8×106 3.2×107 3.8×107

50 0.2672 3.6×106 1.7×107 2.0×107

55 0.2008 2.0×106 9.7×106 1.1×107

60 0.1547 1.2×106 5.7×106 6.7×106

65 0.1216 7.5×105 3.6×106 4.1×106

70 0.0974 4.8×105 2.3×106 2.7×106

75 0.0792 3.2×105 1.5×106 1.8×106

80 0.0652 2.2×105 1.0×106 1.2×106

85 0.0544 1.5×105 7.1×105 8.3×105

90 0.0458 1.1×105 5.0×105 5.9×105

95 0.0390 7.7×104 3.6×105 4.2×105

100 0.0334 5.7×104 2.7×105 3.1×105

120 0.0193 1.9×104 9.0×104 1.0×105
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Table S25: EET rate constants between the right conformer of DBA-BTICz and ν-DABNA.
Coupling calculated with the MTD approach, a refractive index of 1.7 and a κ2 of 0.476.
Different spectral overlaps are used, the experimental one (Exp.), VH emission and AH
absorption spectra (VHAH) and VH emission and VH absorption spectra (VHVH).

Distance Coupling kEET

Å [cm−1] Exp. VHAH VHVH

30 0.5574 1.6×107 7.5×107 8.7×107

35 0.3376 5.8×106 2.7×107 3.2×107

40 0.2193 2.4×106 1.2×107 1.3×107

45 0.1503 1.1×106 5.4×106 6.3×106

50 0.1075 5.9×105 2.8×106 3.2×106

55 0.0794 3.2×105 1.5×106 1.8×106

60 0.0603 1.8×105 8.7×105 1.0×106

65 0.0469 1.1×105 5.3×105 6.2×105

70 0.0372 7.0×104 3.3×105 3.9×105

75 0.0300 4.6×104 2.2×105 2.5×105

80 0.0245 3.0×104 1.4×105 1.7×105

85 0.0203 2.1×104 9.9×104 1.2×105

90 0.0170 1.5×104 6.9×104 8.1×104

95 0.0144 1.0×104 5.0×104 5.8×104

100 0.0123 7.6×103 3.6×104 4.2×104

120 0.0070 2.5×103 1.2×104 1.4×104
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Table S26: EET rate constants between the right conformer of DBA-BTICz and ν-DABNA.
Coupling calculated with IDA, a refractive index of 1.7 and a κ2 of 0.476. Different spectral
overlaps are used, the experimental one (Exp.), VH emission and AH absorption spectra
(VHAH) and VH emission and VH absorption spectra (VHVH).

Distance Coupling kEET

Å [cm−1] Exp. VHAH VHVH

30 0.4268 9.2×106 4.4×107 5.1×107

35 0.2688 3.7×106 1.7×107 2.0×107

40 0.1801 1.6×106 7.8×106 9.1×106

45 0.1265 8.1×105 3.8×106 4.5×106

50 0.0922 4.3×105 2.0×106 2.4×106

55 0.0693 2.4×105 1.2×106 1.3×106

60 0.0534 1.4×105 6.8×105 8.0×105

65 0.0420 8.9×104 4.2×105 4.9×105

70 0.0336 5.7×104 2.7×105 3.2×105

75 0.0273 3.8×104 1.8×105 2.1×105

80 0.0225 2.6×104 1.2×105 1.4×105

85 0.0188 1.8×104 8.5×104 9.9×104

90 0.0158 1.3×104 6.0×104 7.0×104

95 0.0134 9.2×103 4.3×104 5.1×104

100 0.0115 6.7×103 3.2×104 3.7×104

120 0.0067 2.3×103 1.1×104 1.2×104
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S4 Further Computational Details

(a) DBA-BTICz: ωopt=0.160 (b) ν-DABNA: ωopt=0.125

Figure S16: Scan of the range separation parameter ω for both molecules.

Table S27: Comparison between MTD calculation with a freeze of orbitals and without.
Calculations were done with the right conformer of DBA-BTICz and ν-DABNA.

MTD ECME [cm−1] Comput. time
Freeze 1.656531 10h 17m 2s

NoFreeze 1.673928 17h 12m 25s

Table S36: XYZ coordinates in Å of the S0 geometry of ν-DABNA.

C 0.160013 1.246903 1.067099
B 0.364508 2.610828 1.780585
C 0.204568 3.835613 0.889519
C 0.062888 3.701246 -0.526530
N 0.076970 2.421272 -1.104327
C 0.077746 1.227247 -0.364330
C 0.704581 2.915665 3.269389
C 0.620790 4.272087 3.720033
N 0.319952 5.318470 2.828944
C 0.183339 5.152196 1.443514
C -0.065916 4.835776 -1.351539
C -0.109648 6.118600 -0.772854
C 0.000000 6.282268 0.619362
C 0.000000 0.000000 -1.054837
N -0.265193 7.258179 -1.604125
C 0.860651 4.583516 5.086347
C 0.000000 0.000000 1.707232
C 1.122028 1.947929 4.221696
C 0.014322 2.334524 -2.542058
H -0.139259 4.740171 -2.441143
H -0.053667 7.291603 1.043686
C 0.206448 6.655109 3.357453
C 1.230417 3.586662 5.987815
C 1.385691 2.256741 5.556309
H 0.771321 5.619284 5.441082
H 1.417610 3.856874 7.040240
H 1.709705 1.472303 6.258567
H 1.266967 0.909494 3.889165
C -0.077746 -1.227247 -0.364330
N -0.076970 -2.421272 -1.104327
C -0.062888 -3.701246 -0.526530
C -0.204568 -3.835613 0.889519
B -0.364508 -2.610828 1.780585
C -0.160013 -1.246903 1.067099
C -0.014322 -2.334524 -2.542058
C 0.065916 -4.835776 -1.351539
C -0.183339 -5.152196 1.443514
C -0.704581 -2.915665 3.269389
C -1.122028 -1.947929 4.221696
C -1.385691 -2.256741 5.556309
C -1.230417 -3.586662 5.987815
C -0.860651 -4.583516 5.086347
C -0.620790 -4.272087 3.720033
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H -1.266967 -0.909494 3.889165
H -1.709705 -1.472303 6.258567
H -1.417610 -3.856874 7.040240
H -0.771321 -5.619284 5.441082
N -0.319952 -5.318470 2.828944
C 0.000000 -6.282268 0.619362
C 0.109648 -6.118600 -0.772854
N 0.265193 -7.258179 -1.604125
C 1.231354 -2.287191 -3.190447
C 1.286610 -2.209871 -4.589601
C 0.100953 -2.177739 -5.340756
C -1.142231 -2.225289 -4.690527
C -1.202040 -2.304527 -3.291222
H 2.152843 -2.313732 -2.588437
H 2.264134 -2.176055 -5.096728
H 0.146328 -2.117427 -6.440006
H -2.074829 -2.201537 -5.276827
H -2.169415 -2.343631 -2.766873
C 1.202040 2.304527 -3.291222
C 1.142231 2.225289 -4.690527
C -0.100953 2.177739 -5.340756
C -1.286610 2.209871 -4.589601
C -1.231354 2.287191 -3.190447
H 2.169415 2.343631 -2.766873
H 2.074829 2.201537 -5.276827
H -0.146328 2.117427 -6.440006
H -2.264134 2.176055 -5.096728
H -2.152843 2.313732 -2.588437
C -0.206448 -6.655109 3.357453
C 1.042601 -7.128157 3.792173
C 1.156584 -8.429996 4.302532
C 0.026126 -9.259188 4.376031
C -1.220937 -8.784526 3.938978
C -1.339621 -7.482892 3.430229
H 1.920491 -6.466865 3.726557
H 2.137077 -8.799409 4.643489
H 0.117591 -10.282238 4.774812
H -2.109725 -9.433439 3.992486
H -2.311061 -7.097789 3.083236
C -1.042601 7.128157 3.792173
C -1.156584 8.429996 4.302532
C -0.026126 9.259188 4.376031
C 1.220937 8.784526 3.938978
C 1.339621 7.482892 3.430229
H -1.920491 6.466865 3.726557
H -2.137077 8.799409 4.643489
H -0.117591 10.282238 4.774812
H 2.109725 9.433439 3.992486
H 2.311061 7.097789 3.083236
H 0.000000 0.000000 2.804066
H 0.053667 -7.291603 1.043686
H 0.139259 -4.740171 -2.441143
H 0.000000 0.000000 -2.149804
C 1.111934 -7.203223 -2.744672
C -0.422412 -8.464966 -1.300007
C 2.363461 -6.551958 -2.681025

Table S37: XYZ coordinates in Å of the S1 geometry of ν-DABNA.

C -0.084002 -1.260759 1.104338
B -0.228649 -2.638545 1.804676
C -0.022602 -3.848781 0.903491
C 0.131721 -3.704677 -0.505218
N 0.076548 -2.417212 -1.073150
C 0.000000 -1.231637 -0.335201
C -0.545448 -2.964755 3.293592
C -0.437285 -4.328707 3.730863
N -0.112316 -5.355638 2.819409
C 0.040074 -5.171222 1.438704
C 0.317551 -4.825498 -1.342383
C 0.406488 -6.116987 -0.782293
C 0.279896 -6.289887 0.608077
C 0.000000 0.000000 -1.027134
N 0.614823 -7.237962 -1.627940
C -0.669821 -4.671826 5.087779
C 0.000000 0.000000 1.747915
C -0.966294 -2.022325 4.269912
C 0.158489 -2.319985 -2.510844
H 0.397172 -4.714059 -2.430674
H 0.364080 -7.299530 1.027486
C 0.018056 -6.698226 3.331069
C -1.049604 -3.695476 6.014151
C -1.217125 -2.363063 5.603294
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H -0.565289 -5.712901 5.421729
H -1.227072 -3.986079 7.062491
H -1.539385 -1.591781 6.321450
H -1.123641 -0.978493 3.962465
C 0.000000 1.231637 -0.335201
N -0.076548 2.417212 -1.073150
C -0.131721 3.704677 -0.505218
C 0.022602 3.848781 0.903491
B 0.228649 2.638545 1.804676
C 0.084002 1.260759 1.104338
C -0.158489 2.319985 -2.510844
C -0.317551 4.825498 -1.342383
C -0.040074 5.171222 1.438704
C 0.545448 2.964755 3.293592
C 0.966294 2.022325 4.269912
C 1.217125 2.363063 5.603294
C 1.049604 3.695476 6.014151
C 0.669821 4.671826 5.087779
C 0.437285 4.328707 3.730863
H 1.123641 0.978493 3.962465
H 1.539385 1.591781 6.321450
H 1.227072 3.986079 7.062491
H 0.565289 5.712901 5.421729
N 0.112316 5.355638 2.819409
C -0.279896 6.289887 0.608077
C -0.406488 6.116987 -0.782293
N -0.614823 7.237962 -1.627940
C -1.411257 2.202097 -3.135046
C -1.486229 2.120901 -4.533065
C -0.314013 2.154501 -5.304977
C 0.936032 2.270669 -4.676886
C 1.016667 2.353834 -3.278903
H -2.321708 2.178093 -2.516582
H -2.469276 2.033631 -5.022715
H -0.375395 2.092012 -6.403272
H 1.857995 2.298632 -5.279467
H 1.989381 2.446462 -2.771595
C -1.016667 -2.353834 -3.278903
C -0.936032 -2.270669 -4.676886
C 0.314013 -2.154501 -5.304977
C 1.486229 -2.120901 -4.533065
C 1.411257 -2.202097 -3.135046
H -1.989381 -2.446462 -2.771595
H -1.857995 -2.298632 -5.279467
H 0.375395 -2.092012 -6.403272
H 2.469276 -2.033631 -5.022715
H 2.321708 -2.178093 -2.516582
C -0.018056 6.698226 3.331069
C -1.268734 7.152591 3.780300
C -1.398134 8.459705 4.272992
C -0.282428 9.310816 4.314774
C 0.965882 8.853075 3.863565
C 1.101120 7.546477 3.372090
H -2.134629 6.473787 3.740174
H -2.379578 8.815753 4.625135
H -0.386519 10.337830 4.699914
H 1.843077 9.519057 3.892223
H 2.073621 7.173960 3.014776
C 1.268734 -7.152591 3.780300
C 1.398134 -8.459705 4.272992
C 0.282428 -9.310816 4.314774
C -0.965882 -8.853075 3.863565
C -1.101120 -7.546477 3.372090
H 2.134629 -6.473787 3.740174
H 2.379578 -8.815753 4.625135
H 0.386519 -10.337830 4.699914
H -1.843077 -9.519057 3.892223
H -2.073621 -7.173960 3.014776
H 0.000000 0.000000 2.842896
H -0.364080 7.299530 1.027486
H -0.397172 4.714059 -2.430674
H 0.000000 0.000000 -2.121323
C -1.535014 7.148868 -2.705161
C 0.083711 8.450890 -1.384355
C -2.753309 6.449094 -2.553477

Table S38: XYZ coordinates in Å of the T1 geometry of ν-DABNA.

C -0.082427 -1.260827 1.106913
B -0.220547 -2.640152 1.806888
C -0.017631 -3.847708 0.905264
C 0.131406 -3.703612 -0.506088
N 0.075610 -2.416747 -1.072686
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C 0.000000 -1.230979 -0.332071
C -0.531820 -2.969738 3.295652
C -0.424329 -4.334908 3.731682
N -0.102313 -5.360625 2.819141
C 0.045376 -5.172047 1.437451
C 0.310904 -4.824764 -1.344048
C 0.400175 -6.116012 -0.787407
C 0.280021 -6.289249 0.604503
C 0.000000 0.000000 -1.022976
N 0.607650 -7.240548 -1.632500
C -0.654617 -4.681024 5.088590
C 0.000000 0.000000 1.749077
C -0.950130 -2.029756 4.275955
C 0.154991 -2.318116 -2.510545
H 0.390235 -4.712469 -2.432493
H 0.365206 -7.299921 1.021767
C 0.032099 -6.704484 3.327982
C -1.030917 -3.707303 6.017982
C -1.197921 -2.373687 5.608230
H -0.550678 -5.723261 5.419044
H -1.206909 -3.999198 7.066018
H -1.518864 -1.603628 6.328332
H -1.107632 -0.985061 3.971985
C 0.000000 1.230979 -0.332071
N -0.075610 2.416747 -1.072686
C -0.131406 3.703612 -0.506088
C 0.017631 3.847708 0.905264
B 0.220547 2.640152 1.806888
C 0.082427 1.260827 1.106913
C -0.154991 2.318116 -2.510545
C -0.310904 4.824764 -1.344048
C -0.045376 5.172047 1.437451
C 0.531820 2.969738 3.295652
C 0.950130 2.029756 4.275955
C 1.197921 2.373687 5.608230
C 1.030917 3.707303 6.017982
C 0.654617 4.681024 5.088590
C 0.424329 4.334908 3.731682
H 1.107632 0.985061 3.971985
H 1.518864 1.603628 6.328332
H 1.206909 3.999198 7.066018
H 0.550678 5.723261 5.419044
N 0.102313 5.360625 2.819141
C -0.280021 6.289249 0.604503
C -0.400175 6.116012 -0.787407
N -0.607650 7.240548 -1.632500
C -1.406915 2.203154 -3.136928
C -1.479370 2.120405 -4.534995
C -0.305585 2.149806 -5.304643
C 0.943582 2.263543 -4.674311
C 1.021735 2.348292 -3.276309
H -2.318698 2.182779 -2.520307
H -2.461712 2.035325 -5.026418
H -0.365022 2.086097 -6.402969
H 1.866759 2.288371 -5.275151
H 1.993742 2.439078 -2.767308
C -1.021735 -2.348292 -3.276309
C -0.943582 -2.263543 -4.674311
C 0.305585 -2.149806 -5.304643
C 1.479370 -2.120405 -4.534995
C 1.406915 -2.203154 -3.136928
H -1.993742 -2.439078 -2.767308
H -1.866759 -2.288371 -5.275151
H 0.365022 -2.086097 -6.402969
H 2.461712 -2.035325 -5.026418
H 2.318698 -2.182779 -2.520307
C -0.032099 6.704484 3.327982
C -1.285101 7.156572 3.772514
C -1.418613 8.464423 4.262102
C -0.304826 9.317950 4.305185
C 0.945717 8.862110 3.858352
C 1.085262 7.554799 3.369992
H -2.149471 6.475917 3.731283
H -2.401801 8.819093 4.610627
H -0.412235 10.345554 4.687759
H 1.821306 9.530089 3.887719
H 2.059470 7.184019 3.015601
C 1.285101 -7.156572 3.772514
C 1.418613 -8.464423 4.262102
C 0.304826 -9.317950 4.305185
C -0.945717 -8.862110 3.858352
C -1.085262 -7.554799 3.369992
H 2.149471 -6.475917 3.731283
H 2.401801 -8.819093 4.610627
H 0.412235 -10.345554 4.687759
H -1.821306 -9.530089 3.887719
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H -2.059470 -7.184019 3.015601
H 0.000000 0.000000 2.844114
H -0.365206 7.299921 1.021767
H -0.390235 4.712469 -2.432493
H 0.000000 0.000000 -2.117269
C -1.564217 7.167054 -2.677861
C 0.136476 8.429930 -1.417259
C -2.784364 6.479792 -2.487131

Table S39: XYZ coordinates in Å of the T2 geometry of ν-DABNA.

C -0.062657 -1.265869 1.136338
B -0.158178 -2.651108 1.835739
C 0.037800 -3.850678 0.922259
C 0.145248 -3.701806 -0.499109
N 0.065980 -2.417619 -1.051300
C 0.000000 -1.236917 -0.288477
C -0.424677 -2.999182 3.331197
C -0.281892 -4.362575 3.756432
N 0.032410 -5.379525 2.830114
C 0.131898 -5.175860 1.446632
C 0.306699 -4.819256 -1.354545
C 0.421540 -6.104027 -0.808361
C 0.348719 -6.281001 0.596814
C 0.000000 0.000000 -0.982813
N 0.626063 -7.233010 -1.645494
C -0.467127 -4.717024 5.117604
C 0.000000 0.000000 1.774628
C -0.830056 -2.070101 4.326649
C 0.096039 -2.305506 -2.490927
H 0.358468 -4.696473 -2.443201
H 0.463669 -7.292741 1.004770
C 0.203938 -6.723182 3.324683
C -0.832171 -3.753463 6.062309
C -1.033836 -2.421439 5.664553
H -0.336012 -5.758762 5.440409
H -0.973027 -4.053339 7.113538
H -1.347965 -1.659667 6.396346
H -1.012803 -1.026852 4.031718
C 0.000000 1.236917 -0.288477
N -0.065980 2.417619 -1.051300
C -0.145248 3.701806 -0.499109
C -0.037800 3.850678 0.922259
B 0.158178 2.651108 1.835739
C 0.062657 1.265869 1.136338
C -0.096039 2.305506 -2.490927
C -0.306699 4.819256 -1.354545
C -0.131898 5.175860 1.446632
C 0.424677 2.999182 3.331197
C 0.830056 2.070101 4.326649
C 1.033836 2.421439 5.664553
C 0.832171 3.753463 6.062309
C 0.467127 4.717024 5.117604
C 0.281892 4.362575 3.756432
H 1.012803 1.026852 4.031718
H 1.347965 1.659667 6.396346
H 0.973027 4.053339 7.113538
H 0.336012 5.758762 5.440409
N -0.032410 5.379525 2.830114
C -0.348719 6.281001 0.596814
C -0.421540 6.104027 -0.808361
N -0.626063 7.233010 -1.645494
C -1.325210 2.187800 -3.160186
C -1.347072 2.090137 -4.559034
C -0.146215 2.108558 -5.286001
C 1.079728 2.227101 -4.612451
C 1.107738 2.327199 -3.213638
H -2.258720 2.176262 -2.576745
H -2.311217 2.001082 -5.084493
H -0.166234 2.032737 -6.384955
H 2.024074 2.243682 -5.179669
H 2.060807 2.422526 -2.670826
C -1.107738 -2.327199 -3.213638
C -1.079728 -2.227101 -4.612451
C 0.146215 -2.108558 -5.286001
C 1.347072 -2.090137 -4.559034
C 1.325210 -2.187800 -3.160186
H -2.060807 -2.422526 -2.670826
H -2.024074 -2.243682 -5.179669
H 0.166234 -2.032737 -6.384955
H 2.311217 -2.001082 -5.084493
H 2.258720 -2.176262 -2.576745
C -0.203938 6.723182 3.324683
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C -1.477395 7.160081 3.725159
C -1.647182 8.468610 4.201734
C -0.548560 9.339506 4.276062
C 0.722839 8.900108 3.873774
C 0.897856 7.592062 3.398843
H -2.329459 6.465790 3.660435
H -2.646554 8.810176 4.515751
H -0.684142 10.367572 4.648413
H 1.586820 9.581574 3.928118
H 1.889062 7.233941 3.080150
C 1.477395 -7.160081 3.725159
C 1.647182 -8.468610 4.201734
C 0.548560 -9.339506 4.276062
C -0.722839 -8.900108 3.873774
C -0.897856 -7.592062 3.398843
H 2.329459 -6.465790 3.660435
H 2.646554 -8.810176 4.515751
H 0.684142 -10.367572 4.648413
H -1.586820 -9.581574 3.928118
H -1.889062 -7.233941 3.080150
H 0.000000 0.000000 2.869899
H -0.463669 7.292741 1.004770
H -0.358468 4.696473 -2.443201
H 0.000000 0.000000 -2.077300
C -1.521471 7.145085 -2.744526
C 0.094704 8.429778 -1.399481
C -2.750769 6.460744 -2.613893
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Table S28: XYZ coordinates in Å of the S0 geometry of the left DBA-BTICz conformer.

C 0.756243 0.888035 -3.197742
C 0.833406 -0.294624 -2.444260
C -0.196074 -1.235993 -2.574325
C -1.289478 -1.044618 -3.448035
C -1.312806 0.153864 -4.194976
C -0.311852 1.128432 -4.079515
B -2.400151 -2.087744 -3.577736
C -3.525482 -1.680882 -4.576772
C -3.386193 -0.434536 -5.243567
O -2.328168 0.421161 -5.057195
O -0.092659 -2.361223 -1.821359
C -1.021098 -3.371395 -1.867002
C -2.181861 -3.346250 -2.685435
C -4.693721 -2.423209 -4.898963
C -5.645821 -1.970433 -5.810830
C -5.462788 -0.729040 -6.450527
C -4.336514 0.039931 -6.169005
C -0.716958 -4.453314 -1.017348
C -1.574949 -5.548801 -0.968166
C -2.736290 -5.570535 -1.765031
C -3.020842 -4.490157 -2.598326
N 1.797400 1.852077 -3.086851
C 2.689364 2.111474 -4.142174
C 3.833036 2.779535 -3.626295
C 3.621676 2.905005 -2.197782
C 2.352723 2.349513 -1.901733
C 2.586095 1.768176 -5.498992
C 3.637625 2.136425 -6.346658
C 4.768401 2.822311 -5.856155
C 4.876995 3.142077 -4.498800
C 4.433656 3.367672 -1.140276
C 4.036344 3.307893 0.219569
C 2.670371 2.933772 0.452651
C 1.820720 2.433441 -0.584625
C 5.160607 3.635755 1.106576
C 6.305538 4.054343 0.370095
S 6.060731 3.973845 -1.362044
C 0.507861 2.210422 0.006514
C 0.621700 2.569226 1.377462
N 1.928828 2.999472 1.638737
C -0.475996 2.544875 2.254389
C -1.712337 2.139490 1.745812
C -1.854187 1.790996 0.387054
C -0.761483 1.831990 -0.482977
C 7.511828 4.424695 0.985215
C 7.606649 4.342778 2.376207
C 6.513368 3.871131 3.127236
C 5.311189 3.519552 2.507874
C 2.210280 3.797628 2.789655
C 2.499676 5.164808 2.647332
C 2.756682 5.942842 3.783398
C 2.705600 5.368054 5.061894
C 2.399683 4.006241 5.202533
C 2.157356 3.217776 4.069456
H 1.674248 -0.481771 -1.763509
H -0.381625 2.065132 -4.647969
H -4.860614 -3.393799 -4.411141
H -6.536200 -2.579815 -6.029287
H -6.208077 -0.360987 -7.173349
H -4.164399 1.014473 -6.649209
H 0.198577 -4.405180 -0.409599
H -1.339979 -6.396441 -0.305062
H -3.415426 -6.436244 -1.730197
H -3.931605 -4.532219 -3.212058
H 1.712516 1.225919 -5.887850
H 3.576750 1.883530 -7.416955
H 5.577116 3.103553 -6.548514
H 5.768231 3.667251 -4.123051
H -0.371159 2.848852 3.305309
H -2.587369 2.108283 2.414070
H -2.841035 1.493220 -0.000213
H -0.910375 1.592083 -1.542541
H 8.369331 4.752711 0.377832
H 8.545443 4.623673 2.878789
H 6.602483 3.769981 4.220168
H 4.492931 3.132265 3.125397
H 2.529490 5.611025 1.642028
H 2.993667 7.011925 3.667013
H 2.904598 5.984126 5.952654
H 2.359701 3.548158 6.203287
H 1.944664 2.142442 4.167774
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Table S29: XYZ coordinates in Å of the SCT geometry of the left DBA-BTICz conformer.

C 0.969787 0.745670 -3.289598
C 1.020634 -0.472920 -2.555121
C -0.062196 -1.336929 -2.630383
C -1.233607 -1.061899 -3.407863
C -1.220443 0.164740 -4.141616
C -0.157893 1.059526 -4.108671
B -2.401370 -2.008343 -3.455774
C -3.586312 -1.515751 -4.358717
C -3.416938 -0.276139 -5.035906
O -2.288578 0.506217 -4.930242
O 0.024418 -2.500658 -1.913898
C -0.978176 -3.446683 -1.898244
C -2.203522 -3.312507 -2.606638
C -4.826369 -2.165086 -4.587654
C -5.820303 -1.640057 -5.422173
C -5.605290 -0.416041 -6.075545
C -4.400289 0.266707 -5.881291
C -0.678515 -4.569469 -1.108331
C -1.606017 -5.611173 -0.997535
C -2.828691 -5.523916 -1.680832
C -3.106656 -4.396458 -2.463511
N 2.025527 1.687986 -3.154286
C 2.916862 1.999494 -4.194210
C 3.982267 2.785987 -3.679515
C 3.721343 2.924094 -2.254791
C 2.473600 2.281589 -1.990506
C 2.855406 1.594888 -5.534135
C 3.881874 2.032884 -6.383066
C 4.934653 2.830745 -5.896334
C 5.000857 3.208488 -4.543442
C 4.468021 3.422135 -1.188794
C 4.027379 3.331224 0.185045
C 2.688008 2.908696 0.382983
C 1.884580 2.350244 -0.686268
C 5.107600 3.718185 1.097412
C 6.238723 4.218576 0.393445
S 6.046036 4.143301 -1.354519
C 0.585112 2.071205 -0.140772
C 0.634592 2.459664 1.236437
N 1.904085 2.951596 1.539462
C -0.489602 2.393180 2.071395
C -1.681153 1.915220 1.518594
C -1.760913 1.531914 0.159177
C -0.649034 1.608751 -0.672328
C 7.399418 4.659226 1.038611
C 7.462890 4.566925 2.434367
C 6.388132 4.015961 3.153527
C 5.226863 3.592154 2.500243
C 2.121049 3.743624 2.712039
C 2.339970 5.125597 2.596680
C 2.535869 5.893657 3.751799
C 2.492927 5.291172 5.017686
C 2.255491 3.912973 5.128764
C 2.074172 3.134399 3.977734
H 1.890616 -0.731076 -1.935839
H -0.213400 2.001521 -4.671764
H -5.023242 -3.125014 -4.088411
H -6.765799 -2.187028 -5.564785
H -6.376596 0.010138 -6.736884
H -4.195627 1.229407 -6.373825
H 0.291871 -4.602460 -0.590166
H -1.370550 -6.491361 -0.378064
H -3.567220 -6.337705 -1.604754
H -4.070902 -4.357768 -2.991039
H 2.035434 0.958750 -5.895501
H 3.865560 1.741643 -7.444375
H 5.727361 3.159603 -6.585917
H 5.839174 3.822907 -4.182361
H -0.441611 2.714911 3.120608
H -2.576948 1.845869 2.155383
H -2.715290 1.168284 -0.249736
H -0.735645 1.329705 -1.728117
H 8.249636 5.048861 0.458868
H 8.368758 4.902850 2.962277
H 6.458301 3.907157 4.246625
H 4.421417 3.140496 3.089989
H 2.361363 5.593294 1.600878
H 2.716781 6.975846 3.660193
H 2.642843 5.899492 5.923084
H 2.220080 3.434999 6.120086
H 1.913160 2.048215 4.052649
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Table S30: XYZ coordinates in Å of the TDBA geometry of the left DBA-BTICz conformer.

C 0.805980 0.819973 -3.166575
C 0.856809 -0.423241 -2.492752
C -0.208544 -1.335291 -2.638660
C -1.333826 -1.096722 -3.458101
C -1.330755 0.144200 -4.131486
C -0.299950 1.099336 -4.000051
B -2.459906 -2.100246 -3.606681
C -3.590435 -1.626501 -4.568180
C -3.443273 -0.339378 -5.178749
O -2.357657 0.482790 -4.952399
O -0.099171 -2.497449 -1.946073
C -1.054193 -3.491619 -1.985799
C -2.250293 -3.396350 -2.768689
C -4.775634 -2.315925 -4.931336
C -5.724682 -1.780803 -5.813768
C -5.534858 -0.510552 -6.387163
C -4.382551 0.214187 -6.065016
C -0.733814 -4.600548 -1.183903
C -1.614158 -5.686143 -1.127865
C -2.802829 -5.639616 -1.878453
C -3.104795 -4.523996 -2.672864
N 1.870945 1.750158 -3.046423
C 2.768380 1.995517 -4.097301
C 3.886844 2.713885 -3.595968
C 3.656357 2.879239 -2.175030
C 2.398000 2.299813 -1.871262
C 2.680721 1.605413 -5.442523
C 3.726394 1.975077 -6.296448
C 4.834857 2.707603 -5.821069
C 4.926194 3.076029 -4.474669
C 4.451749 3.390957 -1.127914
C 4.051914 3.357084 0.231454
C 2.697572 2.945415 0.470424
C 1.864089 2.392315 -0.554179
C 5.164289 3.739680 1.112140
C 6.299501 4.169491 0.366904
S 6.062393 4.034444 -1.362832
C 0.565429 2.122421 0.051624
C 0.670544 2.516345 1.414122
N 1.958303 3.008849 1.657897
C -0.418557 2.461025 2.300170
C -1.637529 1.982207 1.813995
C -1.770995 1.591305 0.466527
C -0.688166 1.667475 -0.413753
C 7.493525 4.590053 0.973427
C 7.587562 4.548984 2.366279
C 6.505920 4.067754 3.127799
C 5.315337 3.666248 2.516298
C 2.209916 3.847293 2.786995
C 2.447664 5.220053 2.607774
C 2.676185 6.037267 3.722232
C 2.647687 5.495473 5.015724
C 2.393413 4.127347 5.193126
C 2.180178 3.300279 4.081970
H 1.708609 -0.681837 -1.848045
H -0.377548 2.057124 -4.533775
H -4.964349 -3.312570 -4.507094
H -6.627230 -2.363066 -6.058797
H -6.278751 -0.088529 -7.079795
H -4.186026 1.211326 -6.486200
H 0.208301 -4.585327 -0.616116
H -1.375885 -6.560863 -0.503996
H -3.505766 -6.487199 -1.843815
H -4.045353 -4.530819 -3.242152
H 1.823510 1.026413 -5.816295
H 3.680721 1.685699 -7.358224
H 5.640287 2.987687 -6.517728
H 5.800042 3.639092 -4.113196
H -0.320667 2.796015 3.342247
H -2.504524 1.924582 2.490812
H -2.743115 1.232083 0.094603
H -0.834812 1.392053 -1.463566
H 8.342812 4.925046 0.358336
H 8.516973 4.869546 2.862497
H 6.594903 3.998884 4.223255
H 4.507327 3.273456 3.143479
H 2.460095 5.640097 1.590897
H 2.872824 7.110973 3.576854
H 2.824101 6.142163 5.889367
H 2.371767 3.694914 6.205777
H 2.009483 2.220558 4.209718
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Table S31: XYZ coordinates in Å of the TBTICz geometry of the left DBA-BTICz conformer.

C 0.754491 0.942739 -3.233319
C 0.817851 -0.180822 -2.386891
C -0.181912 -1.153391 -2.492618
C -1.243575 -1.053461 -3.421282
C -1.260056 0.089193 -4.252963
C -0.286062 1.091938 -4.172058
B -2.323074 -2.128328 -3.519328
C -3.424244 -1.814233 -4.578145
C -3.284725 -0.615586 -5.327186
O -2.247625 0.271209 -5.169570
O -0.084456 -2.221995 -1.658632
C -0.980544 -3.261842 -1.678170
C -2.106266 -3.323688 -2.542403
C -4.571043 -2.597156 -4.879094
C -5.502128 -2.227735 -5.848946
C -5.318192 -1.033170 -6.571612
C -4.213051 -0.226026 -6.312476
C -0.681267 -4.279713 -0.751292
C -1.507121 -5.398097 -0.669535
C -2.630795 -5.506667 -1.511582
C -2.911871 -4.487871 -2.420822
N 1.754999 1.940037 -3.132560
C 2.615107 2.288647 -4.202612
C 3.727800 3.007610 -3.688250
C 3.556010 3.078553 -2.242142
C 2.286818 2.440063 -1.946626
C 2.515310 1.972626 -5.561942
C 3.535901 2.423820 -6.416476
C 4.628497 3.160013 -5.927502
C 4.735116 3.450568 -4.557967
C 4.350268 3.533683 -1.211214
C 3.976230 3.297538 0.202537
C 2.570248 2.971684 0.418551
C 1.724933 2.519079 -0.618844
C 5.096900 3.406839 1.062530
C 6.260027 3.931799 0.382608
S 5.965352 4.228695 -1.342901
C 0.398352 2.391087 -0.060617
C 0.499037 2.773082 1.313809
N 1.819667 3.124377 1.585140
C -0.618657 2.826762 2.166073
C -1.859671 2.476532 1.634208
C -1.986771 2.098848 0.275320
C -0.880779 2.060187 -0.571756
C 7.461392 4.164295 1.035423
C 7.564204 3.852645 2.414909
C 6.468603 3.285198 3.094008
C 5.257221 3.053028 2.443968
C 2.197892 3.819964 2.774048
C 2.667460 5.141565 2.694040
C 3.036803 5.816855 3.863895
C 2.919578 5.187529 5.112058
C 2.431289 3.874669 5.189236
C 2.075004 3.185613 4.022477
H 1.633021 -0.299204 -1.661093
H -0.363948 1.986257 -4.803839
H -4.739145 -3.531519 -4.325259
H -6.376557 -2.866268 -6.047937
H -6.046299 -0.730997 -7.341028
H -4.041843 0.714900 -6.855999
H 0.205811 -4.165288 -0.111009
H -1.275275 -6.195854 0.053856
H -3.283391 -6.391335 -1.452789
H -3.791748 -4.598184 -3.070279
H 1.675044 1.385429 -5.957126
H 3.472186 2.191542 -7.491210
H 5.410642 3.504760 -6.621274
H 5.600447 4.011362 -4.173399
H -0.520384 3.147048 3.213049
H -2.752638 2.506604 2.277962
H -2.980412 1.841063 -0.123547
H -1.013462 1.791663 -1.628030
H 8.325992 4.573696 0.490762
H 8.510450 4.039263 2.945481
H 6.569811 3.009347 4.155601
H 4.430167 2.577608 2.986582
H 2.746020 5.631347 1.712189
H 3.414123 6.849262 3.798431
H 3.207768 5.723829 6.029605
H 2.336964 3.375342 6.166276
H 1.717985 2.145645 4.070513
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Table S32: XYZ coordinates in Å of the S0 geometry of the right DBA-BTICz conformer.

C 1.332452 0.002658 -2.792243
C 1.258454 -1.389135 -2.971202
C 0.006867 -1.959890 -3.242585
C -1.172158 -1.186900 -3.328232
C -1.042561 0.207132 -3.140624
C 0.192596 0.816890 -2.883983
B -2.530349 -1.831566 -3.609924
C -3.702953 -0.808525 -3.686872
C -3.388681 0.560285 -3.473565
O -2.124282 1.024834 -3.209547
O -0.026460 -3.307685 -3.409459
C -1.190700 -3.995771 -3.648828
C -2.466175 -3.381382 -3.763694
C -5.069891 -1.091352 -3.954352
C -6.048251 -0.099843 -4.002035
C -5.689717 1.244036 -3.778966
C -4.363558 1.576554 -3.515746
C -1.006031 -5.386950 -3.771923
C -2.106169 -6.206057 -4.012172
C -3.391725 -5.642482 -4.128872
C -3.553862 -4.263539 -4.005602
N 2.600647 0.604065 -2.546677
C 3.568501 0.711616 -3.559546
C 4.525481 1.691955 -3.183195
C 4.100122 2.200811 -1.894085
C 2.922944 1.504086 -1.523459
C 3.641542 0.041521 -4.790350
C 4.716430 0.345221 -5.634078
C 5.689569 1.298074 -5.266327
C 5.599733 1.978421 -4.047453
C 4.638287 3.165216 -1.017367
C 4.041912 3.502818 0.224612
C 2.805419 2.838249 0.524463
C 2.287777 1.773234 -0.279689
C 4.897780 4.433738 0.976421
C 6.034702 4.832145 0.215991
S 6.115466 4.044417 -1.344698
C 1.152844 1.210399 0.440815
C 0.955065 2.033402 1.583139
N 1.951984 3.017634 1.623463
C -0.113096 1.830799 2.473260
C -0.950310 0.733543 2.254148
C -0.721474 -0.146009 1.176527
C 0.316850 0.085742 0.270385
C 7.007272 5.718469 0.704902
C 6.875808 6.205656 2.006916
C 5.795676 5.785223 2.805067
C 4.824864 4.913210 2.304966
C 1.771029 4.218052 2.374530
C 1.622923 5.447675 1.710620
C 1.435517 6.621301 2.451794
C 1.373416 6.572743 3.852242
C 1.507281 5.342414 4.512647
C 1.712992 4.166144 3.779077
H 2.150902 -2.022348 -2.880786
H 0.258381 1.904845 -2.751763
H -5.374212 -2.131917 -4.134628
H -7.095468 -0.365577 -4.213192
H -6.454357 2.036230 -3.812964
H -4.049639 2.615818 -3.338969
H 0.010614 -5.795070 -3.672754
H -1.965512 -7.294339 -4.108300
H -4.263999 -6.287472 -4.315908
H -4.567372 -3.848517 -4.097578
H 2.882318 -0.697025 -5.085250
H 4.800357 -0.171744 -6.603066
H 6.525914 1.513117 -5.949538
H 6.357039 2.729380 -3.775880
H -0.284082 2.506285 3.322869
H -1.787975 0.548002 2.944871
H -1.369523 -1.026065 1.042162
H 0.481128 -0.620842 -0.552509
H 7.864217 6.006136 0.076649
H 7.629673 6.898760 2.411987
H 5.710513 6.141201 3.843683
H 4.015553 4.594138 2.969862
H 1.663806 5.478274 0.611484
H 1.330708 7.583652 1.926781
H 1.221896 7.497067 4.431192
H 1.465564 5.296954 5.612254
H 1.857557 3.203862 4.292653
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Table S33: XYZ coordinates in Å of the SCT geometry of the right DBA-BTICz conformer.

C 1.260626 0.251701 -3.089065
C 1.234979 -1.167055 -2.945361
C 0.019765 -1.827671 -3.088256
C -1.209378 -1.156178 -3.382004
C -1.114202 0.262364 -3.553511
C 0.074930 0.968241 -3.422726
B -2.511843 -1.891689 -3.510123
C -3.735904 -0.972441 -3.859951
C -3.479433 0.417969 -4.016622
O -2.234049 0.988861 -3.866391
O 0.035939 -3.191327 -2.938438
C -1.100327 -3.965910 -3.023564
C -2.396252 -3.442239 -3.289455
C -5.085350 -1.362206 -4.051195
C -6.105172 -0.455975 -4.371403
C -5.804476 0.906596 -4.516985
C -4.486410 1.343249 -4.339797
C -0.863171 -5.336231 -2.820127
C -1.927795 -6.243175 -2.870180
C -3.224794 -5.771817 -3.124415
C -3.438732 -4.402054 -3.327497
N 2.473259 0.967499 -2.854818
C 3.440859 1.128624 -3.821102
C 4.468853 2.001060 -3.337233
C 4.066448 2.379238 -2.011347
C 2.840559 1.717450 -1.729865
C 3.474118 0.570011 -5.117876
C 4.566423 0.885109 -5.916956
C 5.602692 1.739443 -5.448945
C 5.565567 2.301335 -4.173599
C 4.661353 3.203414 -1.025403
C 4.080362 3.439757 0.252339
C 2.787976 2.867868 0.453699
C 2.186561 1.915030 -0.489876
C 4.993302 4.216879 1.106910
C 6.153194 4.622622 0.390295
S 6.178853 4.011053 -1.253408
C 0.962786 1.444211 0.121392
C 0.795035 2.191286 1.319229
N 1.903212 3.047819 1.494277
C -0.329979 2.063823 2.130866
C -1.297343 1.107451 1.764823
C -1.127507 0.309424 0.625234
C -0.009893 0.471438 -0.206972
C 7.187762 5.373757 0.965229
C 7.090745 5.713095 2.316993
C 5.986161 5.276597 3.069794
C 4.954905 4.537206 2.482486
C 1.860750 4.124971 2.436145
C 1.846525 5.450535 1.975103
C 1.784255 6.501228 2.899479
C 1.717418 6.230844 4.273961
C 1.716565 4.903233 4.727769
C 1.791892 3.845566 3.811873
H 2.144786 -1.732425 -2.699855
H 0.085762 2.058794 -3.556922
H -5.351204 -2.424461 -3.947472
H -7.137520 -0.815021 -4.509285
H -6.593817 1.632490 -4.769786
H -4.209879 2.403164 -4.446782
H 0.167981 -5.666330 -2.622435
H -1.741640 -7.317213 -2.709891
H -4.072832 -6.473785 -3.165802
H -4.466054 -4.062478 -3.525018
H 2.662472 -0.085507 -5.462529
H 4.632863 0.468012 -6.933550
H 6.451439 1.963899 -6.113342
H 6.375838 2.964660 -3.836759
H -0.464659 2.683270 3.028116
H -2.192088 0.984089 2.394170
H -1.879739 -0.449933 0.365566
H 0.109128 -0.168668 -1.085606
H 8.061905 5.671789 0.366876
H 7.891044 6.299877 2.793534
H 5.928536 5.512076 4.143676
H 4.130043 4.194631 3.115600
H 1.887411 5.653568 0.894519
H 1.781438 7.541423 2.539084
H 1.664292 7.059855 4.996471
H 1.666616 4.686352 5.806006
H 1.821057 2.802084 4.159980
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Table S34: XYZ coordinates in Å of the TDBA geometry of the right DBA-BTICz conformer.

C 1.267929 0.106631 -2.844648
C 1.206993 -1.301827 -2.930648
C -0.030712 -1.930208 -3.187279
C -1.241616 -1.224228 -3.362467
C -1.132238 0.181799 -3.278647
C 0.083427 0.855697 -3.041954
B -2.559824 -1.923007 -3.625732
C -3.761000 -0.943529 -3.784520
C -3.489530 0.458545 -3.674683
O -2.228745 0.965193 -3.437675
O -0.010604 -3.285815 -3.254519
C -1.139458 -4.045131 -3.489846
C -2.438447 -3.475538 -3.685382
C -5.121460 -1.259861 -4.029110
C -6.117703 -0.280649 -4.153722
C -5.800465 1.084702 -4.038452
C -4.473377 1.454715 -3.796530
C -0.882833 -5.426253 -3.517418
C -1.936551 -6.317256 -3.746942
C -3.231611 -5.806337 -3.945803
C -3.467109 -4.424475 -3.914597
N 2.508658 0.760486 -2.621226
C 3.464509 0.890311 -3.638929
C 4.460062 1.816249 -3.228774
C 4.066150 2.272869 -1.911280
C 2.868193 1.598823 -1.558279
C 3.498356 0.271619 -4.898176
C 4.572826 0.575464 -5.741993
C 5.582173 1.478329 -5.344587
C 5.532561 2.105170 -4.094913
C 4.649067 3.176263 -0.998787
C 4.076192 3.481465 0.261284
C 2.808638 2.866094 0.534665
C 2.240296 1.855952 -0.306394
C 4.977194 4.334748 1.050625
C 6.125785 4.719411 0.300839
S 6.160292 4.006467 -1.297472
C 1.060020 1.347550 0.383459
C 0.898981 2.149165 1.547417
N 1.956320 3.063890 1.630105
C -0.194848 1.997203 2.416004
C -1.106094 0.970938 2.152666
C -0.922670 0.109958 1.052402
C 0.146302 0.292073 0.170260
C 7.141197 5.534346 0.825395
C 7.040864 5.959465 2.151803
C 5.948463 5.547515 2.937690
C 4.935442 4.747143 2.402748
C 1.847068 4.245674 2.423970
C 1.782015 5.505674 1.805577
C 1.662957 6.660602 2.589132
C 1.587100 6.564273 3.986399
C 1.638199 5.304455 4.601175
C 1.775131 4.145528 3.825215
H 2.107466 -1.915187 -2.784652
H 0.096292 1.953920 -3.000015
H -5.415089 -2.314961 -4.125744
H -7.158740 -0.586857 -4.343857
H -6.581042 1.854369 -4.135804
H -4.171732 2.507933 -3.696850
H 0.148289 -5.774309 -3.356372
H -1.749258 -7.401521 -3.770605
H -4.070894 -6.496296 -4.128011
H -4.494941 -4.068770 -4.075538
H 2.708911 -0.426643 -5.213022
H 4.627844 0.101162 -6.734590
H 6.416269 1.696357 -6.029622
H 6.319954 2.815836 -3.801261
H -0.330349 2.659047 3.282580
H -1.966377 0.826939 2.825142
H -1.629122 -0.716829 0.879912
H 0.271769 -0.402652 -0.667207
H 8.006560 5.814083 0.205143
H 7.828421 6.595888 2.584815
H 5.887342 5.852702 3.994021
H 4.117162 4.429854 3.057719
H 1.833363 5.574303 0.708623
H 1.622909 7.646388 2.099916
H 1.489373 7.474312 4.598590
H 1.584934 5.221129 5.698052
H 1.854020 3.157562 4.303187
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Table S35: XYZ coordinates in Å of the TBTICz geometry of the right DBA-BTICz conformer.

C 1.354978 0.015482 -2.827732
C 1.271406 -1.367434 -3.063297
C 0.007825 -1.924313 -3.305735
C -1.171661 -1.147528 -3.307350
C -1.030627 0.237548 -3.066352
C 0.215090 0.835068 -2.836406
B -2.541979 -1.778436 -3.558554
C -3.713800 -0.751603 -3.546503
C -3.387562 0.606493 -3.287767
O -2.112131 1.058118 -3.055320
O -0.035823 -3.263630 -3.528235
C -1.211348 -3.940628 -3.743759
C -2.488953 -3.320969 -3.776791
C -5.090813 -1.021100 -3.772542
C -6.067614 -0.027392 -3.738794
C -5.697003 1.305081 -3.471756
C -4.360489 1.624580 -3.247244
C -1.035803 -5.325701 -3.931424
C -2.147728 -6.133641 -4.154882
C -3.435782 -5.564898 -4.190175
C -3.588722 -4.191901 -4.004181
N 2.631774 0.602990 -2.594586
C 3.610562 0.687563 -3.585903
C 4.605935 1.622359 -3.159709
C 4.185267 2.116437 -1.877693
C 2.985778 1.460740 -1.547647
C 3.674866 0.051470 -4.836830
C 4.775700 0.330993 -5.651041
C 5.788240 1.231579 -5.234921
C 5.712301 1.880790 -4.004218
C 4.739169 3.081064 -0.969842
C 4.072210 3.460730 0.267355
C 2.839868 2.851920 0.525985
C 2.332845 1.706800 -0.283147
C 4.903304 4.412213 1.021251
C 6.075893 4.780341 0.302012
S 6.217065 3.952487 -1.246148
C 1.285468 1.103485 0.451635
C 1.016997 1.949540 1.588129
N 1.942910 3.022090 1.592816
C -0.030926 1.698273 2.459909
C -0.821912 0.531574 2.245472
C -0.534610 -0.350771 1.192236
C 0.506251 -0.087955 0.294444
C 7.030482 5.669082 0.808740
C 6.838852 6.201476 2.091876
C 5.717830 5.821596 2.845200
C 4.762816 4.936899 2.323923
C 1.675282 4.250594 2.257738
C 1.582966 5.445305 1.519249
C 1.319507 6.654429 2.173437
C 1.130259 6.684026 3.563559
C 1.216674 5.493124 4.299228
C 1.495538 4.280298 3.654702
H 2.164134 -2.006045 -3.035210
H 0.289517 1.916240 -2.661330
H -5.404719 -2.052412 -3.986482
H -7.122987 -0.282627 -3.920181
H -6.460223 2.098773 -3.441074
H -4.037009 2.654925 -3.038400
H -0.016779 -5.738256 -3.894491
H -2.014330 -7.217228 -4.301259
H -4.317294 -6.201216 -4.363049
H -4.604385 -3.772901 -4.032378
H 2.888154 -0.642321 -5.166105
H 4.856049 -0.158701 -6.634115
H 6.644474 1.425320 -5.899888
H 6.499153 2.587197 -3.699083
H -0.260976 2.372777 3.295088
H -1.657363 0.319727 2.930396
H -1.135122 -1.265635 1.068168
H 0.728272 -0.798319 -0.511889
H 7.919778 5.932118 0.215755
H 7.579254 6.901429 2.509624
H 5.580567 6.217449 3.863536
H 3.912695 4.648975 2.952530
H 1.725286 5.417613 0.428438
H 1.254332 7.584382 1.586915
H 0.919605 7.636648 4.073975
H 1.080406 5.506856 5.392161
H 1.608689 3.354598 4.237934
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ABSTRACT: We present here an extension of the monomer transition density approach to spin
multiplicity-altering excitation energy transfer (EET) processes. It builds upon complex-valued
wave functions of the density functional theory-based multireference spin−orbit coupling
configuration interaction method for generating the one-particle transition density matrices of the
donor and acceptor molecules, which are then contracted with two-electron Coulomb and
exchange integrals of the dimer. Due to the extensive use of symmetry relations between tensor
components, the computation of triplet−singlet coupling remains technically feasible. As a proof-
of-principle application, we have chosen an EET system, consisting of the phosphorescent platinum complex AG97 as the donor and
the fluorescein derivative FITC as the acceptor. Taking experimental conditions into account, we estimate a Förster radius of about
35 Å. For intermolecular donor−acceptor separations close to the Förster radius and beyond, the error introduced by the ideal
dipole approximation is rather small.

1. INTRODUCTION
Intermolecular excitation energy transfer (EET) plays an
important role in natural and artificial light-harvesting
systems,1−3 organic light-emitting devices (OLEDs),4−7 and
for biomolecular structure analysis.8−11 There are two major
mechanisms for through-space EET from an electronically
excited donor molecule D to an acceptor molecule A, Förster
resonance energy transfer (FRET)12 and Dexter EET.13

Commonly, EET is assumed to conserve the electron spin
multiplicity. Closer inspection reveals, however, that this is not
always the case. In addition to singlet−singlet EET (SSEET)
and triplet−triplet EET (TTEET), EET between electronic
states of different spin multiplicity has been observed.14

FRET may be thought of as a virtual photon exchange
between D and A,12,14 conveying the excitation energy
nonradiatively over long distances, with typical Förster radii
ranging between 20 and 100 Å. The coupling is brought about
by long-range dipole−dipole interaction of the molecular
transition moments. One might therefore be tempted to
believe that FRET is limited to SSEET between fluorescent
dyes. As early as 1959, Förster predicted that FRET from
triplet to singlet excited states (triplet−singlet EET, TSEET) is
possible if the donor is sufficiently phosphorescent while the
acceptor is strongly absorbing.15 This prediction rested on the
following considerations. The FRET efficiency (ηEET) is given
by

=
+ +

k
k k kEET

EET

EET rad nr (1)

Here, kEET is the rate of Föster EET from the donor molecule
to the acceptor molecule and krad and knr are the intrinsic
radiative and nonradiative rates on the donor, respectively.

According to Förster theory, kEET is proportional to krad. As
long as nonradiative decay does not dominate the deactivation
process, i.e., as long as krad > knr, FRET can be efficient even if
the optical transition is (nearly) forbidden in the donor while
the acceptor is a strongly absorbing dye. FRET between an
excited triplet state of the donor and a singlet state of the
acceptor may be slow but can still be a dominant decay
pathway, because the competing intramolecular de-excitation
processes are forbidden as well.16 Experimentally, Förster’s
hypothesis was initially confirmed by Ermolaev and Sveshni-
kova17 as well as Bennett et al.,18 who observed FRET between
phosphorescent donors and fluorescent acceptors in the solid
state with Förster radii around 50 Å. The Förster radius is
defined as the distance at which the FRET efficiency ηEET is
50%.
In contrast to FRET, Dexter EET is a short-range process,

dependent on the exchange interaction between the donor and
acceptor states and thus decreasing exponentially with
decreasing overlap between their electron densities.13 Dexter
EET preserves the spin symmetry of a donor−acceptor pair
unless strong spin−orbit coupling is involved. Because of the
exchange mechanism, it is the major origin of TTEET. Triplet
states of fluorescent emitters typically represent energy sinks
which are nonradiatively deactivated and therefore lost for
luminescence. In the worst case, they are photochemically
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active and lead to the degradation of the dye. In phosphor-
sensitized fluorescent systems, Dexter TTEET should therefore
be avoided as far as possible.
In material sciences, the concept of phosphor-sensitized

fluorescence has been applied to improve the emission
efficiency and color purity of OLEDs. For example, the
green phosphor Ir(ppy)3 was employed as a sensitizing agent
to increase the internal quantum efficiency of red or yellow
fluorescence in OLEDs.4,19 Unicolored phosphor-sensitized
fluorescence was exploited to construct stable deep blue
OLEDs.20 By combining phosphorescent and fluorescent
emitters with strongly overlapping emission bands, the initial
color of the phosphorescence could be preserved. High
efficiencies were reached by charge-recombination on the
phosphorescent emitter while realizing short emissive lifetimes
by fast energy transfer to the fluorescent emitter. Other groups
utilized phosphor sensitization as a means to build efficient
fluorescent white OLEDs.21−25
In the context of biomolecular imaging, phosphor-sensitized

fluorescence is a valuable tool as well. Biomolecular imaging
holds the potential to monitor the structure of living cells and
tissue at the molecular level.26,27 Fluorescence lifetime imaging
microscopy (FLIM) plays a crucial role in these studies.28

Here, often the autofluorescence, i.e., the fluorescence of
naturally occurring endogenous molecules is measured as its
lifetime depends on the environment of the fluorophore.
Another possibility is to use exogenous molecules to determine
changes in the temperature, viscosity and pH.29 In these cases,
the autofluorescence can interfere with the emission of the
fluorescent probes as their lifetimes are on the same time scale
(0.1−10 ns). Phosphorescence lifetime imaging microscopy
(PLIM) circumvents this problem. Here, transition metal
complexes with a lifetime in the range of 100 ns to 10 μs are
utilized to separate time scales by transferring their excitation
energy to fluorescent reporters which in turn emit delayed
fluorescence that can be read out by time-gated spectrosco-
py.30

Recently, Delcanale et al.31 investigated a PtII-complex
(AG97 - Figure 1a) for its capability in time-gated detection.
While its luminescence is quenched in solution, phosphor-
escence can be observed for aggregates of this complex. Due to
the substantial Pt−Pt distance (5.757 Å in the crystalline
state), intermetallic interactions are not notable, but rotovibra-
tional degrees of freedom that could lead to a quick
nonradiative decay of the emission appear to be suppressed

in the aggregates.31 In addition to the phosphorescence of
AG97 physisorbed onto the surface of a protein (bovine serum
albumin - BSA), the authors observed delayed fluorescence on
the microsecond time scale from the fluorescein isothiocyanate
(FITC - Figure 1b) reporter which is covalently bound to this
protein. While these observations and the slight shortening of
the AG97 lifetime components in the presence of BSAFITC
are consistent with resonant TSEET, other processes such as
uncorrelated emission−absorption or Dexter-like EET were
not excluded by Delcanale et al.31

Owing to the large importance of EET in natural and
artificial light-harvesting systems, material science, and for
biomolecular structure analysis, several quantum chemical
methods for calculating excitonic coupling matrix elements
(ECMEs) between a donor in an electronically excited state
and an acceptor in the electronic ground state were
devised.14,32−39 To our knowledge, so far none of them
targeted spin-forbidden EET, however. In the present work, we
will show how the monomer transition density (MTD)
approach for SSEET, as implemented in our laboratory for
density functional theory based multireference configuration
interaction (DFT/MRCI) wave functions,40,41 can be extended
to TTEET and, in particular, to TSEET. As perturbational
sum-overstates expressions of phosphorescence probabilities
are known to converge very slowly with the number of
intermediate states, we opt for a variational approach to
generate the spin−orbit coupled wave functions, i.e., the
density functional-based multireference spin−orbit configu-
ration interaction (DFT/MRSOCI) method.42 DFT/MRSO-
CI has been applied successfully for studying phosphorescence
rate constants of Ir- and Pt-complexes.43−46 In addition to
averaged quantities, the method allows to compute fine-
structure resolved electric transition moment vectors and can
thus provide concrete clues with regard to favorable relative
orientation(s) of the donor and acceptor molecules. ECMEs,
evaluated by means of the extended MTD approach, will
furthermore allow to check the validity of Förster’s ideal dipole
approximation (IDA) involving the transition dipoles, an
orientation factor and the distance RDA between the donor and
acceptor centroids. A proof-of-principle application of the
extended MTD approach to TSEET from the phosphorescent
AG97 complex to the fluorescence label FITC (cp. Figure 1)
will address technical issues as well.

Figure 1. Chemical structures of the phosphorescent PtII-complex AG97 and the dianionic fluorescent label fluorescein isothiocyanate (FITC)
investigated in this work.
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2. THEORY
2.1. EET Rate Constants. Except for cases of coherent

superpositions of donor and acceptor states, where quantum
dynamics methods are required for the modeling of the EET
process,36 the weak coupling limit is applicable and EET rate
constants may be calculated using Fermi’s golden rule
approximation.47−49

=

× | | | |
× +

*

* *

* *

k f E f E

E E E E

2
( ) ( )

( )

EET
MN KL

D M AL

DN A K DA
(el el)

D M AL
2

D M AL DN A K (2)

Here, f(ED*M) represents the thermal occupation of the
vibrational state M of the electronically excited donor molecule
with vibronic wave function ΨD*M and energy ED*M. Likewise,
f(EAL) denotes the thermal occupation of the vibrational state
L of the acceptor molecule in the electronic ground state with
vibronic wave function ΨAL and energy EAL. The delta
distribution term ensures that only energy-conserving
processes contribute to the EET rate. Note that the δ-term
is given in inverse energy units.
Assuming that the electronic part of the coupling does not

depend strongly on the intramolecular nuclear coordinates
(Condon approximation), the coupling between D and A can
be approximated as

| | | |* * * *VA K DN DA
(el el)

D M AL DA AL A K D M DN
(3)

where the χ denote purely vibrational wave functions of the
donor and acceptor in the electronic ground and excited states,
respectively. The EET rate constant is then given by

= | | | | | |

× +

* * *

* *

k V f E f E

E E E E

2 ( ) ( )

( )

EET
FC

DA
2

MN KL
AL D M AL A K

2
D M DN

2

D M AL A K DN (4)

In Condon approximation, the determination of the EET rate
constant thus reduces to the evaluation of the overlap between
the vibrationally resolved emission spectrum of the donor and
the absorption spectrum of the acceptor in addition to the
computation of their ECMEs. To avoid the explicit summation
over the vibrational states, a generating function formalism in
multimode harmonic oscillator approximation including a
Duschinsky transformation is employed for computing the
Franck−Condon spectra.50 In the VIBES program, temper-
ature effects are accounted for by assuming a Boltzmann
population of the initial states.51

The Franck−Condon weighted density of states
(FCWDOS) is typically approximated as the spectral overlap
of the normalized donor emission FD(ω) and the normalized
acceptor absorption spectrum AA(ω). In this case, the EET
rate is given by36,47

=k V F A2
( ) ( )dDEET

FC
DA

2

0
A (5)

2.2. MTD Approach for Spin Multiplicity-Conserving
EET. In the framework of the monomer transition density
(MTD) approach,35,40 the ECME VDA

SS for the SSEET between
two molecules with singlet electronic ground states is evaluated
by contracting the one-electron transition density matrices (1-
TDMs) ρD,ijSS of the donor D and ρA,klSS of the acceptor A with

two-electron Coulomb and exchange integrals. Here, the two
electron integrals are denoted in Mulliken convention.

= | |V ( )
1
2

( )
ijkl

i j k l i l k j ij klDA
SS

D,
SS

A,
SS

Ä
Ç
ÅÅÅÅÅÅ

É
Ö
ÑÑÑÑÑÑÑÑ (6)

Exchange contributions to EET were first introduced by
Fujimoto in the transition-density-fragment interaction ap-
proach.52

In our implementation, the four-index two-electron integrals
are approximated by a product of three-index integrals
employing a resolution-of-the-identity approximation53

| | · | · |P P Q Q( ) ( ) ( ) ( )i j k l
P Q

i j k l
,

1

(7)

where the P and Q are auxiliary basis sets optimized for
correlated wave functions.54

TTEET conserves the MS quantum number of the wave
function. Therefore, only three terms contribute to the ECME
of two triplet states, located on the donor and acceptor
molecules, respectively. For compounds with singlet electronic
ground states, VDA

TT is given by

= | +

+

+ +
V ( )

1
2

ijkl
i l k j ij kl

S
ij kl

S

ij kl
S

DA
TT

D,
ST

A,
T

D,
ST

A,
T

D,
ST

A,
T0 0

Ä
Ç
ÅÅÅÅÅÅÅÅ

É
Ö
ÑÑÑÑÑÑÑÑ (8)

in MTD approximation. Herein, T+, T− and T0 denominate
the MS = +1, MS = −1 and MS = 0 sublevels of the respective
triplet states. Due to the spin flip excitations with regard to the
electronic ground state, only exchange-type integrals enter eq
8. Dipole−dipole coupling terms therefore do not contribute
to TTEET at this level of theory.
In the absence of spin−orbit coupling (SOC), the 1-TDMs

of the individual triplet sublevels in eq 8 are related via the
Wigner-Eckart theorem (WET). The WET states that matrix
elements of irreducible tensor operators consist of a physical
part, i.e., the reduced matrix element (RME), and a
geometrical part. The RME is system specific and further
depends on the rank of the operator and the spin or spatial
angular momentum of the interacting states but not on the
tensor components. The geometrical part relates the matrix
elements of all components by vector coupling coefficients that
are not system specific. One-electron spin operators can be
expressed as first-rank tensor operators. In the present context,
this means that the singlet−triplet 1-TDMs in eq 8 need to be
evaluated explicitly for one triplet sublevel only while all other
1-TDMs can be generated via the WET.
Spin−orbit free DFT/MRCI wave functions are always

expanded in a basis of configuration state functions (CSFs)
with maximal MS quantum number. The CSFs are

eigenfunctions of the total spin operator,
2
, and the

projection of onto the z axis, z. This means that, unlike

the entries in ρD,ijSTd

0

and ρA,klTd

0S , the elements of the ρD,ijSTd

+

and ρA,klTd

+S

1-TDMs are different for α and β spin electrons. At first sight,
it appears technically unfavorable to employ DFT/MRCI wave
functions with MS = 1 instead of the MS = 0 components for
the computation of TTEET matrix elements. The choice of an
MS ≠ 0 component is mandatory, however, for the evaluation
of SOC matrix elements between two triplet states, because the
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mutual SOC of two MS = 0 triplet components vanishes by
symmetry and would therefore falsely yield zero RMEs.55

2.3. Extended MTD Approach for Spin Multiplicity-
Altering EET. The computation of ECMEs for phosphor-
sensitized fluorescence requires the use of spin−orbit mixed
wave functions for the donor and acceptor. The ability to
determine the spectroscopic properties of phosphorescent and
fluorescent dyes with good accuracy by means of quantum
chemical methods is an important prerequisite for a mean-
ingful computation of excitonic coupling constants. As the
donor and acceptor molecules are sizable, most ab initio
methods for generating multiplicity-mixed wave functions are
not applicable. Here, we employ the DFT/MRSOCI
approach,42 that is derived from the spin−orbit free semi-
empirical DFT/MRCI method,56,57 for that purpose. The
advantage of this variational ansatz is that it treats electron
correlation and SOC on the same footing. Therefore, it does
not suffer from problems of slow convergence with respect to
the number of LS-coupled basis states which are typical for
sum-over-states perturbation theory approaches.43,44 To
determine the phosphorescence rate constants of a transition
metal complex, for example, it is sufficient to solve for just four
roots of the complex eigenvalue problem in DFT/MRSOCI,
i.e., one root for the S0 electronic ground state and three roots
comprising the T1 fine-structure sublevels.
SOC does not only mix singlet and triplet multiplicities, it

also couples states of equal multiplicity but different spatial
symmetry or MS values. For an optimal use of symmetry
properties in the evaluation of Hamiltonian matrix elements,
the MRSOCI expansion is set up in a basis of CSFs. Without
spatial symmetry being present, a multiplicity-mixed wave
function of a system with an even number of electrons
therefore consists of a singlet block, three triplet blocks of
CSFs with MS = +1, MS = 0, and MS = −1 quantum numbers,
respectively, and possibly further blocks for higher multiplicity
states.
The DFT/MRSOCI wave functions of the donor can be

written as linear combinations of CSFs with complexed-valued
coefficients. For each fine-structure component of the triplet-
excited donor, a separate wave function is generated. For
sublevel Ta, e.g., the spin−orbit mixed donor wave function
reads

| = *

× |
= = { } { }

t

S M wn n

T

, , , , ( )

S S

S

M S

S

w
S M w

S

n n
n na

( )
a, , , , , ( )

S

S

min

max

(9)

The sums in eq 9 run over all possible spin quantum numbers
S and Ms, the irreducible representations Γ of the molecular
point group, all configurations n, and all associated CSF
indices w(n). In the present example, S is limited to 0 and 1
because low-lying quintets are not to be expected in d8
transition metal systems. A similar notation is used for the
electronic ground state wave function |S0⟩ of the donor.

| =

× |
= = { } { }

g

S M wn n

S

, , , , ( )

S S

S

M S

S

w
S M w

S

n n
n n0

( )
, , , , ( )

S
S

min

max

(10)

It can be shown that the spin-free length form of the electric
dipole operator is an appropriate transition operator in the
presence of SOC.58,59 To obtain the 1-TDMs, it is therefore

sufficient to couple the spin−orbit mixed ground and excited
wave functions by the spin-free one-electron excitation
operator Êij = ∑σaîσ† aĵσ.42 Hence, only terms with S′ = S and
MS′′ = MS contribute to the 1-TDM and the spin-free CSF-
coupling coefficients η of Wetmore and Segal60 can be used.

= | |
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S

S S
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(11)

For each of the triplet fine-structure levels Ta, Tb and Tc of the
donor D, individual ECMEs have to be evaluated. Not only the
length but also the orientation of transition dipole varies
among the fine-structure levels. For sublevel Ta, e.g., the
ECME is given by

| |V ( )
1
2

( )
ijkl

i j k l i l k j ij klDA
T S

D,
S T

A,
SSa 0 a

Ä
Ç
ÅÅÅÅÅÅ

É
Ö
ÑÑÑÑÑÑÑÑ (12)

where ρA,ijSS denotes the 1-TDM between the DFT/MRSOCI
wave functions of the ground and excited singlet states of the
acceptor A. As the CSF expansion coefficients are complex-
valued, so are ρD,ij

S0Ta, ρA,klSS and VDA
TaS. In addition to the intricacy of

the task, the sheer size of the problem requires elaborate
programming and screening techniques.
The contribution of each triplet sublevel to the total EET

rate constant depends on the ISC rates with which the triplet
sublevels are populated from the primarily excited state, the
spin relaxation time, the zero-field splitting (ZFS) and the
temperature. If one assumes that spin relaxation between the
sublevels occurs on a shorter time scale than phosphorescence
or FRET, the sublevel population adopts a Boltzmann
distribution. Notwithstanding this assumption, individual rate
constants are reported here for the fine-structure sublevels in
addition to the sublevel-averaged values.
Although the formulas in this section have been worked out

explicitly for the common case of singlet−triplet coupling, the
method is not restricted to this case. The formalism may be
applied equally well to doublet−quartet couplings, for example.

3. COMPUTATIONAL DETAILS
The Gaussian 16 program package61 was used for geometry
optimizations and vibrational frequency analyses. For the
ground-state calculations, Kohn−Sham density functional
theory (KS-DFT) in conjunction with the PBE0 hybrid
functional62 was utilized. The def2-SVP basis set63,64 and a
scalar relativistic effective core potential (ECP)65 for the
platinum atom were chosen. The excited-state optimizations
were carried out using time-dependent DFT (TDDFT) for the
singlet states and the Tamm-Dancoff approximation (TDA)
for the triplet states. It should be noted that these two methods
have only been used for geometry optimization and vibrational
frequency analysis. Solvent environments were described
implicitly by the polarizable continuum model (PCM)66−68
implemented into Gaussian 16. Due to the dianionic
protonation state of the FITC label, we also tested the
performance of a long-range-corrected hybrid functional with
varying amounts of Hartree−Fock exchange in the geometry
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optimization step. We opted here for the CAM-B3LYP69

functional with the range-separation parameter ω set to its
default value of ω = 0.33. As the molecular minimum
geometries and vibrational frequencies did not differ
substantially between the two functionals, all DFT/MRCI
calculations were performed using the PBE0-optimized
structures.
The (TD)DFT-generated PCM point charges were exported

for subsequent DFT/MRCI56,57 calculations of the excitation
energies working with the TURBOMOLE package.70 Here, the
R2018 Hamiltonian71 with parameters optimized for a
configuration selection threshold of 0.8 Eh was used. The
molecular orbitals (MOs) of the ground-state determinant
were generated with the BH-LYP functional.72 For the
construction of the two-electron integrals in the resolution-
of-identity (RI) approximation, the auxiliary basis sets from the
TURBOMOLE library54 were utilized. In the DFT/MRCI
calculations, 10 roots were considered in the singlet and triplet
manifolds, respectively. Fragment-based characterization of the
DFT/MRCI wave function was performed with the
TheoDORE program.73 Plots of molecular orbitals and
difference densities were created with Jmol.74 Electronic
spin−orbit coupling matrix elements (SOCMEs) and
phosphorescence lifetimes were determined with the SPOCK

program.42,75,76 Herein, a SOC-ECP65 on the platinum and an
atomic mean-field approximation of the Breit−Pauli spin−
orbit operator77,78 on all other centers was employed. In most
applications, at least five DFT/MRSOCI roots were
determined to enable the computation of the S1 transitions
in addition to T1 phosphorescence. To describe SOC effects
on the absorption spectrum of the platinum complex the quasi-
degenerate perturbation theory (SOC-QDPT)55 was em-
ployed for the calculation of the excitation energies and the
transition dipole moments.
Franck−Condon (FC) factors and FCWDOS for determin-

ing spectral profiles and rate constants were computed with the
vertical Hessian (VH) approach recently implemented in the
VIBES program.50,51,79 To ease the Fourier transformation, the
time correlation function was multiplied by a Gaussian
damping function. For FC spectra, a damping function of
200 cm−1 full width at half-maximum (fwhm) was chosen and
the integration was performed on a time interval of 300 fs with
a grid of 16384 (214) points, while for intersystem crossing
(ISC) rate constants a damping function of 10 cm−1 fwhm, a
time interval of 3000 fs and 65536 (216) points was used.
ECMEs between the donor and acceptor molecules were
computed in MTD approximation with an extended version of
our Singlet and Triplet Excitation Energy Transfer (STrEET)

program41 which generates and processes complex-valued
transition density matrices based on DFT/MRSOCI wave
functions as outlined in Section 2.3. To reduce the number of
two-electron Coulomb and exchange integrals required for the
computation of the ECME in MTD approximation (eq 12),
molecular orbitals of the donor and acceptor with orbital
energies below −3.0 Eh and above +2.0 Eh were discarded, in
line with the typical thresholds applied in DFT/MRCI
calculations.

4. PROOF-OF-PRINCIPLE APPLICATION TO A PLIM
SYSTEM
4.1. EET Donor: AG97. AG97 exhibits a quasi-square-

planar coordination of the platinum center which carries a
tridentate ligand on one side and triphenylphosphine on the
other side. Experiments were carried out by the Strasser
group31 in phosphate-buffered saline (PBS), where AG97
forms aggregates, in deaerated dichloromethane (DCM) and
dimethyl sulfoxide (DMSO) solutions as well as in frozen
glassy matrices of 1:1 mixtures of MeOH/CH2Cl2. Our
computations were performed for monomeric complexes,
embedded in a polarizable continuum model of either DCM
or DMSO. The optimized ground-state structures in DCM and
DMSO are very similar and agree well with the crystal
structure (where AG97 forms dimers)31 save for the rotation
of the phenyl groups of the triphenylphosphine ligand.
The three lowest-lying excited states, S1, T1 and T2, are

mainly of ligand-centered (LC) type with portions of metal-to-
ligand charge transfer (MLCT) character mixed into the wave
function, as becomes evident from the difference densities
(Figure 2) and a TheoDORE fragment analysis of the 1-TDM
(Figure S1). S1 and T1 are dominated by transitions from the
highest occupied molecular orbital (HOMO) to the lowest
unoccupied molecular orbital (LUMO). With a value of about
1400 cm−1, the energy gap between the S1 and T1 states is
quite small at the DFT/MRCI level of theory, despite the fact
that both originate from the same local π − π* excitation on
the tridentate ligand. Small singlet−triplet splittings are typical
of CT states where the hole and particle densities are spatially
well separated, but they are encountered as well in π-systems in
which the singly occupied MOs peak at neighboring
centers.80,81 The MO plots of AG97 in Figure S3 reveal that
the electron distributions in HOMO and LUMO are nearly
disjoint, indeed. As the exchange interaction, which causes the
singlet−triplet pair to split, decays exponentially with the
distance between the electrons, the energy gap of such systems
is rather small. The situation is different for the T2 and S4
states which mainly result from HOMO to LUMO + 1

Figure 2. Difference of the electron density distribution in the S1, T1 and T2 states of AG97 with respect to the ground-state electron density
(difference density, isovalues ±0.001) at the S0 geometry in DCM. Red-colored areas indicate a loss, yellow-colored areas a gain of electron density
in the excited state.
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excitations. The MO plots in Figure S3 show that the electron
densities in the singly occupied HOMO and LUMO+1 orbitals
strongly overlap, resulting in a large exchange splitting of more
than 7000 cm−1. In the context of PLIM, the S4 state is
irrelevant whereas the T2 state is located in close energetic
proximity of the S1 state at the scalar relativistic level (Table
S1) and interacts with S1 via strong SOC (see below).
As may be expected for LC states, the calculated vertical

excitation energies of the S1, T1 and T2 states experience only
mild changes in the different environments (Table S1). In
particular, they are nearly the same for AG97 in DCM and
DMSO solution, just as in the experimental spectrum.31 In the
following, therefore only computational results of AG97 in a
DCM environment are discussed.
To model the photophysical decay processes following the

S1 absorption, geometry optimizations of the lowest three
excited states (S1, T1, T2) were carried out. Minimum
structures could be located for the S1 and T1 states whereas
all attempts to find a minimum of the T2 potential energy
surface (PES) failed as the optimization paths ended in
crossings with the T1 PES. To determine ISC rate constants,
therefore the FCWDOS was computed with the recently
introduced vertical Hessian approach.79 This approach allows
the calculation of the FCWDOS between S1 and T2 even
without the knowledge of the minimum structure of the T2
state. To this end, the PES is parabolically extrapolated by
using the energy, gradients and the Hessian of the T2 state at
the S1 minimum geometry. The adiabatic DFT/MRCI energies
and the corresponding 0−0 energies are displayed in Table S3.
At the S1 minimum structure, the difference densities of the

S1 and T1 are almost identical to those at the ground state
geometry (cp. Figure S6 and 2). Since the leading
configurations of the S1 and T1 states are the same, their
mutual SOCMEs are quite small (Table S4). The difference
densities in Figure S6 reveal that the orientation of the d hole
on the Pt atom changes when going from S1 (dxz) to T2 (dz2
with the z axis approximately perpendicular to the plane of the
tridentate ligand). Hence, SOC between S1 and T2 is orbital-
allowed57 and yields large SOCMEs. The resulting ISC rate
constants are listed in Table 1. Despite the moderate size of

the SOCMEs, the S1 → T1 ISC rate constant is 1 order of
magnitude larger than the computed fluorescence rate constant
(cp. Table S5). Both processes can, however, not compete with
the much faster S1 → T2 ISC which exhibits a rate constant in
the order of 1012 s−1. These results suggest a preferred excited-
state energy dissipation pathway in which the S1 state transfers
its population intermediately to the T2 state. Due to the
presence of a conical intersection between the T1 and T2 PESs
in the energetic proximity of the T2 minimum, internal
conversion to the T1 state is expected to be very fast and
efficient.
A distinctive feature of the T1 geometry is that the tridentate

ligand is no longer symmetrical with respect to the central Pt−
N bond (Figure S7). While the electron density distribution
remains nearly unchanged in the S1 state in comparison to the

S1 minimum geometry, it localizes in the T1 and T2 states at
the T1 minimum (Figure S8). The onset and the peak maxima
of the VH phosphorescence spectrum, calculated for a
temperature of 300 K in DCM (Figure 3), are only slightly

blue-shifted with respect to their experimental counterparts at
room temperature. However, while the vibrational progressions
of both spectra are similar, the lower-energy parts of the FC
spectrum are overestimated in intensity. We attribute this
deviation to the harmonic oscillator approximation which does
not properly represent the torsional vibrations of the CF3 and
P(Ph)3 residues. Delcanale et al.

31 report a luminescence decay
time of 19 μs in a glassy MeOH/CH2Cl2 (1:1) matrix at 77 K.
The Boltzmann-averaged radiative lifetime of τ = 33 μs (kr =
3.0 × 104 s−1), calculated for a temperature of 77 K in DCM, is
somewhat longer and fits very well considering that the
experimentally determined lifetime contains nonradiative
decay components in addition to the pure phosphorescence
decay.
For analyzing the TSEET process, the transition dipole

moment vector (TDMV) of each fine-structure level of the T1
state has to be considered individually. In Table 2, therefore

the properties of the Ta, Tb and Tc substates of T1, as
determined at the DFT/MRSOCI level of theory, are listed
separately. The substates differ only slightly in energy, but the
transition dipole strength, i.e., the length of the TDMV, is an
order of magnitude lower for Ta compared to Tb and Tc. In
addition to the length, the direction of the TDMV is a very
important factor in the EET process. Details about the
composition of the DFT/MRSOCI wave functions in terms of

Table 1. ISC Rate Constants kISC as Determined at the S1
Geometry of AG97 in DCM

transition ∑SOCMEs2 [cm−2] FCWDOS [cm2 s−1] kISC [s−1]
S1 → T1 1.93 2.0 × 107 3.8 × 107

S1 → T2 305777.67 1.4 × 107 4.3 × 1012

Figure 3. Calculated phosphorescence spectrum of AG97 in DCM at
300 K compared to a digitized experimental emission spectrum in
deaerated DCM at room temperature, read from Figure S9 of ref 31.

Table 2. Individual and Averaged DFT/MRSOCI Properties
of the T1 Fine-Structure Sublevels of AG97 in DCM

phosphorescence rate constant [s−1]

state
MRSOCI

energy [eV]
|TDMV|
[D] sublevel mean Boltzmann

Ta 2.7084 0.0376628 4628.9
Tb 2.7100 0.1311328 56016.8 3.5 × 104 3.4 × 104

(300 K)
Tc 2.7151 0.1163539 44461.9 3.0 × 104

(77 K)
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spin−orbit-free LS basis states are available in Table S6. While
the contributions of singlet states to the Ta wave function (root
2) are below 1‰, Tb → S0 (root 3) borrows mainly intensity
from the spin-allowed S3 → S0 and S2 → S0 transitions. Its
TDMV points out of the plane of the tridentate ligand, roughly
in z direction (Figure 4a). The Tc state (root 4) is dominated

by the T0 component and mixes in small amounts of S1
character. The Tc → S0 transition therefore largely shares the
direction of its TDMV (Figure 4b) with the S1 → S0 transition
which lies in the plane of the ligand nearly parallel to the
central Pt−N axis (approximately in y direction).
4.2. EET Acceptor FITC. Fluorescein is a commonly used

and well studied fluorescent probe. Depending on the pH
value of the environment, it can exist in different tautomeric
and prototropic forms. In its neutral state, a quinoid-like
structure, a lactone form and a zwitterion are possible.
Additionally, a cationic structure, two monoanionic structures
and a dianionic structure are known.82−84 Delcanale et al.31

used FITC in PBS with a pH value of 7.4 for their EET
experiments. The dominant species in this setting should be
the dianion, which can be confirmed by comparing the
absorption and emission spectra to spectra recorded at pH
10.5.83 In the PLIM experiment, the fluorescent FITC reporter

is bound to BSA by a reaction between the isothiocyanate and
a primary amine of the protein forming covalent thiourea
bonds, which results in a small red shift of its absorption and
emission spectra.31,85

We performed calculations on the dianionic form of FITC in
a water environment described implicitly by a PCM model.
The S1 state originates from an optically bright ππ* excitation
located on the xanthene core (Figure 5a). It is energetically
very well separated from other singlet and triplet excited states.
Figure 5b shows the experimental absorption spectrum of
BSAFITC and the calculated VH absorption spectrum of the
S1 state. The spectral shape is perfectly reproduced while the
computed spectrum is red-shifted by about 500 cm−1.

4.3. Triplet−Singlet EET from AG97 to FITC. The
ECME between the donor and acceptor molecules is strongly
dependent on the distance and the relative orientation of their
nuclear frames. In Förster’s IDA, the coupling is estimated as
the electrostatic dipole−dipole interaction between the
transition dipole moments μ⃗D and μ⃗A of the donor and
acceptor, respectively, which decreases with the third power of
the distance RDA between the barycenters of donor and
acceptor.

=
| || |

| |

*

V
n RDA

IDA D A
2

DA
3 (13)

In solution, the interaction is damped by n2 where n is the
refractive index of the medium. The factor κ is a scalar
describing the relative orientation of the respective TDMVs
with regard to the vector R⃗DA connecting the barycenters of the
donor and acceptor.

= n n e n e n3( )( )D A DA D DA A (14)

The entities n⃗D, n⃗A and eD⃗A appearing in eq 14 are the
corresponding unit vectors. The orientation factor κ2 can adopt
values between 4 (in-line arrangement) and 0 (perpendicular
arrangement).
The graphs in Figure 6 show the typical distance

dependence of ECMEs. In producing Figure 6a, the TDMV

Figure 4. Arrows show the direction of the TDMVs of the three T1
fine-structure levels of AG97 as computed with DFT/MRSOCI at the
T1 geometry in DCM. Ta (root 2): red, Tb (root 3): green, Tc (root
4): blue.

Figure 5. Absorption of the dianionic FITC in water. (a) Difference densities of the S1 state at the ground state geometry with the direction of the
S1 ← S0 TDMV. (b) Calculated VH absorption spectrum in implicit water environment compared to a digitized experimental absorption spectrum
of BSAFITC in PBS puffer, read from Figure 6 of ref 31.
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of the Tb → S0 (AG97) emission was aligned to the TDMV of
the S1 ← S0 (FITC) absorption (Figure 7). In this scenario,

where the TDMVs are perpendicular to the molecular plane of
the tridentate Pt-ligand, the ECMEs computed with the MTD
and IDA methods match almost perfectly. However, the IDA
starts to deviate markedly from the MTD values when the
barycenter distance drops below 20 Å. When the molecules are
rotated such that the TDMV of the Tc → S0 (AG97) emission
and the TDMV of the S1 ← S0 (FITC) absorption are
arranged in line (Figure 8), the IDA apparently deviates from
the MTD values even for longer distances. In this case, the
TDMVs lie approximately in the molecular plane of the
tridentate ligand. Within the IDA, it makes no difference
whether the FITC molecule is positioned on the same or
opposite side of this ligand because only the modulus of the
transition dipole moment enters the expression for the ECME
(eq 13). In the MTD approach, the transition density matrices
are convoluted with the intermolecular two-electron integrals
(eq 12). Note that the exchange contributions vanish for
barycenters distances larger than 10 Å (Table S7). While the
barycenter of AG97 is located close to the Pt atom, the 1-TDM
of the T1 → S0 phosphorescence is mainly localized on the
tridentate ligand. As a result, the ECME value is larger than the
IDA value for case (a) where FITC and the tridentate ligand
are located on the same side of the Pt atom (Figure 8a)

whereas it is smaller for case (b) where they are on opposite
sides (Figure 8b). The distance RDA between the barycenters of
the donor and acceptor molecules is therefore not an
appropriate measure for determining the dipole−dipole
coupling in these cases.
The ECMEs in Table 3 were obtained for a fixed distance of

30 Å but different alignments of the TDMVs. For the collinear
alignments of the TDMVs of the first and second triplet
sublevels of AG97 with the TDMV of FITC, very similar
results are obtained because Ta → S0 and Tb → S0 almost point
in the same direction, save for the inverted sign (red and green
arrows in Figure 4). In accord with the lengths of their
TDMVs, the ECME of sublevel Tb is more than 3 times larger
than that of sublevel Ta (Table 3 top and middle). As the
ECME enters the expression for the EET rate constant (eq 5)
quadratically, this results in a ten times larger kEET value.
Because of the low κ2 values, the ECMEs of the third sublevel
are close to zero in these nuclear arrangements. Correspond-
ingly, if the TDMVs of the third sublevel is aligned collinearly
with the TDMV of FITC, the ECMEs of the other two
sublevels almost vanish while the ECME of the third sublevel is
at its maximum (Table 3 bottom). Note, however, that the
IDA is not a good approximation in this case. As seen from the
entries of Table 3, it makes a pronounced difference whether
the FITC molecule and the tridentate ligand reside on the
same or opposite sides of the Pt atom.
The donor capabilities of the AG97 benefit from the fact

that the T1 sublevels are thermally accessible at room
temperature (ZFS = 44 cm−1 according to the DFT/MRSOCI
calculations) and that the TDMVs of the second and third
triplet sublevels are almost perpendicular. Therefore, only a
few molecular arrangements lead to an almost complete
suppression of the energy transfer. One of them is shown in
Figure S10.
To get an estimate of the TSEET rate constant and the

Förster radius, the squared ECMEs have to be multiplied by
various factors and the spectral overlap integral. Initially, we
were tempted to employ experimental spectra instead of the
theoretical ones for determining this integral for two reasons.
First, the experimental conditions (PBS solution, BSA-bound
labels) are not easily modeled. Second, while our computed
excitation energies and radiative rate constants match their
experimental counterparts very well, the same does not apply

Figure 6. Distance dependence of the ECME between AG97 and FITC in IDA and MTD approximation for in-line arrangements of the donor and
acceptor TDMVs, μ⃗D and μ⃗A. The relative orientations of the donor and acceptor molecules are displayed in Figures 7 and 8, respectively.

Figure 7. Donor−acceptor arrangement in which the TDMV of the
Tb sublevel of AG97 is aligned in line with the singlet TDMV (pink)
of FITC.
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to the spectral envelopes of the computed room-temperature
emission spectrum which is broader than the experimental
phosphorescence band (Figure 3). This is a consequence of
the harmonic oscillator approximation employed in the
vibrational frequency calculations. It causes vibronic transitions
involving higher vibrational quanta of the electronic ground
state to gain too much intensity in conformationally flexible
molecules.79 Consequentially, the artificially intense low-

energy tail of the computed AG97 phosphorescence spectrum
might overlap too strongly with the absorption spectrum of
FITC and could thus spoil the results. It turned out, however,
that this is not the case and very similar values for the spectral
overlap integrals are obtained when we employ either
calculated or experimental spectra for that purpose. The
spectral overlap integral of the computed room-temperature
phosphorescence spectrum of AG97 in DCM and the
absorption spectrum of FITC in water (Figure 9a) adopts a
value of 2.0 × 10−4 cm compared to a value of 1.8 × 10−4 cm
for the overlap of experimental emission spectrum of AG97
bound to BSAFITC and the absorption spectrum of BSAFITC
in PBS (Figure 9b). Multiplication with 2π/ℏ leads to EET
rate constants of kEET = |VDA|2 2.36 × 108 cm2 s−1 (theo.) vs
kEET = |VDA|2 2.14 × 108 cm2 s−1 (exp.) if the ECME VDA is
given in units of wavenumbers. In the following, we employ the
theoretically determined value of the spectral overlap integral
in the evaluation of the EET rate constant and the Förster
radius.
ECMEs and EET rate constants depend strongly on the

distance and the relative orientation of the donor and acceptor
units. Corresponding values for the individual T1 sublevels at
intermolecular AG97 and FITC separations between 20 and 90
Å and an inline alignment of their TDMVs are displayed in
Tables S7, S11 and S14 of the SI. The refractive index n for
fluorescein in water is ≈1.34. It enters the denominator of the
rate equation in fourth power, resulting in a damping factor of
≈3.22. A large uncertainty refers to the relative orientation of
the donor−acceptor pairs in space. Assuming a spherically
isotropic distribution of TDMVs leads to an averaged κ2-value
of 2/3.86 Because of the small ZFS, it may be assumed that the
T1 sublevels of AG97 are populated with nearly equal weights
at room temperature. The averaged computed TSEET rate
constants over the three triplet components are displayed in
Table S18. For obtaining an estimate of the Förster radius, we

Figure 8. Donor−acceptor arrangements in which the TDMV of the Tc sublevel of AG97 is aligned in line with the singlet TDMV (pink) of FITC.

Table 3. ECMEs (cm−1) for the T1 (AG97)-Sensitized
Fluorescence of FITC Assuming Different Relative
Orientations of the Donor and Acceptor Molecules Using
the IDA and MTD Approachesa

TDMV of Ta (AG97) and S1 (FITC) collinear

Ta Tb Tc

MTD 0.142 0.493 0.043
IDA 0.144 0.498 0.035
κ2 4.000 3.946 0.025

TDMV of Tb (AG97) and S1 (FITC) collinear

Ta Tb Tc

MTD 0.142 0.508 0.038
IDA 0.143 0.499 0.007
κ2 3.940 4.000 0.001

TDMV of Tc (AG97) and S1 (FITC) collinear

Ta Tb Tc

MTDb 0.006 0.092 0.528
MTDc 0.009 0.065 0.384
IDA 0.012 0.007 0.446
κ2 0.028 0.001 4.000

aIn all cases, the molecular centroids were 30 Å apart. bTridentate
ligand and FITC on the same side of the AG97 barycenter.
cTridentate ligand and FITC on opposite sides of the AG97
barycenter.
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compared the resulting kEET values with the averaged
phosphorescence rate constant of kP ≈ 3.5 × 104 s−1.
Assuming that no other nonradiative deactivation channels of
the donor excitation have to be taken into consideration, a
Förster radius between 55 and 60 Å is obtained. As we will see
below, this assumption may not be justified, however.
Delcanale et al.31 report that the AG97 photoluminescence

is completely quenched in DMSO and is very short-lived in
DCM fluid solution due to solvent−solute interactions.
Conversely, a clear-structured phosphorescence band (lumi-
nescence quantum yield ΦP ≈ 0.05) was obtained from AG97
aggregates in PBS buffer at room temperature. Using a
luminescence quantum yield of 5% in the evaluation of the
effective phosphorescence lifetime reduces the Förster radius
substantially. Furthermore, as AG97 is physisorbed on the
surface of BSAFITC in the experiment, a value of the
orientation factor of κ2 = 0.714 × 2/3, which was derived
for random but rigid orientations,87 appears more appropriate.
Taking both factors into account, we obtain a Förster radius of
about 35 Å as our best estimate. This value does not
substantially change, if the IDA is employed in the
computation of the ECME instead of the MTD approach
(Table S19). In view of the described uncertainties in the
computation of the Förster radius, the errors introduced by the
IDA in comparison to the full MTD approach appear
insignificant.

5. CONCLUSIONS AND OUTLOOK
In this paper, we have presented an extension of the monomer
transition density (MTD) approach covering spin multiplicity-
altering excitation energy transfer (EET) processes between
singlet and triplet states in addition to spin multiplicity-
conserving ones. In principle, the method can handle EET
processes involving doublet or quartet states as well. The MTD
approach was originally developed for computing the excitonic
coupling between a singlet-excited donor molecule and an
acceptor in the singlet ground state.35,40 The STrEET program
contracts one-particle transition density matrices based on
DFT/MRCI wave functions of the monomers with RI-
approximated two-electron Coulomb and exchange integrals
of the dimer to compute excitonic coupling matrix elements
(ECMEs).41 The extended MTD approach presented here
builds upon complex-valued wave functions of the density

functional theory based multireference spin−orbit coupling
configuration interaction (DFT/MRSOCI) method for gen-
erating the required one-particle transition density matrices.
EET rate constants and Förster radii are then determined
according to Fermi’s golden rule by multiplying the squared
ECMEs by the spectral overlap integral and damping factors
taking care of the susceptibility of the surrounding medium
and the orientational averaging. We show here that the
computation of triplet−singlet EET (TSEET) rate constants is
technically feasible even for sizable donor and acceptor
molecules. Due to the extensive use of symmetry relations
between tensor components, it is not much more resource
demanding than for singlet−singlet EET (SSEET). Regarding
the vibrationally resolved monomer spectra that form the basis
for the calculation of the spectral overlap integral, we advocate
the use of a vertical Hessian approach79 which typically
generates narrower spectral envelopes than adiabatic Hessian
approaches and compares better with experimental band
shapes of conformationally flexible molecules.
As a proof-of-principle application, we have chosen an EET

system consisting of the phosphorescent platinum complex
AG97 as the donor and the fluorescence reporter FITC, a
fluorescein derivative, as the acceptor. Aggregates of AG97
adsorbed on a protein surface had been used by Delcanale et
al.31 as phosphorescent labels with luminescence lifetime-based
readouts. Our computed excitation energies and transition
moments of the monomers match their experimental counter-
parts very well. Although the width of the computed room-
temperature phosphorescence spectrum in solution is some-
what broader than the experimental emission spectrum of the
AG97 aggregates, the spectral overlap with the FITC
absorption spectrum is nearly identical in both setups.
Interestingly, the transition dipole moment vectors of the
individual AG97 T1 sublevels point in different directions. The
fact that they cover a large angular range may be considered an
advantage over a fluorescent EET donor. A clear disadvantage
of a phosphorescent EET donor is its substantially smaller
radiative rate constant, which makes TSEET more sensitive to
competing nonradiative deactivation processes in comparison
to SSEET from a strongly fluorescent donor. In the current
sample application, a luminescence quantum yield of merely
5% was measured.31 Taking the luminescence quantum yield
into consideration and assuming a random orientation of the

Figure 9. Spectral overlap between (a) the computed emission spectrum of AG97 in DCM and FITC in water (b) the digitized experimental
emission spectrum of AG97 bound to BSA and the absorption absorption spectrum of BSAFITC in PBS at room temperature. The experimental
spectra were read from Figure 6 of ref 31.
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donor and acceptor molecules yields a Förster radius of about
35 Å.
The ECMEs generated with the help of the MTD approach

have been used as reference data for assessing the validity of
the much less involved and hence much less costly ideal dipole
approximation (IDA). For intermolecular donor−acceptor
separations close to the Förster radius and beyond, the error
introduced by the IDA is found to be rather small.
Interestingly, the three sublevels of the T1 state behave
differently in this respect. For the first two sublevels, Ta and Tb,
there is hardly any difference between the IDA and MTD
results, even for barycenter distances as short as 20 Å. Their
TDMVs are approximately orthogonal to the plane spanned by
the π-system of the tridentate Pt ligand. For the TSEET from
the third T1 component, Tc, whose TDMV lies in the plane of
the tridentate ligand, it matters whether this ligand and the
FITC acceptor are positioned on the same or opposite sides of
the AG97 barycenter. Within the MTD approach, larger
ECMEs are obtained for the case in which the FITC acceptor
and the tridentate ligand are closer to each other. As only the
relative orientations of the TDMVs and the barycenter
distance of the donor and acceptor molecules enter the IDA
equations, the IDA yields an ECME value intermediate
between the two MTD cases.
With regard to applications, the computational tools

developed in this work are not restricted to phosphorescence
lifetime imaging. In OLEDs, EET from a phosphorescent or
thermally activated delayed fluorescence (TADF) assistant
dopant to a strongly fluorescent chromophore has been used to
improve the intensity and color purity of the emitted light.4−7
For achieving high internal quantum efficiencies, it is
important that singlet and triplet excitons are harvested alike.
Phosphorescent and TADF assistant dopants can earn 100% of
the excitons but typically have much lower radiative rate
constants than strong fluorophores. In these devices, therefore
the advantage of SSEET over TSEET in terms of competitive
deactivation processes is leveled out. Our recent theoretical
work on a hyperfluorescent system undergoing SSEET from a
TADF assistant dopant to a strongly fluorescent multiresonant
emitter demonstrated that the MTD method can provide
Förster radii and valuable data for assessing the validity of the
IDA approach.41 Application of the extended MTD method to
phosphor-sensitized fluorescence involving TSEET from a
phosphorescent dopant to a fluorescent OLED emitter will be
presented in due course.

■ ASSOCIATED CONTENT
Data Availability Statement
The data that support the findings of this study are available
within this article and its Supporting Information. Additional
data are available from the corresponding author upon
reasonable request.
*sı Supporting Information
The Supporting Information is available free of charge at
https://pubs.acs.org/doi/10.1021/acs.jctc.4c01688.

TheoDORE analysis of the DFT/MRCI wave functions,
solvent dependence of the excitation energies of AG97,
molecular orbitals and difference densities of AG97,
comparison of perturbational and variational inclusion of
SOC, FITC tautomers, coupling matrix elements and
EET rate constants depending on the intermolecular
distance and orientation of the donor and acceptor,

geometry information on the structures (bond distances
and xyz coordinates) (PDF)

■ AUTHOR INFORMATION
Corresponding Author

Christel M. Marian − Institute of Theoretical and
Computational Chemistry, Faculty of Mathematics and
Natural Sciences, Heinrich Heine University Düsseldorf,
Düsseldorf D-40225, Germany; orcid.org/0000-0001-
7148-0900; Email: Christel.Marian@hhu.de

Author
Simon Metz − Institute of Theoretical and Computational
Chemistry, Faculty of Mathematics and Natural Sciences,
Heinrich Heine University Düsseldorf, Düsseldorf D-40225,
Germany

Complete contact information is available at:
https://pubs.acs.org/10.1021/acs.jctc.4c01688

Notes
The authors declare no competing financial interest.

■ ACKNOWLEDGMENTS
The authors thank the Deutsche Forschungsgemeinschaft
(DFG, German Research Foundation) for financial support
through GRK 2482, project number 396890929.

■ REFERENCES
(1) Mirkovic, T.; Ostroumov, E. E.; Anna, J. M.; van Grondelle, R.;
Govindjee; Scholes, G. D. Light absorption and energy transfer in the
antenna complexes of photosynthetic organisms. Chem. Rev. 2017,
117, 249−293.
(2) Currie, M. J.; Mapel, J.; Heidel, T.; Goffri, S.; Baldo, M. High-
efficiency organic solar concentrators for photovoltaics. Science 2008,
321, 226−228.
(3) Frischmann, P. D.; Mahata, K.; Würthner, F. Powering the future
of molecular artificial photosynthesis with light-harvesting metal-
losupramolecular dye assemblies. Chem. Soc. Rev. 2013, 42, 1847−
1870.
(4) Baldo, M. A.; Thompson, M. E.; Forrest, S. R. High-efficiency
fluorescent organic light-emitting devices using a phosphorescent
sensitizer. Nature 2000, 403, 750−753.
(5) Nakanotani, H.; Higuchi, T.; Furukawa, T.; Masui, K.;
Morimoto, K.; Numata, M.; Tanaka, H.; Sagara, Y.; Yasuda, T.;
Adachi, C. High-Efficiency Organic Light-Emitting Diodes with
Fluorescent Emitters. Nat. Commun. 2014, 5, No. 4016.
(6) Tanaka, I.; Tokiti, S. Highly Efficient OLEDs with Phosphorescent
Materials; Yersin, Ed.; Wiley; Wiley-VCH: Weinheim, 1999, 2008;
Vol. 17, pp 283−309.
(7) Stavrou, K.; Franca, L.; Danos, A.; Monkman, A. Key
requirements for ultraefficient sensitization in hyperfluorescence
organic light-emitting diodes. Nat. Photonics 2024, 18, 554−561.
(8) Stryer, L.; Haugland, R. P. Energy transfer: a spectroscopic ruler.
Proc. Natl. Acad. Sci. U.S.A. 1967, 58, 719−726.
(9) Jares-Erijman, E. A.; Jovin, T. FRET imaging. Nat. Biotechnol.
2003, 21, 1387−1395.
(10) Clegg, R. M.; Holub, O.; Gohlke, C. Methods in Enzymology.
In Biophotonics, Part A; Academic Press, 2003; Vol. 360, pp 509−542.
(11) Hell, S. W. Far-Field Optical Nanoscopy. Science 2007, 316,
1153−1158.
(12) Förster, T. Zwischenmolekulare Energiewanderung und
Fluoreszenz. Ann. Phys. 1948, 437, 55−75.
(13) Dexter, D. L. A Theory of Sensitized Luminescence in Solids. J.
Chem. Phys. 1953, 21, 836−850.
(14) Scholes, G. D. Long-range resonance energy transfer in
molecular systems. Annu. Rev. Phys. Chem. 2003, 54, 57−87.

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://doi.org/10.1021/acs.jctc.4c01688
J. Chem. Theory Comput. 2025, 21, 2569−2581

2579

CLXXV
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Table S1: Vertical excitation energies Evert [cm−1], oscillator strengths f and leading terms
of the spin–orbit free DFT/MRCI wave function [%] at the ground state geometry in various
environments

Solvent State Evert f Orbital Transition Percentage

Vacuum S1 25700 3.5×10−2 HOMO → LUMO 79
T1 24329 — HOMO → LUMO 83
T2 25882 — HOMO → LUMO+1 72

DCM S1 26496 3.4×10−2 HOMO → LUMO 78
T1 25071 — HOMO → LUMO 83
T2 26760 — HOMO → LUMO+1 59

DMSO S1 26679 3.3×10−2 HOMO → LUMO 78
T1 25247 — HOMO → LUMO 83
T2 27022 — HOMO → LUMO+1 61
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(a) in DCM

(b) in DMSO

Figure S1: TheoDORE analysis of low-lying DFT/MRCI states with an excitation energy
below 4.0 eV at the ground state geometry of AG97 in DCM and DMSO.
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(b) DFT/MRCI triplets

Figure S2: TheoDORE analysis of the LS-coupled DFT/MRCI basis states of AG97 at the
ground state geometry in DCM.
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Table S2: Vertical excitation energies Evert [cm−1], oscillator strengths f and projection of
the wave function of the spin–orbit mixed states onto the LS-coupled DFT/MRCI basis
states for AG97 in DCM at the S0 minimum

SOC-QDPT DFT/MRSOCI

Evert f LS state |c|2 Evert f LS state |c|2

Root 1 0 S0 0.993543 0 S0 0.975466
T+

4 0.002825 T+
4 0.002499

T−
4 0.002825 T−

4 0.002499
Root 2 25049 2.4×10−6 T+

1 0.480391 25678 2.0×10−6 T+
1 0.475605

T−
1 0.480391 T−

1 0.475605
T0

6 0.023458 T0
6 0.020937

T0
5 0.006337 T0

5 0.005513
Root 3 25051 1.1×10−5 T0

1 0.941760 25693 6.9×10−4 T+
1 0.474888

T+
6 0.011367 T−

1 0.474888
T−

6 0.011367 S4 0.020536
T+

1 0.010085 S3 0.005832
T−

1 0.010085 T0
1 0.002021

Root 4 25061 7.3×10−4 T+
1 0.473289 25735 1.2×10−4 T0

1 0.949938
T−

1 0.473289 T+
6 0.011095

S4 0.020293 T−
6 0.011095

T0
1 0.019121 T+

1 0.001099
S3 0.005737 T−

1 0.001099
Root 5 26125 1.8×10−2 S1 0.900378 26347 2.0×10−2 S1 0.904776

T+
6 0.031566 T+

6 0.024612
T−

6 0.031566 T−
6 0.024612

Root 6 26874 9.2×10−5 T+
2 0.492882 25678 1.9×10−4 T+

2 0.484990
T−

2 0.492882 T−
2 0.484990

T0
6 0.005355 T0

4 0.005380
S2 0.001735 S4 0.005468
S10 0.001548 S3 0.001487

Root 7 26898 5.5×10−5 T0
2 0.886667 25693 2.0×10−5 T+

2 0.485654
T+

2 0.045340 T−
2 0.485654

T−
2 0.045340 T0

6 0.005953
T+

6 0.004515 T0
2 0.002784

T−
6 0.004515 S2 0.001849

T+
4 0.002709 S10 0.001487

T−
4 0.002709 T0

5 0.001441
S1 0.002304

Root 8 26900 1.5×10−4 T+
2 0.448442 25735 9.3×10−5 T0

2 0.960962
T−

2 0.448442 T+
6 0.005114

T0
2 0.088419 T−

6 0.005114
T0

4 0.004710 T+
4 0.003025

S4 0.004038 T−
4 0.003025

S1 0.001936
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(a) HOMO-2 (b) HOMO-1 (c) HOMO

(d) LUMO (e) LUMO+1

Figure S3: Frontier orbitals of AG97 (cutoff 0.03) at the S0 geometry in DCM.

Figure S4: Comparison between the geometrical structures of the three optimized states in
DCM. The blue wireframebelongs to the ground state, the red one to the first excited singlet
state and the green one to the first triplet state.
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(a) @ S1 minimum

(b) @ T1 minimum

Figure S5: TheoDORE analyses of low-lying DFT/MRCI states at the S1 and T1 minimum
geometries of AG97 in DCM.

Table S3: Adiabatic DFT/MRCI energies Eadia and corresponding 0–0 energies E0−−0 [eV]
of the optimized states of AG97 in DCM.

State Eadia E0−−0

S1 3.14 3.06
T1 2.92 2.80
T2 3.17a 2.98a

aExtrapolated from data at the S1 geometry within the VH approach

Table S4: SOCMEs [cm−1] at the S1 geometry of AG97 in DCM.

Transition SOCMEs
∑

SOCMEs2

x y z

S1 → T1 0.50152 -0.31997 -1.25372 1.92572
S1 → T2 -1.78181 -447.74390 -324.49946 305777.6744
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(a) S1 (b) T1 (c) T2

Figure S6: Difference densities of AG97 at the S1 geometry in DCM (isovalues ± 0.001).
Red-colored areas indicate a loss, yellow-colored areas a gain of electron density in the excited
state.

Table S5: Vertical excitation energies Evert [cm−1], radiative rate constants kr [s−1] and pro-
jection of the wave function of the spin–orbit mixed states onto the LS-coupled DFT/MRCI
basis states for AG97 in DCM at the S1 minimum

SOC-QDPT /DFT/MRSOCI

Evert kr LS state |c|2 Evert kr LS state |c|2

Root 1 0 S0 0.995003 0 S0 0.977212
T+

5 0.001811 T+
6 0.001628

T−
5 0.001811 T−

6 0.001628
Root 2 21510 2.3×101 T+

1 0.470797 22154 6.4×102 T+
1 0.466503

T−
1 0.470797 T−

1 0.466503
T0

4 0.019685 T0
4 0.018261

T0
5 0.018262 T0

5 0.016814
Root 3 21515 8.6×103 T0

1 0.938164 22182 2.0×105 T+
1 0.441235

T+
4 0.010217 T−

1 0.441235
T−

4 0.010217 T0
1 0.060066

T+
5 0.009189 S2 0.027971

T−
5 0.009189 S4 0.004544

Root 4 21550 1.6×105 T+
1 0.477552 22213 6.6×104 T0

1 0.873382
T−

1 0.477552 T+
1 0.032546

S2 0.029499 T−
1 0.032546

S4 0.004256 T+
5 0.009381

T−
5 0.009381

Root 5 22314 1.6×106 S1 0.914763 22555 1.9×106 S1 0.913305
T+

5 0.015379 T+
5 0.012687

T−
5 0.015379 T−

5 0.012687
T+

4 0.014185 T+
4 0.011455

T−
4 0.014185 T−

4 0.011455
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Figure S7: Bond lengths in Å at the T1 geometry in DCM.

(a) S1 (b) T1 (c) T2

Figure S8: Difference densities of AG97 at the T1 geometry in DCM (isovalues ± 0.001).
Red-colored areas indicate a loss, yellow-colored areas a gain of electron density in the excited
state.

Figure S9: Lactone and quinoid forms of neutral FITC
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Table S6: Vertical excitation energies Evert [cm−1], radiative rate constants kr [s−1] and pro-
jection of the wave function of the spin–orbit mixed states onto the LS-coupled DFT/MRCI
basis states for AG97 in DCM at the T1 minimum

SOC-QDPT /DFT/MRSOCI

Evert kr LS state |c|2 Evert kr LS state |c|2

Root 1 0 S0 0.994678 0 S0 0.976592
T+

6 0.002269 T+
6 0.002017

T−
6 0.002269 T−

6 0.002017
Root 2 21200 8.7×103 T+

1 0.476195 21845 4.6×103 T+
1 0.487397

T−
1 0.476195 T−

1 0.487397
T0

1 0.033651 T0
5 0.008679

Root 3 21202 7.2×103 T0
1 0.928982 21858 5.6×104 T+

1 0.487240
T+

1 0.028353 T−
1 0.487240

T−
1 0.028353 S3 0.005783

T+
5 0.004897 S2 0.002642

T−
5 0.004897 T0

1 0.001103
Root 4 21203 5.1×104 T+

1 0.481937 21899 4.4×104 T0
1 0.973951

T−
1 0.481937 T+

5 0.004911
T0

1 0.022992 T−
5 0.004911

S3 0.005468 S1 0.001510
S2 0.002458

Root 5 23264 1.5×107 S1 0.942916 23471 1.6×107 S1 0.934549
T+

5 0.022707 T+
5 0.018237

T−
5 0.022707 T−

5 0.018237
T+

4 0.002213 T+
4 0.001736

T−
4 0.002213 T−

4 0.001736

Figure S10: Donor–acceptor arrangement in which the orientation factor κ2 is close to zero
for the dipole–dipole coupling of the TDMVs of all three triplet sublevels of AG97 with the
singlet TDMV (pink) of FITC.
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Table S7: ECMEs (cm−1) for the T1 AG97-sensitzed fluorescence of FITC assuming different
relative orientations of the donor and acceptor molecules using IDA and MTD approaches.
The contributions of the exchange integrals are given in the brackets. In all cases, the
molceular centroids were 10 Å apart.

TDMV of Ta (AG97) and S1 (FITC) collinear

Ta Tb Tc

MTD 3.575 (0.002) 12.409 (0.007) 0.057 (0.000)
IDA 3.888 13.447 0.951
κ2 4.000 3.946 0.025

TDMV of Tb (AG97) and S1 (FITC) collinear

Ta Tb Tc

MTD 3.266 (0.001) 11.722 (0.004) 1.803(0.000)
IDA 3.862 13.479 0.202
κ2 3.940 4.000 0.001

TDMV of Tc (AG97) and S1 (FITC) collineara

Ta Tb Tc

MTDb 1.703 (0.032) 7.228 (0.092) 13.798 (0.218)
MTDc 1.587 (0.001) 7.018(0.007) 7.518(0.015)
IDA 0.327 0.007 12.047
κ2 0.028 0.001 4.000

a Closest intermolecular contact ca. 1.4 Å
bTridentate ligand and FITC on the same side of the AG97 barycenter
cTridentate ligand and FITC on opposite sides of the AG97 barycenter
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Table S8: Distance dependency of ECMEs (cm−1) and EET rate constants (s−1) between
the Ta of AG97 and FITC using the IDA and MTD approaches. Coupling calculated with
a refractive index of 1 and a κ2 value of 4.

Distance Coupling kEET

[Å] MTD IDA MTD IDA

10 3.5748 3.8883 3.0×109 3.6×109

15 1.1463 1.1521 3.1×108 3.1×108

20 0.4910 0.4860 5.7×107 5.6×107

25 0.2521 0.2489 1.5×107 1.5×107

30 0.1459 0.1440 5.0×106 4.9×106

35 0.0918 0.0907 2.0×106 1.9×106

40 0.0614 0.0608 8.9×105 8.7×105

45 0.0431 0.0427 4.4×105 4.3×105

50 0.0314 0.0311 2.3×105 2.3×105

55 0.0236 0.0234 1.3×105 1.3×105

60 0.0182 0.0180 7.8×104 7.7×104

65 0.0143 0.0142 4.8×104 4.7×104

70 0.0114 0.0113 3.1×104 3.0×104

75 0.0093 0.0092 2.0×104 2.0×104

80 0.0076 0.0076 1.4×104 1.4×104

85 0.0064 0.0063 9.6×103 9.5×103

90 0.0054 0.0053 6.8×103 6.7×103
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Table S9: Distance dependency of ECMEs (cm−1) and EET rate constants (s−1) between
the Ta of AG97 and FITC using the IDA and MTD approaches. Coupling calculated with
a refractive index of 1.34 and a κ2 value of 4.

Distance Coupling kEET

[Å] MTD IDA MTD IDA

10 1.9909 2.1655 9.4×108 1.1×109

15 0.6384 0.6416 9.6×107 9.7×107

20 0.2735 0.2707 1.8×107 1.7×107

25 0.1404 0.1386 4.7×106 4.5×106

30 0.0813 0.0802 1.6×106 1.5×106

35 0.0511 0.0505 6.2×105 6.0×105

40 0.0342 0.0338 2.8×105 2.7×105

45 0.0240 0.0238 1.4×105 1.3×105

50 0.0175 0.0173 7.2×104 7.1×104

55 0.0131 0.0130 4.1×104 4.0×104

60 0.0101 0.0100 2.4×104 2.4×104

65 0.0079 0.0079 1.5×104 1.5×104

70 0.0064 0.0063 9.6×103 9.4×103

75 0.0052 0.0051 6.3×103 6.2×103

80 0.0043 0.0042 4.3×103 4.2×103

85 0.0035 0.0035 3.0×103 2.9×103

90 0.0030 0.0030 2.1×103 2.1×103
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Table S11: Root2 (Ta) n=1.34, κ2=2/3

Distance Coupling kEET

[Å] MTD IDA MTD IDA

10 0.8128 0.8840 1.6×108 1.8×108

15 0.2606 0.2619 1.6×107 1.6×107

20 0.1116 0.1105 2.9×106 2.9×106

25 0.0573 0.0566 7.8×105 7.6×105

30 0.0332 0.0327 2.6×105 2.5×105

35 0.0209 0.0206 1.0×105 1.0×105

40 0.0140 0.0138 4.6×104 4.5×104

45 0.0098 0.0097 2.3×104 2.2×104

50 0.0071 0.0071 1.2×104 1.2×104

55 0.0054 0.0053 6.8×103 6.7×103

60 0.0041 0.0041 4.0×103 4.0×103

65 0.0032 0.0032 2.5×103 2.4×103

70 0.0026 0.0026 1.6×103 1.6×103

75 0.0021 0.0021 1.1×103 1.0×103

80 0.0017 0.0017 7.1×102 7.0×102

85 0.0014 0.0014 5.0×102 4.9×102

90 0.0012 0.0012 3.5×102 3.5×102
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Table S12: Distance dependency of ECMEs (cm−1) and EET rate constants (s−1) between
the Tb of AG97 and FITC using the IDA and MTD approaches. Coupling calculated with
a refractive index of 1 and a κ2 value of 4.

Distance Coupling kEET

[Å] MTD IDA MTD IDA

10 11.7215 13.4793 3.2×1010 4.3×1010

15 3.9566 3.9939 3.7×109 3.8×109

20 1.7084 1.6849 6.9×108 6.7×108

25 0.8783 0.8627 1.8×108 1.8×108

30 0.5082 0.4992 6.1×107 5.9×107

35 0.3196 0.3144 2.4×107 2.3×107

40 0.2139 0.2106 1.1×107 1.0×107

45 0.1500 0.1479 5.3×106 5.2×106

50 0.1092 0.1078 2.8×106 2.7×106

55 0.0820 0.0810 1.6×106 1.6×106

60 0.0631 0.0624 9.4×105 9.2×105

65 0.0496 0.0491 5.8×105 5.7×105

70 0.0397 0.0393 3.7×105 3.6×105

75 0.0322 0.0320 2.5×105 2.4×105

80 0.0266 0.0263 1.7×105 1.6×105

85 0.0221 0.0219 1.2×105 1.1×105

90 0.0186 0.0185 8.2×104 8.1×104
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Table S13: Distance dependency of ECMEs (cm−1) and EET rate constants (s−1) between
the Tb of AG97 and FITC using the IDA and MTD approaches. Coupling calculated with
a refractive index of 1.34 and a κ2 value of 4.

Distance Coupling kEET

[Å] MTD IDA MTD IDA

10 6.5279 7.5069 1.0×1010 1.3×1010

15 2.2035 2.2243 1.1×109 1.2×109

20 0.9514 0.9384 2.1×108 2.1×108

25 0.4891 0.4804 5.7×107 5.5×107

30 0.2830 0.2780 1.9×107 1.8×107

35 0.1780 0.1751 7.5×106 7.2×106

40 0.1191 0.1173 3.4×106 3.3×106

45 0.0835 0.0824 1.6×106 1.6×106

50 0.0608 0.0601 8.7×105 8.5×105

55 0.0457 0.0451 4.9×105 4.8×105

60 0.0351 0.0348 2.9×105 2.9×105

65 0.0276 0.0273 1.8×105 1.8×105

70 0.0221 0.0219 1.2×105 1.1×105

75 0.0180 0.0178 7.6×104 7.5×104

80 0.0148 0.0147 5.2×104 5.1×104

85 0.0123 0.0122 3.6×104 3.5×104

90 0.0104 0.0103 2.5×104 2.5×104
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Table S14: Distance dependency of ECMEs (cm−1) and EET rate constants (s−1) between
the Tb of AG97 and FITC using the IDA and MTD approaches. Coupling calculated with
a refractive index of 1.34 and a κ2 value of 2/3.

Distance Coupling kEET

[Å] MTD IDA MTD IDA

10 2.6650 3.0647 1.7×109 2.2×109

15 0.8996 0.9081 1.9×108 1.9×108

20 0.3884 0.3831 3.6×107 3.5×107

25 0.1997 0.1961 9.4×106 9.1×106

30 0.1155 0.1135 3.2×106 3.0×106

35 0.0727 0.0715 1.2×106 1.2×106

40 0.0486 0.0479 5.6×105 5.4×105

45 0.0341 0.0336 2.7×105 2.7×105

50 0.0248 0.0245 1.5×105 1.4×105

55 0.0186 0.0184 8.2×104 8.0×104

60 0.0143 0.0142 4.9×104 4.8×104

65 0.0113 0.0112 3.0×104 2.9×104

70 0.0090 0.0089 1.9×104 1.9×104

75 0.0073 0.0073 1.3×104 1.2×104

80 0.0060 0.0060 8.6×103 8.5×103

85 0.0050 0.0050 6.0×103 5.9×103

90 0.0042 0.0042 4.2×103 4.2×103
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Table S15: Distance dependency of ECMEs (cm−1) and EET rate constants (s−1) between
the Tc of AG97 and FITC using the IDA and MTD approaches. Coupling calculated with
a refractive index of 1 and a κ2 value of 4.

Distance Coupling kEET

[Å] MTDa MTDb IDA MTDa MTDb IDA

10 13.7983 7.5177 12.0465 4.5×1010 1.3×1010 3.4×1010

15 4.8169 2.6219 3.5693 5.5×109 1.6×109 3.0×109

20 1.9345 1.2013 1.5058 8.8×108 3.4×108 5.4×108

25 0.9447 0.6439 0.7710 2.1×108 9.8×107 1.4×108

30 0.5284 0.3838 0.4462 6.6×107 3.5×107 4.7×107

35 0.3246 0.2468 0.2810 2.5×107 1.4×107 1.9×107

40 0.2134 0.1679 0.1882 1.1×107 6.7×106 8.4×106

45 0.1477 0.1194 0.1322 5.2×106 3.4×106 4.1×106

50 0.1065 0.0879 0.0964 2.7×106 1.8×106 2.2×106

55 0.0793 0.0666 0.0724 1.5×106 1.0×106 1.2×106

60 0.0606 0.0516 0.0558 8.7×105 6.3×105 7.4×105

65 0.0473 0.0408 0.0439 5.3×105 3.9×105 4.5×105

70 0.0377 0.0329 0.0351 3.4×105 2.6×105 2.9×105

75 0.0305 0.0268 0.0286 2.2×105 1.7×105 1.9×105

80 0.0250 0.0222 0.0235 1.5×105 1.2×105 1.3×105

85 0.0208 0.0186 0.0196 1.0×105 8.1×104 9.1×104

90 0.0175 0.0157 0.0165 7.2×104 5.8×104 6.5×104

aTridentate ligand and FITC on the same side of the AG97 barycenter
bTridentate ligand and FITC on opposite sides of the AG97 barycenter
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Table S16: Distance dependency of ECMEs (cm−1) and EET rate constants (s−1) between
the Tc of AG97 and FITC using the IDA and MTD approaches. Coupling calculated with
a refractive index of 1.34 and a κ2 value of 4.

Distance Coupling kEET

[Å] MTDa MTDb IDA MTDa MTDb IDA

10 7.6845 4.1867 6.7089 1.4×1010 4.1×109 1.1×1010

15 2.6826 1.4602 1.9878 1.7×109 5.0×108 9.3×108

20 1.0774 0.6690 0.8386 2.7×108 1.1×108 1.7×108

25 0.5261 0.3586 0.4294 6.5×107 3.0×107 4.4×107

30 0.2942 0.2137 0.2485 2.0×107 1.1×107 1.5×107

35 0.1808 0.1374 0.1565 7.7×106 4.5×106 5.8×106

40 0.1189 0.0935 0.1048 3.3×106 2.1×106 2.6×106

45 0.0823 0.0665 0.0736 1.6×106 1.0×106 1.3×106

50 0.0593 0.0490 0.0537 8.3×105 5.7×105 6.8×105

55 0.0441 0.0371 0.0403 4.6×105 3.2×105 3.8×105

60 0.0337 0.0288 0.0311 2.7×105 2.0×105 2.3×105

65 0.0264 0.0227 0.0244 1.6×105 1.2×105 1.4×105

70 0.0210 0.0183 0.0196 1.0×105 7.9×104 9.0×104

75 0.0170 0.0149 0.0159 6.8×104 5.3×104 6.0×104

80 0.0139 0.0124 0.0131 4.6×104 3.6×104 4.1×104

85 0.0116 0.0103 0.0109 3.2×104 2.5×104 2.8×104

90 0.0097 0.0087 0.0092 2.2×104 1.8×104 2.0×104

aTridentate ligand and FITC on the same side of the AG97 barycenter
bTridentate ligand and FITC on opposite sides of the AG97 barycenter
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Table S17: Distance dependency of ECMEs (cm−1) and EET rate constants (s−1) between
the Tc of AG97 and FITC using the IDA and MTD approaches. Coupling calculated with
a refractive index of 1.34 and a κ2 value of 2/3.

Distance Coupling kEET

[Å] MTDa MTDb IDA MTDa MTDb IDA

10 3.1372 1.7092 2.7389 2.3×109 6.9×108 1.8×109

15 1.0952 0.5961 0.8115 2.8×108 8.4×107 1.6×108

20 0.4398 0.2731 0.3424 4.6×107 1.8×107 2.8×107

25 0.2148 0.1464 0.1753 1.1×107 5.1×106 7.3×106

30 0.1201 0.0873 0.1014 3.4×106 1.8×106 2.4×106

35 0.0738 0.0561 0.0639 1.3×106 7.4×105 9.6×105

40 0.0485 0.0382 0.0428 5.6×105 3.5×105 4.3×105

45 0.0336 0.0271 0.0301 2.7×105 1.7×105 2.1×105

50 0.0242 0.0200 0.0219 1.4×105 9.4×104 1.1×105

55 0.0180 0.0151 0.0165 7.7×104 5.4×104 6.4×104

60 0.0138 0.0117 0.0127 4.5×104 3.3×104 3.8×104

65 0.0108 0.0093 0.0100 2.7×104 2.0×104 2.4×104

70 0.0086 0.0075 0.0080 1.7×104 1.3×104 1.5×104

75 0.0069 0.0061 0.0065 1.1×104 8.8×103 1.0×104

80 0.0057 0.0050 0.0053 7.7×103 6.0×103 6.8×103

85 0.0047 0.0042 0.0045 5.3×103 4.2×103 4.7×103

90 0.0040 0.0036 0.0038 3.7×103 3.0×103 3.3×103

aTridentate ligand and FITC on the same side of the AG97 barycenter
bTridentate ligand and FITC on opposite sides of the AG97 barycenter
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Table S18: EET rate constants (s−1) between AG97 and FITC using the MTD and IDA
approaches. Coupling calculated with a refractive index of 1.34 and a κ2 value of 2/3. Rate
constants for individual triplet sublevel have been added and averaged.

MTD IDA

Distance [Å] Ta+Tb+Ta
c

3
Ta+Tb+Tb

c

3
Ta+Tb+Tc

3

10 1.4×109 8.4×108 1.4×109

15 1.6×108 9.7×107 1.2×108

20 2.8×107 1.9×107 2.2×107

25 7.0×106 5.1×106 5.7×106

30 2.3×106 1.7×106 1.9×106

35 8.8×105 7.0×105 7.6×105

40 3.9×105 3.2×105 3.4×105

45 1.9×105 1.6×105 1.7×105

50 9.9×104 8.4×104 8.9×104

55 5.5×104 4.8×104 5.0×104

60 3.2×104 2.8×104 3.0×104

65 2.0×104 1.8×104 1.9×104

70 1.3×104 1.1×104 1.2×104

75 8.4×103 7.5×103 7.8×103

80 5.7×103 5.1×103 5.3×103

85 3.9×103 3.6×103 3.7×103

90 2.8×103 2.5×103 2.6×103

aTridentate ligand and FITC on the same side of the AG97 barycenter
bTridentate ligand and FITC on opposite sides of the AG97 barycenter
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Table S19: EET rate constants (s−1) between AG97 and FITC using the MTD approaches.
Coupling calculated with a refractive index of 1.34 and a κ2 value of 2/3*0.714. Rate
constants for individual triplet sublevel are added and averaged.

MTD IDA

Distance [Å] Ta+Tb+Ta
c

3
Ta+Tb+Tb

c

3
Ta+Tb+Tc

3

10 9.9×108 6.0×108 9.9×108

15 1.2×108 6.9×107 8.7×107

20 2.0×107 1.3×107 1.6×107

25 5.0×106 3.6×106 4.1×106

30 1.6×106 1.2×106 1.4×106

35 6.3×105 5.0×105 5.4×105

40 2.8×105 2.3×105 2.4×105

45 1.3×105 1.1×105 1.2×105

50 7.1×104 6.0×104 6.4×104

55 3.9×104 3.4×104 3.6×104

60 2.3×104 2.0×104 2.1×104

65 1.4×104 1.3×104 1.3×104

70 9.1×103 8.1×103 8.4×103

75 6.0×103 5.4×103 5.6×103

80 4.0×103 3.7×103 3.8×103

85 2.8×103 2.5×103 2.6×103

90 2.0×103 1.8×103 1.9×103

aTridentate ligand and FITC on the same side of the AG97 barycenter
bTridentate ligand and FITC on opposite sides of the AG97 barycenter
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Table S20: XYZ coordinates in Å of the S0 geometry of AG97 in Vacuum.

Pt -0.097919 0.745004 -0.117528
P 0.076874 -1.539227 -0.006615
N -2.094918 1.077183 -0.064065
N -3.153817 0.318504 0.057748
N -0.150647 2.770007 -0.172592
N 1.873203 1.173249 -0.102265
N 2.963773 0.459609 0.014782
F -6.498409 1.563592 0.147405
F -5.874624 -0.268423 -0.806364
F -5.778632 -0.088710 1.330922
F 6.224901 1.831270 0.423143
F 5.524190 -0.096880 1.100560
F 5.808743 0.266897 -0.996675
C -4.212239 1.137882 0.075812
C -3.832431 2.480977 -0.028424
H -4.471066 3.360042 -0.035360
C -2.444047 2.406205 -0.112889
C -1.357371 3.365402 -0.186696
C -1.415250 4.761138 -0.248286
H -2.377846 5.272721 -0.262332
C -0.214796 5.470267 -0.286979
H -0.240687 6.561528 -0.335115
C 1.018663 4.818148 -0.262171
H 1.955837 5.374553 -0.287170
C 1.027193 3.421970 -0.200981
C 2.161117 2.515618 -0.141726
C 3.544857 2.650960 -0.051887
H 4.143307 3.557898 -0.044193
C 3.984291 1.325142 0.045822
C -5.591675 0.578764 0.189107
C 5.387001 0.825141 0.143808
C -1.368098 -2.536799 -0.508260
C -2.188714 -2.058215 -1.534683
H -2.009485 -1.067927 -1.957046
C -3.244047 -2.833713 -2.007602
H -3.890449 -2.442605 -2.796272
C -3.486038 -4.092208 -1.460892
H -4.320301 -4.696095 -1.826218
C -2.665290 -4.579531 -0.444130
H -2.850217 -5.566889 -0.014267
C -1.607182 -3.807948 0.030275
H -0.971286 -4.198865 0.828051
C 0.462999 -1.974168 1.721712
C -0.576499 -2.156035 2.644808
H -1.617932 -2.117793 2.314531
C -0.282675 -2.376515 3.988536
H -1.096885 -2.522947 4.702273
C 1.043173 -2.402874 4.420599
H 1.270872 -2.576735 5.475228
C 2.076810 -2.192444 3.508790
H 3.115992 -2.190487 3.846256
C 1.793750 -1.971508 2.162188
H 2.604271 -1.764016 1.458488
C 1.406753 -2.241486 -1.046091
C 1.829672 -1.549416 -2.184953
H 1.423429 -0.557794 -2.398317
C 2.777651 -2.113738 -3.035432
H 3.108415 -1.562747 -3.918796
C 3.311256 -3.369363 -2.752477
H 4.060980 -3.807560 -3.415778
C 2.890766 -4.065162 -1.619109
H 3.307520 -5.049529 -1.392975
C 1.938138 -3.507439 -0.770412
H 1.615018 -4.060534 0.115017

S22

CXCIX



Table S21: XYZ coordinates in Å of the S0 geometry of AG97 in DMSO.

Pt -0.086886 0.748475 -0.087202
P 0.087910 -1.535970 0.026932
N -2.089769 1.075199 -0.033819
N -3.150623 0.317692 0.109918
N -0.149103 2.773662 -0.170815
N 1.885665 1.188686 -0.082029
N 2.985327 0.484965 0.039103
F -6.500651 1.549103 0.199589
F -5.870297 -0.304122 -0.707121
F -5.754039 -0.062422 1.421825
F 6.246879 1.880818 0.375358
F 5.558191 -0.023757 1.125274
F 5.809642 0.270392 -0.985834
C -4.207689 1.140229 0.116992
C -3.828343 2.481430 -0.017027
H -4.459788 3.365742 -0.039314
C -2.441326 2.401357 -0.106322
C -1.356192 3.365982 -0.199699
C -1.423098 4.757970 -0.290338
H -2.387355 5.265968 -0.315181
C -0.226090 5.473167 -0.345527
H -0.257124 6.562475 -0.417182
C 1.010180 4.826071 -0.309129
H 1.943787 5.387516 -0.349729
C 1.023234 3.433025 -0.217863
C 2.163942 2.531456 -0.145467
C 3.546022 2.683002 -0.068526
H 4.129968 3.599505 -0.083911
C 3.997418 1.362100 0.048323
C -5.580951 0.580262 0.258092
C 5.400975 0.871829 0.142321
C -1.355436 -2.524133 -0.504291
C -2.125225 -2.048145 -1.572495
H -1.913237 -1.065664 -1.999956
C -3.165314 -2.819968 -2.085682
H -3.764835 -2.437857 -2.915224
C -3.446006 -4.070405 -1.534647
H -4.266102 -4.672651 -1.933276
C -2.677632 -4.552668 -0.474759
H -2.890654 -5.533303 -0.042723
C -1.631200 -3.786650 0.037187
H -1.032787 -4.180072 0.862115
C 0.458624 -1.991959 1.753910
C -0.587197 -2.162094 2.672789
H -1.627333 -2.109896 2.341305
C -0.304684 -2.395682 4.017314
H -1.125032 -2.534455 4.725366
C 1.018563 -2.449145 4.456524
H 1.237809 -2.634824 5.510757
C 2.060585 -2.255234 3.549652
H 3.097883 -2.281519 3.891899
C 1.786477 -2.021285 2.202873
H 2.605051 -1.835876 1.503410
C 1.408955 -2.244070 -1.021224
C 1.795235 -1.562131 -2.180519
H 1.373549 -0.576896 -2.394681
C 2.720449 -2.132448 -3.053264
H 3.018438 -1.592681 -3.955225
C 3.267966 -3.383847 -2.771539
H 3.997259 -3.828205 -3.453286
C 2.883103 -4.069155 -1.618200
H 3.308132 -5.050593 -1.394901
C 1.951647 -3.506429 -0.747511
H 1.653078 -4.056520 0.148446
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Table S22: XYZ coordinates in Å of the S0 geometry of AG97 in DCM.

Pt -0.090876 0.747217 -0.091520
P 0.080976 -1.538073 0.023669
N -2.091996 1.081140 -0.034418
N -3.154647 0.326769 0.107649
N -0.145969 2.772716 -0.173650
N 1.883086 1.180160 -0.089842
N 2.979614 0.472382 0.030869
F -6.499048 1.572548 0.210344
F -5.881246 -0.267207 -0.731175
F -5.760461 -0.065544 1.401923
F 6.242556 1.858666 0.386446
F 5.548717 -0.052699 1.114206
F 5.812012 0.262237 -0.992715
C -4.209312 1.151894 0.116619
C -3.826063 2.492287 -0.014473
H -4.455855 3.377798 -0.034564
C -2.439242 2.408779 -0.104395
C -1.351225 3.369177 -0.197964
C -1.412938 4.761825 -0.285615
H -2.375563 5.273061 -0.307027
C -0.213491 5.472643 -0.341824
H -0.240758 6.562286 -0.411061
C 1.020495 4.821146 -0.309021
H 1.956188 5.379164 -0.349875
C 1.028970 3.427606 -0.220593
C 2.166114 2.522189 -0.150787
C 3.548747 2.667922 -0.072047
H 4.136865 3.581743 -0.084134
C 3.995091 1.345184 0.042927
C -5.585343 0.595988 0.250384
C 5.397628 0.851299 0.138924
C -1.358787 -2.530731 -0.507378
C -2.154012 -2.043781 -1.551016
H -1.962398 -1.050730 -1.962474
C -3.194890 -2.817789 -2.059310
H -3.816146 -2.425383 -2.867690
C -3.449124 -4.082303 -1.529272
H -4.269984 -4.686261 -1.923737
C -2.653905 -4.576714 -0.494991
H -2.846437 -5.568709 -0.079543
C -1.608263 -3.807768 0.012854
H -0.989563 -4.209402 0.818686
C 0.451595 -1.989384 1.751761
C -0.592773 -2.196673 2.664195
H -1.632288 -2.173890 2.327680
C -0.308894 -2.427999 4.008909
H -1.127803 -2.595256 4.712503
C 1.013210 -2.442163 4.453897
H 1.233360 -2.626018 5.508315
C 2.052773 -2.209813 3.553200
H 3.088742 -2.203266 3.900422
C 1.778032 -1.977364 2.206496
H 2.593051 -1.758660 1.511942
C 1.407811 -2.241625 -1.019688
C 1.779255 -1.568732 -2.188827
H 1.343101 -0.591917 -2.412889
C 2.709503 -2.135690 -3.057901
H 2.996859 -1.602295 -3.967051
C 3.277201 -3.374733 -2.762606
H 4.011243 -3.816128 -3.441175
C 2.907935 -4.050559 -1.598941
H 3.349988 -5.021786 -1.364234
C 1.971690 -3.491013 -0.731582
H 1.686836 -4.032422 0.174023
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Table S23: XYZ coordinates in Å of the S1 geometry of AG97 in DCM.

Pt -0.045085 0.787671 -0.184844
P 0.109099 -1.524617 -0.007044
N -1.989789 1.048998 0.051230
N -2.997072 0.253541 0.332623
N -0.150061 2.765312 -0.405195
N 1.879760 1.225223 -0.209445
N 2.980911 0.521577 -0.070491
F -6.350112 1.364772 0.822543
F -5.802967 -0.380124 -0.317988
F -5.402904 -0.313668 1.791674
F 6.249715 1.922800 0.110629
F 5.571347 0.064788 0.974387
F 5.759901 0.252362 -1.157629
C -4.078191 1.039319 0.404547
C -3.786566 2.394544 0.179244
H -4.471063 3.238016 0.187095
C -2.414690 2.395095 -0.036325
C -1.378011 3.368718 -0.244386
C -1.452126 4.756348 -0.245071
H -2.421238 5.247111 -0.136774
C -0.271038 5.516163 -0.356516
H -0.320344 6.605108 -0.357673
C 0.977795 4.866174 -0.404725
H 1.904911 5.442310 -0.422102
C 1.029550 3.477531 -0.402049
C 2.168259 2.602654 -0.338088
C 3.551205 2.724388 -0.300085
H 4.153277 3.625921 -0.369530
C 3.988501 1.400444 -0.128547
C -5.413083 0.424106 0.677908
C 5.397247 0.906682 -0.047454
C -1.332251 -2.465570 -0.623911
C -2.069512 -1.938922 -1.690883
H -1.833528 -0.944326 -2.077924
C -3.107031 -2.675913 -2.257316
H -3.680618 -2.254585 -3.086177
C -3.417080 -3.942086 -1.761419
H -4.234991 -4.517234 -2.202224
C -2.682081 -4.473797 -0.701675
H -2.919488 -5.466420 -0.311741
C -1.639358 -3.741975 -0.135689
H -1.068685 -4.171956 0.690879
C 0.354813 -1.977787 1.740378
C -0.754487 -2.129749 2.584713
H -1.767607 -2.059317 2.180424
C -0.566483 -2.358411 3.946498
H -1.434817 -2.483061 4.597702
C 0.722818 -2.423922 4.475703
H 0.866999 -2.606282 5.543374
C 1.827247 -2.245948 3.642351
H 2.838138 -2.281553 4.055283
C 1.648723 -2.017364 2.278929
H 2.516618 -1.852347 1.635601
C 1.470575 -2.281768 -0.966047
C 1.915774 -1.646622 -2.130743
H 1.511168 -0.669345 -2.405740
C 2.875704 -2.254221 -2.937521
H 3.220166 -1.749143 -3.842954
C 3.399447 -3.497701 -2.585311
H 4.156344 -3.971156 -3.215418
C 2.955862 -4.137205 -1.427302
H 3.361436 -5.112730 -1.148775
C 1.990983 -3.535839 -0.621247
H 1.648012 -4.049665 0.280103
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Table S24: XYZ coordinates in Å of the T1 geometry of AG97 in DCM.

Pt -0.090159 0.757957 -0.113398
P 0.081284 -1.537727 0.020305
N -2.065500 1.071387 -0.036189
N -3.123697 0.320639 0.115280
N -0.134934 2.753490 -0.200829
N 1.878085 1.184834 -0.108820
N 2.971217 0.478323 0.004435
F -6.491913 1.537097 0.218261
F -5.833539 -0.284675 -0.729689
F -5.709992 -0.083495 1.405860
F 6.247965 1.860897 0.303933
F 5.549513 -0.015868 1.111507
F 5.780058 0.219511 -1.009975
C -4.191699 1.159144 0.117712
C -3.842469 2.490591 -0.019533
H -4.490777 3.361619 -0.041391
C -2.430390 2.448881 -0.108576
C -1.384089 3.380159 -0.200331
C -1.416222 4.800155 -0.258572
H -2.380292 5.312792 -0.264009
C -0.236345 5.512895 -0.302675
H -0.252234 6.602131 -0.347229
C 1.018810 4.824670 -0.279867
H 1.961029 5.372976 -0.302793
C 1.024105 3.424660 -0.223868
C 2.165988 2.538682 -0.165961
C 3.552286 2.675421 -0.094128
H 4.144947 3.586079 -0.106451
C 3.991343 1.354235 0.013500
C -5.562141 0.579500 0.254573
C 5.392524 0.852661 0.105833
C -1.358301 -2.530692 -0.513914
C -2.152162 -2.041614 -1.557728
H -1.956575 -1.049142 -1.969587
C -3.194360 -2.813082 -2.067257
H -3.813773 -2.419300 -2.876418
C -3.451947 -4.077265 -1.537869
H -4.273732 -4.679313 -1.933341
C -2.658708 -4.573603 -0.503053
H -2.853669 -5.565355 -0.088125
C -1.611670 -3.807006 0.005790
H -0.994536 -4.210187 0.812071
C 0.445672 -1.990607 1.749870
C -0.600739 -2.196152 2.660431
H -1.639384 -2.175585 2.321032
C -0.320648 -2.422362 4.006822
H -1.141518 -2.588368 4.708471
C 1.000043 -2.433144 4.456158
H 1.217255 -2.612909 5.511882
C 2.041882 -2.203055 3.557493
H 3.076890 -2.194481 3.907587
C 1.770639 -1.976065 2.209148
H 2.588065 -1.761191 1.516187
C 1.410280 -2.252726 -1.014480
C 1.789923 -1.586441 -2.184721
H 1.356666 -0.609926 -2.415999
C 2.723128 -2.159775 -3.046504
H 3.016563 -1.631217 -3.956559
C 3.285813 -3.399054 -2.742897
H 4.022001 -3.845619 -3.415753
C 2.908619 -4.068504 -1.578052
H 3.346564 -5.039995 -1.336751
C 1.969778 -3.502140 -0.717917
H 1.679125 -4.038398 0.188908

S26

CCIII



Table S25: XYZ coordinates in Å of the S0 geometry (PBE0) of FITC in Water.

S -2.446934 -5.809448 -5.044812
O -2.333431 1.255556 -0.211430
O 1.293507 2.080156 1.989280
O -3.771060 0.306268 -1.647623
O -0.221060 -0.308436 5.745310
O 2.999111 4.663279 -1.549733
N -1.583646 -3.826638 -3.309854
C 0.114626 0.257887 0.227220
C -0.400609 -0.782337 -0.708707
C 0.017069 0.066380 1.617217
C 0.848852 1.350716 -0.267614
C -1.677204 -0.744737 -1.298362
C 0.619358 1.017463 2.497416
C 1.432995 2.274127 0.653208
C -2.692371 0.382619 -1.026376
C 0.460690 -1.850093 -1.007751
C -0.675203 -1.018826 2.235723
C 1.046123 1.629306 -1.654192
C -2.054984 -1.769525 -2.166093
C 0.551479 0.907821 3.866196
C 2.149411 3.374597 0.245775
C 0.082711 -2.870549 -1.870125
C -0.755548 -1.145753 3.592603
C 1.752786 2.716955 -2.080163
C -1.190799 -2.829758 -2.456343
C -0.143736 -0.184781 4.507328
C 2.355851 3.671801 -1.153189
C -1.954552 -4.670036 -4.049633
H 1.453302 -1.879786 -0.551223
H -1.151691 -1.758527 1.586885
H 0.607721 0.941357 -2.382030
H -3.050512 -1.710819 -2.609046
H 1.032857 1.663168 4.491424
H 2.576483 4.046251 0.993885
H 0.760417 -3.696041 -2.094482
H -1.290601 -1.984397 4.047250
H 1.891991 2.912558 -3.147278

Table S26: XYZ coordinates in Å of the S0 geometry (CAM-B3LYP) of FITC in Water.

S -0.65226 7.51453 0.00000
O 2.50207 -0.44636 0.00000
O -0.35346 -3.69259 0.00000
O 3.35343 1.62559 0.00000
O -0.38905 -3.86034 4.69521
O -0.38905 -3.86034 -4.69521
N -0.50433 4.74839 0.00000
C -0.14009 -0.91015 0.00000
C -0.15831 0.58456 0.00000
C -0.21200 -1.61380 1.21266
C -0.21200 -1.61380 -1.21266
C 0.99592 1.38351 0.00000
C -0.31141 -3.03787 1.18949
C -0.31141 -3.03787 -1.18949
C 2.42217 0.79718 0.00000
C -1.41710 1.20135 0.00000
C -0.17217 -1.00584 2.50654
C -0.17217 -1.00584 -2.50654
C 0.86109 2.77048 0.00000
C -0.37279 -3.79819 2.33021
C -0.37279 -3.79819 -2.33021
C -1.54952 2.58223 0.00000
C -0.22925 -1.73922 3.65109
C -0.22925 -1.73922 -3.65109
C -0.39605 3.37311 0.00000
C -0.33505 -3.19784 3.64274
C -0.33505 -3.19784 -3.64274
C -0.56442 5.92364 0.00000
H -2.31587 0.58109 0.00000
H -0.09020 0.08166 2.56042
H -0.09020 0.08166 -2.56042
H 1.77461 3.36418 0.00000
H -0.45243 -4.88383 2.25196
H -0.45243 -4.88383 -2.25196
H -2.53387 3.05175 0.00000
H -0.19729 -1.25691 4.63132
H -0.19729 -1.25691 -4.63132
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