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Summary

Vibronic spectroscopy is an essential tool for studying emitter molecules and
their behavior following electronic excitation. By employing experimental and
quantum chemical methods, the energetic positions of electronic states, their
vibrational levels, and the rate constants of nonradiative processes between them
can be determined. Simulating vibronic transitions enables the identification
of molecular vibrations that significantly influence the decay processes. This
insight allows for targeted adjustments to emitter systems to achieve desired
photophysical properties. However, conventional adiabatic approaches often fail
to yield meaningful results for promising OLED emitters and TADF systems that
undergo substantial geometric changes upon electronic excitation.

This work focuses on the implementation and application of an alternative
approach to simulate vibronic transitions, the so-called Vertical Hessian (VH)
method. Based on the work of Ferrer et al., this method has been integrated into
the in-house VIBES program. The VH method utilizes the Hessian matrix and
gradients of the final state of a vibronic transition at the Franck-Condon (FC)
point to extrapolate the potential energy surface and normal modes of this state.
This enables a more accurate description of the potential energy surface at the
FC point and promises improved simulation of vibronic transitions. Benchmark
results demonstrate that vertical approaches significantly enhance the validity of
the linear Duschinsky transformation compared to adiabatic methods. This is
reflected in an increase in the determinant of the Duschinsky rotation matrix,
substantially reduced Duschinsky mixing, and smaller spatial displacements of
the potential energy surfaces. These factors lead to greater overlap of vibrational
wavefunctions and a more accurate description of vibronic transitions, particu-
larly for systems with significant geometric changes.

This thesis presents results from collaborations within the research training
group ModISC, showcasing the versatility of the VH method: (I) For the well-
known TADF emitter DMAC-TRZ, previously unreported absorption bands and
the phenomenon of dual emission in rigid matrix materials were attributed to the
coexistence of two conformers. (II) For another spiro-bridged donor–acceptor
system, calculations of the triplet absorption spectrum demonstrated the need to
correct a previously published decay mechanism. (III) A study of donor–acceptor
emitters exhibiting sterically divers substituents revealed how the orientation
of donor and acceptor influences the TADF properties. (IV) Additionally, the
impact of hydrogen bonding on the fluorescence properties and decay processes
of efficient fluorophores was modeled. These findings emphasize that the VH
method not only enables a meaningful simulation of vibronic transitions but also
possesses broad applicability in quantum chemical research.



Kurzzusammenfassung

Die vibronische Spektroskopie ist ein essenzielles Werkzeug zur Untersuchung
von Emittermolekülen und deren Verhalten nach elektronischer Anregung.
Mithilfe experimenteller und quantenchemischer Methoden lassen sich beispiels-
weise die energetische Lage elektronischer Zustände, deren Schwingungsniveaus
sowie die Geschwindigkeiten nichtradiativer Prozesse bestimmen. Die Simu-
lation vibronischer Übergänge ermöglicht es, molekulare Schwingungen zu iden-
tifizieren, die Zerfallsprozesse maßgeblich beeinflussen können. Dies erlaubt
Rückschlüsse darauf, wie Emittersysteme gezielt angepasst werden können, um
gewünschte photophysikalische Eigenschaften zu erzielen. Gerade für vielver-
sprechende OLED Emitter und TADF Systeme, die nach elektronicher Anregung
große geometrische Veränderungen erfahren, liefern herkömmliche adiabatische
Ansätze jedoch keine sinnvollen Ergebnisse.

Diese Arbeit fokussiert sich auf die Implementierung und Anwendung eines
alternativen Ansatzes zur Simulation vibronischer Übergänge, der sogenannten
Vertical Hessian (VH) Methode. Basierend auf den Arbeiten von Ferrer et al.
wurde die Methode in das hauseigene VIBES Programm integriert. Im Kern nutzt
die VH Methode die Hesse-Matrix und Gradienten des finalen Zustands eines
vibronischen Übergangs am Franck-Condon (FC) Punkt, um die Potentialfläche
und Normalmoden dieses Zustands zu extrapolieren. Dies ermöglicht eine präzi-
sere Beschreibung der Potentialfläche am FC Punkt und verspricht eine ver-
besserte Simulation vibronischer Übergänge. Die Ergebnisse eines Benchmarks
zeigen, dass vertikale Ansätze die Gültigkeit der linearen Duschinsky-Transfor-
mation im Vergleich zu adiabatischen Methoden erheblich verbessern. Dies
äußert sich in einem Anstieg der Determinante der Duschinsky-Rotationsmatrix,
einem deutlich reduzierten Duschinsky-Mixing sowie kleineren räumlichen Ver-
schiebungen der Potentialflächen. Diese Faktoren führen zu einem größeren
Überlapp der Schwingungswellenfunktionen und einer genaueren Beschreibung
vibronischer Übergänge, insbesondere bei Systemen mit großen geometrischen
Veränderungen.

Im Rahmen dieser Arbeit werden Ergebnisse aus Kooperationen des Graduierten-
kollegs ModISC vorgestellt, die die Vielseitigkeit der VH Methode demons-
trieren: (I) Für den literaturbekannten TADF-Emitter DMAC-TRZ konnten bisher
unbeschriebene Absorptionsbanden sowie das Phänomen der dualen Emission
in rigiden Matrixmaterialien auf die Koexistenz zweier Konformere zurückge-
führt werden. (II) Für ein weiteres spiroverbrücktes Donor–Akzeptor-System
beweisen die Berechnungen des Triplet-Absorptionsspektrums, dass ein in der
Literatur publizierter Zerfallsmechanismus korrigiert werden muss. (III) Eine
Untersuchung sterisch unterschiedlicher Donor–Akzeptor-Emitter zeigte, wie die
Orientierung von Donor und Akzeptor zueinander die TADF-Eigenschaften beein-
flusst. (IV) Darüber hinaus wurde der Einfluss von Wasserstoffbrückenbindungen
auf die Fluoreszenzeigenschaften und Zerfallsprozesse effizienter Fluorophore
modelliert. All diese Ergebnisse verdeutlichen, dass die VH Methode nicht nur
eine präzisere Simulation vibronischer Übergänge ermöglicht, sondern auch eine
breite Anwendbarkeit in der quantenchemischen Forschung besitzt.



List of Publications

1. Toward the improvement of vibronic spectra and non-radiative rate con-
stants using the vertical Hessian method. Tobias Böhmer, Martin Klein-
schmidt, and Christel M. Marian
J. Chem. Phys. (2024)
DOI: 10.1063/5.0220361
Contribution: The implementation and validation of the VH method was
carried out by me. I visualised all scientific results and I wrote and revised
the manuscript.

2. Balancing TADF properties in π-bridged donor-acceptor systems by sterical
constraints: The best of three worlds. Jeremy Kaminski, Tobias Böhmer
and Christel M. Marian
J. Phys. Chem. C (2024)
DOI: 10.1021/acs.jpcc.4c03865
Contribution: To this work I contributed the quantum chemical calcula-
tions of compound Comp 4-diMe and Comp 5-Me+diOMe. All computa-
tions of vibronic emission spectra were performed by me. I visualised most
of the scientific results and assisted writing and reviewing the manuscript.

3. Unexpected quasi-axial conformer in thermally activated delayed fluores-
cence DMAC-TRZ. Pushing green OLEDs to blue. Kleitos Stavrou, Larissa G.
Franca, Tobias Böhmer, Luka M. Duben, Christel M. Marian and Andrew P.
Monkman
Adv. Funct. Mater., 2300910 (2023)
DOI: 10.1002/adfm.20230091
Contribution: The quantum chemical investigation of excited state prop-
erties and emission properties of DMAC-TRZ was carried out by me. I
wrote the original draft for the theoretical results section and provided the
corresponding figures.

4. Intersystem crossing and intramolecular triplet excitation energy transfer in
spiro[9,10-dihydro-9-oxoanthracene-10,2´- 5´,6´-benzindan] investigated
by DFT/MRCI methods. Simon Metz, Tobias Böhmer, Ben Raunitschke
and Christel M. Marian
Can. J. Chem., 101, 633-640 (2023)
DOI: 10.1139/cjc-2022-0259
Contribution: I partially contributed quantum chemical investigation of
the emission properties of AN.



List of Manuscripts in Preparation

1. The effect of conformational constraints and oxygen quenching on TADF
in donor-acceptor systems. Dragana Sretenović, Laura N. Kloeters, Jeremy
M. Kaminski, Tobias Böhmer, Philipp Schmeinck, Suren Felekyan, Oleg
Opanasyuk, Gereon A. Sommer, Mina Chalani, Guido J. Reiß, Christoph
Janiak, Christel M. Marian, Ralf Kühnemuth, Thomas J. J. Müller and Claus
A. M. Seidel
Manuscript in preparation for Chemical Science
Latest version from 21.01.2025
Contribution: I performed the quantum chemical investigation of Comp
4-diMe and Comp 5-Me+diOme and provided all the vibronic spectra and
the nonradiative rate constants along the interpolated path. The theoretical
results were partially visualized by me.

2. Boosting the Fluorescence Quantum Yield of N-Methyl-Acridone by Hy-
drogen Bonding in Solution and Solid State. Matthias Jantz, David
Klaverkamp, Lennart Bunnemann, Benedikt Bendel, Takin Haj Hassani
Sohi, Tobias Böhmer, Christel M. Marian, Vera Vasylyeva-Shor, Markus
Suta, Constantin Czekelius and Peter Gilch
Latest version from 22.01.2025
Manuscript in preparation for the Journal of American Chemical Society
Contribution: I performed all the quantum chemical computations on all
of the NMA derivatives and visualized the theoretical results.





Contents

1 Introduction 1
1.1 Architecture of OLEDs . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Luminescence in OLEDs . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Motivation and Objectives . . . . . . . . . . . . . . . . . . . . . . 4

2 Theory 7
2.1 Excited State Processes . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Vibrational and Vibronic Spectroscopy . . . . . . . . . . . . . . . 10

2.2.1 An Experimental Perspective . . . . . . . . . . . . . . . . . 10
2.2.1.1 Infrared Spectroscopy . . . . . . . . . . . . . . . 10
2.2.1.2 Raman Spectroscopy . . . . . . . . . . . . . . . . 11
2.2.1.3 Resonance Raman Spectroscopy . . . . . . . . . 11
2.2.1.4 UV-VIS Spectroscopy . . . . . . . . . . . . . . . . 11

2.2.2 A Theoretical Perspective . . . . . . . . . . . . . . . . . . 12
2.2.2.1 Fermi’s Golden Rule and Condon Approximation 12
2.2.2.2 Temperature Effects . . . . . . . . . . . . . . . . 14
2.2.2.3 El-Sayed Rules . . . . . . . . . . . . . . . . . . . 15
2.2.2.4 Beyond the Condon Approximation . . . . . . . 15
2.2.2.5 Time-Dependent Approaches . . . . . . . . . . . 16
2.2.2.6 The Energy Gap Law . . . . . . . . . . . . . . . . 16

2.3 Duschinsky Transformation . . . . . . . . . . . . . . . . . . . . . 19
2.3.1 Adiabatic Approaches . . . . . . . . . . . . . . . . . . . . 20
2.3.2 Vertical Approaches . . . . . . . . . . . . . . . . . . . . . 21

3 The Program VIBES 23
3.1 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.1.1 Reading the Input . . . . . . . . . . . . . . . . . . . . . . 24
3.1.2 Frequency Scaling . . . . . . . . . . . . . . . . . . . . . . 25
3.1.3 Eckart Conditions . . . . . . . . . . . . . . . . . . . . . . . 25
3.1.4 Duschinsky Transformation . . . . . . . . . . . . . . . . . 27

3.1.4.1 Adiabatic Model in Cartesian Coordinates . . . . 27
3.1.4.2 Vertical Model in Cartesian Coordinates . . . . . 28
3.1.4.3 Adiabatic Model in Internal Coordinates . . . . . 29

3.1.5 Generating Function . . . . . . . . . . . . . . . . . . . . . 29
3.2 Validation and Testing of the Implementation . . . . . . . . . . . 31

3.2.1 Measures to Rate the Performance . . . . . . . . . . . . . 31
3.2.2 Benchmark . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.3 Parallelization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40



4 Results 43
4.1 Project Area I - Radiative Processes . . . . . . . . . . . . . . . . . 44

4.1.1 Symmetry-forbidden Transitions and Dual Emission . . . . 44
4.1.2 Excited-State Absorption . . . . . . . . . . . . . . . . . . . 51

4.2 Project Area II - Nonradiative Processes . . . . . . . . . . . . . . . 53
4.3 Project Area III - Hydrogen Bonding in Acridones . . . . . . . . . 59

4.3.1 Theoretical Assessment of Hydrogen Bond Strengths In-
cluding the Basis Set Superposition Error . . . . . . . . . . 59

4.3.2 Investigated NMA derivatives . . . . . . . . . . . . . . . . 62
4.3.3 Intermolecular Hydrogen Bonds . . . . . . . . . . . . . . . 66
4.3.4 Intramolecular Hydrogen Bonds . . . . . . . . . . . . . . . 68
4.3.5 Combining NMA with Schreiner’s Catalyst . . . . . . . . . 71

5 Conclusion 77

6 References 81
6.1 Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.2 List of Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.3 List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.4 List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

7 Appendix I
7.1 Project Specific Computational Details . . . . . . . . . . . . . . . I
7.2 VIBES Input keywords . . . . . . . . . . . . . . . . . . . . . . . . IV
7.3 Supplemenatry Derivations . . . . . . . . . . . . . . . . . . . . . IX
7.4 Included Papers . . . . . . . . . . . . . . . . . . . . . . . . . . . . X



1 Introduction

Since the invention of the light bulb, lighting technologies have become an
integral part of our daily lives. However, traditional incandescent bulbs convert
more than 94% of the energy into heat, making them inefficient in terms of
light production.1 To address this drawback, more efficient technologies such
as gas discharge lamps, halogen lamps, and Light Emitting Diodes (LEDs) have
been developed and commercialized since the 20th century. These innovations
marked a significant step toward energy-saving lighting solutions.

Even today, advancements in lighting technology continue to play a central role,
particularly in display technologies. Since their first demonstration2 in 1987,
Organic Light Emitting Diodes (OLEDs) have been a focus of research. These
optoelectronic semiconductor-based devices offer numerous advantages that
make them highly attractive for modern applications. OLEDs are known for
their low energy consumption, excellent color quality, and flexible designs. They
are already widely used in commercial applications, including smartphones,
televisions, and other displays.3,4

Despite their success, OLEDs remain at the forefront of scientific research, par-
ticularly in improving their efficiency, brightness, color brilliance, and lifespan.
To further enhance the performance of this innovative technology, it is crucial
to thoroughly understand and optimize the underlying processes in lumines-
cent materials. The continued development of OLEDs holds the potential to
significantly shape the future of lighting and display technologies.

1.1 Architecture of OLEDs

The basic structure of an OLED is relatively simple.5–7 Essentially, it consists of
an emission layer sandwiched between an anode (usually indium tin oxide, a
material that is both conductive and transparent) and a cathode (typically a
less noble metal such as magnesium, calcium, barium, or aluminum). When a
voltage is applied across the electrodes, both electrons and holes are driven to-
ward the emission layer. In this layer, the injected electrons and holes meet, and
during their recombination, energy is released, which excites the surrounding
emitter molecules. These molecules then emit the excitation energy in the form
of light.

Due to the energetically high barriers for electron injection into the emission
layer, a single-layer design is highly inefficient. For this reason, modern OLEDs
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Chapter 1 – Introduction

are typically composed of multiple layers. In addition to the electrodes and
emission layer, a hole injection layer and hole transport layer are applied on the
anode, while an electron injection layer and electron transport layer are added
on top of the cathode. This multi-layer structure facilitates the transport of both
electrons and holes toward the emission layer and shifts the recombination zone
to the center of the device. These additional layers help balance the charges,
reduce charge density within individual layers, and prevent charge leakage at
the opposite electrode.

Figure 1.1: Schematic picture of the architecture of a multi-layer OLED (A) and
a scheme including all the processes which lead to the emission of light in an
OLED (B 1: Injection of the electron/hole, 2: Transport of the electron/hole, 3:
Recombination of the electron and hole and formation of an exciton, 4: Charge
leackage, 5: Emission of a photon). Both schemes were inspired by the works of
Brütting et al.8

The multi-layer structure is crucial for achieving high efficiency in OLEDs, but
it significantly increases the complexity of device fabrication. The organic
materials used for the various layers must exhibit good processability in solution,
high conductivity, transparency, and mechanical durability. These layers are
typically applied through sublimation or spin-coating, resulting in devices that
are generally thinner than 100 nm, allowing them to be flexible. However,
the efficiency of OLEDs is influenced by several factors beyond the multi-layer
structure. These include the orientation of the emitter molecules, the balance
between radiative and nonradiative processes, the charge-carrier balance (which
determines how effectively holes and electrons recombine), and the radiative
exciton fraction (which determines how many excitons emit light radiatively
according to quantum mechanical selection rules).8 Optimizing these factors is
key to enhancing the overall performance of OLED devices.

1.2 Luminescence in OLEDs

Since the introduction of OLEDs, various generations of these devices have been
developed. While their basic structure remains largely similar, the mechanisms
in the emission layer differ significantly. The underlying principle of these gener-
ations starts from the same point: based on spin statistics, electrical excitation
generates 25% singlet excitons and 75% triplet excitons.9,10 Typically, with a
singlet ground state, fluorescence from the lowest excited singlet state is the
predominating process for the dissipation of the excitation energy. The spin-
forbidden transition from the triplet state leads to most of the triplet population

2
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being lost as nonradiative heat dissipation.

In the first generation of OLEDs, only fluorescent emitter materials were used,
which inherently limited the internal quantum efficiency to 25%. This is because,
without substantial Spin–Orbit Coupling (SOC), the triplet excitons can only
relax nonradiatively, making them effectively lost for light generation through
electrical excitation. Consequently, only singlet excitons can relax radiatively
to the electronic ground state. Despite their significant limitation in quantum
efficiency, fluorescent emitters are still commonly used for display applications
because they typically exhibit very narrow emission bands.

The second generation of OLEDs introduced phosphorescent emitters, which,
unlike their fluorescent counterparts, could theoretically achieve an internal
quantum efficiency of 100%. This is achieved by using organometallic com-
plexes in the emission layer. Following electrical excitation, singlet excitons are
converted to triplet excitons via Intersystem Crossing (ISC). Due to the strong
SOC provided by heavy metals like iridium or platinum, theoretically 100% of
the excitons can radiatively relax to the electronic ground state. However, while
this generation offers high internal quantum efficiency, the emission from the
triplet state occurs on microsecond timescales, leaving ample time for chemical
reactions in the electronically excited triplet state, potentially leading to degra-
dation reactions. From an industrial perspective, the use of heavy metals is also
problematic, as electronic components containing these metals are expensive
and difficult to recycle, posing challenges for large-scale industrial applications.

Figure 1.2: Schematic picture of the different OLED generations including the
underlying spin statistics of an electric excitation. From left to right: Gen1
Fluorescence OLED, Gen2 Phosphorescence OLED, Gen3 TADF OLED, Gen4
Hyperfluorescence OLED.

The disadvantages of the use of heavy metals provided sufficient motivation to
develop a third generation of OLEDs. The goal of this generation is to design or-
ganic molecules with electronic states and corresponding energies such that the
energy gap between the lowest excited singlet and triplet states is small, enabling
reverse Intersystem Crossing (rISC) and a delayed fluorescence. This process is
known as Thermally Activated Delayed Fluorescence (TADF) and occurs when
the energy barrier between the lowest excited states is overcome e.g. with the
help of thermal energy. Like the second generation, this approach theoretically
allows for harvesting 100% of the excitons, while also ensuring fast fluores-
cence and avoiding the use of expensive and toxic heavy metals. However, in
comparison to phosphorescent emitters, their operational stability is very limited.

3
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For the sake of completeness, the fourth generation of OLEDs should also be
mentioned. In this generation, two types of emitter molecules are combined
in the emission layer: fluorescent emitters and TADF emitters. After the TADF
emitter is electrically excited, triplet excitons are converted back into singlets
via rISC. The excitation energy is then transferred to the singlet states of the
fluorescent emitter through Excitation Energy Transfer (EET), after which the
fluorescent emitter returns to the electronic ground state, emitting a photon. A
key advantage of this generation is that it combines the efficiency of TADF emit-
ters in harvesting singlet excitons with the narrow-band emission of fluorescent
emitters. However, this generation remains the subject of ongoing research and
is not yet commercially available.

1.3 Motivation and Objectives

This doctoral thesis originates from a project within the Research Training
Group (RTG) 2482 (Modulation of Intersystem Crossing (ModISC)). The central
topic of ModISC is to understand and influence the radiative and nonradiative
decay processes of emitter molecules, such as those used in an emission layer,
as described in section 1.1. For this purpose, various classes of organic and
organometallic emitter molecules were synthesized, examined spectroscopically,
and their properties investigated through quantum chemical calculations. Chem-
ical modifications and variations of the molecular environment were then used
to investigate how these processes can be modulated and optimized. The most
promising molecules were then also incorporated into devices, and their lumi-
nescent properties were tested in practical applications.

The role of theoretical chemistry within the RTG is to explain and validate experi-
mental phenomena and to develop design principles to make structural proposals
that show desired photophysical properties. Reliable methods for describing
and simulating the underlying processes are essential for providing accurate
explanations and predictions. As part of the project area C2 (Efficient Methods
for ISC and IC in Solution and Complex Environments), my predecessor Mario
Bracker developed a method for calculating non-adiabatic coupling elements,
ultimately aimed at computing rate constants for Internal Conversion (IC). At
the start of my PhD, the plan was to extend the in-house program VIBES to
simulate vibronic transitions in the presence of external solvent molecules. How-
ever, it quickly became evident that the conventional method provided only
an imprecise description of vibronic transitions in systems undergoing signif-
icant geometric changes during these transitions, even without the presence
of external solvent molecules. Traditional approaches result in unphysically
broad vibrationally resolved absorption and emission spectra and, in some cases,
yield unreliable rate constants for nonradiative processes. Such systems often
represent promising emitter molecules and the accurate simulation of their
photophysical properties is of great interest but it could not be achieved by
the use of common approaches. This challenge became the primary motiva-
tion for implementing a new model to simulate vibronic transitions more reliably.

4
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This work aims to provide a comprehensive overview of how the simulation
of vibronic transitions is practically conducted. To achieve this, it is essential
to briefly discuss possible transition processes between electronic states that
can follow an electronic excitation. The associated quantitative rules used to
estimate the speed and intensity of these processes will also be briefly covered.
Regarding vibronic transitions, this thesis will offer an extensive overview of
both the fundamental experimental methods and the simulation techniques for
vibronic transitions. It will discuss the conventional (adiabatic) approaches used
to simulate vibronic transitions and specifically explore the various alternative
(vertical) methods available for their simulation. The functionality of both
models will be explained, along with their respective strengths and weaknesses.
Special attention will be given to the mathematical limitations that arise due to
the well-known Duschinsky transformation.

A detailed discussion will be provided on the implementation of the Vertical
Hessian (VH) method and how users can effectively utilize it. This will involve
explaining the fundamental routines of the program and highlighting where
differences arise due to the new implementation. For the updated version of
the program new keywords will be introduced that allow the user to modify the
output of the computation.

Finally, several application examples from different project areas where the VH
method has already been successfully applied will be presented. Additionally,
ongoing projects that have not yet been published, but whose results were made
possible only through the use of the VH method, will be outlined briefly.
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2 Theory

This chapter aims to provide a brief overview of the fundamental experimental
and quantum chemical methods used to investigate vibronic transitions. The
objective is to demonstrate that within the quantum chemical toolbox vibronic
spectroscopy is a vital component in obtaining a comprehensive understanding
of molecular properties and excited state decay pathway mechanisms. The
focus will primarily be on the theoretical foundations of vibrational spectroscopy,
along with its computational simulations. This includes common theoretical
considerations and alternative approaches implemented and tested in this work.

2.1 Excited State Processes

Ideally, a preceding quantum chemical investigation using Density Functional
Theory (DFT) or Time-Dependent Density Functional Theory (TDDFT) provides
a clear understanding of the electronic ground state and the relevant electroni-
cally excited states (see section 7.1 in the appendix for computational details) for
a given system. Consequently, the next logical step is to examine the mechanisms
by which these states can be populated, how population transfer between these
states can occur and how excitation energy can be dissipated.11,12 Broadly, these
processes are categorized into radiative (release of excitation energy via photon
emission) and nonradiative (intra- or intermolecular transfer of excitation energy
to another electronic state or into vibrational, rotational, or translational degrees
of freedom) processes. The following section provides a brief discussion of the
different processes that can occur upon excitation.

Excitation: Molecules can typically be excited to higher electronic states through
a process known as absorption, which involves the interaction of light and matter.
Given the speed of light (c = 2.99 × 108 m/s) and a typical molecular radius of
several angstrom, the interaction time between a single photon and the molecule
is estimated to be on the order of 10−18 seconds, indicating that the absorption
process occurs within this attosecond timescale. Generally, photoabsorption
happens from the electronic ground state to an electronically excited state. It
is important to note that depending on the temperature, different vibrational
levels of the ground state are populated, and photoexcitation typically leads
to higher vibrational levels of the electronically excited state. This process is
often the starting point for subsequent decay and relaxation processes in the
excited state. It is important to note that molecules can be excited not only
by light but also by other factors, leading to different types of luminescence.
These include mechanical stress (triboluminescence), temperature (thermolu-
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minescence), applied voltage (electroluminescence), and chemical reactions
(chemoluminescence). As discussed in section 1.2, the initial conditions can
vary depending on the excitation method. For instance, photoexcitation from a
singlet ground state typically results in the formation of 100% singlet excitons,
while electrical excitation, based on spin-statistical considerations, produces a
ratio of 25% singlet and 75% triplet excitons.9,10

Excited State Absorption: An excitation can also originate from an already
excited state. When a photon interacts with an electronically excited molecule,
it can promote the molecule to higher excited electronic states of the same
multiplicity, depending on the energy of the photon. This phenomenon is called
Excited State Absorption (ESA) and is deliberately used to investigate the ener-
getic positions of electronic states and their involvement in the decay pathway
mechanism following the excitation. Triplet states, in particular, can be effec-
tively studied using this approach, as they are not accessible through photon
absorption from the singlet ground state and are only populated during the
decay process.

Vibrational Relaxation: The next process following the excitation is known as
Vibrational Relaxation (VR). On the timescale of molecular collisions (10−14 −
10−12 s), excited molecules interact and collide with other molecules or the
surrounding solvent, dissipating a portion of their vibrational energy. VR often-
times is a cascading process until the molecule reaches the lowest vibrational
level of the respective electronic state. In addition to solvent-mediated re-
laxation, Internal Vibrational Relaxation (IVR) can occur. IVR involves the
redistribution of vibrational energy within the molecule itself, typically through
coupling between vibrational modes. Experimental studies13,14, such as fem-
tosecond infrared pump-probe spectroscopy, have confirmed that IVR occurs on
sub-picosecond timescales, often faster than solvent-mediated processes. For
example, experiments on different isotopes of water, show rapid redistribution of
vibrational energy among modes with frequencies close in energy. This internal
redistribution typically precedes or accompanies VR, facilitating efficient energy
dissipation.

Figure 2.1: A: Schematic Jabłonski diagram with all single photon processes and
decay mechanisms. B: Schematic diagram of the same processes using a picture
of harmonic potentials.

Internal Conversion: IC is a process which involves the transition of a molecule
from the vibrational ground state of an excited electronic state to another elec-
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tronic state of the same multiplicity, but to a higher vibrational level. It is
followed by rapid IVR into the vibrational ground state of the new electronic
state. This process is typically very efficient due to the small energy gaps between
excited states, especially compared to the energy gap between any excited state
and the electronic ground state. IC can take place on the subpicosecond time
scale when conical intersections between electronic states are involved. This
cascade of relaxation processes is also described by Kasha’s rule.15 In some cases,
where there are significant energy gaps between higher-lying excited states and
fluorescence rate constants can compete with IC rate constants, emission can
occur from these higher excited states.16,17

Fluorescence: The release of excitation energy in the form of a photon, while
maintaining the same multiplicity, is known as fluorescence. This process is
spin-allowed and occurs on timescales of 10−9 − 10−8 seconds for strong fluo-
rophores. However, in molecules with weakly allowed transitions or dominant
nonradiative decay pathways, fluorescence lifetimes can be much longer. Due to
the dissipation of a portion of vibrational energy via VR, fluorescence occurs at
lower frequencies compared to the incident radiation.

Intersystem Crossing: ISC is a competing process to fluorescence, where the
population is transferred from a singlet to a triplet state. This transition is
spin-forbidden, and only occurs on reasonable timescales due to SOC. The rate
of ISC is highly dependent on the strength of the coupling between the singlet
and triplet states. Once in the triplet regime, similar rules apply as for the
singlet states, with excitation energy being dissipated through IC and VR until
the system reaches the lowest excited triplet state.

Phosphorescence: Phosphorescence refers to the radiative transition from the
lowest excited triplet state to the electronic ground state. Like ISC, this process
involves a change in multiplicity and is therefore spin-forbidden. As a result,
triplet states are long-lived, and phosphorescence rate constants are typically
low, ranging from 100 s−1 to 106 s−1.

Delayed Fluorescence: A phenomenon that has gained significant attention in
the past decade is delayed fluorescence. It occurs when there is a process called
rISC from the triplet regime to the singlet regime, followed by fluorescence from
the lowest excited singlet state. The rISC process is typically associated with an
energy barrier that, if sufficiently small, can be overcome by thermal energy.

Photochemical Reactions: In the excited state, the excitation energy can also
be used to initiate chemical reactions. These reactions occur very quickly, on the
timescale of molecular collisions, typically in the range of 10−12s to 10−10s. Exam-
ples of unimolecular reactions include photoisomerization and photodissociation.
Photochemical reactions, however, are an undesirable process, particularly in the
display industry, as the photoproducts exhibit different photophysical properties,
thereby altering the behavior of the device.

9
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2.2 Vibrational and Vibronic Spectroscopy

As already mentioned in section 2.1, molecular vibrations are involved in many
radiative and nonradiative processes. The following sections will focus on how
transitions between these states can be studied and highlight the importance of
molecular vibrations. The aim is to demonstrate how vibronic transitions can be
investigated experimentally and simulated using quantum chemical methods.

2.2.1 An Experimental Perspective

The experimental molecular vibration spectroscopy deals with all types of inter-
actions between electromagnetic radiation and matter.18 The resulting changes
in molecular motions of these interactions can be observed through various types
of experiments. Particularly in the gas phase, vibrational effects can be resolved,
providing insights into the vibrational structure of complex systems. Figure 2.2
illustrates different spectroscopic methods in which molecular vibrations play
a crucial role. They provide information about the energy of electronic and
vibrational states and offer insights into important molecular vibrations during
vibronic transitions. These methods will be briefly described in the following
sections.

Figure 2.2: Schematic picture of a selection of experimental techniques to in-
vestigate molecular vibrations. The top panels (A1-D1) contain a schematic
mechanism of IR spectroscopy (A1/A2), Raman spectroscopy (B1/B2), reso-
nance Raman spectroscopy (C1/C2) and UV-VIS spectroscopy (D1/D2). The
bottom panels (A2-D2) contain the corresponding schemes of exemplary spectra
that result from these kind of experiments.

2.2.1.1 Infrared Spectroscopy

When molecules are exposed to Infrared (IR) light, the incident radiation is com-
pared with the light transmitted through the sample. This technique is known
as transmission IR spectroscopy. The possible interactions between the incident
photon and the molecule of interest involve the excitation of molecular rotations
and molecular vibrations. IR spectra display bands with reduced intensity when
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incoming radiation has been absorbed and molecules have been excited into
different vibrational levels (see figure 2.2 A2).

Normal mode vibrations can absorb photons with energies corresponding to
their vibrational frequencies (see figure 2.2 A1). As a result, the bands in an IR
spectrum can be used to identify specific vibrations associated with functional
groups or combinations of atoms, even in an unknown sample.

2.2.1.2 Raman Spectroscopy

In Raman spectroscopy19, photons are scattered by molecules in a sample and
exhibit a different energy after scattering than before. This energy can be
higher (anti-Stokes Raman scattering) or lower (Stokes Raman scattering),
depending on whether energy was absorbed or released during the elastic
scattering process (see figure 2.2 B1). The energy difference between the
scattered light that is unchanged in terms of energy (Rayleigh scattering) and
the Raman scattering provides insight into the energy of vibrational levels of the
given system. However, Raman scattering is much less intense compared to the
Rayleigh scattering, making it typically very difficult to detect (see figure 2.2
B2).

2.2.1.3 Resonance Raman Spectroscopy

Resonance Raman spectroscopy20,21 is a type of spectroscopy related to Raman
spectroscopy. In this technique, the incident radiation is tuned to a frequency
close to that of the electronic transition (see figure 2.2 C1). The advantage of
resonance Raman spectroscopy is that the resulting spectra have significantly
higher intensity and are usually much simpler. This simplicity arises because
typically only a small number of normal modes contribute to the spectrum (see
figure 2.2 C2).

Resonance Raman spectra are used when the signal of conventional Raman spec-
tra is too complex or weak to allow for a meaningful interpretation, or when the
molecules are present in very low concentrations in a solution, making detection
via conventional Raman spectroscopy difficult. It has also been experimentally
demonstrated that the intense resonance Raman bands can be attributed to
those vibronic transitions where the geometry shifts from the ground state to
the excited state along a normal mode. Consequently, only the normal modes
that exhibit a dominant displacement during vibronic excitation appear in the
resonance Raman spectrum. This rule is said to apply to both totally symmetric
and non-totally symmetric vibrations21 and allows for an additional geometric
information compared to common IR or Raman spectroscopy.

2.2.1.4 UV-VIS Spectroscopy

Ultraviolet (UV)-Visible (VIS) spectroscopy is not specifically a type of vibra-
tional spectroscopy but rather a part of vibronic spectroscopy. Upon irradiation
molecules change their electronic state and their vibrational state (vibronic
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transition) at the same time. The energy of the photons used for excitation is
significantly higher compared to IR and Raman spectroscopy (see figure 2.2 D1),
enabling excitations into electronic states that are much higher in energy. In
solution, both absorption and emission spectra typically show broad, featureless
bands. However, in the gas phase, vibrational progressions can occur and be de-
tected during absorption and emission processes. These progressions represent
the superposition of electronic transitions and the individual vibronic transitions
between different vibrational levels of the respective electronic states. Thus,
as an addition to vibrational spectroscopy, UV-VIS spectroscopy can provide
valuable insights into the vibrational structure of molecules.

2.2.2 A Theoretical Perspective

We observe that molecular vibrations play a significant role in experimental
methods and photophysical phenomena in general. Consequently, it is essential
to formulate a meaningful quantum chemical description of electronic tran-
sitions that incorporates molecular vibrations. The following sections aim to
present theoretical considerations for quantifying vibronic transitions and to
demonstrate how both vibronic spectra and nonradiative rate constants can be
calculated. Additionally, general guidelines and principles will be outlined to
estimate the rate constants of these processes.

2.2.2.1 Fermi’s Golden Rule and Condon Approximation

Fermi’s golden rule22,23 is widely used in quantum mechanical perturbation
theory to quantify the probability of transitions between vibrational levels,
specifically from an initial state |Ψa⟩ with vibrational level νaj to a final state
|Ψb⟩ with vibrational levels νbk. Fermi’s golden rule is widely applicable in
many different contexts, including deriving rate constants and lifetimes of
electronic states, and it provides important insights into phenomena such as
radioactive decay, the absorption and emission of light quanta, and the cross-
section of chemical reactions. It is important to note, however, that Fermi’s
golden rule is not suitable for describing ultrafast non-adiabatic transitions,
such as those involving conical intersections. The static approach which is
employed using Fermi’s golden rule, is insufficient for these cases. In such
situations, non-adiabatic dynamic simulations are required. In this work we
apply it to nonradiative processes like ISC and rISC24,25, where SOC is the
dominant interaction driving the transition. In this case Fermi’s golden rule can
be formulated as follows:

knr =
2π

ℏ

∣∣∣∣∣
∑

k

⟨νbk,Ψb| ĤSO |Ψa, νaj⟩
∣∣∣∣∣

2

δ(Eaj − Ebk) (2.1)

where ℏ represents reduced Planck’s constant, and ĤSO is the SOC operator. The
Dirac delta function δ ensures energy conservation during the transition from
the initial to the final state.
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Equation 2.1 is typically expanded into a Taylor series and truncated after the
first term.25 Additionally, similar to the Born-Oppenheimer approximation, it
is assumed that the electronic and vibrational parts can be separated. These
simplifications lead to the expressions for ISC and rISC in the so-called Condon
approximation:

kFC
ISC =

2π

�
∑

α

∣∣∣〈ΨTα
b
| ĤSO |ΨSa〉

∣∣∣
2 ∑

k

|〈νbk|νaj〉|2 δ(Eaj − Ebk) (2.2)

kFC
rISC =

2π

3�
∑

α

∣∣∣〈ΨSa | ĤSO |ΨTα
b
〉
∣∣∣
2 ∑

j

|〈νaj |νbk〉|2 δ(Ebk − Eaj) (2.3)

Both equations are identical except for the swapped indices and, compared to
equation 2.1, the fine-structure components, α, of the triplet state, which must
be taken into account for ISC and rISC processes, specifically.

It can be seen that calculating rate constants is fairly straightforward and can
be divided into the calculation of the electronic coupling matrix element and
the vibrational overlap, also known as Franck–Condon Factors (FCFs). Figure
2.3 illustrates an example of how the FCFs can be determined based on the
vibrational wave functions of two different electronic states.

Figure 2.3: Schematic representation of two electronic states that are slightly
spatially displaced including the most probable vibronic transitions from the
inital state Ψa to the final state Ψb and vice versa. The blue and green arrows are
pointing toward the FCP for absorption and emission, respectively.

It is assumed that the molecule starts in the vibrational ground state of the
lowest electronic state before excitation. According to the Franck–Condon (FC)
principle, the arrangement of the nuclei remains unchanged during the elec-
tronic excitation (represented by the vertical line in the diagram). The excitation
is most likely to occur into the vibrational level that lies directly above the initial
point. This specific point on the Potential Energy Surface (PES) of the final state
is referred to as the Franck–Condon Point (FCP); however, it is more commonly
described as the FC region, since molecules oscillate around the equilibrium
geometry in the initial state, even at a temperature of 0 K.

Two peculiarities are worth noting here. (I) Calculating the FCF for all pos-
sible combinations of a large number of vibrational levels is computationally
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demanding and only practical if the number of vibrational levels is significantly
limited. In practice, the expressions already discussed (and those to follow) are
implicitly computed via the correlation function in the time domain, followed
by Fourier transformation (see section 2.2.2.5). (II) Despite its limitations, the
Condon approximation simplifies the calculation of transition probabilities and
has made it possible to compute rate constants for nonradiative processes in
large molecules, which are still at the forefront of current research, by allowing
for a computational approach with a reasonable computational effort to systems
with a meaningful number of atoms.

2.2.2.2 Temperature Effects

Radiative and nonradiative processes are often highly temperature-dependent.26

Particularly, for processes that require overcoming a specific energy barrier,
the modeling of temperature effects becomes essential. As depicted in section
2.1, rISC from low-lying triplet states to singlet states requires an activation
energy, just as ISC from singlet states to higher triplet states does. Instead
of considering a single vibrational level, the simulation of temperature effects
assumes a transition between a Boltzmann distribution of vibrational states
of the initial into the vibrational states of the final state. Generally, the rate
constant knr for a nonradiative transition, starting from the thermal equilibrium
of the initial state, can be expressed as an ensemble average for a distribution of
transitions from various vibrational levels j of the initial state to a distribution
of vibrational levels k of the final state24,26,27:

knr =
∑

j

P (Eaj) k
j→k
nr (2.4)

=
∑

j

1

Z
e

−Eaj
kBT kj→k

nr (2.5)

Here, the rate constant kj→k
nr for the nonradiative transition from a vibrational

level j of the initial state to a vibrational level k of the final state is scaled
according to the Boltzmann distribution of the respective initial state, P (Eaj). T
is the temperature, and kB is the Boltzmann constant.

For the rate constants of ISC and rISC, under the assumption of the Condon
approximation (see equations 2.2 and 2.3) and the contribution of temperature
effects such as in equation 2.5, we can derive:

kFC,T
ISC =

2π

ℏZ
∑

α

∣∣∣⟨ΨTα
b
| ĤSO |ΨSa⟩

∣∣∣
2 ∑

kj

e
−Eaj
kbT |⟨υbk|υaj⟩|2 δ(Eaj − Ebk) (2.6)

kFC,T
rISC =

2π

3ℏZ
∑

α

∣∣∣⟨ΨSa | ĤSO |ΨTα
b
⟩
∣∣∣
2 ∑

kj

e
−Ebk
kbT |⟨υaj |υbk⟩|2 δ(Ebk − Eaj) (2.7)

Just like in section 2.2.2.1, these two equations differ in their prefactors, where
the fine-structure components α of the triplet state are taken into account.
Additionally, note that for rISC, the order of the initial and final states is reversed
compared to ISC, which results in the indices being swapped accordingly.
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2.2.2.3 El-Sayed Rules

The evaluation of the expressions in equations 2.6 and 2.7 involves significant
computational effort. Consequently, it is often practical to apply a qualitative rule
as an initial approximation. The most widely used qualitative rule for estimating
rate constants is the El-Sayed rule. It can be found in the ‘IUPAC Glossary of
Terms for Photochemistry’ and state: "The rate constant of intersystem crossing is
relatively large if the radiationless transition involves a change of orbital type."28

For phosphorescent emitters, a typical scenario following photo- or electrical
excitation involves the nonradiative transition from the lowest excited singlet
state to the triplet manifold. Significant rate constants, however, would only be
expected for 1ππ∗ ⇝ 3nπ∗ transitions, but not for 1ππ∗ ⇝ 3ππ∗ transitions and
vice versa. A contextual embedding and a much more detailed explanation of
this rule can be found in the review article by C.M. Marian.24

Note, that this rule is intended solely for the qualitative assessment of rate con-
stants and was established under the assumption of fixed geometries. However,
El-Sayed forbidden transitions can be significantly accelerated by molecular
vibrations. The following section introduces expressions that include molecular
vibrations that can break symmetry and lead to a substantial increase of SOC.

2.2.2.4 Beyond the Condon Approximation

The direct SOC, as shown in equations 2.2 and 2.3 (or equation 2.6 and 2.7 when
including temperature contributions), is calculated at a fixed geometry. However,
as mentioned earlier, it is known that SOC can vary significantly depending
on the underlying geometry. Especially when the Spin–Orbit Coupling Matrix
Elements (SOCMEs) are small, large changes may occur along the normal modes
of the molecule.24,29 In these cases, it becomes necessary to expand the current
expressions for calculating nonradiative rate constants by incorporating the
so-called vibronic SOC. In Herzberg–Teller (HT)-type schemes, this is done by
expanding the Hamiltonian around the equilibrium geometry using a Taylor
series expansion. When limited to linear terms, two additional terms appear
alongside the pure FC terms: the FC/HT crossterm and the pure HT term, which
are specifically expressed below for ISC:

k
FC/HT
ISC =

4π

ℏ
∑

α

∑

k

(
⟨ΨTα

b
| ĤSO |ΨSa⟩ ⟨νbk|νaj⟩

∑

a

∂ ⟨ΨTα
b
| ĤSO |ΨSa⟩
∂Qa

⟨νbk|Qa |νaj⟩ δ(Eaj − Ebk)

)
(2.8)

kHT
ISC =

2π

ℏ
∑

α

∑

k

(
∂ ⟨ΨTα

b
| ĤSO |ΨSa⟩
∂Qa

⟨νbk|Qa |νaj⟩

∑

b

∂ ⟨ΨTα
b
| ĤSO |ΨSa⟩
∂Qb

⟨νbk|Qb |νaj⟩ δ(Eaj − Ebk)

)
(2.9)
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Of course temperature effects can also be included in this formalism. Analogous
to Equation 2.4, a Boltzmann distribution can be assumed for the population
of the vibrational levels of the initial state. This allows for a more realistic
representation of the population of the initial state upon vibronic excitation or
decay.

2.2.2.5 Time-Dependent Approaches

As mentioned earlier in section 2.2.2.1, one drawback of the static, time-
independent approaches is that the computational effort for the explicit cal-
culation of the FCFs is tremendous. For this reason, time-dependent or dynamic
methods are more commonly used today, based on transferring Fermi’s golden
rule into the Heisenberg picture, which primarily avoids the need for explicit
FCF calculations. This method is not new30 but has already been successfully
applied to compute electronic absorption spectra31, circular dichroism spectra32,
resonance Raman spectra33, as well as IC and EET rate constants.31,34,35

For a vibrationally cold initial state (ν = 0), based on Fermi’s golden rule and
assuming the Condon approximation, the rate constant for ISC can be formulated
as follows:

kcorrISC =
∣∣∣⟨ΨS | ĤSO |ΨT ⟩

∣∣∣
2
∫ ∞

−∞
dtG(t)eit(∆E0

ST + 1
2
Tr(ΩS)) (2.10)

where a time integration of the so-called generating function G(t) is performed.
The generating function is obtained using Mehler’s formulas36, which provide
an analytic expression only in the harmonic oscillator approximation. In the
simplest case (neglecting vibronic effects or temperature contributions), the
generating function is given by:

G(t) =2
N
2

√
detS−1ΩSΩT

det (JTΩTBJ+ΩS) det (JTΩTB−1J+ΩS)

× e
DT

(
ΩTBJ(JTΩTBJ+ΩS)

−1
JTΩTB−ΩTB

)
D (2.11)

The specific expression for the generating function varies when accounting for
temperature contributions27, vibronic effects37 or when IC rate constants38 are
computed. Nevertheless, the mathematical foundation mentioned above and the
requirement of numerical time integration remain unchanged.

2.2.2.6 The Energy Gap Law

The energy gap law is based on the original considerations of Englman and
Jortner39 (similar considerations were made around the same time by Fisher40).
It was derived to provide a qualitative rule for rate constants of nonradiative
processes in large molecules. Thus, it represents a useful tool for the evaluation
of decay pathway mechanisms in large molecules.

To make general statements about the rate constants of nonradiative transitions
across various systems of different sizes, it is necessary to establish certain
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approximations. In this context, Englman and Jortner proposed the following
rigorous assumptions:

1. Neglect of interference effects: It is assumed that the rate constants of
competing relaxation processes within an excited system can be calculated
independently. In other words, each decay process occurs independently.
The validity of the derived equations hinges on this assumption, which
significantly simplifies the problem.

2. Two-identical-states model: A two-state model (also known as displaced
oscillator model) is assumed, where transitions are only considered be-
tween two discrete electronic states. Potential decay processes to other
electronic states are disregarded. Furthermore, the normal mode vibrations
and corresponding frequencies of both electronic states are assumed to be
identical.

3. Factorization of vibronic coupling matrix elements: Analogous to the
Condon approximation, the vibronic coupling matrix elements are factor-
ized into a product of electronic coupling elements and FC vibrational
overlaps. This allows for the independent consideration of electronic and
vibrational components.

4. Harmonic oscillator approximation: The PESs are described using har-
monic oscillators.

With these approximations, two different scenarios can be distinguished: (I)
The weak-coupling limit (see figure 2.4 A) is characterized by a small spatial
displacement between the two harmonic oscillators. The PES are only shifted
vertically relative to each other and do not intersect. This scenario is often
referred to as nested states. (II) In the strong-coupling limit (see figure 2.4 B),
however, the oscillators exhibit a significant geometric displacement relative to
each other, meaning the involved electronic states have different geometries. The
PES intersect at a certain point, requiring a different set of equations for this case.

The transition probability in the weak-coupling limit is highly dependent on the
energy difference between the two involved electronic states, ∆EST . Significant
vibrational overlaps can only occur between two harmonic oscillators when
the energy gap is vanishingly small. This arises from the consideration that
the overlap of the associated Hermite polynomials, ⟨Hn(Q)|Hm(Q)⟩, approaches
zero unless n = m. Consequently, the smaller the energy gap, the larger the
nonradiative rate constant. In fact, the transition probability decreases exponen-
tially as the energy gap increases.

In the strong-coupling limit, however, the overlap of two Hermite polynomials
with different quanta does not automatically approach to zero. In fact, the over-
lap is greatest near the intersection of the two PES. As a result, the transition
probability exhibits a Gaussian-like behavior. Not only the energy gap but also
the reorganization energy and the energy between the crossing point and the
minimum of the final state (which are included in the parameter λ) become
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Figure 2.4: Schematic representation of two identical harmonic oscillators
for a singlet (ΨS) and a triplet (ΨT ) state. In the weak-coupling limit (A)
both harmonic oscillators exhibit a small spatial displacement in all normal
coordinates Q and in the strong-coupling limit (B) both harmonic oscillators
exhibit a strong spatial displacement and the PES cross.

important factors in estimating the rate constant.

In reality the transition probabilty depends on various additional parameters
which can be found in a review article by Marian.24 It is important to note
that the energy gap law is based on the harmonic oscillator model, making
it unrealistic for very large energy gaps, such as those encountered during a
transition from a triplet or singlet state to the electronic ground state. Addi-
tionally, the PES of the electronic states are usually different, and a model of
two identical and merely displaced harmonic oscillators is inaccurate for this
scenario. Differences in vibrational frequencies as well as rotations of the normal
modes are not accounted for; however, it could be shown that the inclusion
of Duschinsky mixing for the computation of rate constants of non radiative
processes is crucial.41 Moreover, spin-vibronic effects must also be considered,
as they can significantly impact non radiative transitions.29 Consequently, the
energy gap law alone leads to an unreliable prediction of complicated decay
pathway mechanisms. Nevertheless, despite these limitations, the energy gap
law provides a useful tool for the qualitative assessment of rate constants for
nonradiative processes.
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2.3 Duschinsky Transformation

As previously mentioned, a vibronic transition always occurs between two dif-
ferent electronic states. Each state represents a minimum on a different PES
and thus has a distinct nuclear arrangement. Consequently, the two sets of
normal modes also differ. The normal modes of the final state may be rotated or
mixed relative to those of the initial state. This phenomenon was first described
by Duschinsky when extending the FC principle from diatomic to polyatomic
systems.42 Duschinsky proposed that the normal modes of both states could be
related through a linear transformation – the Duschinsky transformation. Specif-
ically, a rotation matrix and a displacement vector are used to map the normal
modes of one state to those of the other. The more the rotation matrix deviates
from a unit matrix, the greater the so-called Duschinsky mixings, indicating
stronger mixing of normal modes. Various studies41,43 emphasize the importance
of considering Duschinsky mixings when calculating nonradiative rate constants
and vibronic spectra.

The formalism for calculating the Duschinsky rotation matrix and displacement
vector varies depending on the chosen method and the degree of introduced
approximations. Generally, this is divided into adiabatic and vertical models,
and numerous comprehensive review articles44–46 compare both approaches.

Figure 2.5: Schematic picture of the adiabatic (A) and vertical (B) approaches
including the key parameters that are required for the computation of the
Duschinsky rotation matrix and the displacement vector. This scheme was
slightly adapted from Publication No.1.

The adiabatic and vertical models will be briefly introduced and compared in
the following sections.
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2.3.1 Adiabatic Approaches

The PES of a given system can be approximated by a harmonic potential. It is
constructed around the minimum geometry of the respective electronic state of
interest. For an N-atomic system, the harmonic potential for the initial state (V1)
can be expressed in matrix notation as follows:

V1(Q1) =
1

2
QT

1 Ω
2
1Q1 (2.12)

where the normal modes are represented in the matrices Q (with a dimensional-
ity of 3N−6 for non-linear molecules and 3N−5 for linear molecules), and the
corresponding frequencies are included in the diagonal matrix Ω. The normal
coordinates are defined as a mass-weighted deviation of the coordinates from
the equilibrium geometry:

L1Q1 = M
1
2 (x− x01) (2.13)

where L represents the eigenvectors of the force constant matrix, and M is
the diagonal mass matrix for mass weighting. In the adiabatic case, the equi-
librium geometries of both initial and final states are known, allowing for the
construction of the harmonic potential of the final state in a similar manner. This
approach is referred to as the Adiabatic Hessian (AH) method, as the data that
is required to construct the harmonic potentials can be directly obtained from
the analysis of the Hessian matrix.

As previously described, both sets of normal coordinates can be related to each
other using the linear Duschinsky transformation:

Q1 = JQ2 + K⃗ (2.14)

In the linear transformation, the set of normal modes of the final state is ro-
tated and shifted onto the set of normal modes of the initial state using the
Duschinsky rotation matrix J and the displacement vector K⃗. This means that
the normal modes of the final state are represented in the basis of the initial state.

The harmonic potential of the final state can be expressed similarly to equation
2.12 in its own basis and, using equation 2.14, in the basis of the initial state as
follows:

V2(Q2) = Ead +
1

2
QT

2 Ω
2
2Q2 (2.15)

V2(Q1) = Ead +
1

2
QT

1 JΩ
2
2J

TQ1 − K⃗TJΩ2
2J

TQ1

+
1

2
K⃗TJΩ2

2J
T K⃗ (2.16)

In the preceding formula, Ead represents the adiabatic energy difference between
the minima of the harmonic potentials. For the optimized geometries, frequency
calculations for both electronic states yield a set of normal modes along with
their corresponding frequencies. For the rotation matrix and the displacement
vector, straightforward terms can be derived in the adiabatic case according to
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equations 2.17 and 2.18. A detailed derivation of the Duschinsky transformation
in general and the corresponding expressions for the rotation matrix and the
displacement vector transformation in the adiabatic case can be found in section
7.3 of the appendix.

J = L−1
1 L2 (2.17)

K⃗ = L−1
1 M

1
2 (x02 − x01) (2.18)

Different models have been designed to reduce the computational effort of the
AH method. Assuming that the structure of a vibronic spectrum is predomi-
nantly influenced by the displacement of the two harmonic potentials relative
to each other, it can be simplified by defining that the potentials of the initial
and final states are the same except for a spatial shift. This model is referred to
as the Adiabatic Shift (AS) model, where, by definition, the rotation matrix is
an identity matrix (J(AS) = 1) and the frequencies of both states are identical
(Ω(AS)

2 = Ω1). However, since Duschinsky mixing effects cannot be neglected
without compromising the quality of the results41, a model was introduced that
serves as an approximation between the AH and the AS models. The so-called
Adiabatic Shift and Frequencies (ASF) model takes into account the changes in
the harmonic frequencies during the vibronic transition. While the Duschinsky
rotation effects are still neglected (J(ASF ) = 1), the frequencies are adjusted
(Ω(ASF )

2 =
√
diag (JΩ2

2J
T )).

In the adiabatic approach, the harmonic potential in all the previously mentioned
models is generated at the minimum of the PES of the initial and final states,
where it is, by definition, the most accurate. For this reason, adiabatic models
typically provide reliable information about the 0-0 transition, i.e. the onset of a
vibronic spectrum. However, if the potentials are strongly displaced from one
another, the actual potential at the FC point may deviate significantly from the
constructed harmonic potential. This is one of the reasons why vertical models
were introduced to address these issues.

2.3.2 Vertical Approaches

As an alternative to adiabatic models, the harmonic potential of the final state
in vertical models is not created at the minimum of the PES. Instead, it is
extrapolated toward the minimum using a second-order expansion based on
data available at the FC point. The major technical advantage of vertical models
is that the data calculated solely at the optimized geometry of the initial state is
sufficient to perform a meaningful simulation of the vibronic transition. In the
application examples that will be presented later in chapter 4, we demonstrate
that vertical models outperform adiabatic models for systems experiencing signif-
icant geometrical changes during vibronic transitions. This advantage allows for
the simulation of vibronic transitions for a broader range of compounds, where
traditional adiabatic approaches fail and provide unreliable results.

In the so-called Vertical Hessian (VH) method, the harmonic PES of the final
state can be expressed in the basis of the normal modes of the inital state as
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follows, using the vertical energy EV between the minimum of the initial state
and the FC point, the gradients g⃗x, and the Hessian matrix Fx of the final state
in Cartesian coordinates:

V2(Q1) = EV + g⃗TQ1 +
1

2
Q1FQ1 (2.19)

with

g⃗ = M− 1
2L1g⃗x (2.20)

F = LT
1 M

− 1
2FxL1M

− 1
2 (2.21)

The linear Duschinsky transformation can also be applied in vertical models. The
expressions for the rotation matrix and the displacement vector differ as follows:

Q1 = J(V H)Q(V H) + K⃗(V H) (2.22)

K⃗(V H) = −J(V H)(Ω(V H))−2(J(V H))T g⃗ (2.23)

Simplifications also exist for the VH method, analogous to the adiabatic alterna-
tives, such as neglecting Duschinsky rotation effects. In the so-called Vertical
Gradient (VG) method, it is assumed that both states are only spatially shifted
relative to each other and that the Hessian matrix of the final state at the FC
point is identical to that of the initial state. This implies that the normal modes
and their frequencies must be the same, and similar to the AS method, it holds
that J(V G) = 1. As a result, diagonalizing the Hessian matrix and extrapolating
the displacement vector for the transformation between the initial and final
states is not necessary, and the expression for the displacement vector reduces
to K⃗ = −Ω−2g⃗.

Analogous to the ASF model, the frequencies of the normal modes for the
final state can also be adjusted in the vertical approach. In the so-called
Vertical Gradient and Frequencies (VGF) model, Duschinsky rotation effects
are ignored (J(V GF ) = 1), and the normal mode frequencies are adjusted
(Ω(V GF )2 =

√
diag(F)).

In general, vertical models provide results of similar quality as adiabatic mod-
els for semi-rigid molecules (i.e. molecules that do not undergo significant
geometrical changes upon excitation or vibronic transition), supporting the
reliable application of the harmonic approximation. However, for systems that
undergo significant geometric changes during the vibronic transition and whose
geometries differ largely between the initial and final states, vertical models can
yield significantly better results than adiabatic ones. However, if information
about the final state is not accessible, for example, due to difficulties or high
computational costs in optimization near crossing PESs, vertical models prove to
be a useful alternative.
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In section 2.2.2.1, we saw that rate constants for nonradiative processes can
be quantified using Fermi’s golden rule and that the expression for calculating
the rate constant can be divided into a pure electronic SOCME and the FC in-
tegral. For the calculation of these integrals, the in-house program VIBES was
developed in the group for theoretical and computational chemistry in Düssel-
dorf. The static computation of FC integrals (i.e. the computation in the energy
domain) was implemented by Jörg Tatchen and are based on the HOTFCHT pro-
gram by Roland Berger47, to calculate FC integrals using the recursive Doktorov
method.48,49 The program has been continuously expanded and adapted since
its original version. A dynamic calculation of FC integrals via the integration
of the correlation function (see section 2.2.2.5) and the ability to account for
temperature effects (see section 2.2.2.2) were introduced by Mihaljo Etinski.
And through the work of Mario Bracker38, the VIBES program can now also
calculate IC rate constants, incorporating non-adiabatic coupling elements.

The following chapters do not aim to provide a detailed description of the
mathematical background of the adaptations mentioned above and how they
were implemented. In this case I strongly recommend to have a look into the
original publications and theses that were cited accordingly. The next section
rather provides an overview of the functionalities of the VIBES program, with a
special focus on the latest modifications that are a part of this work and allow
calculations in the internal coordinate system and using vertical approaches (see
section 2.3.2) for the computation of Duschinsky mixing effects.

3.1 Implementation

The source code of the VIBES program is composed of various subroutines, origi-
nally written in Fortran70, Fortran90, and, in some parts, C++. At the beginning
of this work, the main parts of the existing source code were translated into the
Fortran90 programming language to increase comprehensibility. The subroutines
for the computation and integration of the correlation function were kept in
C++ due to their complexity and because there was no need for any adjustments.

The following sections contain generalized flowcharts that depict the sequence
of processes within the program or specific sections of it. Oval shaped boxes
represent input files, incoming data as well as output files and resulting data.
Rectangular boxes denote the associated processes and subroutines. Additionally,
diamond boxes indicate where the flow is non-linear, highlighting potential
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branches in the program and the decisions that result in these programatic
variations.

3.1.1 Reading the Input

As an initial step, the VIBES program reads the input data. It includes interfaces
designed to import output files from quantum chemistry software packages
such as Gaussian1650 and Mopac.51 Typically, the essential data are extracted
from geometry optimizations or corresponding frequency calculations. These
include the geometries of the initial and final states (X1, X2), which are stored in
(3N)×(3) matrices, where each row contains the three Cartesian coordinates of
an atom. The corresponding normal modes (Q1, Q2) are stored in (3N−6)×(3N)
matrices, with each row representing the atomic displacements in atomic units
for one of these normal modes. A separate vector (�ω1, �ω2) stores the eigenvalues
of the normal modes, i.e., the frequencies. The atomic masses (m1, m2) are
identified internally based on the atom type, and from this information, a mass
matrix, M, can be generated, if required.

VIBES is controlled by the user through specific keywords. These keywords are
stored in a separate input file and passed to the program via standard input.
This way, the user can determine key parameters and the desired methods for
calculating the Duschinsky rotation matrix, the displacement vector, and the
corresponding method for the calculation of rate constants. The individual
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keywords will be explained in detail in a dedicated section of the appendix (see
section 7.2).

For VG or VH calculations, it is crucial to consider that during the frequency
calculation, the binary checkpoint file is required in addition to the Gaussian16
output file. The standard output file contains only a fraction of the full Hessian
matrix and gradients, whereas the checkpoint file always includes these matrices
in full, regardless of the number of atoms. The gradient vector and Hessian
matrix can be extracted from the binary Gaussian16 checkpoint file using the
formchk routine provided by Gaussian, which converts the binary file into a
readable format. From the resulting formatted checkpoint file, the corresponding
(3N−6)×(1) dimensional gradient vector (g⃗x) and the (3N−6)×(3N) dimensional
Hessian matrix (Hx) can be extracted. Specifically, in the checkpoint file only the
lower triangular part of the Hessian matrix is stored, which must be converted
into a symmetric matrix upon extraction.

3.1.2 Frequency Scaling

The harmonic potential serves as an approximation of the actual PES of an elec-
tronic state. While the harmonic potential is accurate near the minimum of the
surface, it diverges significantly from the true potential at larger deviations from
the equilibrium geometry. Although anharmonic potentials provide a much more
realistic description, the computational cost associated with them for systems
of interest is substantial. An approximate way to incorporate anharmonicity in
vibronic transition simulations is by adjusting the harmonic oscillator frequencies
using a scaling factor.52,53

For frequency scaling in the VIBES program, a scaling factor can be specified
in the input file using the keyword $freqscale (see section 7.2). It is important
to note that the scaling factor depends on the basis set but can be retrieved
from a database for a large number of basis sets.54 During input processing, the
scaling factor is applied to the frequencies of each normal mode, and subsequent
calculations are performed using the scaled frequency vector.

3.1.3 Eckart Conditions

Employing Eckart conditions55,56 is essential for calculating vibrational contribu-
tions to a vibronic transition. These conditions are used to separate vibrational
degrees of freedom from translational and rotational degrees of freedom. The
goal is to minimize the contributions of the latter, so the focus can be solely on
the vibrational contributions. In the VIBES program, a so-called pseudo-rotation
matrix is used, which ensures that the vector product of two geometries of a
given system approaches zero. The implemented method is based on a procedure
described by Dymarsky et al.57 and addresses challenges where the employment
of Eckart conditions fails due to intermediate singular matrices.58

In the first step, the center of mass is computed for both geometries. Using these
position vectors, both geometries can be shifted to the origin of the coordinate
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system, ensuring that the contributions from translational degrees of freedom
are eliminated.

In the second step, the rotation matrix T that satisfies the Eckart conditions
must be determined. The goal is to ensure the following equation holds true:

N∑

k=1

mk TRI
k × RII

k = 0 (3.1)

where the mass-weighted vector product between the position of an atom k
in one state RII

k and the rotated position of this atom in the other state RI
k

should equal zero. This ensures that the rotational contributions are minimized,
allowing the focus to be solely on the vibrational contributions. Equation 3.1
can be rewritten in an equivalent form defining a matrix A:

Aij =
N∑

k=1

mk R
I
k

(
RII

k

)T
(3.2)

Using Singular Value Decomposition (SVD), the matrix A can be decomposed
into its component matrices U and V, which are required according to the
procedure by Dymarsky et al.57 to compute the rotation matrix T. In the final
step, this rotation matrix is used to align the two geometries and transform the
corresponding normal modes accordingly.

A = UΣVT (3.3)

where the matrix Σ contains all the pivot elements.

This routine is also used to detect normal modes with imaginary frequencies. If
detected, the corresponding normal mode alongside its frequency is discarded
and the dimensionality of the normal mode matrix and frequency vector of
both initial and final state will be decreased accordingly. Finally, the rotated
geometries and normal modes are passed to the main program for any further
computations.
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3.1.4 Duschinsky Transformation

In the VIBES program, various deltabuild routines handle relating two sets
of normal modes of the initial and final states. This is done using the linear
Duschinsky transformation (see section 2.3). Generally, the Duschinsky rotation
matrix and displacement vector are generated from the normal modes, their
respective frequencies, and atomic masses. Depending on the user input, the
appropriate routine is selected based on the chosen coordinate system (Cartesian
or internal) and the selected method (adiabatic or vertical). The following
section will provide a brief outline of the implementation of the AH method in
Cartesian coordinates, as well as the VH method in Cartesian coordinates. Key
differences in their respective implementations will be briefly covered for other
possibilities to perform the Duschinsky transformation.

3.1.4.1 Adiabatic Model in Cartesian Coordinates

The conventional approach for calculating the Duschinsky rotation matrix and
the displacement vector is the adiabatic case in Cartesian coordinates (see sec-
tion 2.3.1). To compute the rotation matrix and the displacement vector, the
subroutine requires data about the Cartesian coordinates and the normal mode
vibrations with their respective frequencies for both electronic states.

First, the (3N − 6)× (1) dimensional Cartesian displacements ∆�x are calculated.
Similar to what was shown in equation 2.13, these are derived from the mass-
weighted displacements:

∆�x = M
1
2 (�x01 − �x02) (3.4)

The (3N −6)× (1) dimensional displacement vector �K is then calculated by
multiplying the Cartesian displacements with the normal modes of the final state
Q2 and scaling them with the corresponding frequencies �ω2 of the final state. Fi-
nally, the vector elements are scaled by a prefactor of 0.1722

√
mol ∗ kg−1 ∗m−1.

This prefactor ensures that the displacement vector becomes dimensionless. A
derivation of the prefactor can be found in section 7.3 of the appendix.
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The (3N−6)×(3N − 6) dimensional rotation matrix J is determined solely by the
matrix-matrix multiplication of the normal modes of the initial and final states,
as described in Equation 2.17.

Subsequently, the user is provided with an overview of the normal modes, their
Duschinsky mixings, and other characteristic parameters of the Duschinsky
transformation (these will be explained later in section 3.2).

3.1.4.2 Vertical Model in Cartesian Coordinates

As described in section 2.3.2, unlike in the adiabatic case, the vertical approach
assumes that the normal modes of the final state at its minimum geometry, or
the optimized geometry itself, are not known. Instead, the normal modes are
calculated at the FC point and extrapolated toward the minimum using the
Cartesian gradients and the Hessian matrix at that point.

First, the gradients and the Hessian matrix of the final state are mass-weighted
and transformed into the basis of the initial state according to equations 2.20
and 2.21.

In this basis, the Duschinsky rotation matrix is calculated through the diago-
nalization of the Hessian matrix (J = diag(F)), and the displacement vector
is determined according to equations 2.22 and 2.23. These are then returned
to the main program. Similar to the adiabatic models, the key parameters of
the Duschinsky transformation (to be explained later in section 3.2) are output.
Additionally, the user is provided with information on the extrapolated energy
difference between the initial and final states.
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3.1.4.3 Adiabatic Model in Internal Coordinates

The deltabuild routines in internal coordinates first require a transformation
of the data into the internal coordinate system. Specifically, this means that
alternative expressions for the normal mode vibrations and the Cartesian coordi-
nate differences, for example from equation 3.4, must be found in the internal
coordinate system.

To achieve this, internal coordinates for the given system must first be identified.
These coordinates are generally classified into bond lengths, bond angles, and
dihedral angles. The latter are further subdivided into out-of-plane bending
motions (such as the inversion motion of ammonia) and torsions. Following the
most common approach by Wilson et al.59, so-called s-vectors can be generated
along these motions. These vectors represent the direction of the largest possible
geometric change for an internal coordinate and form the basis for the transfor-
mation matrix, known as the Wilson B-matrix, which enables the transformation
between Cartesian and internal coordinates.

The detailed formalism for identifying all internal coordinates, constructing the
transformation matrix, and addressing methodological specifics for transforming
Cartesian to internal coordinates has been extensively described in many other
articles.60,61 As part of my master’s thesis, I implemented the coordinate trans-
formation into the VIBES program based on these articles. For a comprehensive
overview of the implemented routine and the equations used for the coordinate
transformation, please refer to my master’s thesis.62

3.1.5 Generating Function

The primary task of the ika routines is to compute the generating function. The
specific terms to be calculated for the correlation function differ depending on
the chosen method. In section 2.2.2.5, the specific term for ISC without consid-
ering temperature effects has already been presented. However, the user can
decide whether the generating function is evaluated by accounting for vibronic
effects or by including non-adiabatic coupling elements for the calculation of IC
rate constants. In all cases, it is possible to compute the correlation function with
or without considering temperature effects. Similar to the deltabuild routines, a
dedicated ika routine has been implemented for each formalism.

Since the implementation is very similar in all cases, and the correlation function
only differs in minor details, the implementation will be explained using one of
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these routines as an example. For this purpose, the routine most commonly used
in practical applications has been selected: the FC case considering temperature
effects with T > 0K.

Generating Function for FC with Temperature

The ika routine expects as input the previously calculated Duschinsky rotation
matrix, the displacement vector, and the corresponding frequencies of the normal
modes for the initial and final states. Together with the energy difference, all
necessary information is available to evaluate the expression for the generating
function.

The calculation of a single point in the generating function involves a straight-
forward sequence of matrix-matrix multiplications. To compute a rate constant,
numerical integration is performed, generating as many points of the function
as specified by the user in the integration settings. These results are temporarily
stored in a vector and the individual points are summed at the end of the inte-
gration process. The resulting rate constant is included in the standard output
of the VIBES program.

If a spectrum is required, this vector containing the generating function is passed
to a routine for a Fast Fourier Transformation (FFT). For the FFT to work, the
number of integration points must be a power of 2. If the specified number of
points does not meet this requirement, it is adjusted to the nearest power of 2.
Once the spectrum is calculated, it is saved in a separate output file.
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3.2 Validation and Testing of the Implementation

The validation of the implementation was a key component of Publication No.1.
In addition to comparing adiabatic and vertical models as discussed in section
2.3, various key figures were introduced to assess the performance of these mod-
els and determine whether comparable or improved results could be achieved
relative to the common adiabatic approach for calculating rate constants or
vibronic spectra in different test scenarios. These metrics were adapted from the
review article by Ferrer and Santoro44 and applied to custom test examples.

The following section explains the metrics used to evaluate the performance of
adiabatic and vertical methods. It is important to note that these parameters do
not necessarily need to be calculated and are not required for the subsequent
computation of the correlation function. They are solely intended to rationalize
the results of both methods and critically analyze the outcomes. However, since
the computation of these metrics accounts for only a negligible fraction of the
total computational time, they have been integrated into the standard workflow
of a VIBES calculation.

3.2.1 Measures to Rate the Performance

Duschinsky rotation matrix determinant: As mentioned in section 2.3, two
sets of normal modes can be related via the linear Duschinsky transformation.
Using the rotation matrix J and the displacement vector K⃗ within the chosen
formalism (see sections 2.3.1 and 2.3.2), the normal modes of one state can be
mapped onto the normal modes of the other state. However, a study by Özkan63

demonstrated that this transformation is neither strictly linear nor orthogonal.
The non-orthogonality of this transformation results in a determinant of the
rotation matrix that deviates from 1.63,64 The validity of the Duschinsky transfor-
mation diminishes as the determinant diverges further from 1. It therefore serves
as a valuable metric to assess whether the chosen formalism and parameter set
for calculating the rotation matrix remain valid for a given application or if the
results might contain systematic errors.

Average Duschinsky projection: Independent of the determinant of the rotation
matrix, the so-called Duschinsky projection provides insights into the degree of
Duschinsky mixing (providing a measure of how strongly the normal modes of
the initial state couple with those of the final state). For instance, a column of the
rotation matrix indicates how a single normal mode of the initial state couples
with all the normal modes of the final state. Each vector (or matrix) element can
range between 0 and 1, where values closer to 1 represent stronger couplings
and a clearer correspondence between normal modes of the two electronic states.
The average projection can be calculated using the following expression:

⟨J2
max⟩ =

1

M

M∑

i=1

max
1≤f≤M

(
J2
if

)
(3.5)

where M denotes the number of the normal mode, and the indices i and j
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correspond to the row and column of the respective rotation matrix element Jij.

Energies: Since both adiabatic and vertical approaches are different approxi-
mations to the ‘true’ PES, it can be assumed that each model is better suited for
specific scenarios. For instance, the energy of the 0-0 transition, which corre-
sponds to the onset of a vibronic spectrum, is better described when the potential
is constructed at the minimum. Conversely, the shape or the maximum of the
spectrum are better captured by an accurate description of the FC region. To
compare the performance of adiabatic and vertical models, the adiabatic energy
difference and the extrapolated energy difference can be utilized. These allow for
an assessment of the magnitude of the methodological error. Deviations in the
calculated energy difference primarily result in a bathochromic or hypsochromic
shift when simulating vibronic spectra, whereas their impact on nonradiative
rate constants can be much more significant. This is because the energy gap
between electronic states for ISC or rISC is typically much smaller than the
energy gap between electronic states during photon absorption or emission.

Sum of squared displacement: Large geometric displacements during a vibronic
transition manifest as significant elements in the displacement vector. Specifically,
normal modes that represent changes in the molecular framework which can
potentially transform the geometry of the initial state into the geometry of the
final state exhibit high displacement values. Therefore, the sum of all squared
displacements:

D2 = K⃗T K⃗ (3.6)

is used as a metric to evaluate the geometric displacements of the systems in-
vestigated in this work. Typically, these systems represent promising emitter
molecules and share a common feature: low-lying electronic states involved in
the decay mechanism that exhibit significant geometric differences. Often, the
examined structures have markedly different dihedral angles. Consequently, low-
frequency torsional modes show large displacements. Such vibrations are poorly
described by the harmonic approximation. Toniolo and Persico65 proposed
replacing these specific modes with periodic sinusoidal potentials; however,
vertical models also promise improved descriptions of torsional modes. As a
direct consequence, the displacements in vertical models are generally expected
to be smaller in magnitude.

0-0 vibrational overlap: The overlap of vibrational wave functions in their
vibrational ground states (νa0 and νb0) serves as another metric to assess how
spatially displaced the harmonic oscillators are in the respective method. This
overlap can take values between 0 and 1, with an overlap of exactly 1 occurring
only in the case of nested states mentioned in section 2.2.2.6. Thus, the overlap
can be used as a measure of the spatial displacement between the harmonic
oscillators.
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3.2.2 Benchmark

To validate the implementation of the VH method, four test systems of varying
sizes and complexities (see figure 3.1) were selected and analyzed using the
key measures (see section 3.2.1) for both adiabatic and vertical approaches.
These systems had previously been used by Baiardi et al.60 to validate the
transformation from Cartesian to internal coordinates for vibronic spectrum
calculations. Extending this study to the VH method, following the approach
of Baiardi, represents a logical progression, especially since these systems were
also used to test my implementation of internal coordinates for vibronic spectra
in the VIBES program.62

Figure 3.1: Lewis structures of the molecules that were investigated in the
benchmark. From left to right: Imidazole (IM), pyrazine (PY), (1S)-dehydro-
epicamphor (EPIC), 4-Pentyl-4’-cyanobiphenyl (CB).

Imidazole (IM) and Pyrazine (PY) were chosen as representative small molecules
with photophysical properties of significant interest. IM plays a critical role
in biological systems, participating in a variety of photoreactions.66 PY, on
the other hand, is characterized by pronounced vibronic interactions between
low-lying electronically excited states.67 Both systems undergo substantial ge-
ometric changes upon electronic excitation, posing challenges for generating
meaningful spectra using the AH method alone. The epicamphor derivative,
(1S)-Dehydro-EPICamphor (EPIC), represents a different kind of challenge due
to its complex topology. In this case, adiabatic simulations in Cartesian coordi-
nates fail to capture the nuances of a vibrationally resolved spectrum. Baiardi
et al.60 demonstrated that switching to internal coordinates could significantly
improve absorption and emission spectra. Moreover, meaningful results can
also be achieved with a vertical approach in Cartesian coordinates. Although
the geometric changes upon excitation are relatively small and the determinant
of the Duschinsky rotation matrix is close to unity (indicating near-linearity in
the transformation), the VH method notably enhances the calculation of spatial
displacements. The cyanobiphenyl derivative, 4-Pentyl-4’-CyanoBiphenyl (CB),
presents unique challenges for vibronic spectrum calculations due to its low-
frequency modes, particularly dihedral deformations, which result in substantial
spatial displacements. Spectra simulated using the AH method are often struc-
tureless, overly broad, and computations yield unreliable rate constants. Internal
coordinates offer a pathway to improved accuracy, especially for the treatment
of linear components like cyano groups.60 The VH method further enhances the
description of low-frequency modes, which are not only prevalent in CB but also
common in many donor–acceptor systems.
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Benchmark Results

The following tables show a summary of the most important key measures (men-
tioned above in section 3.2.1) computed using adiabatic and vertical approaches.

Table 3.1: Summary of key metrics comparing the VH and AH methods for IM
and PY: det(J) (Duschinsky matrix determinant), ⟨J2

max⟩ (average Duschinsky
projection), D2 (squared displacements), and S0−0 (0-0 vibrational overlap),
along with vertical, reorganization, and adiabatic energy differences.

IM (S0→S1) PY (S0→S1)
AH VG VH AH VH

det(J) 0.980 1.000 1.000 0.999 1.000
⟨J2

max⟩ 0.522 1.000 0.741 0.707 0.918
D2 33.317 10.438 12.417 2.247 1.501
S0−0 4.5× 10−4 7.4× 10−2 2.3× 10−2 4.5× 10−1 4.9× 10−1

#ωimag – – 4 – 0
∆EV [cm

-1] – 55617 55617 – 32950
∆Ereorg[cm

-1] – 5669 6139 – 566
∆Ead[cm

-1] 46173 49948 49478 32083 32384

Table 3.2: Summary of key metrics comparing the VH and AH methods for EPIC
and CB: det(J) (Duschinsky matrix determinant), ⟨J2

max⟩ (average Duschinsky
projection), D2 (squared displacements), and S0−0 (0-0 vibrational overlap),
along with vertical, reorganization, and adiabatic energy differences.

EPIC (S0→S1) CB (S0→S1)
AH VH AH VH

det(J) 0.992 1.000 0.980 1.000
⟨J2

max⟩ 0.700 0.699 0.709 0.720
D2 30.995 15.135 26.304 5.777
S0−0 1.8× 10−3 4.0× 10−3 4.7× 10−3 6.8× 10−2

#ωimag – 2 – 4
∆EV [cm

-1] – 32645 – 35323
∆Ereorg[cm

-1] – 2821 – 1771
∆Ead[cm

-1] 29584 29824 32909 33552

Tables 3.1 and 3.2 demonstrate that the use of vertical approaches generally
increases the determinant of the Duschinsky rotation matrix (det(J)) to a value
of 1. This outcome is a result of the extrapolation process, indicating that the
linear Duschinsky transformation is only fully valid in vertical models. Examining
the Duschinsky rotation matrices reveals two notable features:

1. Reduced Dimensionality: In the VH method, dimensionality is reduced be-
cause normal modes with imaginary eigenvalues in the frequency analysis
at the FCP are excluded from the calculation.

2. Decreased Duschinsky Mixing: The mixing effects are significantly di-
minished, due to fewer and less scattered off-diagonal elements, with the
matrix elements concentrating closer to the diagonal.
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This reduction in mixing is directly reflected in the average Duschinsky projec-
tion ⟨J2

max⟩, which increases for all examples, indicating a general decrease in
mixing effects.

In all test systems, the sum of all displacements (D2) decreases, and the 0-0
overlap (S0−0) slightly increases. This indicates that in the VH formalism, the
extrapolated geometry of the final state in the basis of the initial state is less
displaced compared to the adiabatic approach. It also suggests that the geo-
metric displacements cannot be fully captured by a linear transformation in
the adiabatic approach, and extrapolation of the PES positively influences the
displacements.

The extrapolated adiabatic energy difference, derived from the vertical excitation
energy ∆EV from the minimum of the initial state to the FCP and the reorga-
nization energy ∆Ereorg to the extrapolated minimum, provides a reasonable
estimate compared to the actual adiabatic energy difference ∆Ead. However,
for the test molecule IM, the extrapolated energy difference of 49478 cm−1 is
approximately 3000 wavenumbers higher than the true value. We attribute
this discrepancy to the relatively high number of normal modes with imaginary
eigenvalues compared to the total number of normal modes. Therefore, the
number of imaginary normal modes is assumed to be a critical factor affecting
the performance of the VH method.

Application Example: CZT1

The following section will demonstrate that key metrics can also be applied to
larger systems, yielding valuable insights. For this purpose, results for a zinc
complex (Carbene-Zinc-Thiolate 1: [Zn(4-Hbdt)(MenthcAAC)] (CZT1), see figure
3.2) are presented, which has already been investigated in Publication No.1
for a comparative study of adiabatic and vertical models. CZT1 is part of a
series of complexes from a previous study68 and an intriguing test system due to
its multiple conformers, whose excited states exhibit different geometric changes.

In a quantum chemical investigation of CZT1, which was mainly conducted
by Markus Putscher68, we successfully optimized the quasi-planar conformer
(ΩS0 = 10◦), the ortho conformer (ΩS0 = 76◦), and a tilted conformer (ΩS0 =
40◦), with the latter being the most favorable in terms of energy. A rotational
pathway revealed that the conformers can interconvert, with a maximum ro-
tational barrier of only 4 kJ/mol, which is expected to be easily surmountable.
Consequently, it was hypothesized that under ambient conditions, an equilibrium
between the conformers would occur, allowing them to be detected simultane-
ously in experimentally measured spectra.

The study addressed this question in part by simulating the photophysical prop-
erties of all conformers of CZT1. Here, we will focus on the emission process, as
this is where the largest impact of using vertical models was observed. Figure
3.3 shows both the experimental emission spectrum of CZT1 and the theoretical
emission spectra calculated using the AH and VH methods.
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Figure 3.2: Lewis structure of CZT1. The dihedral angle measured at the
electronic ground state ΩS0 is formed between the carbene-zinc plane and the
zinc-sulfur plane.

Figure 3.3: Experimental68 and simulated emission spectra of CZT1 using the AH
and VH methods. 16384 integration points, a time interval of 300 fs, a damping
factor of 100 cm−1 and a temperature of 300 K were used for the computations.

It is evident that the simulated spectra, regardless of the method used, exhibit
only a featureless band. Generally, the emission spectra of the different con-
formers differ only marginally, with slight variations in emission maxima and
onsets. Notably, however, the spectra calculated with the AH method are sig-
nificantly broader compared to the experimental results (with a Full Width at
Half Maximum (FWHM) ranging from 6400 to 7400 cm−1). Their onsets do not
match the experiment, and the spectra extend to higher wavelengths with the
intensity not approaching to zero in the considered spectral regime.
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In contrast, the spectra calculated using the VH method are much narrower (with
a FWHM ranging from 2750 to 4350 cm−1) and align well with the experimental
spectrum in both spectral shape and width. Additionally, the onsets of all VH
spectra are in good agreement with the experimental data.

During the review process of Publication No.1, the question arose whether
simplified models like the VG method (see section 2.3.2) could be used instead
of the VH method to achieve comparable results with less computational effort
(avoiding the explicit calculation of the Hessian matrix for the final state at the
FCP). Figure 3.4 shows the emission spectra of all conformers calculated using
the VG method.

Figure 3.4: Experimental68 and simulated emission spectra of CZT1 using the VG
and VH methods. 16384 integration points, a time interval of 300 fs, a damping
factor of 100 cm−1 and a temperature of 300 K were used for the computations.

Although the resulting spectra are narrower than those obtained from the AH
calculations, they remain significantly too broad compared to the experiment
(FWHM≈ 5500 cm−1). The emission maxima do not align with the experimen-
tal data and are shifted too far to longer wavelengths. These findings also
corroborate the conclusions of a study by Etinski41, which emphasized that
incorporating Duschinsky mixings is essential for improving the simulation of
vibronic transitions.

The benchmark metrics introduced earlier can also be applied to CZT1 to com-
pare adiabatic and vertical models. The conclusions align with those drawn from
the benchmark set, but a significant improvement in performance is observed
when using the VH method for the tilted conformer. Here, the determinant of the
Duschinsky rotation matrix increases (det(JAH) = 0.9899 and det(JVH) = 1.000),
as does the average Duschinsky projection (AH = 0.6070 and VH = 0.7080),
while the spatial displacements decrease dramatically (D2

AH = 96.501 and
D2

VH = 25.630).

The computed normal modes at the FC region for the final state show only a
single imaginary eigenvalue. The following tables 3.3 and 3.4 summarize the

37



Chapter 3 – The Program VIBES

results for all conformers.

Table 3.3: Summary of key metrics comparing the VH and AH methods for the
ortho and planar conformers of CZT1: det(J) (Duschinsky matrix determinant),
⟨J2

max⟩ (average Duschinsky projection), D2 (squared displacements), and S0−0

(0-0 vibrational overlap). Also the wavelength of the emission maximum, λmax
em ,

and the FWHM are given.

Ortho Planar
AH VG VH AH VG VH

det(J) 0.998 1.000 1.000 0.996 1.000 1.000
⟨J2

max⟩ 0.612 1.000 0.661 0.661 1.000 0.725
D2 29.710 29.478 27.667 45.230 41.587 32.309
S0−0 2.5×10−4 6.3×10−3 1.1×10−3 3.4×10−5 3.1×10−5 1.5×10−4

#ωimag – – 2 – – 2
λmax
em [nm] 731 669 571 746 664 557

FWHM [cm−1] 6688 5445 4060 6403 5510 2751

Table 3.4: Summary of key metrics comparing the VH and AH methods for
the tilted conformer of CZT1: det(J) (Duschinsky matrix determinant), ⟨J2

max⟩
(average Duschinsky projection), D2 (squared displacements), and S0−0 (0-0
vibrational overlap). Also the wavelength of the emission maximum, λmax

em , and
the FWHM are given.

Tilted Sum
AH VG VH VH EXP

det(J) 0.990 1.000 1.000 – –
⟨J2

max⟩ 0.607 1.000 0.708 – –
D2 90.501 27.594 25.630 – –
S0−0 1.0×10−7 1.0×10−3 1.6×10−3 – –

#ωimag – – 1 – –
λmax
em [nm] 792 652 553 559 564

FWHM [cm−1] 7427 5423 3019 3259 4350

For completeness, figure 3.5 shows the calculated spectrum that most closely
matches the experimental spectrum. It was generated as a Boltzmann-weighted
sum of the VH spectra. The spectra were weighted based on the ground-state
energies of the conformers (Ortho: 3.3 kJ/mol – 15%, Planar: 0.0 kJ/mol – 58%,
Tilted: 1.9 kJ/mol – 27%) at room temperature (298.15 K) and subsequently
summed. This simulation clearly confirms that the experimental spectrum repre-
sents the combined emission behavior of all conformers simultaneously.
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Figure 3.5: Experimental68 and Boltzmann-weighted emission spectra of CZT1
using the VH methods. 16384 integration points, a time interval of 300 fs, a
damping factor of 100 cm−1 and a temperature of 300 K were used for the
computations.
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3.3 Parallelization

At the beginning of this work, the VIBES program only ran serially on a single
Central Processing Unit (CPU). For interesting systems with an increasing num-
ber of atoms, the CPU time required to calculate a meaningful spectrum or rate
constant quickly exceeded 24 hours. For this reason, parallelizing the source
code was of great interest.

In the first step, the goal was to identify which subroutines consumed the most
CPU time, making them particularly suitable for parallelization. For this purpose,
the profiler gprof 69 was used. To determine the most time-consuming routines
in the program, various test calculations were performed. These include com-
putations of vibronic spectra and nonradiative rate constants with or without
temperature contributions, as well as different integration intervals and steps. In
figure 3.6 (left), the percentage share of the five most computationally intensive
routines in the total computation time is plotted for each test computation.

Figure 3.6: Different computations for profiling the serial VIBES source code and
the identification of the computationally most expensive routines. Explanation
of the different keywords: NoTemp = No temperature contributions, Rate
/ Spectrum = Computation of a rate constant or a spectrum, PointPlus =
Computation with additional integration points, BigInterval / SmallIntervall =
Computation with different integration intervals.

It is evident that, although there are significant differences between calculations
with and without temperature effects, the conclusion remains the same. The
routine with the largest percentage share (39-57%) of the total computation
time is the cblas-zgemm routine, responsible for matrix-matrix multiplication
of complex-valued matrices. Close behind, with a share between 7% and 13%,
are the routines cblas-ztrsm, LU-decomp, gsl-complex-sub, and cblas-ztrsv, which
handle scalar-matrix multiplication, vector-matrix multiplication, and Lower
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Upper (LU) decomposition of matrices. These routines are primarily used for
calculating the correlation function, and this step scales with the number of
integration points for the numerical integration chosen by the user. To verify
this scaling effect, test calculations with 10, 100, or 1,000 integration points
were performed. With 1,000 integration points, 95% of the computation time
falls on the routines that are responsible for calculating and integrating the
correlation function. It is therefore logical to parallelize this routine. Figure 3.6
also shows that the portion of the serial program code responsible for reading
and processing the input is independent of the number of integration points
and takes up an insignificant percentage of the total computation time when
calculating meaningful rate constants and spectra.

The parallelization was implemented using the Open Multi-Processing (OMP)
framework to take advantage of shared-memory parallelism. The main paral-
lelized section involves a for loop that scales with the number of integration
points, as each point can be calculated independently. By employing a dynamic
scheduling scheme for the for loop, the workload is distributed across threads
based on system availability and thread readiness. This approach enhances
efficiency by dynamically balancing the workload across multiple cores and min-
imizes thread idle times. With OMP, each thread can process a subset of these
integration points in parallel, significantly reducing the total computational time.

Figure 3.7: Computation of an ISC rate constant for IM (left) and the campher
derivative EPIC (right) using the serial and parallel source code.

For testing, rate constants were calculated for IM (see figure 3.7 (left)) and
the camphor derivative EPIC (see figure 3.7 (right)) using both the serial and
parallelized (20-CPU) versions of the source code across varying numbers of
integration points. The results show a substantial increase in elapsed real time
(wall time) as the number of integration points rises. However, the parallel
version enables calculations with significantly more integration points within an
acceptable wall time. For example, by using approximately 260,000 integration
points, the wall time for calculating a rate constant can be reduced from around
45 minutes to just 2 minutes with the parallelized code.

Additionally, the speed-up achieved remains largely unaffected by system size,
indicating that the parallelized approach should offer similar substantial gains in
computational efficiency even for much larger systems. This efficiency suggests
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that our parallelized implementation scales well, making high-precision rate
constant calculations feasible within practical time frames, even for complex
systems with numerous atoms.

Figure 3.8: Visualization of the speed-up for parallel VIBES computations. The
computations were performed for an exemplary TADF emitter TpAT70. Compari-
son to the ideal linear speed-up (left) and the wall- and CPU-time dependent on
the number of CPUs used for the computation.

Figure 3.8 presents the results for a promising TADF emitter (TpAT70) across
varying CPU counts. On the left, the theoretical linear speed-up, shown in purple,
represents the maximum achievable improvement. As expected, VIBES does
not experience superlinear speed-up effects (e.g., from efficient cache use), but
rather tends to encounter losses due to significantly increased overhead. In
green, the actual speed-up achieved in spectral calculations is displayed, which
falls short of the ideal linear trend. Since these calculations were not run on
dedicated hardware, small variations in computational times are possible due
to fluctuations in overhead capacity on individual nodes. To mitigate these
discrepancies, each calculation was averaged over three runs, with a light blue
linear trendline added to visualize this averaged data.

At this point, it is crucial to differentiate between wall time and CPU time.
Figure 3.8 (right) illustrates both for TpAT as a function of the number of CPUs.
While there is a dramatic reduction in wall time, the actual CPU time increases.
Although parallelization may seem to deliver faster results for the user, in reality,
the parallel computation involves significant additional overhead, making it more
computationally expensive to run calculations across many CPUs simultaneously.
For the current parallelized version of the VIBES program, this means that users
should, whenever possible, opt for the lowest feasible CPU count to minimize
computational costs, particularly if they can afford the additional time needed
for a calculation. This approach ensures the most efficient use of resources
without an unnecessary overhead cost.
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4 Results

The primary objective of this work was the development and implementation of
a new method for describing vibronic transitions. The results presented herein
are derived from various collaborative projects and studies of different TADF
emitters and organic fluorophores. Whenever conventional methods for calcu-
lating vibronic transitions failed to produce meaningful results, it provided an
opportunity to investigate the underlying issues and apply the newly developed
VH method to address these challenges. The application in actual projects al-
lowed for a deeper understanding of the limitations of traditional methods and
highlighted the advantages of vertical approaches. For the sake of clarity, the
results will be divided into distinct project areas, each addressing specific aspects
of the application of the VH method.

• Project Areas I and II (see sections 4.1 and 4.2) focus on the investigation
of radiative and nonradiative processes in TADF emitters and the opti-
mization of their photophysical properties. For the well-known emitter
DMAC-TRZ, where traditional methods struggled to reliably describe its
excited-state decay pathways, it was necessary to use the VH method and
approaches that go beyond Condon approximation to explain the photo-
physical properties (see Publication No.3). Additionally, the VH method
was used to provide critical corrections to a previously proposed decay
mechanism of a TADF emitter called AN, improving the theoretical descrip-
tion of its behavior (see Publication No.4). In the framework of the RTG
ModISC, we further investigated the influence of different conformers and
chemical substitutions on ISC and rISC rates, offering new insights into
the design and optimization of emitters comprising a donor–acceptor motif
(see Publication No.2 and Manuscript No.1).

• Project Area III (see section 4.3) extends the scope to highly efficient
organic fluorescent emitters, specifically NMA derivatives. A quantum
chemical investigation of these molecules focused on elucidating their
fluorescence decay mechanisms, highlighting the effects of chemical substi-
tutions, and inter- and intramolecular hydrogen bonding (see Manuscript
No.2). As this project has not yet been published, initial results and in-
sights, including those obtained using the newly implemented VH method,
will be presented in this section.

Collectively, these results demonstrate the capability of the VH method to address
significant challenges in studying vibronic transitions, advancing theoretical
understanding and expanding the toolkit for exploring photophysical processes
in complex molecular systems.
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4.1 Project Area I - Radiative Processes

In Project Area I, we will explore radiative processes in TADF emitters featuring
a donor–acceptor motif in greater detail. As discussed in section 2.1, these
processes include both absorption and emission. For TADF emitters, the primary
focus is on prompt and delayed fluorescence, as phosphorescence plays a less
significant role. Furthermore, ESA measurements are utilized experimentally to
identify electronic states involved in the decay mechanisms, offering valuable
insights into the overall process.

4.1.1 Symmetry-forbidden Transitions and Dual Emission

First, we will examine a system where, in addition to the orientation of the donor
and acceptor71,72, conformational effects73–75 (e.g. the coexistence of multiple
different conformers) also play a role in influencing the photophysical properties
of the system and can, for instance, promote dual fluorescence. For this pur-
pose, we collaborated with the research group of Prof. Dr. Andrew Monkman
from Durham, UK, to take a closer look at the well-known TADF emitter DMAC-
TRZ72,76, consisting of a 9,9-Di-Methyl-9,10-Dihydro-Acridine (DMAC) and a
2,4,6-Triphenyl-1,3,5-Triazine (TRZ) unit (see figure 4.1). These results formed
a significant part of Publication No.3 and the bachelor’s thesis of Luka Duben77,
which I was mentoring as part of this project.

Figure 4.1: Lewis structure of DMAC-TRZ. The planes indicate the 9,9-Di-Methyl-
9,10-Dihydro-Acridine donor (blue) and 2,4,6-Triphenyl-1,3,5-Triazine acceptor
(red) moieties and show their perpendicular arrangement.

Initial experimental spectra (see figure 4.2) recorded in rigid matrix materials
revealed spectral features that had not previously been addressed in the liter-
ature72,78 and are absent in solution. For instance, the absorption spectrum
exhibits a double band behaviour only in Methyl-Cyclohexane (MCH) and the
polymer matrix Zeonex® (see figure 4.2 A and C). Embedding DMAC-TRZ into
Zeonex® also leads to an emission peak at a higher energy than previously
reported in the literature (see figure 4.2 D). This led to the hypothesis that
DMAC-TRZ, similar to well-documented phenothiazines74,79, exhibits the effects
of conformational heterogeneity mentioned earlier. A more detailed quantum
chemical investigation (technical details can be found in section 7.1 of the ap-
pendix) of the system was conducted to elucidate the origin of these spectral
features.
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Figure 4.2: Excitation (A) and photoluminescence (B) spectra of DMAC-TRZ in
different solvents at room temperature. Excitation (C) and photoluminescence
(D) spectra of 1 wt.% DMAC-TRZ in diffferent polymer hosts at room tempera-
ture.

It was demonstrated that two different stable conformers exist for DMAC-TRZ.
The Quasi-Equatorial (QE) conformer, where the donor and acceptor are or-
thogonal to each other but remain individually planar, is well-documented in
the literature and has been extensively studied experimentally.72 The Quasi-
Axial (QA) conformer, where the DMAC adopts a bent structure and forms an
angle of approximately 40 degrees with the TRZ plane, is new for this molecule,
though similar QA conformers have been reported for structurally related phe-
nothiazines.74,79

Further investigations were done in MCH environment. It was chosen to be
a suitable solvent owing to the amount of experimental data available and its
structural similarity to the matrix material Zeonex®. Ground state optimizations
indicate that the QE conformer is energetically more favorable than the QA con-
former (by 0.19 eV with zero-point vibrational energy correction). Consequently,
the QE conformer is expected to be the predominant conformer in solution at
room temperature.

We conducted an analysis of the state energies for the lowest excited states of
both conformers, revealing significant differences between them. The vertical
excitation energies of the QE conformer, calculated from the electronic ground
state, indicate that the lowest excited singlet state (EV (

1ππ∗(CT )) = 3.06 eV)
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exhibits a Charge Transfer (CT) character, where electron density is transferred
from the DMAC donor to the TRZ acceptor. At the ground state geometry, both
a Local Excitation (LE) triplet state (EV (

3ππ∗(LE)) = 3.05 eV) and a CT triplet
state (EV (

3ππ∗(CT )) = 2.97 eV) are energetically lower. Owing to the energeti-
cally close CT states (∆Evert

ST = 0.09 eV) and the rISC-mediating LE triplet state,
the QE conformer meets the fundamental criteria of a classical TADF emitter.

A detailed analysis of the QA conformer reveals a different picture. Vertically,
the lowest excited singlet state lies significantly higher in energy and can no
longer be classified solely as a CT state. Instead, it represents a hybrid state
combining CT and LE excitation, with substantial involvement of the bridging
phenyl ring. Energetically beneath this singlet state are three triplet states: the
lowest triplet state shares a similar hybrid character but is vertically more than
0.6 eV lower in energy, while the other two triplet states exhibit a mix of CT and
LE characteristics, with strong contributions from the bridging phenyl ring and
LE character localized on the acceptor unit. The significant energy gap between
the lowest excited singlet and triplet states in this system clearly indicates that
no classical TADF mechanism can be expected for this conformer.

Optimizing the relevant excited states mentioned above yields the adiabatic
state diagram (see figure 4.3). We can see that CT states are stabilized more
than the LE states. Nevertheless the lowest excited LE triplet state remains in
energetic proximity to the lowest excited singlet state (∆Eadia

ST (1ππ∗(CT ) ↔
3nπ∗(LE)) = 0.08 eV) for the QE conformer. For the QA conformer, the adia-
batic energy difference between the lowest excited singlet and triplet states is
slightly lower compared to the vertical energy gap (∆Eadia

ST (1ππ∗(CT/LE) ↔
3nπ∗(CT/LE)) = 0.43 eV), while the order of the electronic state is identical.

Consequently, the conclusions drawn from the vertical excitation energies dis-
cussed above remain unchanged. Our computations predict that a significant
concentration of the QA conformer would negatively impact the TADF properties
of DMAC-TRZ, making its presence undesirable.

From the vertical excitation energies and their associated oscillator strengths,
the absorption properties of both conformers can be calculated. The calculations
show that the experimental wavelength range covers the excitation from the
electronic ground state to the first excited singlet state only. Figure 4.4 presents
both the experimentally measured and the calculated absorption spectra for this
range and for both conformers.

As stated above, the S1←S0 transition of the QA conformer exhibits a mix of
CT and LE excitation, with a vertical excitation energy of 3.35 eV (371 nm),
which aligns well with the experimental results. Similarly, the lowest energy
S1←S0 CT transition of the C2v symmetric QE conformer has a vertical excitation
energy of 3.06 eV (405 nm), corresponding to a second band observed in the
experiment. However, this A2-symmetric transition is electric dipole forbidden
in the FC approximation, resulting in an absorption spectrum with negligible
intensity.
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Figure 4.3: Adiabatic state diagram for the QE (left) and QA (right) conformer
of DMAC-TRZ including the corresponding difference densities (red - decrease
of electronic density; yellow - increase of electronic density) of the relevant
singlet (blue) and triplet (red) states.

Figure 4.4: Experimental and computational absorption spectra for the QE
(left) and QA conformer (right) of DMAC-TRZ. The electric dipole forbidden
transition of the QE conformer was simulated using the FC/HT formalisms. All
spectra are normalized with respect to the experimental emission maximum and
were supplemented with the vertical excitation energies computed at Density
Functional Theory and Multireference Configuration Interaction (DFT/MRCI)
level of theory.

In this case, it was necessary to go beyond the Condon approximation. The ge-
ometry of the electronic ground state was displaced along all normal modes, and
the transition dipole moment was recalculated. These displacements generally
had a significant effect on the transition dipole moment only for specific normal
modes (see figure 4.5). Large gradients were calculated, for instance, for mode
1 (rotational vibration with ω1 = 8.17 cm−1) and mode 7 (rotational vibration of
the bridging phenyl ring of TRZ with ω7 = 52.33 cm−1). These are modes that
strongly break the C2v symmetry.
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Figure 4.5: Graphical representation of the normal modes that strongly break the
C2v symmetry of DMAC-TRZ. Mode 1 (rotational vibration with ω1 = 8.17 cm−1,
left) and mode 7 (rotational vibration of the bridging phenyl ring of TRZ with
ω7 = 52.33 cm−1, right) with scaled red arrows to highlight the atomic move-
ments.

As stated earlier, the energetic difference between the optimized electronic
ground states of both conformers will result in a vastly different ratio of their
concentrations in solution. Despite this disparity, we expect that in the experi-
ment, both conformers will absorb nearly equally. Due to the low concentration
of the optically very bright QA conformer and the predominant QE conformer
with an electric dipole forbidden transition, we expect the absorption bands to
overlap. Effects of a rigid matrix material however could influence the ratio
between the conformers and make these peaks being distinguishable.

Figure 4.6: Experimental and computational emission spectra for the QE (left)
and QA conformer (right) of DMAC-TRZ. The electric dipole forbidden transi-
tion of the QE conformer required going beyond Condon approximation. The
computational results using the vertical approach are supplemented with FC/HT
computations. All spectra are normalized with respect to the experimental emis-
sion maximum.

Figure 4.6 shows both the experimental and calculated emission spectra for
fluorescence from the lowest excited singlet state of both conformers. The
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calculations were performed using the VH method. It can be observed that
the position and onset of the spectra align well with the experiment, although
information about the vibrational progression is generally lacking.

Similarly to the absorption process, for the QE conformer, gradients along all
normal modes were additionally calculated to generate a spectrum beyond the
Condon approximation. The spectrum calculated using this method displays
a vibrational structure comparable to the experiment, although the intensity
distribution of the vibronic transitions differs slightly. In all cases, however, the
emission peaks in the experimental spectra can be unambiguously assigned to
the calculated spectra of the different conformers. Thus, the dual fluorescence is
identified as an effect arising from conformational heterogeneity.

Ultimately, the question arose as to why DMAC-TRZ still exhibits such efficient
TADF properties and whether the coexistence of two conformers can be ex-
ploited. To address this, investigations were carried out to determine whether
the conformers can interconvert. This is most easily assessed using a linearly
interpolated path (see figure 4.7). This method involves interpolating geometries
between the two conformers at specific intervals. The dihedral angle between
the donor and acceptor was chosen as the pathway coordinate for this purpose.

Figure 4.7: Linearly interpolation pathway between the QE and QA conformer of
DMAC-TRZ. The coordinate for the interpolation is the dihedral angle between
the DMAC donor and TRZ acceptor with an increment of 5 degrees.

The interpolated path for DMAC-TRZ was calculated in various Polarizable
Continuum Model (PCM) solvent environments using an increment of 5 degrees.
As previously described, it can be observed that the QE conformer is energeti-
cally more favorable in the electronic ground state. Through rotation along the
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donor–acceptor axis, the QE conformer can be converted into the QA conformer,
requiring an energy barrier of slightly more than 0.3 eV to be overcome. A similar
profile is observed for the calculated potentials of the singlet manifold, although
the barrier between the conformers in the excited singlet state is nearly twice as
high, reaching up to 0.6 eV. However, the energetic barrier is significantly smaller
in the excited triplet manifold, where the triplet state of the QA conformer is
even energetically lowest. Nevertheless, from these results we conclude that at
ambient conditions interconversion is unlikely.

Our quantum chemical investigation demonstrated that the photophysical prop-
erties of DMAC-TRZ are significantly influenced by two distinct conformers.
However, due to non-negligible energy barriers, these conformers cannot easily
interconvert. This fact proves advantageous, as a notable concentration of the
QA conformer, which exhibits poor TADF properties, should be avoided. From
the theoretical results we conclude that significant spectral contributions of
the QA conformer can only be seen because the unfavorable conformation is
fixed in a rigid matrix environment. Furthermore, we concluded that since
interconversion is unlikely some form of EET mechanism must exist between the
QA and QE conformer in order to effectively make use of the excitons on the QA
conformer. This energy transfer can only be suppressed at low concentrations,
which makes specific spectral features observable.

For more detailed measurements of DMAC-TRZ in different solvent and matrix
environments, additional measurements with respect to the EET process as well
as the incorporation of the emitter into an OLED device, readers are referred to
the original publication (see Publication No.3).
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4.1.2 Excited-State Absorption

For another potential TADF emitter, featuring a spiro-bridged anthracenone
(A) donor and naphthalene (N) acceptor (spiro[9,10-dihydro-9-oxoanthracene-
10,2’-5’6’-benzindan] (AN)), Dobkowski et al.80 proposed the following decay
mechanism in butyronitrile. Upon excitation of the system, the lowest-lying
1nπ∗(A) singlet state localized on the anthracenone is rapidly populated. It was
suggested that the excitation energy is subsequently transferred from this state
via the 3nπ∗(A) state to the lowest excited triplet state, the 3ππ∗(N). The full
proposed mechanism can be summarized as follows:

[1ππ∗(N) + 1ππ∗(A)] � 1nπ∗(A) � 3nπ∗(A) � 3ππ∗(N)

The ISC from the 1nπ∗ to the 3nπ∗ state was reported with a rate constant of
3×1010 s−1. However, this appears rather unrealistic, as this transition is El-Sayed
forbidden (see section 2.2.2.3), and significantly lower rate constants would
be expected. These discrepancies were addressed in our separate study (see
Publication No.4).

Figure 4.8: Lewis structure of AN. The planes indicate the donor (blue) and
acceptor (red) moieties and show their perpendicular arrangement.

Our detailed quantum chemical investigation81 of this decay mechanism reveals
that it must proceed differently (technical details can be found in section 7.1 in
the appendix). We identified a ππ∗ triplet state on the anthracenone (3ππ∗(A)),
of which the exact position could not be experimentally determined but was sus-
pected to be near the lowest excited singlet state on the anthracenone (1nπ∗(A)).
According to our calculations, this state represents the energetically lowest triplet
state in butyronitrile and is expected to be populated via efficient ISC from the
1nπ∗(A) state on the anthracenone.

We confirmed the involvement of this state through the VH method and by calcu-
lating the ESA originating from the 3ππ∗(A) state. The procedure is explained in
detail below: Figure 4.9 displays the vertical transition (red vertical line) from
the energetically lowest triplet state, T1, to the T20 state. This is the only state
with a significant oscillator strength in the energy regime of the experimentally
measured ESA. Consequently, this vibronic transition was selected for a vibra-
tionally resolved calculation using the VIBES program. The result is represented
by the blue curve. The calculated ESA spectrum matches the experimentally

51



Chapter 4 – Results

observed spectrum exceptionally well. The vibrational progression can be un-
ambiguously assigned to this vibronic transition. Compared to the experiment,
the onset of the spectrum is only slightly red-shifted. Additionally, the fact that
the calculated spectrum shows significant intensities at high wavenumbers can
be attributed to the usage of the harmonic approximation. The ‘true’ PES must
diverge strongly from the used harmonic potential leading to unreliably high
intensities for higher wavenumbers.

Figure 4.9: Experimental80 and computed short-time excited state absorption
spectrum using the VH method as well as the vertical excitation wavelength and
oscillator strength computed at DFT/MRCI level of theory.

A major technical advantage of the VH method is that the final state (T20) used to
calculate the ESA from the lowest excited triplet state did not require optimiza-
tion which is often not a feasible procedure due to the presence of numerous
conical intersections and the high density of higher-lying electronic states. The
oscillator strength computed at DFT/MRCI level of theory was sufficient to iden-
tify a bright transition in this wavelength regime. The gradients and Hessian
matrix could be calculated without the need for an expensive optimization of the
T20 state. Consequently, the vertical transition from the DFT/MRCI calculation
could be straightforwardly supplemented with the information about vibrational
resolution.

This simulation provided an unambiguous assignment of this transition to the
experimentally measured spectrum, thereby confirming that the 3ππ∗(A) state
must be populated after electronic excitation and has to be included in the decay
pathway scheme shown above. But of course, the ESA spectrum represents only
a small component for the elucidation of the overall decay pathway mechanism.
For a comprehensive investigation of the properties of the excited states and
the rate constants of the processes between them, the reader is referred to our
original study.81 (see Publication No.4)
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4.2 Project Area II - Nonradiative Processes

A central topic of several studies82,83 is the emitter series consisting of a
Triarylamine (TAA) donor and a Terephthalonitrile (TPN) acceptor. Various
sterically demanding substituents are attached to the bridging phenyl group.
The goal of these studies was to understand and quantify the influence of
these substituents on the photophysical properties and to check if systematic
chemical substitution can be used to tune and promote TADF properties. Our
theoretical investigation (see Publication No.2) focuses particularly on the
oscillator strengths, the emission wavelengths, the SOC, and the rate constants
of nonradiative processes of the emitter molecules in this series.

Figure 4.10: Lewis structures of the investigated emitter series consisting of a
TAA donor and a TPN acceptor exhibiting different sterically demanding sub-
stituents and consequently different dihedral angles between the two moieties.
From left to right: Comp 1-H, Comp 2-Me, Comp 3-iPr, Comp 4-diMe, Comp
5-Me+diOMe.

Figure 4.10 shows the structural formulas of the investigated emitters. They
were synthesized by Laura Kloeters from the group of Prof. Dr. Thomas J. J.
Müller (Organic Chemistry, Heinrich Heine University) and were thouroughly
investigated by Dragana Sretenović and her co-workers from the group of Prof.
Dr. Claus A. M. Seidel (Molecular Physical Chemistry, Heinrich Heine University).
In this series, the molecules exhibit varying dihedral angles between the donor
and acceptor, depending on the substituent on the bridging phenyl ring. The
molecules are named according to their position in the emitter series and their
substituents as follows: Comp 1-H, Comp 2-Me, Comp 3-iPr, Comp 4-diMe,
Comp 5-Me+diOMe. As the steric demand of the substituents increases from
Comp 1-H to Comp 4-diMe, it leads to a more orthogonal alignment of the
donor and acceptor regions. Comp 5-Me+diOMe is structurally similar to Comp
2-Me and thus exhibits a comparable dihedral angle. However, the introduction
of methoxy groups on the TAA donor increases its donor strength and thus
changes it photophysical properties.

In the following discussion, we will primarily focus on Comp 2-Me, as TADF was
unequivocally demonstrated for this molecule. Comp 5-Me+diOMe is included
for comparison due to its structural similarity, and trends will be identified for
the remaining molecules in the series.

The absorption behavior of the emitters in this series is comparable (see figure
4.11 top panel). The first bright transition (S1←S0) can be attributed to a CT
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transition. However, this transition becomes symmetry-forbidden as the donor
and acceptor adopt a more orthogonal orientation due to the decreasing overlap
of the involved orbitals, resulting in a significant decrease in oscillator strength
across the series.

The changes in intensity of the higher-energy absorption bands are more com-
plex and can be explained by a shift in their character, representing a mix of CT
and LE transitions (see Publication No.2). To rule out the possibility that these
changes are purely electronic effects rather than conformational ones, we exam-
ined the absorption spectrum of Comp 2-Me at various dihedral angles between
the donor and acceptor. Figure 4.11 (bottom panel) clearly illustrates how the
oscillator strengths of individual low-energy excitations change depending on
the dihedral angle. Regardless of the substituent, the absorption spectra of the
corresponding compounds can be derived from this figure.

Figure 4.11: Absorption spectra of all compounds investigated in the emitter se-
ries at the optimized ground state geometry (top) and corresponding absorption
spectra of Comp 2-Me for different dihedral angles between donor and acceptor
with an increment of 5 degrees (bottom).

In the course of this investigation, we also examined numerous other proper-
ties that can help to understand the decay process. In figure 4.12, alongside
the oscillator strength, we also observe the evolution of the characters of the
electronic excitation for the lowest excited singlet and triplet states, as well as
the adiabatic energy difference between these states. It is clearly evident that
the electronic states always exhibit a mixed character, with the CT contribution
increasing for an orthogonal alignment of donor and acceptor. The dip in the
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CT contribution near orthogonality for the lowest triplet state can be explained
by a crossing state with LE character, which must energetically lie below the CT
states at 90 degrees. Different studies have already shown that such a crossing
of a nearby LE state with the lowest CT states can promote efficient rISC.70,84,85

We observe that the calculated adiabatic energy difference around 90 degrees
reaches values low enough to fulfill the fundamental requirement for efficient
rISC, and thus for delayed fluorescence.

Figure 4.12: Properties of DFT/MRCI wave functions of Comp 2-Me resulting
from single-point calculations along relaxed TDDFT paths of the S1 and T1 states.
A: CT character of the first excited singlet (blue) and triplet (red) state. Oscillator
strength for the S1→S0 transition (orange) of Comp 2-Me. B: ∆EST (black) and
sum of squared SOCMEs between S1 and T1 states (ISC = orange, rISC = green)
of Comp 2-Me.

In addition to the adiabatic energy difference, an examination of the evolution
of the SOCME(S1 → T1) for ISC and SOCME(T1 → S1) for rISC reveals that
the rate constants of nonradiative processes must also strongly depend on the
dihedral angle. It is plausible that low-frequency normal modes, such as dihedral
vibrations, could induce such twists between the donor and acceptor moieties.
Consequently, they may have a similar impact on other photophysical properties
as they do on absorption behavior.

In both Publication No.1 and Publication No.2, we investigated the deactiva-
tion processes of this emitter series and calculated nonradiative rate constants
for this purpose. The rate constants are particularly intriguing for this emitter
series because, although TADF has been experimentally confirmed, the theo-
retically calculated adiabatic state energies of the involved singlet and triplet
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Figure 4.13: Low-frequency normal mode vibration (rotational vibration with
ω1 = 21.03 cm−1) of Comp 2-Me from two different perspectives with scaled
arrows to highlight the atomic movements.

states using TDDFT show differences that are too large. Specifically, an energy
difference exceeding 0.4 eV typically implies negligible rate constants for rISC
and, consequently, no delayed fluorescence. Just as absorption is highly sensitive
to the orientation between donor and acceptor, as shown in figure 4.12, the
energy difference is equally affected. A detailed discussion of the causes behind
the excessively large theoretical energy difference is provided in Publication
No.2. However, we wanted to make meaningful estimates of the rate constants
across the emitter series with the available results. For this reason, we employed
the VH method to calculate rate constants along an interpolated path, which is a
procedure that is impossible using adiabatic models.

To estimate the rate constants for Comp 2-Me, we used geometries derived from
the interpolated pathways of the excited states presented above. From these
geometries, the gradients and Hessian matrices for the final state of the vibronic
transition were calculated, allowing the corresponding PES of the final state to
be extrapolated. Without additional geometry optimizations, we determined
the ISC and rISC rate constants for donor–acceptor dihedral angles between 25
and 90 degrees. For the sake of completeness, the fluorescence rate constant
was also included in the analysis. Figure 4.14 provides an overview of all rate
constants as a function of the dihedral angle between the donor and acceptor
units.

Notably, the fluorescence rate constant remains high, reaching up to 1.13×108 s−1

and staying nearly constant over a wide range of dihedral angles, with a sharp
drop to 3.02× 104 s−1 at exactly 90 degrees. A similar trend can be observed for
ISC, which is efficient with rate constants in the range of 106 − 107 s−1. However,
the greatest impact of varying the dihedral angle is observed for rISC, which
increases from 1.00 × 100 s−1 at 45 degrees to a maximum of 2.17 × 106 s−1 at
85 degrees. Near orthogonality, these results indicate that both processes can
effectively compete. Conversely, this also implies that efficient rISC can only be
expected for dihedral angles close to 90 degrees.
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Figure 4.14: Graphical representation of the computed ISC (red), rISC (green)
and fluorescence (blue) rate constants as a function of the dihedral angle be-
tween donor and acceptor of Comp 2-Me including trend lines from 45 (T1

dihedral angle is 42 degrees) to 90 degrees.

We did a similar analysis for Comp 5-Me+diOMe of which the results are shown
in figure 4.15. There we present the rate constants, divided into their electronic
and vibrational components. It is evident that the transitions are slower (due to
very small SOC) when donor and acceptor exhibit a dihedral angle of exactly
90 degrees to each other. However, significantly higher SOC can be achieved
for twisted geometries. In contrast, the vibrational overlap behaves oppositely,
with the highest values for geometries where the donor and acceptor are nearly
orthogonal.

Figure 4.15: Graphical representation of the vibrational overlap (assuming a
SOCME of 1 cm−1), the computed sum over the squared SOC matrix elements
and the ISC and rISC rate constant as a function of the dihedral angle between
donor and acceptor of Comp 5-Me+diOMe.

Similarly to the interpretation of the data for Comp 2-Me, the resulting overall
rate constant for ISC remains nearly constant across all dihedral angles inves-
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tigated. The impact on the rISC rate constant, however, is dramatic. Between
dihedral angles of 40 degrees and 85 degrees, the rISC rate constant increases
by more than three orders of magnitude and only at a dihedral angle of approx-
imately 85 degrees does rISC become competitive with ISC. This leads us to
the conclusion that from a theoretical perspective, the likelihood of observing
TADF increases as the dihedral angle between donor and acceptor approaches
90 degrees. However, at precisely 90 degrees, the symmetry-forbidden nature of
the transition is expected to prevent efficient rISC.
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4.3 Project Area III - Hydrogen Bonding in Acridones

Hydrogen bonds are a crucial component in chemical and biological systems. In
proteins, for instance, hydrogen bonds act as the driving force that determines
how molecules bind to binding pockets, thereby defining chemical reactions at
the reactive centers of proteins and enzymes.

However, hydrogen bonds also play a significant role in much smaller systems.
Fluorescent acridone derivatives, for example, are widely used in pharmaceuti-
cals as fluorescent markers86,87 or as triplet sensitizers.88 The order of electronic
states in acridones is highly dependent on the choice of solvent, or more precisely,
on the interactions between the acridone and its environment.89,90 By tuning
the polarity and proticity of the solvent, acridone can be turned into either a
dark triplet sensitizer or a bright fluorescent sensitizer. Besides that, an experi-
mental study91 has already demonstrated that hydrogen bonds can significantly
influence the energy of electronically excited states, thereby affecting chemical
reactions. The aim of a study, which has not yet been published (see Manuscript
No.2), was to investigate whether the targeted formation of hydrogen bonds
could further enhance the fluorescent properties of acridone and its derivatives.

The investigation of hydrogen bonds poses a unique challenge in theoretical
chemistry, which will be adressed in greater detail in the following sections.

4.3.1 Theoretical Assessment of Hydrogen Bond Strengths
Including the Basis Set Superposition Error

Theoretical studies can provide insights into how strong the interaction energy
between two interacting molecules can be. The term ’interaction energy‘ refers
to the energy gain released upon coordination or the formation of a hydrogen
bond, which must be overcome to spatially separate these molecules again.

The interaction energies of various partners have already been tabulated in
other studies.92–94 These studies show that interaction energies strongly depend
on the choice of hydrogen bond donor and acceptor. However, some general
trends can be identified. For example, the interaction energy is maximized at a
donor–acceptor distance of about 3 Å.95 Besides the distance, the donor–acceptor
orientation significantly impacts the bond strength. In a study by Hao et al.95,
three different orientational changes were tested while maintaining a constant
distance. All tests showed: The interaction energy is highest when the donor
and acceptor are linearly aligned, with minimal dihedral angles.

The decisive factor, however, appears to be the specific combination of hydrogen
bond donor and acceptor. For the molecules investigated in this project area,
no specific hydrogen bond strengths have been reported. However, a study
by Wenrui et al.93 suggests that interactions between ureas and carbonyl com-
pounds, with binding energies of up to 57 kJ/mol in structurally similar systems,
constitute strong hydrogen bonds.
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For quantum chemical calculations of binding strengths between the components
of a specific system and their comparison with experimental data, a rough
estimation is insufficient. Interaction energies can generally be determined using
DFT single-point calculations. However, the computation becomes non-trivial
due to the overlap of the basis sets used to approximate the electronic wave
functions of the interacting systems as they come closer together.

Basis Set Superposition Error and Counterpoise Procedure

When two atoms or molecules, A and B, approach each other, they can interact
through various forces such as dispersion interactions, electrostatic interactions
or the formation of chemical bonds such as covalent bonds or like in the present
case hydrogen bonds. These interactions can be either attractive or repulsive.
The interaction energy Eint is typically determined by calculating the difference
between the energy of the complex, AB, and the energies of the individual
components, A and B:

Eint = E(AB)AB − E(A)A − E(B)B (4.1)

where E(AB)AB is the energy of the complex within the basis of the complex
itself and E(A)A as well as E(B)B are the energies of the corresponding compo-
nents within their own basis. However, upon using equation 4.1 the interaction
energies are often significantly overestimated. Benchmark results for a (He)2

dimer96 as well as for (HF)2 and (H2O)2 dimers97 show that the geometric
parameters, dipole moments and interaction energies are strongly dependent on
(I) the size of the utilized basis set, (II) the type of orbitals within the system
and (III) the level of theory that is employed.

The origin for the poor results is the so-called Basis Set Superposition Error
(BSSE). This error occurs because the wave function of each component in the
basis of the complex has more basis functions available than in the basis of the
individual component alone, leading to more accurate calculations of important
properties, such as the total energy of a system. As a result, the energies in a
mixed basis are compared with the energies of the components in their unmixed
basis. This mismatch can be quantified as BSSE.

Figure 4.16: Schematic representation of (A) two monomers with their own
basis and well separated to each other or (B) two monomers with their own
basis appraoching and interacting with each other. (C) Two monomers with
a basis including the ghost basis of the other monomer for the CP correction
procedure.
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One approach to minimize the error is to use an extremely large basis set.
However, this is not feasible for large molecules and is therefore not considered
a practical method for correcting the BSSE. A reasonable approach prevents the
BSSE a priori by replacing the classical Hamiltonian operator with one where all
terms that allow mixing of different basis functions are removed, as originally
described by Mayer and Vibók.98,99 This method excludes the occurrence of the
BSSE from the outset. The second approach is the so-called Counterpoise (CP)
method, which is applied a posteriori. It aims to estimate the BSSE for a
defined basis set and correct the interaction energy of the two components. In
the simplest case, the energies of both the components and the complex are
calculated using the same basis set, specifically that of the complex.

EBSSE(A) = E(A)AB − E(A)A (4.2)
EBSSE(B) = E(B)AB − E(B)B (4.3)

Determining the BSSE within the CP correction procedure by Boys and Bernardi100

by combining the correction terms in equation 4.2 and 4.3 with the uncorrected
expression of the interaction energy in equation 4.1 yields:

ECP
int (AB) = E(AB)AB − E(A)AB − E(B)AB (4.4)

Special caution is necessary when the geometry of the dimer changes significantly
after complexation or reorientation of the individual components, A and B. The
resulting deformation energy can be a crucial part of the interaction energy
between the components and must not be neglected in such cases:

ECP
int = E(AB)AB − E(A)AB − E(B)AB + Edef (4.5)

where E(A)AB now is the energy of the individual component A in the basis of
the complex AB and Edef is the deformation energy.

So far, the BSSE has primarily been discussed in the context of discrete molecules
or complexes. However, it is also possible to expand the CP correction procedure
to trimers or small clusters of molecules. It is also conceivable that different
parts of a single molecule interact with each other, i.e., intramolecularly. The
CP correction procedure can be applied to such systems by dividing the discrete
molecule into fragments. The interaction energy can then be calculated using
the previously mentioned equations without issue. Valdés et al.101 demonstrated
that the BSSE significantly affects the determined geometries and interaction
energies of [n]helicenes and Phe-Gly-Phe tripeptides. However, the results
depend on the amount of fragments the molecule is divided into and how the
fragmentation is performed. The challenge lies in the absence of a standardized
strategy for fragmenting individual molecules to calculate the BSSE using the
CP correction procedure.

61



Chapter 4 – Results

4.3.2 Investigated NMA derivatives

The acridone derivatives investigated are shown in figure 4.17. The structural de-
signs were proposed and synthesized by Lennart Bunnemann from the group of
Prof. Dr. Constantin Czekelius (Asymmetric Synthesis, Heinrich Heine University
Düsseldorf). Additionally, the photophysical properties were studied by Matthias
Jantz from the group of Prof. Dr. Peter Gilch (Femtosecond Spectroscopy, Hein-
rich Heine University Düsseldorf). Additional conformations or aggregates will
be shown and mentioned when relevant.

(a) NMA (b) NMAM-B

(c) NMAM-bFPUH / open

(d) NMAM-bFPUH / closed

(e) NMAM-B +
tFMPBU

(f) NMA +
Schreiner’s catalyst

(g) NMAM-bFPUH
with PEG

Figure 4.17: Lewis structures of the compounds that were investigated in this
report.

The following results were obtained as part of two bachelor’s theses by B.Sc.
Dana Koch and B.Sc. Hendrik Knaup. I assisted both to perform the computa-
tions for their theses during this project and continued the quantum chemical
investigation of these systems. The key findings have been integrated and sup-
plemented at the relevant sections here.
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Introducing the Relevant Excited States

For a quantification of the effect of intra- and intermolecular hydrogen bond
formation the electronic ground state as well as the lowest excited singlet and
triplet ππ∗ and nπ∗ states (see figure 4.18) were investigated for the compounds
presented above (see figure 4.17).

(a) NMA - 1ππ∗ (b) NMA - 1nπ∗

(c) NMAM-bFPUH / open - 1ππ∗ (d) NMAM-bFPUH / open - 1nπ∗

(e) NMAM-bFPUH / closed - 1ππ∗ (f) NMAM-bFPUH / closed - 1nπ∗

(g) NMAM-B + tFMPBU - 1ππ∗ (h) NMAM-B + tFMPBU - 1nπ∗

Figure 4.18: Exemplary difference densities (red - decrease of electron density;
yellow - increase of electron density) for the lowest excited singlet ππ∗ and nπ∗

states for a range of molecules. Geometries and difference densities for the
corresponding triplet states differ slightly.

N-Methyl Acridone (NMA) as well as the derivative NMAM-bFPUH in its open
conformation serve as exemplary compounds without hydrogen bond formation.
NMAM-bFPUH in its closed conformation forms intramolecular hydrogen bonds
whereas the combination of another NMA derivative NMAM-B forms intermolec-
ular hydrogen bonds to the urea derivative tFMPBU.

From figure 4.19 its clearly visible that for the unsubstituted NMA without hy-
drogen bonds the lowest excited 3ππ∗ state is well separated from the T nπ∗

2 , Sππ∗
1

and Snπ∗
2 states. A chemical substitution with the ester substituent depicted in

figure 4.17 has a minor effect on the energetic levels of the lowest excited singlet
and triplet states. However, upon coordination and hydrogen bond formation
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Figure 4.19: Summary of adiabatic energies of the lowest excited ππ∗ and
nπ∗ states within the singlet and triplet regime for NMA, NMAM-bFPUH in its
open and closed form and NMAM-B + tFMPBU computed with the DFT/MRCI
method (BH-LYP / def2-SVP / PCM-THF). The energy of the Snπ∗ state (high-
lighted with a ’*’) was taken from the Tnπ∗ geometry, since the actual electronic
state could not be optimized.

the lowest excited nπ∗ states are strongly destabilized by about 0.35 eV.

While for NMA the lowest excited singlet state is of nπ∗ character it is a ππ∗

excitation for NMAM-bFPUH in its closed form and for NMAM-B + tFMPBU.
The formation of hydrogen bonds (regardless of the fact that the formation can
happen intra- and intermolecular) strongly affects the energetic order of the
lowest excited singlet and triplet states.

In figure 4.20 we take a closer look at the vertical excitation energies at the
optimized geometry of every excited state investigated of NMAM-bFPUH in its
open form specifically. While figure 4.19 already showed that Sππ∗

1 and T nπ∗
2

are in close energetic proximity, figure 4.20 hints toward a low energetic bar-
rier (∆E ≈ 0.1 eV ) for proceeding from the ππ∗ state to the nπ∗ state regime.
This indicates that the ISC in NMAM-bFPUH might require thermal activation.
At room temperature, NMAM-bFPUH in its open form (as well as N-Methyl
Acridone (NMA) and NMAM-B, as their state diagrams look essentially the
same) is expected to decay radiationlessly (according to El-Sayed’s rules; see
section 2.2.2.3) via intermediate population of the lowest excited nπ∗ state
(Sππ∗

1 → T nπ∗
2 → T ππ∗

1 ).

The energetic shift of the lowest excited nπ∗ states upon hydrogen bond forma-
tion (shown in figure 4.19) will prevent the intermediate population of the T nπ∗

2

state and promote fluorescence.
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Figure 4.20: Summary of vertical excitation energies of the lowest excited ππ∗

and nπ∗ states within the singlet and triplet regime for NMAM-bFPUH in its
open form at the electronig optimized electronic ground state and excited state
geometries computed with the DFT/MRCI method (BH-LYP / def2-SVP / PCM-
THF). All energies are relative to the energy of the electronic ground state at its
optimized geometry.
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4.3.3 Intermolecular Hydrogen Bonds

(a) Conf. 1 (b) Conf. 2 (c) Conf. 3 (d) Conf. 4

Figure 4.21: Different arrangements of NMAM-B and tFMPBU with a formation
of a hydrogen bond between either the ketone and the urea or between the ester
and the urea and different orientations to each other.

The hydrogen bond formation of four different orientations of NMAM-B and
tFMPBU (see figure 4.21) will be addressed in the following. Conformer 1 and
2 form hydrogen bonds between the urea and the ketone and conformer 3 and 4
between the urea and the ester. A comparison of the ground state energies of all
conformers shows that conformer 1 and 2 are slightly more stable (by about 0.1
eV).

As depicted in figure 4.21, in NMAM-B and tFMPBU the carbonyl oxygen forms
a bifurcated hydrogen bond with the urea derivative. Despite being slightly
asymmetric (see table 4.1) for the sake of simplicity both hydrogen bonds formed
are treated equally. The hydrogen bond formation energy is comparable for
all compounds with a strength of more than 5 kcal/mol (see figure 4.22). The
hydrogen bond energy of conformer 1 and 2 is slightly higher which matches
the trend of their overall stability.

Figure 4.22: Uncorrected (hatched) and BSSE-corrected (solid) formation energy
per hydrogen bond for all conformers of NMAM-B + tFMPBU. Computed using
DFT (BH-LYP / def2-SVP / Vacuum) single point computations.
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Note that the given reference energies in figure 4.22 are hydrogen bond energies
and stem from a benchmark over a variety of RNA base pairs with a hydrogen
bond between a secondary amine and a ketone (5.29 ± 1.29 kcal/mol94,95) and
a theoretical investigation of hydrogen bond interactions between ureas and
carbonyl compounds (3-7 kcal/mol for a range of different urea derivatives
and carbonyls93). While both studies contain molecules that are substantially
different from the conformers investigated here, the hydrogen bond formation
energies are in the same order of magnitude and lie within the given confidence
interval. Also the theoretical protocol to compute the hydrogen bond energies
besides the used basis sets and functionals is the same.

Table 4.1: Summary of key characteristics for hydrogen bonds. Bond lengths are
given in Å , the angles in degrees and the vibrational frequencies in cm−1 for
Conf. 1-4 of NMAM-B + tFMPBU.

N1 −O N2 −O N1 −H1 −O N2 −H2 −O C = OKetone C = OEster

Conf. 1 2.93 2.87 151.6 158.2 1679 / 1722 1847
Conf. 2 2.85 2.95 159.5 150.9 1680 / 1721 1844
Conf. 3 2.99 2.96 154.0 157.6 1754 1799 / 1815
Conf. 4 2.94 3.02 159.8 152.2 1756 1795 / 1810

Figure 4.22 also illustrates that the BSSE is significant with approximately
3 kcal/mol for the entire molecule (and about 1.5 kcal/mol per formed hydrogen
bond) and should not be neglected. The following table lists the interaction ener-
gies and the BSSE for various functionals, also taking solvent effects into account.
The results show that across all the methods the interaction energy is slightly
higher in solution (6.66± 0.39kcal/mol) than in vacuum (5.85± 0.40kcal/mol).

Table 4.2: Summary of the interaction energies and the BSSE computed on
different levels of theory for Conformer 1 of NMAM-B + tFMPBU.

Method Interaction energy [kcal/mol] BSSE [kcal/mol]
DFT / BHLYP / def2-SVP / vacuum 6.13 2.91
DFT / BHLYP / def2-SVP / toluene 6.93 3.03
DFT / BHLYP / 6-31G* / vacuum 6.16 2.84
DFT / BHLYP / 6-31G* / toluene 6.98 2.94
DFT / B3LYP / def2-SVP / vacuum 5.29 3.60
DFT / B3LYP / def2-SVP / toluene 6.11 3.74
DFT / B3LYP / 6-31G* / vacuum 5.37 3.48
DFT / B3LYP / 6-31G* / toluene 6.21 3.60
DFT / PEB0 / def2-SVP / vacuum 6.07 3.02
DFT / PBE0 / def2-SVP / toluene 6.87 3.14
DFT / PBE0 / 6-31G* / vacuum 6.06 2.99
DFT / PBE0 / 6-31G* / toluene 6.88 3.09
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4.3.4 Intramolecular Hydrogen Bonds

Our theoretical investigations of NMAM-bFPUH showed that two distinct con-
formers can be optimized. They will be called open (no self-coordination
between the urea and the ketone) and closed (upon self-coordination of the
urea group to the ketone) in the following. According to our first theoretical
results, the closed conformer is higher in energy compared to the corresponding
open conformer in Tetrahydrofuran (THF) despite intramolecular hydrogen
bond formation. This indicates that the closure is an endothermic process in
NMAM-bFPUH. The energy gain via hydrogen bond formation is annihilated by
forcing the molecule to be in a bent and strained conformation. It was therefore
proposed to investigate pairs of conformers with different chain lengths in order
to find the optimal chain length to form intramolecular hydrogen bonds. To
this end, the number of methylene groups was decreased and increased starting
from the initially investigated compound having a total of 5 methylene groups.
Also, it was proposed to use Poly-Ethylene Glycol (PEG) as a building block for
the chain in order to reduce the strain upon hydrogen bond formation.

Figure 4.23: Lewis structure of the investigated the open (left) and closed
(middle) form of NMAM-bFPUH (n = 5) with different chain lengths (n =
3, 4, 6, 7) and with a PEG chain instead (right).

Figure 4.24: Energetic difference in eV and kcal/mol between the optimized
electronic ground state energies of conformers with different chain lengths in
their open and closed form using DFT (PBE0 / def2-SVP / PCM-THF) and DFT
(PBE0 / def2-SVP / PCM-toluene). A positive energy denotes that the closed
conformer is higher in energy by that amount and the preferred form is open
and vice versa.
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Figure 4.24 shows that independent from the chain length in NMAM-bFPUH in
THF the open conformer is slightly lower in energy while in toluene the open
conformer is slightly higher in energy than the closed form. In general, the
results hint toward longer chains being more favourable for a closure mechanism.
It should be noted, that the theoretical energy predictions at that specific level of
theory are afflicted by an error of about 0.1 eV. This leads to the interpretation
that the energetic difference between the conformers is close to thermal energy
and both the open and closed form are present at the same time in solution.
We expect the transition between those conformations to be a dynamical process.

However, for NMAM-bFPUH with a PEG chain the closed form is 0.20 eV (in
THF) and 0.29 eV (in toluene) lower in energy and thus more stable than the
open form. In solution clearly the closed form is favored.

The Effects of Water Aggregation

In order to investigate the effect of water aggregation to the open and closed
form of NMAM-bFPUH, an explicit water molecule was placed close to the
ketone in the open form and between the urea and the ketone in the closed
form. Figure 4.25 illustrates the water coordinaten for the open and closed
conformation.

Figure 4.25: Lewis structures of the open and closed conformation of
NMAM-bFPUH with a water molecule coordinating to the ketone and between
the urea and the ketone, respectively.

Figure 4.26 contains the vertical excitation energies at the optimized geometry
of the electronic ground states to the lowest excited singlet and triplet states.
This way, the effect of a different conformation and the aggregation of a single
water molecule can be estimated. Note, that the vertical excitation energies are
not suitable to elaborate on the decay pathway mechanism for which adiabatic
energies of the corresponding states at their respective optimized geometries are
required. However, as previously shown for acridone89 or flavin derivatives102,
the solvent shifts of vertical excitation energies are useful to get an idea of the
influence of the solvent coordination while at the same time saving a lot of
computational resources.

With that being said, figure 4.26 shows that the coordination of a single water
molecule alone strongly affects the energy of the lowest excited nπ∗ states while
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Figure 4.26: Vertical excitation energies of the lowest excited singlet (blue /
red) and triplet (orange / green) states from the respective ground state energy
for NMAM-bFPUH with and without water coordination computed with the
DFT/MRCI method (BH-LYP / def2-SVP / PCM-THF).

the energy of the ππ∗ states remains nearly unaltered. The effect becomes even
stronger when a water molecule is located between the urea and the ketone. The
open conformer with water coordination as well as the closed form with water
coordination both show a stronger shift of the nπ∗ states than the intramolecular
hydrogen bond formation via self-coordination alone. To get an estimate of the
adiabatic state energies upon water coordination the solvent shift was added
to or subtracted from the correspondent adiabatic state energy without water
coordination (the estimated adiabatic state energies are summarized in table
4.3).

Table 4.3: Estimated effect of the explicit water solvation shift from figure 4.26
on the adiabatic energies taken from figure 4.19. Energies and the corresponding
solvent shift in brackets are given in eV.

T ππ∗
1 Sππ∗

1 Tnπ∗
2 Snπ∗

2

NMAM-bFPUH / open 2.76 (-0.07) 3.40 (-0.05) 3.65 (+0.24) 3.76 (+0.24)
NMAM-bFPUH / closed 2.87 (+0.04) 3.35 (+0.04) 3.96 (+0.23) 4.08 (+0.23)

Also, upon water coordination in the electronic ground state the closed con-
former is lower in energy (by about 0.18 eV using DFT (PBE0 / def2-SVP /
PCM-THF)) and thus more stable than the open conformer.
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4.3.5 Combining NMA with Schreiner’s Catalyst

The full vertical and adiabatic state diagrams of NMA in toluene are given in
figure 4.27. The vertical state diagram presents a rough idea about the PES of
the lowest excited ππ∗- and nπ∗-states and the energetic barriers to get from one
electronic state to the other. The most probable decay pathway mechanism is
depicted in the corresponding adiabatic state diagram.

Upon electronic excitation from the ground state into the lowest excited singlet
state (Sππ∗) geometrical relaxation happens along the PES of this singlet state.
Despite a high fluorescence rate constant of kf = 7.7× 107 s−1 (τ = 13 ns) this is
followed by a fast IC into the adiabatically lower lying Snπ∗ state. From there,
the Snπ∗ state is depopulated via El-Sayed allowed ISC (see 2.2.2.3) into the
lowest excited Tππ∗ state. Due to efficient nonradiative decay, NMA is expected
to show little to no fluorescence in toluene.

Figure 4.27: Vertical (left) and adiabatic (ZPVE corrected, right) excitation
energies of NMA in toluene at the respective optimized geometries computed
with the DFT/MRCI method (R2016 / BH-LYP / def2-SVP / PCM-Toluene).

Figure 4.28: Overlay of the optimized geometries of NMA in toluene (blue) and
THF (red) as well as the experimental crystal structure with optimized positions
of the hydrogen atoms (orange).

Figure 4.28 shows that independent from the solvent the computationally opti-
mized geometries show negligible geometrical changes compared to the experi-
mental crystal structure. The aromatic plane of NMA is slightly more tilted (3.6°
in toluene, 3.5° in THF and 1.6° in crystal) and the methyl group a little more
displaced from the aromatic plane (6.8° in toluene, 6.5° in THF and 4.2° in
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crystal) in solvent compared to the crystal structure. Due to minor changes in
the optimized geometries (Root-Mean-Square Deviation (RMSD) = 0.004−0.067
Å) the computational results for the solvent models and crystal structure are
expected to be readily comparable.

Figure 4.29 shows the vibrationally resolved absorption and emission spectra
for the optimized geometries in toluene and THF environment. Both spectra
show a strong vibrational progression (C-C stretch vibration ≈ 1450 cm-1 and
out-of-plane motion of the CH3-group ≈ 130 cm-1) and a very small Stokes shift
of 225 cm-1 in toluene and 167 cm-1 in THF. Compared to the experimental
absorption and emission maxima, the computational results are shifted only by
about 900 cm-1. The shape and vibronic progression of both computed spectra
shows excellent agreement with the experiment.

Figure 4.29: Vibrationally resolved absorption (solid lines) and emission (dashed
lines) spectra for NMA in toluene (blue) and THF (red) at 298 K. The computa-
tions were performed using the VH method.

Table 4.4 additionally shows the energy gaps between the lowest excited singlet
and triplet states for both adiabatic and vertical approaches. The extrapolated
energy gaps for the absorption and emission processes are comparable hinting
toward a reliable extrapolation process. However, the absolute value of the
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extrapolated energy gap is slightly higher in energy compared to the computed
values using the AH method. Also the energy gap is regardless of the method
slightly bigger in toluene compared to THF.

Table 4.4: Energy gap between the lowest excited singlet and triplet states using
the AH and VH (extrapolated) method for NMA in toluene and THF.

NMA in toluene NMA in THF
∆EST (VH abs, extrapolated) [cm−1] 27248 26910
∆EST (VH emi, extrapolated) [cm−1] 27102 26727
∆EST (AH 0-0 corrected) [cm−1] 26100 25852

As depicted in figure 4.30, upon coordination of Schreiner’s catalyst to NMA two
hydrogen bonds are formed. Since both molecules are symmetric, both hydrogen
bonds are equivalent (also see table 4.5). The hydrogen bond between NMA
and Schreiner’s catalyst is comparably strong (BSSE corrected interaction energy
of 10.21 kcal/mol in THF and 9.51 kcal/mol in toluene for each hydrogen bond
computed with the DFT method (BHLYP / def2-SVP / PCM)). The study by
Zheng et al.93 already showed that hydrogen bonds formed between carbonyls
and 1,3-bis(trifluoromethyl)phenyl substituted ureas and thioureas tend to be
the strongest within the combinations and examples that were investigated.

Figure 4.30: Lewis structure of NMA with Schreiner’s catalyst and the respective
difference densities of the lowest excited ππ∗ and nπ∗ states (red - decrease of
electron density; yellow - increase of electron density).

Table 4.5: Summary of key characteristics for hydrogen bonds for NMA +
Schreiner’s catalyst. Bond lengths are given in Å , angles in degrees and vibra-
tional frequencies in cm−1.

N1 −O N2 −O N1 −H1 −O N2 −H2 −O C = OKetone

NMA +
Schreiner’s catalyst 2.84 2.84 157.2 157.0 1669 / 1710

Figure 4.31 shows the vertical excitation energies from the lowest excited ππ∗

and nπ∗ states. The formation of hydrogen bonds slightly decreases the energy
of the lowest excited ππ∗ states (by about 0.1 eV) whereas the lowest excited
nπ∗ states are strongly destabilized (by about 0.5 eV). Thus, the nπ∗ states and
ππ∗ states are not in close energetic proximity anymore and the most probable
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deactivation pathway changes. Upon vertical electronic excitation from the
ground state into the lowest excited singlet state (Sππ∗) geometrical relaxation
happens. The transition from the Sππ∗ to the lowest excited Tππ∗ state is El-Sayed
forbidden which is why fluorescence will outcompete the radiationless deacti-
vation via ISC (kf = 9.4 × 107 s−1 and τ = 10.7 ns). Upon coordination with
Schreiner’s catalyst NMA is expected to show a significant fluorescence intensity.

Figure 4.31: Vertical (left) and adiabatic (ZPVE corrected, right) excitation
energies of NMA+Schreiner’s catalyst in toluene at the respective optimized
geometries computed with the DFT/MRCI method (R2016 / BH-LYP / def2-SVP
/ PCM-Toluene).

For a meaningful comparison with the experimental crystal structure, Markus
Putscher performed Quantum Mechanics (QM)/Molecular Mechanics (MM)
calculations for NMA+Schreiner’s catalyst. In order to do so, the parameters
of the unit cell were extracted from the available data. A supercell consisting
of 350 aggregates of NMA and Schreiner’s catalyst was constructed based on
the experimental crystal structure. One aggregate (QM region) was optimized
within the vicinity of all other molecules (MM region). Subsequently, the sur-
rounding molecules were exported as point charges and used as an implicit
crystal environment for all further calculations. The vertical excitation energies
at the optimized ground state were computed using the DFT/MRCI method.

Figure 4.32 shows that the optimized structures of NMA+Schreiner’s catalyst in
the investigated solvents align with the experimental crystal structure. There
are negligible changes in the geometry of the two monomers of the aggregate.
Only the orientation of the NMA and the catalyst toward each other deviates in
solvation compared to the experimental crystal structure. More importantly, the
optimized geometry within the simulated solid state environment shows negligi-
ble changes compared to the optimized structures in vacuum, toluene and THF
(RMSD = 0.009 − 0.012 Å). The vertical excitation energy from the electronic
ground state to the lowest excited singlet state (E = 3.51 eV or E = 353 nm)
only slightly deviates from the excitation energies in toluene (E = 3.49 eV or
E = 356 nm) and THF (E = 3.47 eV or E = 358 eV).
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Figure 4.32: Overlay of the optimized geometries of NMA+Schreiner’s catalyst
in toluene (blue), THF (red) and the experimental crystal structure with relaxed
hydrogen atoms (orange) aligned to NMA. The optimized geometry within
simulated solid state environment is depicted in cyan also aligned to NMA.

Simulated absorption and emission spectra for NMA+Schreiner’s catalyst in
toluene and THF are shown in figure 4.33. At 298 K both absorption and emis-
sion are significantly broader compared to the corresponding spectra of NMA
alone in figure 4.29. Vibrational progression at 298 K was not clearly visible
which is why also absorption and emission spectra without temperature con-
tributions were computed. Vibrational progression originates mainly from a
C-C stretch vibration (≈ 1480 cm-1) and a low-frequency butterfly vibration on
the NMA (≈ 23 cm-1). Due to temperature contributions also the Stokes shift
increases in toluene (3650 cm-1) and THF (3900 cm-1).

Similar to the results shown earlier for NMA alone, table 4.6 shows the energy
gaps between the lowest excited singlet and triplet states for both vertical and
adiabatic approaches computed for NMA+Schreiner’s catalyst. The difference
between the extrapolated energy gap and the ‘true’ adiabatic energy difference
is smaller. The absolute values remain higher in toluene compared to those in
THF.

Table 4.6: Energy gap between the lowest excited singlet and triplet states using
the AH and VH (extrapolated) method for NMA+Schreiner’s catalyst in toluene
and THF.

NMA+
Schreiner’s catalyst

in toluene

NMA+
Schreiner’s catalyst

in THF
∆EST (VH abs, extrapolated) [cm−1] 25168 25019
∆EST (VH emi, extrapolated) [cm−1] 25295 25022
∆EST (AH 0-0 corrected) [cm−1] 24881 24552
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Figure 4.33: Vibrationally resolved absorption (solid lines) and emission (dashed
lines) spectra for NMA+Schreiner’s catalyst in toluene (blue) and THF (red) at
298 K (top panel) and without temperature contributions (bottom panel). The
computations were performed using the VH method.
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5 Conclusion

This work highlights the importance of vibronic spectroscopy, both as an experi-
mental method and as part of the quantum chemical toolbox. Molecular vibra-
tions play a crucial role in the characterization and identification of structures
in physical and theoretical chemistry. In the context of this work, established
and promising TADF emitters as well as efficient fluorophores were investigated.
However, simulations using conventional adiabatic approaches did not always
yield meaningful results. Compared to experimental results, the simulated spec-
tra are featureless and excessively broad. Therefore, it became necessary to
expand our repertoire of quantum chemistry approaches for the description of
vibronic transitions.

Within the scope of this thesis the implementation of the VH method into the
VIBES program was demonstrated. It is fundamentally based on a review article
by Ferrer et al. and it was shown that the program structure can be entirely
preserved, while the VH branch requires the Hessian matrix and gradients as ad-
ditional input parameters. Based solely on this data, it is possible to extrapolate
the PES and the corresponding normal mode vibrations of the final state. The
equations for calculating the Duschinsky rotation matrix and the displacement
vector were presented for both adiabatic and vertical approaches.

The implementation was tested using a small benchmark set. The performance
of adiabatic and vertical approaches was critically evaluated based on various
metrics. For the benchmark systems, it can be shown that the linear Duschinsky
transformation is not fully valid when employing adiabatic approaches, as indi-
cated by a determinant of the rotation matrix deviating from 1. Methodologically
driven the VH method increases the determinant to 1 and reduces Duschinsky
mixing effects. However, it should be noted that the extrapolated adiabatic
energy difference deviates from the ‘true’ adiabatic energy gap. Consequently,
the onset of vibronic spectra might be shifted, and rate constants may differ in
magnitude. Additionally, the quality of the results seems to correlate with the
number of normal modes with imaginary eigenvalues, demanding a suitable
strategy for the treatment of such normal modes. The more of them need to be
discarded for a calculation, the larger is the energetic difference between the
extrapolated and the ‘true’ adiabatic energy.

Numerous application projects have demonstrated the versatility of the VH
method, showing that it is particularly well-suited for intriguing TADF systems
exhibiting a donor–acceptor motif, as these often exhibit normal modes that are
challenging to describe using the conventional AH approach.
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For the well-known emitter DMAC-TRZ, the goal was to explain experimen-
tal features that had not been mentioned in the literature until now and only
appeared in MCH as well as in rigid matrix materials like Zeonex®. A quan-
tum chemical investigation confirmed the existence of two distinct conformers
whose significant geometric differences not only result in fundamentally differ-
ent photophysical properties but also necessitate distinct methods for accurately
describing these properties. Specifically, the symmetry-forbidden nature of the
relevant vibronic transitions required going beyond Condon approximation to
get meaningful results.

For the spiro-bridged donor–acceptor system AN, the vertical approach was
used to unambiguously assign the experimentally measured ESA spectrum to an
excited state whose involvement in the decay mechanism had been hypothesized
by Dobkowski et al. but could not be definitively proven.

Ultimately, a series of organic donor–acceptor compounds with various sterically
demanding substituents was used to investigate the influence of the donor–
acceptor orientation on radiative and nonradiative processes. We used the
vertical approach to recompute ISC and rISC rate constants along a linearly
interpolated pathway. Through this series, we demonstrated that an almost
orthogonal orientation is beneficial for TADF behavior owing to non-negligible
oscillator strengths, SOC and a low energy gap between the lowest excited
singlet and triplet states. However, an exact 90-degree alignment results in
symmetry-forbidden transitions, leading to a significant decrease of emission.
This project was the first-ever application of the VH method for computing
nonradiative rate constants.

Within the application examples presented in this thesis, I could show that
vertical models come with certain challenges. Extrapolation is an approximation,
meaning that, for instance, the adiabatic energy difference can only be defined
approximately. As a result, vibronic spectra are usually slightly shifted compared
to experimental data. Also, a quantification of the impact of the extrapolation
process on rate constants requires further analysis. In these cases, calculations
using vertical models are recommended as supplementary to calculations with
adiabatic models. When choosing the method, a careful evaluation of the sys-
tems is still required.

Finally, the technical and practical advantages offered by the application of the
VH method should be summarized. We observed cases where the optimization
of the final electronic state can be omitted and be replaced by an extrapolation
based on the data available at the FC region. This resulted in a significant
reduction in computational effort. Furthermore, the VH method enabled us
to calculate meaningful spectra, comparable to experimental results, even for
systems that exhibit significant geometric changes after electronic excitation. The
vertical approaches prove to be a solid foundation for investigating nonradiative
rate constants along an interpolated path and provide a theoretical analysis that
would not have been possible with adiabatic models. All in all, we could show
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that the simulation of vibronic transitions could be improved for a variety of
different systems upon using vertical approaches.
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6.2 List of Abbreviations

AH Adiabatic Hessian

AN spiro[9,10-dihydro-9-oxoanthracene-10,2’-5’6’-benzindan]

AS Adiabatic Shift

ASF Adiabatic Shift and Frequencies

BO Born-Oppenheimer

BSSE Basis Set Superposition Error

CB 4-Pentyl-4’-CyanoBiphenyl

CI Configuration Interaction

CIS Configuration Interaction Singles

CISD Configuration Interaction Singles Doubles

CP Counterpoise

CPU Central Processing Unit

CSF Configuration State Function

CT Charge Transfer

CZT1 Carbene-Zinc-Thiolate 1: [Zn(4-Hbdt)(MenthcAAC)]

DFT Density Functional Theory

DFT/MRCI Density Functional Theory and Multireference Configuration
Interaction

DMAC 9,9-Di-Methyl-9,10-Dihydro-Acridine

EET Excitation Energy Transfer

EPIC (1S)-Dehydro-EPICamphor

ESA Excited State Absorption

FC Franck–Condon

FCF Franck–Condon Factor

FCP Franck–Condon Point

FFT Fast Fourier Transformation

FWHM Full Width at Half Maximum

HF Hartree-Fock
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HOMO Highest Occupied Molecular Orbital

HT Herzberg–Teller

IR Infrared

IC Internal Conversion

IM Imidazole

ISC Intersystem Crossing

IVR Internal Vibrational Relaxation

LE Local Excitation

LED Light Emitting Diode

LU Lower Upper

LUMO Lowest Occupied Molecular Orbital

MCH Methyl-Cyclohexane

ModISC Modulation of Intersystem Crossing

MRCI Multireference Configuration Interaction

NMA N-Methyl Acridone

NMAM-B N-Methyl Acridone-Methyl-Butyrat

NMAM-bFPUH N-Methyl Acridone-Methyl-6-(3-(3,5-
bis(Trifluoromethyl)Phenyl)Ureido)Hexanoat)

MM Molecular Mechanics

OLED Organic Light Emitting Diode

OMP Open Multi-Processing

PCM Polarizable Continuum Model

PES Potential Energy Surface

PEG Poly-Ethylene Glycol

PY Pyrazine

QA Quasi-Axial

QE Quasi-Equatorial

QM Quantum Mechanics

rISC reverse Intersystem Crossing
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RMSD Root-Mean-Square Deviation

RTG Research Training Group

SES Solvent Excluding Surface

SOC Spin–Orbit Coupling

SOCME Spin–Orbit Coupling Matrix Element

SVD Singular Value Decomposition

TAA Triarylamine

TADF Thermally Activated Delayed Fluorescence

TDA Tamm-Dancoff Approximation

TDDFT Time-Dependent Density Functional Theory

tFMPBU 1-(3,5-bis (tri-Fluoromethyl)Phenyl)-3-Butylurea)

THF Tetrahydrofuran

TPN Terephthalonitrile

TRZ 2,4,6-Triphenyl-1,3,5-Triazine

UV Ultraviolet

VG Vertical Gradient

VGF Vertical Gradient and Frequencies

VH Vertical Hessian

VIS Visible

VR Vibrational Relaxation
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7 Appendix

7.1 Project Specific Computational Details

The technical details varied for each project due to the fundamentally different
nature of the systems that were studied. For instance, calculations required
different basis sets and functionals depending on the specific system. Addi-
tionally, standard calculations were not sufficient for all systems and had to be
complemented, for example, by computations accounting for vibronic effects
and going beyond Condon approximation. Furthermore, the methods evolved
over time, leading to variations in the choice of methodology across different
projects. As a result, no uniform approach could be established for calculating
vertical excitation energies, for example. The computational details are therefore
tailored to each project and will be explained in the subsequent sections.

Technical Details: DMAC-TRZ Project

The ground and excited state geometries of both conformers of DMAC-TRZ
were optimized using the Gaussian1650 program package and DFT at LC-
wHPBE104/def2-SVP(P)105 level of theory. The utilization of the range-separated
hybrid functional required a tuning procedure103 for the range-separation pa-
rameter ω (see figure 7.1). TDDFT106–108 was used for the optimization of the
excited singlet states. Additionaly, the Tamm-Dancoff approximation109 was
used for the optimization of the excited triplet states. Solvent–solute interactions
(MCH) were included through the PCM.110 The analytic calculation of harmonic
vibrational frequencies was performed using the Gaussian16 program.

Vertical and adiabatic excitation energies and optical electronic properties were
calculated using the DFT/MRCI111–114 method. 20 roots were calculated for each
singlet and triplet manifold (BH-LYP115, Grid = m4, scfconv = 8, denconv =
1d-7, esel = 1.0). The R2016113 Hamiltonian was used.

Vibronic spectra and nonradiative rate constants were computed using the
VIBES27,37,38,116–118 program. For symmetry forbidden transitions the expressions
had to be expanded to a Herzberg-Teller scheme. Numerical derivatives of
the electric dipole transition moments and the SOCMEs with respect to the
normal coordinates were computed using the GRADIENATOR67 by distorting
the geometry from its equilibrium geometry along each normal mode vibration
in positive and negative direction. We utilized the VH Method118 to obtain
vibrationally resolved absorption and emission spectra for both conformers.
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Figure 7.1: Optimal tuning procedure103 for the range-separated hybrid func-
tional LC-wHPBE.104 A range-separation parameter of ω = 0.175 bohr−1 was
chosen.

Technical Details: AN Project

The ground and excited state geometries of AN were optimized using the Gaus-
sian1650 program package and DFT at PBE0119/def2-TZVP105 level of theory.
TDDFT106–108 was used for the optimization of the excited singlet states. Ad-
ditionaly, the Tamm-Dancoff approximation109 was used for the optimization
of the excited triplet states. Solvent–solute interactions were included through
the PCM110 (Butyronitrile). The analytic calculation of harmonic vibrational
frequencies was performed using the Gaussian16 program.

The normal mode frequencies and coordinates were further utilized to generate
FCFs and FC weighted densities of states for determining spectral profiles and
rate constants. The phosphorescence spectra were computed using the AH
method and the VH method44,118 was used to compute the triplet absorption
spectrum for a transition that was identified using the DFT/MRCI method (BH-
LYP115, Grid = m4, scfconv = 8, denconv = 1d-7, esel = 1.0).

Technical Details: TAA-TPN Project

The ground and excited state geometries of all emitters in the series consiting of
a TAA donor and TPN acceptor were optimized using the Gaussian1650 program
package and DFT at ωB97X-D120/def2-SVP(P)105 level of theory. The utilization
of the range-separated hybrid functional required a tuning procedure103 for
the range-separation parameter ω (see figure 7.2). TDDFT106–108 was used for
the optimization of the excited singlet states. Additionaly, the Tamm-Dancoff
approximation109 was used for the optimization of the excited triplet states.
Solvent–solute interactions were included through the PCM110 (Toluene). The
analytic calculation of harmonic vibrational frequencies was performed using
the Gaussian16 program.
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Figure 7.2: Optimal tuning procedure103 for the range-separated hybrid func-
tional ωB97X-D.104 A range-separation parameter of ω = 0.15bohr−1 was chosen.

Vertical and adiabatic excitation energies and optical electronic properties were
calculated using the DFT/MRCI111–114 method. 20 roots were calculated for each
singlet and triplet manifold (BH-LYP115, Grid = m4, scfconv = 8, denconv =
1d-7, esel = 1.0). The R2016113 Hamiltonian was used. SOCMEs were computed
in atomic mean-field approximation using SPOCK.121 Vibronic spectra and non-
radiative rate constants were computed using the VIBES27,37,38,116–118 program
and the utilization of the VH method.118 For symmetry forbidden transitions the
expressions had to be expanded to a Herzberg-Teller scheme. Numerical deriva-
tives of the electric dipole transition moments and the SOCMEs with respect to
the normal coordinates were computed using the GRADIENATOR67 by distorting
the geometry from its equilibrium geometry along each normal mode vibration
in positive and negative direction.

Technical Details: NMA Derivatives Project

The ground and excited state geometries of all NMA derivatives were optimized
using the Gaussian1650 program package and DFT at PBE0119/def2-SVP(P)105

level of theory. TDDFT106–108 was used for the optimization of the excited singlet
states. Additionaly, the Tamm-Dancoff approximation109 was used for the opti-
mization of the excited triplet states. Solvent–solute interactions were included
through the PCM110 (Toluene and THF) and QM/MM models122 (Crystal envi-
ronment; these computations specifically were performed by Markus Putscher).
The analytic calculation of harmonic vibrational frequencies was performed
using the Gaussian16 program.

Vertical and adiabatic excitation energies and optical electronic properties were
calculated using the DFT/MRCI111–114 method. 10 roots were calculated for each
singlet and triplet manifold (BH-LYP115, Grid = m4, scfconv = 8, denconv =
1d-7, esel = 1.0). The R2016113 and R2022123 Hamiltonian were used.

Vibronic spectra and nonradiative rate constants were computed using the
VIBES27,37,38,116–118 program and utilizing the VH method.118
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7.2 VIBES Input keywords

The following section explains the keywords that allow the user to operate the
VIBES program, control the calculations, and manage the generated output. All
essential keywords are collected in a single file and passed to the program when
executing a calculation.

General keywords

$end

The input of keywords is concluded with $end. Only entries provided by the
user before this keyword will be considered for the calculation. It is the only
keyword that is mandatory and is required to run a computation. For all other
keywords there are default values that are applied if they are not present in the
input file.

$# any_keyword

Quick editing and modification of the input can be achieved by commenting out
individual keywords by placing a # at the beginning of the line. Entries in such
lines are ignored by the program.

Method specific keywords

$method = [static / dynamic]

This keyword defines the method used to calculate the vibrational overlap. In
the static approach, the FCF are explicitly calculated. For large molecules, it
becomes necessary to significantly limit the number of quanta from and into
which transitions can occur, as the number of overlap integrals to be computed
increases substantially. In the dynamic approach, all components required for the
calculation of the correlation function are computed. The desired rate constant
or spectrum is then obtained through numerical integration or an FFT of the
correlation function.

$vertical [gradient / hessian] [abs / emi]

This keyword selects whether, and if so, which vertical model is used for the
simulation of the vibronic transition. The options are VH and VG. In both cases,
it must also be specified whether the process formally corresponds to absorp-
tion (energy increase, positive vertical energy difference) or emission (energy
decrease, negative vertical energy difference). This specification is necessary to
correctly calculate and display the extrapolated adiabatic energy difference and
is necessary even for the computation of nonradiative rate constants.
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$spectrum

By default, the VIBES program calculates a rate constant. However, if the user
wishes to calculate the vibronic spectrum, this keyword must be specified.

$interval = REAL

This keyword defines the time interval over which the correlation function is
integrated. The input is provided as a REAL value in femtoseconds.

$npoints = INT

This keyword determines the number of integration points for the numerical
integration of the correlation function. It should be noted that, as a prereq-
uisite for the FFT in the calculation of a vibronic spectrum, the number of
integration points must be a power of 2. If this condition is not met by the
user, the number of integration points will be rounded to the nearest power of
2, which may be either higher or lower. Also, in case the computed rate con-
stant is negative, it is recommended to increase the number of integration points.

$temperature = REAL

The temperature can be controlled using this keyword. It should be noted that
the consideration of temperature effects is not enabled by default. Temperature
effects will only be taken into account if the keyword is specified and the se-
lected temperature is non-zero. The temperature can be specified with arbitrary
precision as a REAL value.

$damping = REAL

This keyword defines the width of the Gaussian function used to dampen the
correlation function, specified in wavenumbers as a REAL.

Keywords for specific data supply

$deltae = REAL

The adiabatic energy difference between the initial and final states of the vi-
bronic transition can be defined using this keyword. It is important to specify
whether the process is an absorption or emission process. The energy difference
can be given with arbitrary precision as a REAL in wave numbers but the sign
may change according to the kind of process.
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$eta = REAL

This keyword defines the energy interval in wave numbers to seek for vibra-
tional state of the final electronic state in the static approach. For the dynamic
approach, however, it can be omitted. If it is defined the value will be used as
a synonym for the $damping keyword that defines the damping factor of the
correlation function.

$elec = REAL

As described in section 2.2.2.1, the calculation of rate constants and vibronic
spectra is divided into the calculation of the electronic and vibrational parts.
The electronic coupling matrix element must be calculated beforehand and
provided to the VIBES program through this keyword. The specification of the
SOCME is essential for the calculation of rate constants, but not necessary for
the calculation of vibronic spectra within the Condon approximation. The matrix
element is provided as a REAL in wave numbers.

$deriv INT0
INT1 REAL1
INT2 REAL2
... ...

The derivatives of the transition dipole moment or the SOC with respect to the
normal mode vibrations can be specified with this keyword. INT0 expects the
number of normal modes for which numerical gradients will be provided and
the subsequent lines will be filled with the number of the normal mode and the
correspondent derivative. This keyword is used if the derivative is summed over
all three Cartesian directions.

$alpha_x/y/z = REAL

The direct coupling of the x-, y- and z-component of the operator (e.g. SOC) can
be supplied using this keyword. It is only used when $deriv is given.

$derx/y/z INT0
INT1 REAL1
INT2 REAL2
... ...

The derivatives of the transition dipole moment or the SOC with respect to the
normal mode vibrations can be specified with this keyword. INT0 expects the
number of normal modes for which numerical gradients will be provided and
the subsequent lines will be filled with the number of the normal mode and the
correspondent derivative.
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$nac INT0
INT1 REAL1
INT2 REAL2
... ...

Non-adiabatic coupling elements with respect to all normal modes can be speci-
fied here for the calculation of IC rate constants.

$vibs [gaufreq / mopac]
FILENAME1
FILENAME2

The normal modes and corresponding frequencies necessary for simulating
the vibronic transition can be extracted from previously performed frequency
analyses using this keyword. The user has the option to choose between two
different interfaces: one to Gaussian16 and one to Mopac. The next two lines
should then contain the file names where the corresponding normal modes are
located. When performing frequency analyses with the Gaussian16 program, it
is important to ensure that the normal modes and frequencies are specified with
sufficient accuracy (freq=HPModes).

$coord−files
FILENAME1
FILENAME2

Similar to the normal modes and corresponding frequencies, the geometries of
the initial and final states can also be defined. The geometry can also be taken
from the frequency calculation.

General stearing keywords

$zeromoment = REAL

This keyword defines the threshold to decide whether one of the moments of
inertia is vanishingly small. The default value is defined to be 1× 10−4.

$modediscard = REAL

This keyword allows defining the threshold for the minimum frequency of a
normal mode that should still be used for further calculations. All frequencies
that have an eigenvalue below that threshold will be discarded.
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Keywords to control the output

$transout REAL

This keyword can be used in the static approach only. It defines whether infor-
mation is printed about FC integrals that are larger than the defined threshold.
The threshold is given as a REAL. Be careful selecting a threshold that is too
small. It can greatly effect the number of integrals that a printed.

$print = INT

$print 1: normal output
$print 10: add quants, delta and duschinskymatrix
$print 20: add more from deltabuild
$print 30: add eckart things
$print 40: add gaussread/mopacread things
$print 50: add internal things

Various additional information can be provided to the user. This can assist in
understanding or further analyzing important normal modes or Duschinsky
mixings. For the relevant supplementary information, this keyword can be used
with a suitable integer.

$debug

To activate all settings at once, the debug view can be started. However, this
is only recommended for program development and not for general use of the
VIBES program.
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7.3 Supplemenatry Derivations

Derivation of the Duschinsky Transformation

For two different sets of normal coordinates Q1 and Q2 the relationship between
normal mode eigenvectors (L1 and L2) and spatial displacements in Cartesian
coordinates, x, can be expressed as follows:

L1Q1 = M
1
2 (x− x01) (7.1)

L2Q2 = M
1
2 (x− x02) (7.2)

Equation 7.2 can be reformulated with respect to the variable x.

M− 1
2L2Q2 = M− 1

2M
1
2 (x− x02) (7.3)

M− 1
2L2Q2 + x2 = x (7.4)

Combining equation 7.1 and 7.4 yields:

L1Q1 = M
1
2 (x− x01) (7.5)

L1Q1 = M
1
2 (M− 1

2L2Q2 + x02 − x01) (7.6)

L−1
1 L1Q1 = L−1

1 L2Q2 + L−1
1 M

1
2 (x02 − x01) (7.7)

Leading to the Duschinsky transformation equation:

Q1 = JQ2 +K (7.8)

where J = L−1
1 L2 is the Duschinsky rotation matrix and K = L−1

1 M
1
2 (x02 − x01)

is the displacement vector in Cartesian coordinates.

Derivation of the Prefactor for the Displacement Vector

Since both the mass-weighted coordinate difference and the frequencies of
the normal modes are not dimensionless, the displacement vector is made
dimensionless by applying a prefactor, conv. This prefactor, adopted from the
program HOTFCHT by Roland Berger47, is calculated as follows:

conv =

√
4 ∗ π1 ∗ c

10 ∗NA ∗ h
∗ 10−10

=

√
4 ∗ 3.14152 ∗ 2.9979× 108

10 ∗ 6.0260× 1023 ∗ 6.6260× 10−34
∗ 10−10

√
m ∗ s−1

mol−1 ∗ kg ∗m2 ∗ s−1

= 0.1722

√
mol

kg ∗m (7.9)
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ABSTRACT

For the computation of vibrationally resolved electronic spectra, various approaches can be employed. Adiabatic approaches simulate vibronic
transitions using harmonic potentials of the initial and final states, while vertical approaches extrapolate the final state potential from the gradi-
ents andHessian at the Franck–Condon point, avoiding a full exploration of the potential energy surface of the final state. Our implementation
of the vertical Hessian (VH) method has been validated with a benchmark set of four small molecules, each presenting unique challenges,
such as complex topologies, problematic low-frequency vibrations, or significant geometrical changes upon electronic excitation. We assess
the quality of both adiabatic and vertical approaches for simulating vibronic transitions. For two types of donor–acceptor compounds with
promising thermally activated delayed fluorescence properties, our computations confirm that the vertical approaches outperform the adia-
batic ones. The VH method significantly reduces computational costs and yields meaningful emission spectra, where adiabatic models fail.
More importantly, we pioneer the use of the VH method for the computation of rate constants for non-radiative processes, such as intersys-
tem crossing and reverse intersystem crossing along a relaxed interpolated pathway of a donor–acceptor compound. This study highlights the
potential of the VHmethod to advance computational vibronic spectroscopy by providing meaningful simulations of intricate decay pathway
mechanisms in complex molecular systems.
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I. INTRODUCTION

Vibronic spectroscopy exploits the interaction of light and
matter to determine fundamental properties of molecules. It is a
crucial component in photochemistry to characterize chemical sys-
tems regarding their photophysical attributes. Various experimental
methods such as one-photon, two-photon absorption, and one-
photon emission experiments;1,2 resonance Raman spectroscopy;3,4

and circular polarized luminescence spectroscopy are available for
investigating these properties. Quantum chemical simulations aid in
elucidating experiments and making precise predictions,5 necessi-
tating a robust framework for describing molecular vibrations under
light interactions.

Vibronic spectroscopy involves electronic and vibrational tran-
sitions at the same time, distinguishing it from mere electronic

excitations. In general, there are two approaches for the descrip-
tion of vibronic transitions. The time-independent (TI)6–8 approach
builds vibronic spectra by computing individual vibrational transi-
tions independent of each other. Despite recent advancements in
the algorithms of Berger et al.9 and efficient strategies for reduc-
ing the number of Franck–Condon (FC) integrals that need to
be computed,10 this approach remains prohibitively expensive for
large systems. The time-dependent (TD)11–13 approach, on the
other hand, involves the Fourier transformation of the autocor-
relation function of the transition dipole moment to obtain the
envelope of all vibronic transitions at the same time, pioneered by
Heller.14,15

The complex description of the kinetic energy operator in
curvilinear coordinates, as well as the associated problems with
its description in Cartesian coordinates, has been addressed by
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Podolski.16 Currently, robust algorithms exist for transforming the
energy operator17,18 and molecular motions19–25 into the internal
coordinate system. Recent advancements enable the consideration
of Herzberg–Teller effects26,27 for the computation of vibronic tran-
sitions and propose to use adiabatic and vertical approaches28–31 to
relate vibrational motions of two distinct electronic states.

Adiabatic models, such as adiabatic Hessian (AH), rely on uti-
lizing the harmonic potentials at the minimum geometries of both
the initial and final states. In particular, AH exploits harmonic
approximation to describe the potential energy surface (PES) around
the equilibrium geometries of the electronic states as a quadratic
function. This yields meaningful results for rigid systems for which
spatial displacements are small and the harmonic approximation is
valid. In contrast, the vertical Hessian (VH) approach only requires
the optimized geometry of the initial state of a vibronic transition.
The Hessian matrix and gradients at the FC point are sufficient to
extrapolate the PES of the final state. This efficient strategy mini-
mizes computational overhead by circumventing the necessity for
a full exploration of the PES. Cerezo and co-workers31,32 could
show that vertical approaches outperform adiabatic approaches for
the simulation of vibronic spectra, particularly for application cases
where AH fails due to the inability of Cartesian coordinates in
describing curvilinear displacements.

This study shortly highlights the differences between adiabatic
and vertical approaches. We apply both approaches to compounds
comprising donor–acceptor motifs with promising photophysical
properties. Donor–acceptor compounds typically exhibit low-lying
charge-transfer states. While the separation of electron and hole
densities ensures a small energy splitting, conducive to favorable
thermally activated delayed fluorescence (TADF) conditions, the
orthogonal alignment of the donor and acceptor moiety is respon-
sible for vanishingly small spin–orbit coupling matrix elements
between the lowest excited singlet and triplet states. These emitters
emerge as promising TADF candidates when low-frequency vibra-
tions twist both donor and acceptor moieties toward each other.
However, these twisting modes result in large spatial displacements
and, therefore, pose challenges for the simulation of vibronic tran-
sitions. We show that use of the VH method can greatly improve
simulated emission spectra and non-radiative rate constants for such
problematic application cases.

II. THEORETICAL BACKGROUND

A vertical model was initially introduced by Hazra et al.33 in
2004 to simulate the photophysical properties of ethylene in the gas
phase. Avila Ferrer et al.34 established a standardized nomenclature
for various methods of simulating vibronic transitions. While all
approaches have the same description of the initial state PES, they
differ in constructing and approximating the PES of the final state.
Our implementation of the VH method is rooted in the theoreti-
cal framework outlined by Avila Ferrer et al.34 The equations were
adapted and supplemented with derivations as needed.

A. Adiabatic approaches
For an N-atomic system, we consider an electronic transition

from an initial state ∣Ψ1⟩ to a final state ∣Ψ2⟩. The harmonic potential
of the initial state V1 can be expressed in matrix form as follows:

V1(Q1) = 1
2
QT

1 Ω
2
1 Q1. (1)

The diagonal matrix Ω1 contains all normal mode frequencies
of the initial state, whereas Q1 comprises the corresponding normal
modes in vector form. For a set of normal coordinates, the rela-
tionship between the normal modes in vector form and the spatial
displacements [difference of Cartesian coordinates (see Fig. 1) at a
displaced geometry x and the equilibrium geometry of the initial
state x01] is given by the following expression:

L1Q1 = M
1
2 (x − x01), (2)

where L1 comprises the eigenvectors of the force constant matrix
of the initial state, which are massweighted using M. Two sets of
normal modes can be related to each other through the so-called
Duschinsky transformation,35

Q1 = JQ2 +K, (3)

where J denotes the Duschinsky rotation matrix and K is the
displacement vector.

Analogous to Eq. (1), the potential energy surface for the final
state in its own basis and in the basis of the initial state can be written
as follows:

V2(Q2) = Ead + 1
2
QT

2 Ω
2
2 Q2, (4)

V2(Q1) = Ead + 1
2
QT

1 JΩ
2
2J

TQ1 −KTJΩ2
2J

TQ1 + 1
2
KTJΩ2

2J
TK, (5)

where Ead is the energy difference between the two minima of the
electronic states investigated and 1/2KTJΩ2JTK is the so-called reor-
ganization energy from the FC point to the extrapolated minimum
of the final state. Thus, EV = Ead + Ereorg only yields an approximated
value for the vertical excitation energy in adiabatic models and an
estimate for the adiabatic energy in vertical models.

In addition to the AH method, Avila Ferrer et al.34 also pre-
sented two approaches that use further limitations in order to
simplify the simulation of vibronic transitions. For the so-called adi-
abatic shift (AS) model, only spatial displacements are taken into
account since they are expected to dominate the structure of the
spectra and the Duschinsky rotation effect is neglected. For the
adiabatic shift and frequency (ASF) approach, the normal mode fre-
quencies of the final state are extrapolated alongside the use of the
gradients while still neglecting the Duschinsky mixing.

Since the construction of the final state PES within the adiabatic
approach is performed at theminimum geometry of the correspond-
ing initial and final states, where the harmonic approximation is
most suitable, AH is expected to provide meaningful information
about the 0–0 transitions and the onset of a spectrum. However,
when the minimum geometries of the initial and final states are sig-
nificantly displaced, the constructed harmonic potential of the final
state can deviate strongly from the actual PES in the FC region.
Therefore, we introduce vertical approaches in Sec. II B.

B. Vertical approaches
In contrast to adiabatic approaches, the potential energy sur-

face of the final state in vertical approaches is extrapolated based
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FIG. 1. Schematic picture for the adiabatic (left) and vertical (right) approaches. The strongly displaced (x01 and x02) anharmonic potentials of two distinct electronic states∣Ψ1⟩ and ∣Ψ2⟩ are indicated by the solid black lines. The corresponding dashed lines (red—initial state, blue—final state) represent the (extrapolated) harmonic potentials.

on vertical data (see Fig. 1). Using the vertical energy EV from the
equilibrium geometry of the initial state to the FC point of the final
state, the gradients gx, and the Hessian matrix Fx in Cartesian coor-
dinates, the potential energy surface of the final state can be written
as follows:

V2(Q1) = EV + gTx x + 1
2
xT Fx x (6)

with

g = M− 1
2 L1gx, (7)

F = LT1M
− 1

2 FxL1M− 1
2 . (8)

The Duschinsky rotation matrix within the vertical approach
JVH can be obtained through the diagonalization of the Hessian
matrix F,

JVHF(JVH)T = (ΩVH)2, (9)

KVH = −JVH(ΩVH)−2(JVH)T g. (10)

In addition, for the vertical approaches, simplifications exist
that either ignore the Duschinsky rotation effect, as in the verti-
cal gradient (VG) model or adapt the normal mode frequencies
while assuming vanishing Duschinsky mixings (vertical gradient
and frequency model, VGF).

In the vertical approach, oftentimes normal modes with an
imaginary frequency arise for the final state, as the frequency calcula-
tion is performed at a non-stationary point. A harmonic potential for
these normal modes would result in a downward parabola, and the
extrapolated potential would tend toward negative infinity. There-
fore, it is necessary to implement a strategy for the treatment of
normal modes with imaginary frequencies. For the calculation of
vibronic spectra and non-radiative rate constants within this study,
these modes are discarded. The focus is on the modes that influence

the vibronic transitions most, while the technically problematic nor-
mal modes are ignored. Götze et al.24 could already show that this
approach is valid for large molecules since the number of normal
modes with imaginary frequencies that occur is small.

Models such as AS, VG, or VGF—mentioned earlier—neglect
the effect of Duschinsky mixing and also use the normal modes
of the initial state with real frequencies for the final state (known
as IMDHO model36,37), avoiding the occurrence of imaginary fre-
quencies. However, the PES of two electronic states may differ
significantly and thus these methods are no adequate models for
the simulation of photophysical properties of the molecules investi-
gated in this study. Toniolo and Persico38 proposed to use a periodic
potential for strongly anharmonic normal modes with imaginary
frequencies to compute FC factors in the TI model. On the other
hand, Hazra et al.33 presented a meaningful alternative within the
TD framework. They assume separability of the excited-state poten-
tial along its normal mode coordinates and compute a complete
one-dimensional potential for imaginary frequency modes while
freezing all the other normal modes. However, these strategies are
associated with a high computational effort and are not feasible for
large molecules.

C. Computation of vibronic spectra and non-radiative
rate constants

The calculation of vibronic spectra and non-radiative rate con-
stants is carried out using the program VIBES,39,40 originally pro-
grammed by Jörg Tatchen in 2006 for the computation of intersys-
tem crossing (ISC) rate constants employing a direct, TI approach.
Several extensions have been added since then. Non-radiative rate
constants and vibronic spectra can be computed using a dynamic
TD approach,39,40 and recently, corresponding equations for the
computation of internal conversion (IC) rate constants were imple-
mented.41 In all cases, temperature effects can be considered using a
Boltzmann distribution.

In the TI approach, FC factors are explicitly calculated. How-
ever, for large systems, the numerous possible vibronic transitions
result in a high computational effort. For this reason, the number of
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normalmodes and vibrational levels that are taken into account have
to be strongly limited. In the TD approach, on the other hand, FC
factors are implicitly calculated via an analytical expression and no
restrictions are needed. Within the framework of TD perturbation
theory, the non-radiative rate constant for a vibronic transition from
an initial singlet state ∣ΨS⟩ to a final triplet state ∣ΨT⟩, with given nor-
mal coordinatesQ and the corresponding normal mode frequencies
Ω, can be expressed using Fermi’s golden rule. Both the electronic
states can be related via Duschinsky transformation as in Eq. (3).
In a case study on uracil, Etinski42 could show that the inclusion
of Duschinsky mixings for non-radiative processes between distinct
electronic states with an energy gap of less than 6000 cm−1 is cru-
cial. For this reason, we decided to compute all rate constants either
with the AH or the VH method, both of which include Duschinsky
mixing effects. With ΔEST being the energetic difference between the
optimized geometries of both electronic states, respectively, the ISC
rate constant in Condon approximation, for example, can be written
as follows:

kISC = 1
Z
∣⟨ΨS∣ĤSO∣ΨT⟩∣2∫ ∞

−∞ G(t)e it
h̵ ΔE

0
STdt, (11)

with the canonical partition function Z and the correlation function
G(t) between the harmonic oscillator eigenfuntions for the singlet
and triplet states. For G(t), an analytical expression can be derived
within the harmonic oscillator model using Mehler’s formula for
Hermite polynomials,43,44

G(t) =
¿ÁÁÀ det (S−1S S−1T ΩSΩT)

det (JTΩTBTJ +ΩSBS)
√

1
det (JTΩTB−1

T J +ΩSB−1
S )

× eK
T(ΩTBTJ(JTΩTBTJ+ΩSBS)−1JΩTBT−ΩTBT)K, (12)

where S and B are diagonal matrices with SSii= sinh((1/kBT − it)ωSi) and STii = sinh(iωT it) as well as
BSii = tanh(ωS i/2(1/kBT)) and BTii = tanh(iωTit/2). For the
computation of non-radiative rate constants, a time-integration of
Eq. (11) has to be performed, which is done numerically.

Domcke and co-workers45 could show that the vibrational
intensity distribution for an electronic transition depends, in the first
place, on the PES of the final state in the Franck–Condon region.
They derived a short-time expression for the computation of FC
integrals that involves only the gradient of the final state at the ini-
tial state geometry. A different approach employs an approximation
to Fermi’s golden rule by using a cumulant expansion.46,47 Etinski
derived an extension to the computation of rate constants for ISC
using a short-time approximation starting from the second-order
cumulant expansion by keeping only the terms up to second order
in time,40

kshortISC = ∣⟨ΨS∣ĤSO∣ΨT⟩∣2¿ÁÁÁÀ π
1
16∑N

i, j=1 R2
ij

ωSiωSj
+ 1

4∑N
i=1 A2

i
ωSi

× exp
⎛⎜⎜⎝−

( 1
4∑N

i, j=1 Rij
ωSi

+ C − ΔE0
ST)2

1
4∑N

i, j=1 R2
ij

ωSiωSj
+∑N

i=1 A2
i

ωSi

⎞⎟⎟⎠, (13)

where R = JTΩ2
TJ −Ω2

S, C = 1/2KTΩ2
TK, and A = JTΩ2

TK. This
approach is implemented in the program VIBES and was used here

to compare the resulting rate constants for non-radiative processes
using a short-time approximation [see Eq. (13)] to the outcome
obtained by using the complete correlation function [see Eq. (11)].
The short-time approximation expression is attractive because there
is no need for a numerical integration but the rate constant for a
non-radiative transition can be computed analytically.

III. COMPUTATIONAL DETAILS

The molecular geometries and vibrational frequencies were
computed with the Gaussian16 program package48 employing
B3-LYP49 functional and 6-31G(d)50,51 basis set for the benchmark
molecules at (TD)DFT52–54 level of theory with Tamm–Dancoff
approximation55 (TDA) for the triplet states to avoid triplet instabil-
ities. The solvent environment was simulated using the polarizable
continuummodel56–58 (PCM) with a solvent excluding surface (SES)
implemented in Gaussian16. Vertical excitation energies were deter-
mined with a combined density functional theory and multirefer-
ence configuration interaction (DFT/MRCI) method59–61 using the
R201662 Hamiltonian (or R202263 Hamiltonian when mentioned),
employing a selection threshold of 0.8 Hartree with the associated
parameter set. Spin–orbit coupling matrix elements were calculated
utilizing the atomicmean-field approximation with the SPOCK.64–66

All the vibronic spectra and non-radiative rate constants were com-
puted with the recently adapted VIBES39,40 program using the adia-
batic and vertical approaches explained in this work (the vibronically
resolved one-photon spectra are proportional to the Fourier trans-
form of the underlying correlation function). The implementation
of the VH method is rooted in the theoretical framework of Avila
Ferrer et al.34

IV. BENCHMARK

To verify the implementation of the VH method, four test
systems of varying size and complexity (Fig. 2) were selected and
investigated using both adiabatic and vertical approaches. These
examples were previously used to validate the transformation from
Cartesian coordinates to internal coordinates for the computation of
vibronic spectra in a study by Baiardi et al.67 Since we utilized these
systems for the testing of the implementation of internal coordinates
in our own program code for the calculation of vibronic spectra, an
extension of the study to the VH method, following the approach of
Baiardi et al., is a logical progression.

Imidazole (IM) and pyrazine (PY) serve as case studies of
comparable size, for which there is significant interest in precisely
simulating their photophysical properties and processes. IM is a
substantial component of complex biological systems and, there-
fore, an important part in a range of biological photoreactions.68
PY, on the other hand, is known for its prominent vibronic inter-
actions between low-lying electronically excited states.69 Both test
cases undergo significant geometric changes upon electronic excita-
tion, making the simulation of meaningful spectra challenging based
on the AH method. The epicamphor derivative [(1S)-dehydro-
epicamphor, EPIC] presents a challenge in internal coordinates
due to its complex topology, making simulations using an adia-
batic approach in Cartesian coordinates inaccurate. Switching from
the description in Cartesian to internal coordinates could already
improve the simulated absorption and emission spectra.67 However,
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FIG. 2. Lewis structures of the molecules that were investigated in the benchmark. From left to right: imidazole (IM), pyrazine (PY), (1S)-dehydro-epicamphor (EPIC), and
4-Pentyl-4′-cyanobiphenyl (CB).

meaningful results can also be obtained using a vertical approach
in Cartesian coordinates. While the geometric changes upon exci-
tation are relatively small and a Duschinsky rotation determinant
close to unity indicates a linear transformation, the effect of the VH
method on the calculated spatial displacements is significant. The
cyanobiphenyl derivative (4-Pentyl-4′-cyanobiphenyl, CB) poses a
particular challenge for the calculation of vibronic spectra because
low-frequency modes, typically manifesting as dihedral deforma-
tion vibrations, result in significant spatial displacements. Simulated
spectra using the AH method are structure-less, too broad, and
the calculated rate constants are unreliable. The use of internal
coordinates promises to improve the treatment of linear compo-
nents, such as cyano groups.67 Meanwhile the focus of the VH
method is on improving the description of low-frequency modes
that besides in CB often occur in typical donor–acceptor systems
as well.

A. Measures to rate the performance
To measure the performance of both adiabatic and vertical

approaches, we define a range of parameters suitable for com-
parison. These parameters are not typically calculated within the
standard framework of adiabatic or vertical approaches and are
intended to help rationalize the results and critically compare both
approaches in this study. They provide meaningful clues regard-
ing the reliability for the simulation of vibronic transitions and can
demonstrate that vertical approaches yield better and more valid
results for strongly displaced systems. For the specific applications
in this study, these criteria strongly advocate for the use of vertical
approaches.

1. Duschinsky rotation determinant
Two sets of normal modes from different electronic states of a

polyatomic molecule can be related via Duschinsky transformation
as written in Eq. (3). Özkan’s study70 from 1990 revealed that this
transformation is neither linear nor orthogonal. Upon employing
Eckart conditions, two molecule-fixed axis systems can be related
via a 3 × 3 rotation matrix T (which is referred to as axis-switching
matrix). It is a unit matrix for a diatomic molecule, but for a
polyatomic system, it is a function of the vibrational modes. The
non-orthogonality of the transformation matrix results in a deter-
minant that deviates from 1, indicating the transformation’s limited
applicability.70,71 The validity of the Duschinsky transformation
decreases with a smaller determinant. Therefore, the determinant
serves as a useful measure for assessing its applicability in simulat-
ing vibronic transitions. On the one hand, that means we expect the
AH and VH approaches to yield the same results for a Duschin-
sky determinant equal to 1. On the other hand, a Duschinsky

determinant strongly deviating from 1 is calling for the use of the
VH method.

For the vertical approach, the force constant matrix for the
final state’s PES is constructed at the optimized ground state geome-
try. The resulting eigenvectors that describe the rotation and spatial
displacement between the initial state and the extrapolated final
state are identical. Axis-switching effects70,71 do not arise for this
approach, and the determinant of the Duschinsky rotation matrix
is expected to reach a value of exactly 1.72

2. Average Duschinsky projection
Independent of the determinant of the Duschinsky rotation

matrix, the so-called average Duschinsky projection ⟨J2max⟩ indicates
the strength of the couplings between the normal modes of the ini-
tial and final states. A column of the Duschinsky rotation matrix J,
for example, shows the coupling between one mode of the initial
state and all the other modes of the final state. The correspond-
ing vector (or matrix) elements can have absolute values ranging
from 0 to 1.

The average Duschinsky projection over all normal modes of a
given system is calculated as follows:

⟨J2max⟩ = 1
M

M∑
i=1 max1≤ f ≤M(J2i f ), (14)

where M represents the number of normal modes and the indices
i and f denote the rotation matrix elements corresponding to vec-
tors of the initial and final states, respectively. In consequence, an
averaged Duschinsky projection value close to 1 indicates that the
normal modes of the initial state can be clearly projected onto the
normal modes of the final state. Conversely, a value significantly dif-
ferent from 1 suggests that the normal modes are strongly mixed.
Using the VH method should increase the average Duschinsky pro-
jection compared to the AH method, especially for the rotation
matrix elements of low-frequency vibrational modes.

3. Sum of squared displacements
Large geometrical changes upon vibronic transition, for exam-

ple, are reflected in the displacement vector K. Typically, normal
modes exhibit significant displacements when they describe nuclear
motions that are capable of transforming the geometry of the initial
state into the geometry of the final state,

D2 = KTK. (15)

The excited states of typical through-bond donor–acceptor
systems oftentimes differ markedly in their dihedral angle. Such dif-
ferences in the nuclear framework are described by low-frequency
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vibrational torsional modes, for which the harmonic approxima-
tion, in general, provides only a poor description. Since these
modes are either better described using an approach or completely
omitted due to an imaginary frequency, the sum of all squared
displacements is expected to decrease dramatically for critical appli-
cation cases when switching from the AH method to either the
VG or VH method. The sum of squared displacements D2 is,
therefore, a good measure for the displacement of the equilibrium
geometries.

4. Energies
Both adiabatic and vertical approaches are approximations. As

outlined in Sec. II, in the case of the AH method, the harmonic
potentials are constructed around the minimum structure and are
thus accurate for small geometric deviations from the equilibrium
structures. In contrast, the vertical approach constructs the har-
monic potential from the FC point but deviates due to extrapolation
at the minimum of the final state. The errors of both methods
will inevitably increase as the potential surfaces, or their minima,
are more displaced from each other. However, these assumptions
also imply that the approaches are well-suited for different appli-
cation areas. An accurate description of the harmonic potential
at the FC point results in a favorable description of the emission
maxima and band structures, while the 0-0 energy and thus the
onset of vibronic spectra are better described by harmonic potentials
constructed at the minimum. Therefore, comparing the extrapo-
lated adiabatic energy difference with the actual adiabatic energy
difference facilitates the assessment of how well the extrapolation
reflects the actual PES. This comparison is crucial for evaluat-
ing systematic errors associated with the VH method made by
extrapolation.

In vibronic spectra, discrepancies between the extrapolated
and true adiabatic energy differences result in shifted onsets while
maintaining the spectral shape. In contrast, for non-radiative rate
constants, the impact of the error can be significant, depending on
the magnitude of the energy difference between the corresponding
electronic states of a vibronic transition. While this value proves
valuable for gauging the quality of VH calculations and evaluating
the systematic error that is caused by the extrapolation, it will not be

used to decide which approach should be applied for a meaningful
simulation of a vibronic transition.

B. Benchmark results
For all the four test systems (see Fig. 2), the key characteris-

tics mentioned in Sec. IV A are presented in Table I. Upon using
the VH method, the Duschinsky determinant generally increases
to a value of exactly 1. The increase in linearity is methodologi-
cally driven by extrapolation. The graphical representation of the
Duschinsky rotation matrix (shown in Fig. 3), computed using both
adiabatic and vertical approaches, immediately shows two peculiari-
ties: (i) a reduced dimensionality of the rotation matrix in the VH
method due to the omission of normal modes of the final state
with imaginary frequencies and the corresponding counterparts of
the initial state, and (ii) strongly reduced Duschinsky mixing effects
(overall less off-diagonal matrix elements with higher values each)
that directly manifest in an increased average Duschinsky projec-
tion (AH = 0.522 andVH = 0.657 for IM). The number of imaginary
frequencies that occur for the frequency analysis at the optimized
initial state geometry is different for each molecule in the bench-
mark set. It should be noted that for IM, 4 of 21 normal modes have
an imaginary eigenvalue, while PY does not show any problematic
normal modes and, consequently, has the same dimensionality in
both approaches.

Independent of the investigated test system, the sum of all
the squared spatial displacements decreases (AH = 33.317 and
VH = 6.286 for IM). At the same time, the 0-0 overlap increases by
a maximum of three orders of magnitude. This means that in the
basis of the initial state, the extrapolated geometry of the final state
is always less spatially displaced from the optimized geometry of the
initial state.

A glance at the vertical excitation and reorganization energies
shows that they are always reasonable estimates for the approxi-
mation of the “true” adiabatic energy difference between the corre-
sponding electronic states. It should be noted that for the absorption
case, the reorganization energy has to be subtracted from the verti-
cal excitation energy, whereas it has to be added in case of emission.
The extrapolated energy gap deviates most in the case of IM, which
is a direct consequence of the large number of normal modes with

TABLE I. Summary of the above-mentioned key characteristics to measure the performance of the VH method compared to the AH approach.

IM (S0 → S1) PY (S0 → S1) EPIC (S0 → S1) CB (S0 → S1)

Method and molecule AH VG VH AH VH AH VH AH VH

Duschinsky determinant 0.980 1.000 1.000 0.999 1.000 0.992 1.000 0.980 1.000
Average Duschinsky projection 0.522 1.000 0.741 0.707 0.918 0.700 0.699 0.709 0.720
Sum of squared displacements 33.317 10.438 12.417 2.247 1.501 30.995 15.135 26.304 5.777
0-0 overlap 4.5 × 10−4 7.4 × 10−2 2.3 × 10−2 4.5 × 10−1 4.9 × 10−1 1.8 × 10−3 4.0 × 10−3 4.7 × 10−3 6.8 × 10−2
Imaginary frequencies ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 4 ⋅ ⋅ ⋅ 0 ⋅ ⋅ ⋅ 2 ⋅ ⋅ ⋅ 4

EST
vert(cm−1) ⋅ ⋅ ⋅ 55 617 55 617 ⋅ ⋅ ⋅ 32 950 ⋅ ⋅ ⋅ 32 645 ⋅ ⋅ ⋅ 35 323

EST
reorg(cm−1) ⋅ ⋅ ⋅ 5669 6139 ⋅ ⋅ ⋅ 566 ⋅ ⋅ ⋅ 2821 ⋅ ⋅ ⋅ 1771

EST
adia(cm−1) 46 173 49 948 49 478 32 083 32 384 29 584 29 824 32 909 33 552
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FIG. 3. Graphical representation of the Duschinsky rotation matrices of IM (S0 → S1) using the adiabatic (left) and vertical (right) approaches. A shade of gray is associated
to the matrix elements J2

i j .

FIG. 4. Computational absorption spectra for IM (S0 → S1) using the AH (red),
VG (green), and VH (blue) approaches.

imaginary eigenvalues that have been omitted for the VH compu-
tation. This is why the number of problematic normal modes is
considered to be a decisive factor for the performance of the VH
method.

Figure 4 shows the absorption spectrum for IM (S0 → S1) using
adiabatic and vertical approaches. Both VG and VH spectra show a
narrow absorption band compared to the adiabatic approach, while
there is a slight vibrational progression for the VG computation,
which is not observed in the experiment.73

V. COMPUTATION OF EXCITED STATE ABSORPTION
SPECTRA IN AN EXCITATION ENERGY TRANSFER
STUDY

Excitation energy transfer (EET) is a ubiquitous phenomenon
in nature and has emerged as a promisingmechanism to improve the
efficiency of optical devices.74–76 For the triplet EET (TEET), which
is a short-range Dexter process, excitation energy can be trans-
ferred upon close contact between an electronically excited donor
molecule and an acceptor molecule. To mitigate reliance on acci-
dental encounters between donor and acceptor molecules and in

order to control the orientation of both moieties, they can be cova-
lently linked. After electronic excitation, these photosensitizers can
undergo intramolecular TEET on a nanosecond timescale, thereby
enhancing efficiency and precision in energy transfer dynamics. A
promising type of molecule for an efficient TEET mechanism com-
prises a spiro-linked anthracenone (A) and naphthalene (N) moiety
(AN) (see Fig. 5). In an earlier study,77 we investigated the photo-
physical properties of (AN) in butyronitrile (BuCN) to clarify incon-
sistencies in the excited state energy dissipation pathway proposed
by Dobkowski et al.78 The experimentalists investigated the absorp-
tion behavior after certain delay times to prove the occurrence of
TEET and the population of the triplet state on the acceptor moiety
(N) after the electronic excitation of the donor (A). The experimen-
tal investigations indicated that after a delay time of 5000 ps after
the first excitation, the lowest excited triplet state would be popu-
lated. A transient triplet absorption experiment reveals a spectrum
in the spectral range of 23 000–26 000 cm−1 with multiple peaks (see
Fig. 5, black). DFT/MRCI calculation at the optimized geometry of

FIG. 5. Experimental long-time (5000 ps) triplet excited state absorption spectrum
of AN in BuCN (black) in comparison with the computed vibrationally resolved
spectrum using the VH method (blue). The line spectrum of the respective vibronic
transition (T1 → T20) is shown in red and was computed using the DFT/MRCI level
of theory.
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the lowest triplet state confirms a bright single electronic transition
in this wavelength regime (T1 → T20) with oscillator strength of 0.29.
In order to prove that the experimental spectral features originate
from a vibronic transition of this band, we used the VH approach
to simulate the vibrationally resolved triplet excited state absorption
spectrum from the lowest excited triplet state to the T20 (see Fig. 5,
blue).

The advantage of the VH method at this point is that the
final state T20 did not have to be optimized to obtain a meaningful
vibronic spectrum. Optimizing higher excited states is not a feasible
procedure due to the vast amount of excited states close in energy
and numerous conical intersections between them. Instead, the PES
of T20 was extrapolated from the FC point using a frequency anal-
ysis at the optimized geometry of the initial state T1. The vertical
excitation energy (ΔEV = 24 540 cm−1), which is readily available
using a DFT/MRCI calculation at the optimized geometry of the
T1, was used to extrapolate the adiabatic energy difference (ΔEadia= 23 773 cm−1). The VH method gives rise to the vibrational fea-
tures of this transition (C–C stretch vibration with a frequency of
1463 cm−1 on the N part). Except for a small shift (≈540 cm−1),
the computed spectral shape and vibrational progression show a
very good agreement with the experiment. Deviations at higher
wavenumbers are attributed to the effect of anharmonicity. The VH
simulation could prove that in the experiment the vibrational struc-
ture of a single individual electronic transition can be observed and
TEET occurred after electronic excitation.

VI. COMPUTATION OF EMISSION SPECTRA
FOR DONOR–ACCEPTOR COMPOUNDS

Metal–organic as well as purely organic compounds featuring a
donor–acceptor motif serve as a promising class of compounds for
a wide range of luminescent applications. The intrinsic separation
of electron and hole densities gives rise to low-lying charge-transfer
states with minimal energy separation. Upon electronic excitation,
these compounds can directly emit fluorescence (prompt fluores-
cence), whereas the triplet population has to undergo nonradiative
reverse intersystem crossing (rISC) first, followed by delayed fluores-
cence. The energetic barrier for this process is usually small enough
to be overcome under ambient conditions. Hence, this decay path-
way mechanism is called thermally activated delayed fluorescence
(TADF). The efficiency of TADF not only hinges on the energy
gap between the lowest excited singlet and triplet states but is also
strongly affected by the spin–orbit coupling (SOC) between the cor-
responding states and the transition dipole strength of the emissive
state.79,80 Herein, we present two case studies of compounds with
promising photophysical properties.

A. Metal–organic donor–acceptor compound
Metal–organic complexes containing earth-abundant 3d met-

als have been explored in recent literature for luminescent
applications.81–83 Initially, precious 4d and 5d metals gained promi-
nence owing to their SOC strength promoting spin-forbidden tran-
sitions, which is particularly advantageous in light-emitting diodes.
Employing zinc, a 3d metal that is not taking part in the electronic
excitations, on the one hand prevents non-radiative decay due to
low-lying metal-centered states but on the other hand does not

FIG. 6. Experimental emission spectrum from the S-LLCT (ππ∗)-state of CZT1
at 298 K84 in comparison with the computational results for all conformers using
the adiabatic (upper panel) and vertical (lower panel) approaches at 298 K,
respectively. The Lewis structure of CZT1 is included in the lower panel.

provide SOC strength. The necessary SOC originates from heavier
elements incorporated into the ligands of the complex, such as sul-
fur atoms in the case of [Zn(Hbdt)(MenthcAAC)] (CZT1, see Fig. 6).
CZT1 comprises a donor–acceptor motif and is among the three
compounds that were previously investigated by Mitra et al.84 show-
casing the promising TADF properties of carbene zinc(II) dithiolate
complexes. Particularly for CZT1, a series of different stable con-
formers were optimized, which are energetically very similar. The
conformers differ only in the arrangement of the ligands to each
other. Namely, the ortho, tilted, and planar conformers could be
identified. For each of these conformers, a distinct set of low-
lying electronically excited states was investigated. The aim of this
study was to determine whether the various conformers exhibit fun-
damentally different photophysical properties and which of these
conformers is observed in the experimental spectra. For this pur-
pose, absorption and emission spectra were calculated. However,
calculating the emission spectra was challenging due to significant
geometric changes between electronically excited singlet states and
the electronic ground state. Emission spectra were generated (see
Fig. 6) for every conformer using both the adiabatic and the ver-
tical approach and were compared to the experimental emission
spectrum.

The computation of vibronic spectra using the AH method
yields very broad (FWHMAH > 7000 cm−1) and featureless emission
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bands. The resulting spectral band shapes and, more importantly,
their emission maxima could not be compared to the experimen-
tal data. The same is true for the corresponding simulations using
the VG approach [see Fig. S2 (left) in the supplementary material].
When omitting the Duschinsky mixings for the extrapolation of the
final state PES, a low-frequency normal mode remains that exhibits
a large displacement [see Fig. S2 (right) in the supplementary
material]. The VH method, on the other hand, yields three much
narrower spectra (FWHMVH = 2750–4060 cm−1) that also match
the experimental emission maximum.

The most pronounced effect of the VH method could be
observed for the tilted conformer. Here, the determinant of
the Duschinsky rotation matrix [det(J)AH = 0.9899 and det(J)VH= 1.000] and the average Duschinsky projection (AH = 0.6070 and
VH = 0.7080) increase, whereas the spatial displacements decrease
dramatically (D2

AH = 96.501 and D2
VH = 25.630). The computed nor-

mal modes at the Franck–Condon region for the final state exhibit
only a single imaginary eigenvalue.

It should be noted that for the planar conformer the use of the
VH method resulted in unphysical and excessively large displace-
ments for a single low frequency mode. For this reason, we decided
to neglect this mode specifically for all further calculations of the
vibronic transition.

Due to the fact that the conformers are in close energetic prox-
imity and the simulated emission spectra are almost superimposable,
the experimental features were assigned to all three conformers at
the same time. The conformers cannot be distinguished based on the
computational results of the VH method. In fact, a weighted sum
of the emission spectra accordant with the Boltzmann population
of these conformers yields the best agreement with the experiment
(Sec. S1).

B. Organic donor–acceptor compound
Within the context of an upcoming study,80 we investigated

a series of different twisted biphenyl donor–acceptor compounds
with different sterical substituents. The aim was to understand how
chemical substitution with increasingly sterically demanding sub-
stituents affects the alignment of the donor and acceptor moieties
and, consequently, alters a wide range of characteristics crucial for
efficient TADF behavior. The computational results and method-
ological details for a similar compound, TAA-DCN5, will be pre-
sented in this study. It consists of a triarylamine (TAA) donor with
two methoxy groups as electron resonance-donating substituents
and a di-cyanobenzene (DCN) acceptor (see Fig. 7).

Simulating the vibrationally resolved emission behavior for
TAA-DCN5 using the AH method yields a very broad (FWHMAH= 7400 cm−1) spectrum. There is a slight vibrational progression vis-
ible that cannot be seen in the experiment at all. Despite the good
agreement of the experimental and AH emission maxima, we do
not consider the results of the AH computation to be a meaningful
representation of the experiment.

A computation of the emission spectrum using the VHmethod
greatly improves the spectral width (FWHMVH = 4700 cm−1), and
no vibrational progression occurs as expected for an emission from
a charge-transfer state. For this vibronic transition, the spatial dis-
placements are smaller using the VH approach than for the AH
method (D2

AH = 23.094 and D2
VH = 8.470). However, compared to

FIG. 7. Experimental emission spectrum of TAA-DCN5 in toluene at room tem-
perature85 and the corresponding computational results using the AH and VH
method at 300 K. All the spectra were normalized with respect to their emission
maximum.

the experimental spectrum, the computed emission spectrum is
slightly shifted to shorter wavelengths.

VII. COMPUTATION OF NON-RADIATIVE RATE
CONSTANTS

For TAA-DCN5 in particular, the electronic ground state
exhibits a dihedral angle between the donor and acceptor moiety of
68○, whereas it is smaller for the excited states [D − A(S1) = 67○ and
D − A(T1) = 43○].

Within the scope of the study of the purely organic twisted
donor–acceptor compound introduced in Sec. VI B, also the com-
putation of rate constants for non-radiative processes, such as
ISC (S1 T1) and rISC (S1 T1), was of interest. It is known that
these quantities are strongly dependent on the energy gap between
the initial and final state of a vibronic transition, and from our previ-
ous study,80 we know that the energy gap strongly correlates with the
dihedral angle between the donor and acceptor moiety. Thus, inves-
tigating the non-radiative rate constants as a function of the dihedral
rotation between the donor and acceptor is a theoretical consider-
ation which aims to show the effect of geometrical distortion on
the excited-state behavior. This consideration required examina-
tion of the vibronic progression from non-stationary points on the
PES of either the singlet or the triplet state, which excludes adia-
batic approaches for the simulation of non-radiative rate constants.
Instead, we used the VH method for this purpose.

We computed a relaxed interpolated pathway for TAA-DCN5
starting from a geometry with a dihedral angle of 70○ (the opti-
mized geometry of the electronic ground state exhibits a dihedral
angle of 68○) and an increment of 5○ in both directions (see
Fig. 8). The PES scans were used to determine the vertical excita-
tion energy EV at each point of the PES scan of both excited states
(see Tables S4 and S5 in the supplementary material). The ΔEV
value decreases with an increasing dihedral angle for both interpo-
lated pathways, however, the absolute value is larger for the relaxed
triplet scan.

The VH method was then utilized to re-extrapolate the PES
of the respective final state and the corresponding adiabatic energy
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FIG. 8. Relaxed interpolated pathways for the lowest excited singlet state (left, normalized with respect to the S1 minimum) and triplet state (right, normalized with respect to
the T1 minimum) with vertical excitation energies computed at the DFT/MRCI level of theory for geometries with dihedral angles of 30○–90○ and an increment of 5○.

difference. For the computation of meaningful non-radiative rate
constants (ISC and rISC), it is crucial that the extrapolated adiabatic
energy gap can be determined reliably. The reorganization energies
and the extrapolated adiabatic energy gaps are presented in Tables
S4 and S5. In general, the absolute amount of reorganization is larger
for the extrapolation of the triplet PES due to higher gradients and a
steeper potential.

Figure 9 shows that the ISC rate constant is almost unaffected
by the dihedral angle, reaching values ranging from 7.1 × 105 (90○)
to 1.1 × 107 (65○). While the vibronic overlap is slightly increas-
ing, the SOC matrix elements are dramatically decreasing, reaching
a minimal amount for a dihedral angle of 90○ (see Fig. S4 and
Table S4 in the supplementary material). The rISC, on the other
hand, is strongly affected by the relative orientation of the donor

FIG. 9. DFT/MRCI fluorescence rate constants (blue) of TAA-DCN5 for various
points on the relaxed interpolated pathway between 40○ and 90○, S1 T1 ISC
(red) and S1 T1 rISC (green) rate constants in toluene (PCM) at 298 K.

and acceptor, with rate constants ranging from 9.5 × 102 (40○) to
3.0 × 106 (85○). The sudden drop of rISC at 90○ is attributed to
strongly decreased SOC matrix elements at that geometry (see Fig.
S5 and Table S5 in the supplementary material). Along this path,
the fluorescence rate constant decreases from 8.5 × 107 (40○) to
4.1 × 104 (90○).

We performed similar calculations using the short-time
approximation as in Eq. (13). The computed ISC rate constants for
both approaches are almost superimposable, leading to the conclu-
sion that ISC, in general, is only slightly affected by the dihedral
angle of the donor–acceptor system. However, while the computed
rate constants for rISC are about an order of magnitude higher using
the short-time approximation (see Fig. S6 in the supplementary
material), the trend shown in Fig. 9 remains the same.

The investigation of radiative and non-radiative rate constants
as a function of the dihedral angle between the donor and accep-
tor leads to the conclusion that the TADF behavior of TAA-DCN5
is strongly influenced by the dihedral angle between donor and
acceptor moiety. Low vibrational frequency normal modes can
directly influence that characteristic. A meaningful simulation of
these rate constants required the application of the VH method.
It could be used to quantify that behavior and compute mean-
ingful non-radiative rate constants between two distinct electronic
states.

VIII. CONCLUSIONS

There is a wide range of diverse approaches and method-
ologies for simulating vibronic transitions and calculating vibra-
tionally resolved spectra and non-radiative rate constants. Notably,
our investigation confirms that the VH method offers a significant
advantage in terms of computational efficiency when computing
excited-state absorption spectra. Circumventing the necessity for a
full exploration of a PES for highly excited electronic states facilitates
and expedites the identification of experimental spectral features.
Meaningful spectra could be obtained on the base of initial state
information at its optimizedminimum geometry, without the neces-
sity of a full exploration of the final state PES, especially when there
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is a large displacement between the geometries of the initial and final
states.

For both metal–organic and purely organic compounds featur-
ing a donor–acceptor motif, the VH method proved indispensable
in simulating meaningful emission spectra. This was especially evi-
dent in the case ofCZT1, where the AH approach yielded excessively
broad emission spectra, while the VH method provided a better
agreement with the experimental data. Similarly, for systems under-
going significant geometrical changes upon electronic excitation,
such asTAA-DCN5, only the VHmethod could providemeaningful
results, shedding light on the intricate interplay of donor–acceptor
rotations and TADF properties.

Our investigation pioneers the use of a vertical approach for the
computation of rate constants for non-radiative processes. Despite
the lack of prior literature data on this specific application, our
results underscore the efficacy of the VH method in quantifying
the influence of donor–acceptor rotations on key characteristics
for TADF, such as the rate constants for non-radiative processes
(ISC and rISC). The investigation of these photophysical properties
along a relaxed interpolated pathway required to go beyond adi-
abatic approaches that are commonly used in the literature. Our
approach demonstrates a promising use of the VH method for reli-
able rate constant calculations, reinforcing its potential as a versatile
instrument for computational vibronic spectroscopy.

Overall, our findings advocate for the adoption of the VH
method as a powerful tool for the simulation of vibronic tran-
sitions and elucidating the intricate spectroscopic properties and
decay pathway mechanisms of complex donor–acceptor systems.
This method not only enhances the accuracy of spectral simula-
tions but also extends its applicability to the reliable calculation of
rate constants, marking a significant step forward in computational
vibronic spectroscopy.

SUPPLEMENTARY MATERIAL

See the supplementary material for complete datasets for the
application examples presented in Secs. VI A, VI B, and VII.

ACKNOWLEDGMENTS
We acknowledge the financial support from the Deutsche

Forschungsgemeinschaft (DFG; German Research Foundation)
through GRK 2482, Project No. 396890929. We thank the reviewers
for their time and effort in reviewing this manuscript. We sincerely
appreciate their valuable comments and suggestions, which have
significantly enhanced our work.

AUTHOR DECLARATIONS

Conflict of Interest

The authors have no conflicts to disclose.

Author Contributions

Tobias Böhmer: Conceptualization (lead); Methodology (lead);
Software (lead); Validation (lead); Visualization (lead); Writing –

original draft (lead). Martin Kleinschmidt: Funding acquisition
(lead); Supervision (supporting); Writing – original draft (sup-
porting). Christel M. Marian: Funding acquisition (supporting);
Supervision (lead); Writing – original draft (supporting).

DATA AVAILABILITY
The data that support the finding of this study are available

within the article and its supplementary material.

REFERENCES
1S. Pascal, S. David, C. Andraud, and O. Maury, Chem. Soc. Rev. 50, 6613 (2021).
2P. Macak, Y. Luo, and H. Ågren, Chem. Phys. Lett. 330, 447 (2000).
3B. Robert, Photosynth. Res. 101, 147 (2009).
4L. A. K. Staveley, The Characterization of Chemical Purity: Organic Compounds
(Elsevier, Bradford, Yorkshire, 2016).
5M. Bracker, M. K. Kubitz, C. Czekelius, C. M. Marian, and M. Kleinschmidt,
ChemPhotoChem 6, e202200040 (2022).
6P. T. Ruhoff, Chem. Phys. 186, 355 (1994).
7M. Dierksen and S. Grimme, J. Chem. Phys. 120, 3544 (2004).
8J.-L. Chang, J. Chem. Phys. 128, 174111 (2008).
9R. Berger, C. Fischer, and M. Klessinger, J. Phys. Chem. A 102, 7157 (1998).
10H.-C. Jankowiak, J. L. Stuber, and R. Berger, J. Chem. Phys. 127, 234101 (2007).
11S. Mukamel, S. Abe, and R. Islampour, J. Phys. Chem. 89, 201 (1985).
12J. Tang, M. T. Lee, and S. H. Lin, J. Chem. Phys. 119, 7188 (2003).
13W. Liang, H. Ma, H. Zang, and C. Ye, Int. J. Quantum Chem. 115, 550 (2015).
14E. J. Heller, Acc. Chem. Res. 14, 368 (1981).
15D. J. Tannor and E. J. Heller, J. Chem. Phys. 77, 202 (1982).
16B. Podolsky, Phys. Rev. 32, 812 (1928).
17B. T. Sutcliffe and J. Tennyson, Mol. Phys. 58, 1053 (1986).
18N. Handy, Mol. Phys. 61, 207 (1987).
19E. B. Wilson, J. C. Decius, and P. C. Cross, Molecular Vibrations the Theory of
Infrared and Raman Vibrational Spectra (McGraw-Hill, New York, 1955).
20D. F. McIntosh, K. H. Michaelian, and M. R. Peterson, Can. J. Chem. 56, 1289
(1978).
21A. Toniolo and M. Persico, J. Comput. Chem. 22, 968 (2001).
22R. L. Hilderbrandt, J. Mol. Struct. 13, 33 (1972).
23J. R. Reimers, J. Chem. Phys. 115, 9103 (2001).
24J. P. Götze, B. Karasulu, and W. Thiel, J. Chem. Phys. 139, 234108 (2013).
25A. Baiardi, J. Bloino, and V. Barone, J. Chem. Theory Comput. 11, 3267 (2015).
26A. Baiardi, J. Bloino, and V. Barone, J. Chem. Theory Comput. 9, 4097 (2013).
27A. Manian, R. A. Shaw, I. Lyskov, W. Wong, and S. P. Russo, J. Chem. Phys.
155, 054108 (2021).
28F. Santoro and D. Jacquemin, Wiley Interdiscip. Rev.: Comput. Mol. Sci. 6, 460
(2016).
29J. Cerezo and F. Santoro, J. Chem. Theory Comput. 12, 4970 (2016).
30F. J. Avila Ferrer, J. Cerezo, E. Stendardo, R. Improta, and F. Santoro, J. Chem.
Theory Comput. 9, 2072 (2013).
31J. Cerezo and F. Santoro, J. Comput. Chem. 44, 626 (2023).
32J. Cerezo, J. Zúñiga, A. Requena, F. J. Ávila Ferrer, and F. Santoro, J. Chem.
Theory Comput. 9, 4947 (2013).
33A. Hazra, H. H. Chang, and M. Nooijen, J. Chem. Phys. 121, 2125 (2004).
34F. J. Avila Ferrer and F. Santoro, Phys. Chem. Chem. Phys. 14, 13549 (2012).
35F. Duschinsky, Acta Physicochim. U. R. S. S. 7, 551 (1937).
36L. Seidner, G. Stock, A. L. Sobolewski, andW. Domcke, J. Chem. Phys. 96, 5298
(1992).
37T. Petrenko and F. Neese, J. Chem. Phys. 137, 234107 (2012).
38A. Toniolo and M. Persico, J. Chem. Phys. 115, 1817 (2001).
39M. Etinski, J. Tatchen, and C. M. Marian, Phys. Chem. Chem. Phys. 16, 4740
(2014).

J. Chem. Phys. 161, 094114 (2024); doi: 10.1063/5.0220361 161, 094114-11

Published under an exclusive license by AIP Publishing

 24 Septem
ber 2024 14:19:40

XXI



The Journal
of Chemical Physics ARTICLE pubs.aip.org/aip/jcp

40M. Etinski, J. Tatchen, and C. M. Marian, J. Chem. Phys. 134, 154105 (2011).
41M. Bracker, C. M. Marian, and M. Kleinschmidt, J. Chem. Phys. 155, 014102
(2021).
42M. Etinski, J. Serb. Chem. Soc. 76, 1649 (2011).
43J. J. Markham, Rev. Mod. Phys. 31, 956 (1959).
44F. Mehler, J. Reine Angew. Math. 1866, 161.
45W. Domcke, L. Cederbaum, H. Köppel, and W. von Niessen, Mol. Phys. 34,
1759 (1977).
46R. Kubo, J. Phys. Soc. Jpn. 17, 1100 (1962).
47J. Huh and R. Berger, Sci. Rep. 7, 17561 (2017).
48M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J.
R. Cheeseman, G. Scalmani, V. Barone, G. A. Petersson, H. Nakatsuji, X. Li,
M. Caricato, A. V. Marenich, J. Bloino, B. G. Janesko, R. Gomperts, B. Mennucci,
H. P. Hratchian, J. V. Ortiz, A. F. Izmaylov, J. L. Sonnenberg, D. Williams-Young,
F. Ding, F. Lipparini, F. Egidi, J. Goings, B. Peng, A. Petrone, T. Henderson, D.
Ranasinghe, V. G. Zakrzewski, J. Gao, N. Rega, G. Zheng, W. Liang, M. Hada, M.
Ehara, K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, T. Nakajima, Y. Honda, O.
Kitao, H. Nakai, T. Vreven, K. Throssell, J. A. Montgomery, Jr., J. E. Peralta, F.
Ogliaro, M. J. Bearpark, J. J. Heyd, E. N. Brothers, K. N. Kudin, V. N. Staroverov,
T. A. Keith, R. Kobayashi, J. Normand, K. Raghavachari, A. P. Rendell, J. C.
Burant, S. S. Iyengar, J. Tomasi, M. Cossi, J. M. Millam, M. Klene, C. Adamo, R.
Cammi, J. W. Ochterski, R. L. Martin, K. Morokuma, O. Farkas, J. B. Foresman,
and D. J. Fox, GAUSSIAN 16, Revision A.03, Gaussian, Inc., Wallingford, CT,
2016.
49A. D. Becke, J. Chem. Phys. 96, 2155 (1992).
50G. A. Petersson, A. Bennett, T. G. Tensfeldt, M. A. Al-Laham,W. A. Shirley, and
J. Mantzaris, J. Chem. Phys. 89, 2193 (1988).
51G. A. Petersson and M. A. Al-Laham, J. Chem. Phys. 94, 6081 (1991).
52E. Runge and E. K. U. Gross, Phys. Rev. Lett. 52, 997 (1984).
53M. A. L. Marques and E. K. U. Gross, A Primer in Density Functional Theory
(Springer Berlin Heidelberg, 2003), pp. 144–184.
54F. Furche and R. Ahlrichs, J. Chem. Phys. 117, 7433 (2002).
55S. Hirata and M. Head-Gordon, Chem. Phys. Lett. 314, 291 (1999).
56R. Cammi, S. Corni, B. Mennucci, and J. Tomasi, J. Chem. Phys. 122, 104513
(2005).
57J. Tomasi, B. Mennucci, and R. Cammi, Chem. Rev. 105, 2999 (2005).
58G. Scalmani, M. J. Frisch, B. Mennucci, J. Tomasi, R. Cammi, and V. Barone,
J. Chem. Phys. 124, 094107 (2006).
59S. Grimme and M. Waletzke, J. Chem. Phys. 111, 5645 (1999).
60C. M. Marian, A. Heil, and M. Kleinschmidt, Wiley Interdiscip. Rev.: Comput.
Mol. Sci. 9, e1394 (2019).

61M. Kleinschmidt, C. M. Marian, M. Waletzke, and S. Grimme, J. Chem. Phys.
130, 044708 (2009).
62I. Lyskov, M. Kleinschmidt, and C. M. Marian, J. Chem. Phys. 144, 034104
(2016).
63D. R. Dombrowski, T. Schulz, M. Kleinschmidt, and C. M. Marian, J. Phys.
Chem. A 127, 2011 (2023).
64M. Kleinschmidt, J. Tatchen, and C. M. Marian, J. Comput. Chem. 23, 824
(2002).
65M. Kleinschmidt and C. M. Marian, Chem. Phys. 311, 71 (2005).
66M. Kleinschmidt, J. Tatchen, and C. M. Marian, J. Chem. Phys. 124, 124101
(2006).
67A. Baiardi, J. Bloino, and V. Barone, J. Chem. Phys. 144, 084114
(2016).
68G. Balakrishnan, A. A. Jarzecki, Q. Wu, P. M. Kozlowski, D. Wang, and T. G.
Spiro, J. Phys. Chem. B 116, 9387 (2012).
69F. Dinkelbach and C. M. Marian, J. Serb. Chem. Soc. 84, 819 (2019).
70J. T. Hougen and J. K. G. Watson, Can. J. Phys. 43, 298 (1965).
71I. Özkan, J. Mol. Spectros. 139, 147 (1990).
72G. M. Sando and K. G. Spears, J. Phys. Chem. A 105, 5326 (2001).
73N.-u. H. Khan, S. Agrawal, R. I. Kureshy, S. H. R. Abdi, K. J. Prathap, and R. V.
Jasra, Eur. J. Org Chem. 2008, 4511.
74R. A. Keller, J. Am. Chem. Soc. 90, 1940 (1968).
75P. J. Wagner and P. Klán, J. Am. Chem. Soc. 121, 9626 (1999).
76L. D. Elliott, S. Kayal, M.W. George, and K. Booker-Milburn, J. Am. Chem. Soc.
142, 14947 (2020).
77S. Metz, T. Böhmer, B. Raunitschke, and C. M. Marian, Can. J. Chem. 101, 633
(2023).
78J. Dobkowski, A. Gorski, M. Kijak, M. Pietrzak, K. Redeckas, and M. Vengris,
J. Phys. Chem. A 123, 6978 (2019).
79C. M. Marian, Annu. Rev. Phys. Chem. 72, 617 (2021).
80J. Kaminski, T. Böhmer, and C. M. Marian, J. Phys. Chem. C 128, 13711 (2024).
81A. Steffen and B. Hupp, in Comprehensive Coordination Chemistry III, edited by
E. C. Constable, G. Parkin, and L. Que, Jr. (Elsevier, Oxford, 2021), pp. 466–502.
82O. S. Wenger, J. Am. Chem. Soc. 140, 13522 (2018).
83C. Förster and K. Heinze, Chem. Soc. Rev. 49, 1057 (2020).
84M. Mitra, O. Mrózek, M. Putscher, J. Guhl, B. Hupp, A. Belyaev, C. M. Marian,
and A. Steffen, Angew. Chem., Int. Ed. 63, e202316300 (2024).
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S1 Computational results for CZT1

The emission spectra of each conformer was weighted based on the Boltzmann distribution

(Ortho: 3.3 kJ/mol – 15%, Planar: 0.0 kJ/mol – 58%, Tilted: 1.9 kJ/mol – 27%) at room

temperature (298.15K). The weighted sum of all emission spectra is shown in the following:

Figure S1: Experimental emission spectrum from the S-LLCT (ππ∗) state of CZT1 at
298 K1 (black) in comparison with the Boltzmann weighted sum of the VH spectra of all
conformers at 298 K (red).

In addition to the computational results using the VH method, presented in the main

study, we included the computed emission spectra for CZT1 using the VG method in Figure

S2. Compared to the results using the VH approach (presented in the main text) and the

experimental values, these spectra are too broad (FWHM ≈ 5500 cm−1) and the emission

maximum is too far into the red region.

Figure S2: Left: Experimental emission spectrum from the S-LLCT (ππ∗) state of CZT1
at 298 K1 (black) in comparison with the computational spectra using the VH and VG ap-
proach. Right: Low-frequency vibrational mode that exhibits a large spatial displacement.
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Table S1 contains the detailed results for all three investigated conformers of CZT1 in

section VI A using the AH, VG and VH method. We added the key characteristics of the

experimental emission spectrum and the weighted sum of all computational results displayed

above in Figure S1.

Table S1: Summary of the key characteristics for the comparison of the vertical and adiabatic
approaches for the ortho and planar conformers of CZT1.

method and molecule Ortho Planar
AH VG VH AH VG VH

Duschinsky determinant 0.998 1.000 1.000 0.996 1.000 1.000
Average Duschinsky projection 0.612 1.000 0.661 0.661 1.000 0.725
Sum of squared displacements 29.710 29.478 27.667 45.230 41.587 32.309

0-0 overlap 2.5× 10−4 6.3× 10−3 1.1× 10−3 3.4× 10−5 3.1× 10−5 1.5× 10−4

Imaginary Frequencies – – 2 – – 2
λmax
em [nm] 731 669 571 746 664 557

FWHM [cm−1] 5445 4060 5510 2751

Table S2: Summary of the key characteristics for the comparison of the vertical and adiabatic
approaches for the tilted conformer and the Boltzmann-weighted sum of all conformers of
CZT1.

method and molecule Tilted Sum
AH VG VH EXP

Duschinsky determinant 0.990 1.000 1.000 – –
Average Duschinsky projection 0.607 1.000 0.708 – –
Sum of squared displacements 90.501 27.594 25.630 – –

0-0 overlap 1.0× 10−7 1.0× 10−3 1.6× 10−3 – –
Imaginary Frequencies – – 1 – –

λmax
em [nm] 792 652 553 559 564

FWHM [cm−1] 5423 3019 3259 4350

From Figure S2 (left) as well as from Table S1 and S2 we can conclude that the displace-

ment is significantly larger for the AH appraoch than for the vertical appraoches. For all

compounds, the normal mode depicted in Figure S2 (right) exhibits a high spatial displace-

ment and is not well described without Duschinsky mixing.
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To assess whether omitting low-frequency normal modes systematically improves the

simulated spectra, we conducted VG computations excluding the normal modes typically

discarded in VH computations (see Table S1 and S2). Figure S3 compares the different

VG computations, showing that the results are nearly identical. The emission maxima are

only slightly shifted to higher wavenumbers, and the FWHM decreases marginally. From

this, we conclude that (i) considering Duschinsky rotation effects is essential and (ii) that

low-frequency normal modes must not be arbitrarily neglected.

Figure S3: Computed vibronic emission spectra of CZT1 at 298 K using the VG approach
with (dashed lines) and without (solid lines) omission of low-frequency normal modes that
exhibit an imaginary frequency at the FC region. To enhace clarity, the results for the planar
(blue) and tilted (orange) conformers were shifted by 0.3 and 0.6 arbitrary units, respectively.
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S2 Computational results for TAA-DCN5

Table S3 contains the detailed computational results for the emission properties of TAA-

DCN5 investigated in section VI B as well as the experimental results taken from the PhD

thesis2 of Dragana Sretenović .

Table S3: Summary of the key characteristics for the comparison of the vertical and adiabatic
approach for TAA-DCN5.

method and molecule TAA-DCN5
AH VH EXP

Duschinsky determinant 0.997 1.000 –
Average Duschinsky projection 0.709 0.729 –
Sum of squared displacements 24.656 10.000 –

0-0 overlap 2.8 × 10−3 7.2 × 10−2 –
Imaginary Frequencies – 1 –

λmax
em [nm] 552 538 558

FWHM [cm−1] 7400 4700 3607
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S3 Detailed results for the computation of non-radiative

rate constants

Table S4: Summary of all key ingredients required for the computation of the intersystem
crossing (ISC) rate constants for TAA-DCN5 using the VH method. The index ”vib”
indicates a non-radiative rate constant assuming a SOCME of 1cm−2 to show the vibrational
contribution.

dihedral angle EV[cm−1] Eextrap[cm−1] Eadia−extrap[cm
−1] kISC−vib[s

−1] SOC2[cm−2] kISC[s−1]

40 1764.35 1602.12 3366.47 8.43× 107 0.06024 5.08× 106

45 1582.18 940.89 2523.07 9.66× 107 0.06277 6.06× 106

50 1429.87 1648.96 3078.83 1.06× 108 0.06615 6.99× 106

55 1252.97 1419.76 2672.73 1.52× 108 0.06223 9.46× 106

60 1094.3 2852.95 3947.25 1.92× 108 0.05720 1.10× 107

65 922.01 2918.95 3840.96 2.26× 108 0.05057 1.14× 107

70 772.11 8437.15 9209.26 2.07× 108 0.04351 9.00× 106

75 623.74 2026.07 2649.81 2.45× 108 0.03176 7.78× 106

80 482.84 1138.70 1621.54 2.17× 108 0.01886 4.10× 106

85 401.20 248.89 650.09 3.64× 108 0.00768 2.79× 106

90 366.08 29.93 396.01 3.71× 108 0.00191 7.09× 105

Figure S4: Graphical representation of the vibrational overlap (assuming a SOC matrix
element of 1 cm−2), the computed sum over the squared SOC matrix elements and the ISC
rate constant as a function of the dihedral angle between donor and acceptor of TAA-
DCN5.
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Table S5: Summary of all key ingredients required for the computation of the reverse inter-
system crossing (rISC) rate constants for TAA-DCN5 using the VH method. The index
”vib” indicates a non-radiative rate constant assuming a SOC matrix element of 1 cm−2 to
show the vibrational contribution.

dihedral angle EV[cm−1] Eextrap[cm−1] Eadia−extrap[cm
−1] kISC−vib[s

−1] SOC2[cm−2] kISC[s−1]

40 3166.78 1256.72 1910.06 2.96× 104 0.03211 9.52× 102

45 2970.14 1050.66 1919.48 3.25× 104 0.03213 1.04× 103

50 2734.20 905.35 1828.85 1.38× 105 0.03253 4.50× 103

55 2487.29 871.48 1615.81 9.61× 104 0.03405 3.27× 103

60 2259.92 792.58 1467.34 1.09× 105 0.03486 3.80× 103

65 1988.21 900.06 1088.15 1.44× 106 0.03789 5.46× 104

70 1716.72 867.58 849.14 2.71× 106 0.04022 1.09× 105

75 1450.06 899.98 550.08 7.78× 106 0.04171 3.25× 105

80 1155.31 891.32 263.99 3.89× 107 0.03953 1.54× 106

85 855.51 751.34 104.17 8.93× 107 0.03393 3.03× 106

90 539.47 395.16 144.31 5.30× 107 0.01549 8.21× 105

Figure S5: Graphical representation of the vibrational overlap (assuming a SOC matrix
element of 1 cm−2), the computed sum over the squared SOC matrix elements and the rISC
rate constant as a function of the dihedral angle between donor and acceptor of TAA-
DCN5.
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We computed the rate constants of the non-radiative processes using the full correlation

function as well as the short time approximation presented in section II C. Figure S6 contains

the computed rate constants for ISC (left) and rISC (right). For ISC, the results obtained

by using the complete correlation function are comparable to those from the short-time ap-

proximation. However, for rISC, the short-time approximation produces rate constants that

are higher by an order of magnitude compared to those calculated with the full correlation

function.

Figure S6: Graphical representation of the vibrational overlap (assuming a SOC matrix
element of 1cm−2), the ISC rate constant (left) and the rISC rate constant (right) as a
function of the dihedral angle between donor and acceptor of TAA-DCN5.
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ABSTRACT: Key parameters that steer the efficiency of thermally
activated delayed fluorescence (TADF) are the energetic splitting
ΔEST between S1 and T1, their mutual spin−orbit coupling (SOC)
and the transition dipole strength μ of the S1 emission. Small ΔEST
values, resonable SOC and high values of μ are difficult to achieve
simultaneously. Using high-level quantum chemical methods, we
have investigated the course of these parameters as functions of the
donor−acceptor torsion angle in a series of conformationally
constrained triarylamine−terephthalonitrile systems. Potential en-
ergy surface crossings between triplet states of charge-transfer and
local-excitation character close to 90° indicate that a three-state model of the TADF kinetics might not be appropriate. The smallest
adiabatic ΔEST values are obtained for a hybrid solvent model comprising two explicit toluene molecules in addition to a polarizable
continuum model of solvation. Due to the substantial geometrical displacements of the S1 and T1 potentials in the torsion angle, the
adiabatic Hessian method does not provide meaningful rate constants for reverse intersystem crossing. The recently developed
vertical Hessian approach remedies this problem.

■ INTRODUCTION
Organic light-emitting diodes (OLEDs) have emerged as a
promising technology for display and lighting applications,
particularly in compact devices such as smartphones and
smartwatches.1 The external quantum efficiency of an OLED is
primarily determined by the total internal charge-to-photon
conversion ratio, i.e., the internal quantum efficiency and the
light out-coupling efficiency of the device.2 From a technical
perspective, achieving uniform performance across all primary
colors remains an ongoing challenge. While highly luminescent
red3−5 and green6−8 emitters are already known, there is still
great interest to find deep-blue emitters with similar
effectiveness.
The principle of thermally activated delayed fluorescence

(TADF) has proven to be a promising approach to overcome
the efficiency limitations of OLEDs.1,9 Initial studies on TADF
date back to 1929.10 Since 2012, when Adachi and co-workers
reported the first highly efficient TADF-based OLEDs,11 a
rapid development of TADF materials with excellent electro-
luminescence performance could be observed.12 A key target in
the design of novel TADF emitters is the energy difference
between the lowest excited singlet and triplet states, ΔEST: A
small ΔEST value is crucial for the efficiency of reverse
intersystem crossing (rISC),13,14 a thermally activated non-
radiative process necessary for converting optically dark triplet

excitons into singlet excitons which eventually emit delayed
fluorescence. In this way, an internal quantum efficiency of
100% can be achieved by TADF emitters in principle, thereby
maximizing the overall device performance. Challenges persist
in the development and implementation of TADF-based
OLEDs. These include the need for deep-blue TADF emitters,
improvement of triplet state lifetimes, inhibition of exciton
annihilation through aggregation in thin films, and ensuring
operational stability.15 Addressing these challenges requires
comprehensive research efforts to refine TADF systems for
practical applications and industrial production.
A promising type of molecules in this regard are purely

organic donor−acceptor (D−A) systems. In contrast to
commercially available transition metal complexes, which
often exhibit symmetrical, nearly spherical shapes, organic
D−A systems have the advantage that their molecular
structures resemble those of the host or matrix materials.
Through the ordered structure of the molecules within the
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layers of an OLED device, the external quantum efficiency is
significantly improved.16 In D−A compounds, electron and
hole densities are spatially separated, yielding states of charge-
transfer (CT) character as the lowest excited states with
intrinsically very small singlet−tripet energy gaps. Unfortu-
nately, spin−orbit coupling (SOC) between 1CT and 3CT
states, a prerequisite for efficient ISC and rISC, is very small as
well. It was shown, however, that a locally excited (LE) triplet
state in energetic proximity of the CT states can mediate the
interconversion of singlet and triplet populations.17−19 From a
theoretical perspective, accurately predicting the adiabatic
energy difference between the excited singlet and triplet states
remains a challenging task because it requires a balanced
treatment of CT and LE states in the presence of a solvent
environment.14

This study aims to shine light on how to modulate the
characteristics of a known TADF emitter,20 consisting of a
triarylamine (TAA) donor and a 1,4-dicyanobenzene (tereph-
thalonitrile, TPN) acceptor (Figure 1b). Dicyanobenzenes

have been commonly used as acceptor units since the
development of the first TADF-based OLED emitters.11 Due
to their high photoluminescence efficiencies, dicyano-based N-
heterocyclics have played an important role in the design of
high-performance TADF materials.11,21 Triphenylamines show
excellent hole-transporting capabilities. Moreover, their steric
demand is able to diminish aggregation-caused quenching.22

Despite these advantageous properties and their high thermal
and electrochemical stabilities, triphenylamine-based TADF
emitters are rather uncommon.23,24 A problem appears to be
the increased ΔEST value in comparison to D−π−A TADF
emitters containing N-heterocyclic donors such as carbazole or
dimethylacridine.24 However, if the ΔEST values could be
improved, triphenylamines might represent promising donors.
By means of quantum chemistry, we investigate the

influence of the chemical substitution (Figure 1a−d) on key
characteristics of this emissive system (oscillator strength,
spin−orbit coupling, and rate constants for radiative and
nonradiative processes) while the emission remains in the blue
wavelength regime that is of strong interest. Furthermore, we
discuss the challenges met in the simulation of their excited-
state properties. Conclusions drawn from the observed trends
are not considered system-specific but can be generalized and
applied to improve the design principles for other TADF
emitters.

■ METHODS
Molecular geometries and vibrational frequencies of the
investigated TADF emitter series were determined with
Gaussian 1625 employing the optimally tuned, range-separated
ωB97X-D density functional26,27 and the split-valence double-ζ
def2-SV(P) basis set.28−30 The optimal tuning procedure
followed the scheme recommended by many authors.31−35 It
yields a value of ω = 0.15 for the range separation parameter
where Koopmans’ theorem is fulfilled best (Figure S8).
Geometries of singlet excited states were optimized with
time-dependent density functional theory (TDDFT),36−38 for
excited triplet states including the Tamm-Dancoff approx-
imation (TDA).39 Unless noted otherwise, the polarizable
continuum model (PCM)40−42 was utilized to mimic the
toluene environment using the solvent excluding surface (SES)
implemented in Gaussian 16.
Excitation energies and excited-state properties were

determined with the combined density functional theory and
multireference configuration interaction (DFT/MRCI) meth-
od43,44 using the tight R201645 parameter set. Spin−orbit
coupling matrix elements were computed in atomic mean-field
approximation using SPOCK.46,47 Temperature-dependent
vibronic spectra and (r)ISC rate constants were calculated
with a recent extension48 of the VIBES program,49,50 enabling
the use of internal coordinates and the application of the
vertical Hessian (VH) method which are better suited for a
pair of potential energy surfaces with large displacements in a
dihedral angle than Cartesian coordinates and the adiabatic
Hessian (AH) approach. Numerical derivatives of the electric
dipole transition moments and of the spin−orbit coupling
matrix elements with respect to the normal coordinates,
required for computing radiative or (r)ISC rate constants in
Herzberg−Teller approximation,19,51,52 were generated with
the GRADIENATOR toolbox.53,54 A detailed analysis of the
CT and LE contributions to the DFT/MRCI transition
densities was carried out with a local version of the
TheoDORE program.55

■ RESULTS AND DISCUSSION
For each compound in the investigated D−A series (except for
4-diMe), two conformers can be found in the electronic
ground state, even for seemingly symmetric bridges. In
particular, the nonequivalency of the 1-H conformers is caused
by the propellar structure of the TAA donor unit. The steric
demand of the substituents at the bridge increases from 1-H to
4-diMe, entailing increasingly perpendicular D−A arrange-
ments (Figure 1 and Table 1). The shallow potential energy
surface of the electronic ground state may be the reason for
finding only one 4-diMe conformer. A detailed analysis of the
different conformers is omitted here, as this is the subject of a
forthcoming paper.56 The following results focus on the
energetically most stable conformer of each compound.

Figure 1. Investigated emitter series consisting of a triarylamine
(TAA) donor and a terephthalonitrile (TPN) acceptor unit. Labeling:
Consecutive numbers in the order of increasing substitutional effect
plus name of the substituent. Differences are highlighted by colored
boxes. The torsion angle between the phenylene bridge and the TPN
acceptor of the most stable conformer is indicated in the upper right
of each colored box.

Table 1. Torsion Angle/° between Donor and Acceptor for
All Compounds in the Electronic Ground-State and in the
Lowest Excited Singlet and Triplet States

Compound

1-H 2-Me 3-iPr 4-diMe

S0 49.6 69.7 73.5 87.1
S1 (CT) 34.3 65.9 65.2 81.8
T1 (CT) 20.9 41.7 39.5 49.3

The Journal of Physical Chemistry C pubs.acs.org/JPCC Article
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Absorption Spectra. Figure 2 shows the computed
absorption spectra in toluene solution. Due to the multi-

configurational character of the excited singlet wave functions
(Tables S2−S5), the analysis of the transitions is not
straightforward. A close look at the molecular orbitals
(MOs) involved in the transitions (Figures S1−S4) further
reveals that some of the frontier MOs are delocalized, thus
further complicating the designation as CT or LE transition or
an admixture thereof. To aid the assignment, we partitioned
each molecule into a donor and an acceptor fragment and
analyzed the corresponding DFT/MRCI one-particle tran-
sition density matrices by means of the TheoDORE55 toolkit.
The first peak at ca. 400 nm is assigned to the S1 ← S0

transition. It is mainly characterized by an electron transfer
from the highest occupied molecular orbital (HOMO) of the
donor to the lowest unoccupied molecular orbital (LUMO) of
the acceptor. We observe a clear correlation between the
intensity of the S1 ← S0 absorption peak and the torsion angle
between the donor and acceptor moieties: The larger this
dihedral angle, the more pronounced is the CT character and
the weaker is the oscillator strength of the S1 ← S0 transition.
The intensity decrease is accompanied by a small blue shift of
the absorption wavelength, ranging from 1-H (410 nm) to 4-
diMe (396 nm). Note that the CT contributions to the
corresponding T1 states are markedly smaller, save for 4-diMe
with nearly orthogonal D−A orientation.
The S2 ← S0 transitions of 1-H, 2-Me, and 3-iPr are

dominated by a HOMO → LUMO + 1 CT excitation mixed
with varying amounts of LETAA configurations. The admixture
of CT and LE character is most pronounced for 1-H where the
molecular planes of the phenylene bridge and the TPN

acceptor are twisted by about 50°, thus enabling substantial π-
conjugation in LUMO + 1 (Figure S1). With increasing steric
strain, the π-conjugation is diminished in this series and
disappears completely in 4-diMe where the HOMO→ LUMO
+ 1 CT excitation forms the leading term of the S4 ← S0
transition. The decrease of the π-conjugation in LUMO + 1
explains the strong blue shift of the excitation wavelength from
331 nm in 1-H over 319 nm in 2-Me and 315 nm in 3-iPr to
286 nm in 4-diMe and the concomitant reduction of the
oscillator strength in this series (Table S1).
The S3 ← S0 and S5 ← S0 transitions are mainly

characterized by LETAA contributions. To understand their
intensity patterns, it is useful to study the donor fragment first.
The absorption spectrum of the unsubstituted D3-symmetric
triphenylamine molecule shows one strong E-symmetric ππ*
band with maximum at about 300 nm.57 When the molecular
point group is reduced to C2, the band splits into an A- and a
B-symmetric component with perpendicular directions of the
transition dipole vectors. In the D−A compounds investigated
in this work, the A-polarized transition forms the lowest LETAA-
type excitation. Its transition dipole and the dipole vectors of
the CT excitations are arranged in a close to collinear fashion,
i.e., they can strongly couple. Depending on the directions of
the interacting dipoles, their combination can either enhance
or reduce the oscillator strengths of the mixed LE/CT
transitions. In the S2 ← S0 transition of 1-H, these vectors
point in the same direction and thus lead to an enhancement of
absorption strength whereas their negative superposition
causes the S3 ← S0 absorption to be weak. With decreasing
CT contribution to the S3 wave function of the emitter
molecule, the S3 ← S0 absorption peak becomes more and
more intense. This modulating effect is even more pronounced
when an additional phenylene bridge is inserted between
donor and acceptor, thus increasing their mutual distance.58

The B-symmetric component of the LETAA transition can be
associated with the S5 ← S0 transition. Because its transition
dipole vector points in a direction perpendicular to the D−A
axis, it cannot couple to a CT excitation. Hence, wavelengths
and intensities of the S5 ←S0 transition are only marginally
affected by the substitution.
The lowest-lying LETPN configuration, which gives rise to a

shallow band with an onset at about 320 nm in the native TPN
molecule in water solution,59 contributes mainly to the S4 ← S0
transition in 1-H, 2-Me, and 3-iPr. Its excitation wavelength
does not vary strongly among these compounds, as may be
expected for a predominantly local transition. Due to the
increased steric hindrance between the cyano group in the
ortho-position of the linkage and the substituents of the bridge,
this transition is blue-shifted in compound 4-diMe, where it
forms the S6 ← S0 band with an excitation wavelength of 283
nm.
Interestingly, the impact of the substituents on the

absorption spectra is not primarily driven by electronic effects.
Rather, it seems to correlate with the torsion angle between the
donor and acceptor units which varies between ∼50° (1-H)
and ∼87° (4-diMe) in the respective minimum nuclear
arrangements, see Figure 1 and Table 1. To prove this
correlation, we computed the absorption spectrum of
compound 2-Me as a function of the torsion angle while
optimizing all other geometry parameters of the ground-state
potential energy surface (PES). The agreement between the
computed absorption spectra of 1-H to 4-diMe (Figure 2, top)
and the simulated spectra of compound 2-Me for fixed torsion

Figure 2. (Top) Computed absorption spectra of 1-H (blue), 2-Me
(orange), 3-iPr (green), and 4-diMe (red) in toluene solution.
(Bottom) Simulated absorption spectra of 2-Me at fixed D−A torsion
angles along a relaxed scan of the electronic ground-state relaxed PES.
All DFT/MRCI line spectra were broadened with Gaussians of 4400
cm−1 full width at half maximum.
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angles between 25° and 90° (Figure 2, bottom) is striking and
substantiates our assumption that the observed changes in the
absorption profiles mainly have a steric rather than an
electronic origin.
Torsional Effects on Excited-State Properties. The

torsion angle between donor and acceptor does not only have
strong impact on the absorption properties of the compounds.
As shown in Figure 3, it affects several other excited-state

properties of the emitters as well. In particular, we investigated
the oscillator strength f(l) of the S1 ← S0 transition of
compound 2-Me and the CT contributions to the S1 and T1
states (Figure 3A), their mutual spin−orbit coupling matrix
elements (SOCMEs), as well as the energy gap ΔEST (Figure
3B). Corresponding data for 4-diMe can be found in Figure
3C,D. Knowledge of their functional dependencies on the
torsional coordinate is considered a key toward understanding
the photophysics of these chromophores.
A perpendicular D−A orientation favors the CT character of

the first excited singlet and triplet states and lowers their
energetic splitting ΔEST to a minimum value. Concomitantly,
the oscillator strength of the S1 ← S0 transition vanishes due to
the missing overlap of hole and particle densities which are
located on donor and acceptor, respectively. Direct SOC
between states of CT character involving the same orbitals is
expected to be close to zero as well.52 Accordingly, a strictly
perpendicular arrangement does not seem to be as advanta-
geous as expected when judging solely on the basis of ΔEST.
Lowering the torsion angle to values describing nearly coplanar
D−A arrangements strongly increases f(l), but widens the
energy gap. An increased ΔEST value, next to lowered SOC,
minimizes the possibility of observing TADF. As a realistic
compromise between these extremes, a twist of the donor and
acceptor moeties by about ±10° away from orthogonality
could markedly improve the situation: The mutual SOCME
between S1 and T1 increases steeply while the CT weight of the
S1 and T1 wave functions and the ΔEST values are still close to
their optima.
Similar conclusions can be drawn for compound 4-diMe.

The fact that the graphs for torsion angles <90° and >90°,
displayed in Figure 3C,D, are not perfect mirror images of one
another, although the bridge is symmetrically substituted, is a
consequence of the propellar structure of the TAA unit.

However, the qualitative picture changes when the nuclear
frame is allowed to adapt to the electronic structure of the
excited states. In particular, the S1−T1 energy gap does no
longer approach zero for a perpendicular orientation of donor
and acceptor. Moreover, the data suggest that a three-state
model of the excited-state decay, comprising only the S0, 1CT,
and 3CT states and their mutual couplings, might not be
sufficient. The reasons underlying this behavior are discussed
below.

Geometry Relaxation Effects on the S1 and T1 States.
For all compounds, the minimum of the T1 PES is located at
much smaller torsion angles than the one of the S1 PES (Table
1). Geometry relaxation of 2-Me in the S1 state, for example,
yields a minimum at 65.9°, whereas the minimum of the T1
state is found at 41.7°. The eligability of the applied quantum
chemical methods to determine the equilibrium structures of
the excited states may be judged from a convincing match of
our results with recent time-resolved near-infrared spectrosco-
py measurements.60 The disparity of the S1 and T1 equilibrium
torsion angles is rooted in the fact that exchange interactions
which stabilize triplet-coupled open-shell determinants with
respect to singlet-coupled ones are much stronger in LE ππ*
states than in CT states where the overlap of the involved
open-shell electron densities is small. Consequentially, the
contributions of LE configurations to the T1 wave function are
much higher than to the corresponding S1 wave function.
Moreover, the percentage of LE contributions is seen to vary
with the torsion angle in the investigated D−A compounds.
Relaxed scans of the first excited singlet and triplet PESs for

fixed values of the torsional coordinate while optimizing all
other nuclear degrees of freedom were computed at the
TDDFT/ωB97X-D level of theory. For 2-Me, properties
derived from single-point DFT/MRCI calculations along these
paths are shown in Figure 4. The analysis of the one-particle

transition density matrix reveals that the S1 state has
predominantly CT character across the considered range of
torsion angles, reaching its maximum at 90°. The large
exchange interactions in LE ππ* states stabilize 3LE states
which are therefore energetically much closer to the CT states
than their singlet counterparts. For this reason, the wave
function of the T1 state exhibits substantial contributions from
LE configurations both on the TAA donor and TPN acceptor

Figure 3. (A) CT character of the first excited singlet (blue) and
triplet (red) state. Oscillator strength for the S1 ← S0 transition
(orange) of 2-Me. (B) ΔEST (black) and sum of squared SOCMEs
(orange) between S1 and T1 states of 2-Me. (C and D)
Corresponding data for 4-diMe. All data were computed at the
DFT/MRCI level of theory along a relaxed scan of the torsion angle
in the electronic ground state.

Figure 4. Properties of DFT/MRCI wave functions resulting from
single-point calculations along relaxed TDDFT paths of the S1 and T1
states. (A) CT character of the first excited singlet (blue) and triplet
(red) state. Oscillator strength for the S1 → S0 transition (orange) of
2-Me. (B) ΔEST (black) and sum of squared SOCMEs between S1
and T1 states (ISC: orange, rISC: green) of 2-Me.
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moieties (Figures S5 and S6). The LE character is particularly
pronounced at torsion angles close to planarity. With
increasing interplanar D−A angle, the CT contributions to
the T1 wave function rise to about 50% until they suddenly
drop as the torsion angle approaches 85° (Figure 4A),
indicating a major change in the electronic structure of the
T1 state and a breakdown of the Born−Oppenheimer
approximation. In the LE regime, the T1 state originates
mainly from a local excitation on the TPN acceptor moiety,
3LETPN, while the T2 state is predominantly of CT type.
The change in the electronic structure of the T1 state when

switching from the CT to the LE regime is reflected in a
sudden increase of the mutual S1−T1 SOC close to an
orthogonal D−A arrangement (Figure 4B). The leading
configurations of the 1CT and 3LETPN states share the electron
accepting orbital on the TPN moiety, but the hole orbitals are
different. This means that the S1 and 3LETPN states are singly
excited with respect to one another, an important property in
view of the effective one-electron nature and symmetry
properties of the SOC operator. The energetically accessible
PES crossing of the T1 and T2 states therefore has interesting
consequences for the ISC and rISC probabilities: A three-state
equilibrium model, underlying the Arrhenius analysis of the
prompt and delayed fluorescence decay times, is not
considered appropriate for describing the kinetic scheme of
ISC and rISC processes in 2-Me. The analysis of the excited-
state energy profiles of 1-H, 3-iPr, and 4-diMe suggests similar
excited-state decay characteristics for these compounds as well.
Emission Properties. For the theoretical simulation of

emission properties, the commonly used adiabatic Hessian
(AH) method61,62 results in featureless and very broad
emission spectra (Figure 5a). Due to large-amplitude motions
in low-frequency vibrational modes, the harmonic oscillator
model, which uses the respective equilibrium geometry as
offset for the Taylor expansion of the PES, is not appropriate.
In the compounds studied in this work, mainly the torsional
coordinate between donor and acceptor is involved. The
vertical Hessian (VH) method for the computation of vibronic
spectra48 yields emission bands with spectral origins and peak
maxima (Figure 5b) in excellent agreement with the
experiment.63

Because the harmonic approximation tends to overestimate
the Franck−Condon (FC) factors between the initial vibra-
tional level in the electronically excited state and higher
vibrational quanta of torsional modes in the electronic ground
state, the computed spectra are somewhat broader than their
experimental counterparts (Figure 5b, shown for 2-Me). The
emission spectra of 1-H, 2-Me, and 3-iPr are almost
superimposable with maxima at 499, 495, and 496 nm,
respectively, while the 4-diMe emission (λmax = 513 nm) is
somewhat red-shifted. The oscillator strength of the S1 → S0
emission follows the trend observed already for absorption, i.e.,
we see a large step between 1-H and 2-Me, very similar values
for 2-Me and 3-iPr and a reduction by a factor of 10 when
moving to 4-diMe (Table 2). Pure radiative lifetimes (without
consideration of competitive nonradiative channels) vary
between 10 and 590 ns in this series. Radiative lifetimes in
the 500 ns regime may appear long, but they are not untypical
for organic D−A TADF emitters.
Singlet−Triplet Energy Gap ΔEST. The ability of a

molecule to emit TADF critically depends on the size of the
singlet−triplet energy gap ΔEST. In earlier work by Sommer et
al.,20 a value of 980 cm−1 (122 meV) had been derived for the

energy difference between the S1 and T1 states of 2-Me on the
basis of an Arrhenius plot. In the same work, a quantum
chemically determined energy separation of 840 cm−1 (104
meV) was reported. Note, however, that this value resulted
from single-point TDDFT calculations at the optimized S0
geometry, i.e., in the absorption region. This vertical energy
gap is therefore neither directly comparable to the 0−0 energy
difference underlying the Arrhenius equations nor to the
energy shifts derived from the maxima of the fluorescence and
phosphorescence spectra. Since TADF is not an ultrafast
process that proceeds on the subpicosecond time scale, the
nuclear arrangement has the time to adapt to the electronic
potentials of the S1 and T1 states, respectively.

Figure 5. Computed emission spectra of 1-H (blue), 2-Me (orange),
3-iPr (green), and 4-diMe (red) in toluene solution at 300 K in
comparison with an experimental emission spectrum of 2-Me in
toluene at 300 K.63 (a) adiabatic Hessian approach and (b) vertical
Hessian approach.

Table 2. Computed S1 → S0 Emission Wavelengths/nm of
DFT/MRCI Line Spectra (vert.), Adiabatic Hessian (AH),
and Vertical Hessian (VH) Spectraa

Compound

1-H 2-Me 3-iPr 4-diMe

vert. 482 484 490 492
f(l) 0.348 0.090 0.071 0.006
τrad. 10 39 51 590
AH 474 483 555 609
VH 499 495 496 513

aOscillator strengths f(l) and radiative lifetimes τrad/ns are obtained
from the Einstein relation at the S1 minimum.
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The data presented in Table 1 reveal that the torsion angles
of the S1 and S0 equilibrium structures are similar whereas T1
has its minimum at markedly reduced values of the torsional
coordinate. As a consequence, geometry relaxation in the
excited state increases the ΔEST values substantially (Table 3).
The consideration of zero-point vibrational energy corrections
changes the overall picture only slightly.

We thus have to face the situation that the computed S1−T1
0−0 energy gaps are significantly larger than expected for a
TADF emitter. This may have a variety of reasons which are
analyzed and discussed in the following.
In liquid solutions, the primarily excited solute does not only

relax internal nuclear degrees of freedom. For all but ultrafast
processes, the reorganization of the solvent environment has to
be taken into consideration as well. Initially, the electronic
ground state of the emitter molecule and the solvent are in
equilibrium. Upon electronic excitation, the charge distribution
changes almost instantaneously, effectuating that the solvent
degrees of freedom must adapt to the new situation. Since
solute and solvent have different response times, a slow
evolution from the nonequilibrium to the equilibrium solvation
occurs.
Solvent reorganization effects on spectroscopic properties

are notoriously difficult to model, however. To simulate the
coupling between the solute and solvent, typically a two step
process is used in a polarizable continuum model (PCM): (i)
Directly after the vertical transition process, the final state of
the solute experiences an electrostatic field corresponding to a
solvent polarization frozen to the initial state. (ii) A dynamic
component of the solvent polarization rearranges to equilibrate
with the final state charge density of the solute. While in linear
response models the latter process is computed from the
transition density, state-specific models like the corrected
linear response (cLR) approach64 incorporate solvent reor-
ganization effects on the basis of electron density differences
between initial and final states, including a density-dependent
relaxation of the solvent polarization.65

The cLR model works extremely well for CT excitations of
polar transition metal complexes such as carbene coinage metal
amides.66,67 In these compounds, the CT excitation reduces
the static dipole moment of the molecule. Applied to 2-Me
that exhibits a much larger static dipole moment in the S1 state
than in the S0 state, the cLR model apparently overshoots: The
cLR corrections lower the emission energy in toluene solution
by about 5000 cm−1 (Table S6) in comparison to a PCM
environment. Considering the good agreement of the PCM-
computed emission spectrum with its experimental counterpart
(Figure 5b), this energy shift seems too strong and speaks
against the applicability of the cLR model in the present case.

Recently, Mewes and co-workers advertised a state-specific
ROKS/PCM approach,14,68 which appears to work well for
many organic D−A systems but fails to reproduce the
published experimental ΔEST value for a few emitter
compounds including 2-Me.20 The adiabatic energy separa-
tions between the S1 and T1 states of 2-Me in toluene, reported
in that study, are significantly larger than the experimentally
derived value and rather resemble the computational results of
the present work.
Instead of employing a continuum model for describing

solvation effects, explicit toluene molecules could be used to
form a solvent shell. To obtain a representative, statistically
balanced distribution, extensive molecular dynamics simula-
tions would have to be carried out69 which is beyond the scope
of the present work. Here, we persued a middle way and placed
two toluene molecules close to the π-bridge using the
Quantum Cluster Growth extension of the CREST pro-
gram70,71 (Figure 6). These two toluene molecules were then

explicitly included in our quantum chemical calculations of the
excited-state properties, and the whole complex was enclosed
by a PCM cavity. While effects of this hybrid solvation model
on the relaxed geometries are minimal, the electronic effect
lowers the CT excitations in comparison to the implicit solvent
model (Table S7). We do not see any indications for an
exciplex formation. Rather, we attribute the preferential
stabilization of the solute in the S1 state to attractive
interactions between its strong electric dipole moment and
the highly polarizable π-electron clouds of the toluene
molecules. As the electric dipole moment of 2-Me in the T1
state is much smaller than in S1, the explicit consideration of
the solvent−solute interactions results in a decreased ΔEST gap
as desired.

Rate Constants. The attempt to model explicit solvent
interactions by two quantum chemically treated toluene
molecules greatly improves the adiabatic singlet−triplet energy
gap of 2-Me from 0.44 eV (PCM) to 0.26 eV (hybrid solvent
model). Within the harmonic oscillator model, the adiabatic
Hessian (AH) approach49 (Figure 7, left), commonly used so
far in our group, yields room-temperature ISC rate constants of
3 × 106 s−1 (PCM) and 2 × 106 s−1 (hybrid solvent model) in
FC approximation. As expected, the ΔEST value has larger
impact on the rISC process, for which rate constants of 2 ×
10−2 s−1 (PCM) and 6 × 101 s−1 (hybrid solvent model) are
obtained. The computed ΔEST value is thus still too large to
yield rISC rate constants which are compatible with the
experimentally determined TADF lifetime of ≈30 μs.20

Table 3. DFT/MRCI computed S1 - T1 energy differences
ΔEST/meV in toluene solution

Compound

1-H 2-Me 3-iPr 4-diMe

ΔEST,verta,b 341 192 162 73
ΔEST,adiab

a 501 438 428 333
ΔEST,adiab

c � 263 � �
ΔEST,0−0a 510 481 463 322

aPCM. bEvaluated at the S0 minimum geometry. cHybrid solvent
model, see text.

Figure 6. Optimized structure of 2-Me in the electronic ground state
with two explicit toluene solvent molecules. The red crosses indicate
the van der Waals surfaces of the toluene molecules.
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Could the crossing of the 1CT and 3CT PESs with the
3LETPN PES in the neighborhood of a perpendicular
conformation (see the Geometry Relaxation Effects on the
S1 and T1 States section) play a decisive role? The spin-
vibronic mechanism is known to substantially accelarate TADF
in organic donor�acceptor compounds exhibiting a low-lying
3LE state energetically close to the 3CT and 1CT states.19 For
example, by including spin-vibronic interactions by means of a
Herzberg−Teller-like expansion of the coupling, we could
successfully explain the complicated excited-state decay
behavior of the through-space CT TADF emitter TpAT-
tFFO72,73 and of the well-known through-bond CT TADF
emitter DMAC-TRZ.74,75 Going beyond the FC approxima-
tion in the case of 2-Me in an implicit solvent environment
increases the rISC rate constant at room temperature merely to
9 × 10−2 s−1, a value still much too small to explain the
experimentally observed TADF.
In a second attempt to remedy the problem, we simply

adjusted the singlet−triplet energy gaps by vertically shifting
the harmonic potentials of S1 and T1 (Figure 7, center). The
rate constants computed for ΔEST values between 50 and 400
meV in AH approximation are presented in Tables S8 and S9.
With a decreasing singlet−triplet energy gap, the rISC rate
constant increases by several orders of magnitude. Although
the results meet our expectations at first sight, they are not fully
credible. Since the S1 and T1 states are not nested, a strong
energetic shift could lead to crossing potential energy surfaces.
We observe this situation for 4-diMe (Tables S8 and S9, ΔEST
< 100 meV) where rISC is faster than ISC.
Earlier theoretical studies suggest that the static picture

underlying the AH approach is not sufficient to model the
TADF process in conformationally flexible emitters.19 For
example, Penfold and co-workers presented an extensive study
using quantum nuclear dynamics to enlighten the excited-state
processes in a copper phenanthroline complex undergoing
large-amplitude flattening distortions.76−78 A similar dynamic
mechanism was postulated for linear carbene metal amides,
where the torsional motion about the metal−ligand bond plays
a key role for the understanding of its photophysics.66,79 A
simplified 3-state model that accounts for the spin-vibronic
coupling of a 1CT, 3CT, and 3LE state to a conformational
degree of freedom associated with the torsion angle was
presented lately by Dhali et al.75 Their analysis is based on a
scan of the torsional coordinate in the optimized electronic
ground-state, however. For 2-Me, the energy profiles of the

relaxed excited-state scans are quite different from the
unrelaxed energy profiles along the ground-state scan. The
simplified 3-state model of Dhali et al. therefore does not
appear applicable in the present case.
The above-mentioned studies point toward a dynamic

kinetic scheme in which the population transfer between the S1
and T1 surfaces and the radiative decay of the S1 population to
the S0 potential occur at different points in coordinate space.
For 2-Me, the ΔEST gap is smallest for an orthogonal D−A
orientation and, therefore, rISC is expected to occur primarily
here. In contrast, the electric dipole transition probability is
very low at 90° but increases appreciably as the torsion angle
gets smaller (Figure 4 and Table S11). Fluorescence is
therefore preferentially emitted in less twisted conformations.
To mimic the dynamic behavior of the ISC and rISC

processes in 2-Me without resorting to costly quantum
dynamics simulations, we applied a vertical Hessian (VH)
approach to determine rate constants at fixed torsion angles of
the relaxed S1 path (Figure 7, right). The VH method is well
established for computing absorption and emission spec-
tra,61,62,80,81 but it has, to our knowledge, so far not been
applied by other groups to determine vibrational densities of
states for nonradiative transitions such as ISC and rISC.
Briefly, this method uses the gradients and Hessians of the
initial and final electronic states at the fixed geometry of the
initial state to extrapolate the course of the PESs and to
compute FC factors. In the limit of strictly parabolic PESs, the
VH and AH methods are supposed to yield identical results.
The AH method is known to yield promising results for the
onset of a vibronic spectrum and the 0−0 transitions. In
contrast, in the strong coupling case, which is characterized by
large geometric displacements of the minima in at least one
vibrational coordinate,82 we expect the VH model to be more
realistic, especially in cases in which these displacements are
related to low-frequency modes. Details of the method and its
implementation are presented in a separate paper by Böhmer
et al.48

Application of the VH method to the S1 T1 ISC in 2-Me
yields rate constants ranging between 106 and 107 s−1 upon
variation of the torsion angle (Figure 8). Interestingly, the
highest value is obtained for 60°, close to the equilibrium
geometry of the S1 state. In contrast, the reverse S1 T1 ISC
process speeds up dramatically as the torsion angle increases.
Starting from values of the order of 1 s−1 at the T1 minimum,
the rISC rate constant grows roughly exponentially to about 5

Figure 7. Schematic comparing the adiabatic Hessian (AH, left), vertically shifted adiabatic Hessian (center), and vertical Hessian (VH, right)
approaches.
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× 103 s−1 for an angle of 80°. This value appears to be in the
right ballpark in view of the experimentally observed delayed
fluorescence lifetime of 357.5 μs63 of 2-Me. The sudden jump
of the rISC rate constant to values between 106 and 107 s−1 for
torsion angles between 85° and 90° is only partially caused by
the diminishing S1−T1 energy gap. A large portion of this
increase is due to the leading 3LETPN character of the T1 state
in this regime and the concomitant enhancement of the SOC.
In the case of 4-diMe, we computed ISC and rISC rate

constants for a torsion angle of 81.8°, corresponding to the
dihedral angle of the S1 minimum structure. The VH method
yields an extrapolated energy gap of 635 cm−1 and a rate
constant of kISC = 3.9 × 106 s−1 for the forward S1 T1
process, similar to the computed ISC rate constants of 2-Me.
The backward transition proceeds at a much shorter time scale
in 4-diMe than the corresponding process in 2-Me. For S1
T1, the VH method yields an extrapolated energy gap of −716
cm−1 and a rate constant of krISC = 4.6 × 104 s−1, in good
agreement with the experimentally observed delayed fluo-
rescence lifetime of 18.4 μs63 of 4-diMe.

■ CONCLUSIONS
In this work, we have investigated the impact of chemical
substitution on the TADF properties of triarylamine−
terephthalonitrile emitters that exhibit blue emission wave-
lengths by means of advanced quantum chemical methods.
The substituents, one (2-Me) or two methyl groups (4-diMe)
or an isopropyl residue (3-iPr), are attached to the donor in
the ortho position of the donor−acceptor linkage. The
inductive effects brought about by the subsitution are found
to be minimal. Rather, we attribute the variation of the
photophysical properties among the compounds predomi-
nantly to the sterical strain exerted by the substituents. We
could prove a clear correlation between the D−A twist angle
and the absorption profile of a compound. For the respective
most stable conformer, this dihedral angle varies between ∼50°

(1-H) and ∼87° (4-diMe) in the electronic ground state.
Similar dihedral angles are observed for the equilibrium
structures of the S1 states which exhibit 1CT character. The
corresponding T1 states are markedly less twisted due to the
admixture of 3LETAA configurations. This disparity results in
adiabatic ΔEST values which are much larger than the energy
gaps determined from experimental data on the basis of
Arrhenius plots.
Part of the problem seems to be caused by the continuum

model of the solvent−solute interactions which does not fully
account for the solvent reorganization effects following the
primary excitation of the S1 state. The shortcomings of the
solvent model are not a specific problem of the methods
employed in the present work but are a common phenomenon
discussed in the literature. For 2-diMe, a hybrid model was set
up comprising two explicitly treated toluene molecules in
addition to the surrounding self-consistent reaction field. The
interaction between the highly polarizable π-electron clouds of
the toluene molecules and the electric dipole moment of the
solute in the excited state preferentially stabilizes the S1
potential energy and improves the ΔEST value. However, the
magnitude of the resulting adiabatic singlet−triplet energy gap
still appears to be incompatible with the experimentally
observed delayed fluorescence lifetimes.
Potential energy scans of the torsional coordinate in the

excited state reveal the presence of a further low-lying
electronic state, so far not discussed in the relevant literature.
While the S1 state retains 1CT character at all considered
nuclear arrangements, an energetically accessible crossing
between states of 3CT and 3LETPN character is observed
close to the perpendicular arrangement of the donor and
acceptor moieties. Due to the presence of this conical
intersection, a three-state kinetic model of the TADF processes
resting only on the S0 ground state and the 1CT and 3CT
excited states and their mutual couplings appears inappro-
priate. Spin-vibronic interactions, accounted for by means of a
Herzberg−Teller-type expansion of the S1−T1 SOC, change
the picture only marginally.
Like other conformationally flexible through-bond D−A

systems, the TAA-TPN emitters face the situation that the
vertical singlet−triplet energy gap is small and hence rISC is
large only for a perpendicular alignment of the donor and
acceptor units where the transition dipole moment and hence
the emission probability vanish. While a static description of
the TADF process, based on rate constants for an equilibrated
population of the excited singlet and triplet state, is unable to
deal with the problem, a quantum dynamical treatment is
prohibitively expensive considering the microsecond time scale
of the TADF kinetics. Relaxed scans of the excited state
potentials and scans along the torsional coordinate in the
electronic ground state yield qualitatively different results in
the series of compounds, questioning the credibility of
simplified dynamic models.
To mimic the dynamical behavior of a system undergoing

large-amplitude motions without resorting to costly dynamics
simulations, we here advocate the application of the vertical
Hessian (VH) method. The VH method is well established for
computing FC spectra, but has, to our knowledge, not been
employed by other groups for determining rate constants of
nonradiative transitions. This method uses the gradients and
Hessians of the initial and final electronic states at the fixed
geometry of the initial state to extrapolate the course of the
PESs and to compute the FC factors and the vibrational

Figure 8. DFT/MRCI fluorescence rate constants of 2-Me based on
the Einstein relation, S1 T1 ISC and S1 T1 rISC rate constants in
toluene (PCM) at 298 K. Note the logarithmic scale on the y-axis.
The computed rate constants were supplemented by an exponential
fitting from 45 (T1 minimum) to 90 deg.
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density of states. Due to the large displacement of the S1 and
T1 minima in the torsional coordinate, we expect the VH
model to yield more realistic rate constants than the commonly
used adiabatic approaches.
Evidently, the steric demand of the substituents controls the

D−A torsion angle and hence the ΔEST value. The ratio
between S1 T1 ISC and S1 T1 rISC probabilities is
negligibly small for the unsubstituted compound and max-
imizes in this series for the dimethylated compound. We
therefore consider 4-diMe the most promising candidate for
showing TADF behavior. The increased percentage of the
delayed component does not remedy the problem that its
overall radiative rate constant of ∼2 × 106 s−1 is rather low but
not untypical for an organic D−A compound.
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Absorption Spectra

Table S1: DFT/MRCI-R2016 computed oscillator strengths f(l), vertical absorp-
tion wavelengths λabs/nm and wave function composition of low-lying electronic
states at the respective ground-state geometry of the most stable conformer.

Compound
1-H 2-Me 3-iPr 4-diMe

S1←S0 λabs (f(l)) 410 (0.237) 400 (0.077) 400 (0.047) 396 (0.002)
[% CT/LETAA/LETPN] 70/10/9 80/6/4 82/5/4 87/2/2

S2←S0 λabs (f(l)) 331 (0.417) 319 (0.289) 315 (0.226) 307 (0.044)
[% CT/LETAA/LETPN] 40/41/9 31/59/2 26/64/2 7/85/0

S3←S0 λabs (f(l)) 312 (0.022) 307 (0.163) 306 (0.231) 302 (0.436)
[% CT/LETAA/LETPN] 4/86/0 9/82/1 12/80/1 15/77/1

S4←S0 λabs (f(l)) 296 (0.103) 291 (0.096) 291 (0.106) 286 (0.247)
[% CT/LETAA/LETPN] 25/4/58 15/6/68 18/7/64 63/24/4

S5←S0 λabs (f(l)) 286 (0.151) 287 (0.266) 292 (0.089) 286 (0.288)
[% CT/LETAA/LETPN] 2/91/0 1/93/0 0/93/1 1/94/0
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Table S2: Composition of the DFT/MRCI wave functions of the five lowest
excited singlet states of 1-H at the ground-state geometry. The orbitals involved
in the excitation are displayed in Figure S1.

State % Transition
S1 81.2 H → L

2.3 H-3 → L
2.1 H-1 → L
1.8 H → L+1

S2 76.3 H → L+1
4.6 H → L+4
1.6 H-3 → L+1
1.5 H-1 → L+1
1.1 H → L

S3 71.3 H → L+2
2.5 H-2 → L+1
2.0 H-5 → L+1
1.8 H-2 → L+4
1.7 H-1 → L+3
1.4 H-2 → L
1.4 H-5 → L
1.2 H-3 → L+5
1.1 H-1 → L+5

S4 23.4 H-7 → L
19.6 H-3 → L
15.2 H-1 → L
10.5 H-6 → L+1
4.3 H → L
3.3 H-6 → L
2.5 H → L+4
2.3 H-6 → L+4
1.8 H-2 → L
1.7 H → L+1
1.2 H-3 → L+1

S5 58.5 H → L+3
16.9 H → L+5
3.4 H-1 → L+2
2.8 H-3 → L+3
1.5 H-4 → L+6
1.2 H-2 → L+7
1.1 H-5 → L+1
1.1 H-5 → L
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(a) H-7 (b) H-6 (c) H-5 (d) H-4

(e) H-3 (f) H-2 (g) H-1 (h) H

(i) L (j) L+1 (k) L+2 (l) L+3

(m) L+4 (n) L+5 (o) L+6 (p) L+7

Figure S1: BH-LYP molecular orbitals (cutoff 0.03) mainly involved in the first five singlet
excitations of 1-H at the ground-state geometry.
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Table S3: Composition of the DFT/MRCI wave functions of the five lowest ex-
cited singlet states of 2-Me at the ground-state geometry. The orbitals involved
in the excitation are displayed in Figure S2.

State % Transition
S1 84.4 H → L

1.5 H-4 → L
1.3 H-3 → L

S2 62.0 H → L+1
10.9 H → L+3
4.8 H → L+2
3.6 H → L+4
1.7 H-4 → L+1

S3 69.0 H → L+2
7.3 H → L+1
2.4 H-1 → L+3
2.0 H-2 → L+4
1.7 H-1 → L+1
1.0 H-5 → L+6

S4 39.6 H-7 → L
13.9 H-6 → L+1
8.4 H-3 → L
7.3 H-1 → L
5.2 H-4 → L
3.7 H → L+3
2.0 H-4 → L+1
1.9 H → L
1.5 H-6 → L+3
1.0 H → L+4

S5 62.4 H → L+4
19.1 H → L+3
3.9 H → L+5
1.2 H-2 → L+2
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(a) H-7 (b) H-6 (c) H-5 (d) H-4

(e) H-3 (f) H-2 (g) H-1 (h) H

(i) L (j) L+1 (k) L+2 (l) L+3

(m) L+4 (n) L+5 (o) L+6 (p) L+7

Figure S2: BH-LYP molecular orbitals (cutoff 0.03) mainly involved in the first five singlet
excitations of 2-Me at the ground-state geometry.
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Table S4: Composition of the DFT/MRCI wave functions of the five lowest ex-
cited singlet states of 3-iPr at the ground-state geometry. The orbitals involved
in the excitation are displayed in Figure S3.

State % Transition
S1 85.0 H → L

1.7 H-4 → L
1.0 H-3 → L

S2 51.7 H → L+1
17.6 H → L+3
9.9 H → L+2
1.6 H-4 → L+1
1.3 H-1 → L+3
1.2 H-1 → L+2
1.1 H → L+4

S3 65.4 H → L+2
12.6 H → L+1
2.0 H-1 → L+3
1.7 H-2 → L+4
1.4 H → L+3
1.3 H-1 → L+1

S4 38.2 H-7 → L
13.1 H-6 → L+1
10.2 H-1 → L
8.0 H-3 → L
5.7 H → L+3
3.7 H-4 → L
1.8 H-4 → L+1
1.5 H → L
1.3 H-6 → L+3
1.1 H-2 → L

S5 76.1 H → L+4
5.8 H → L+5
2.3 H → L+3
1.5 H-2 → L+2
1.0 H-8 → L+4
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(a) H-7 (b) H-6 (c) H-5 (d) H-4

(e) H-3 (f) H-2 (g) H-1 (h) H

(i) L (j) L+1 (k) L+2 (l) L+3

(m) L+4 (n) L+5 (o) L+6 (p) L+7

Figure S3: BH-LYP molecular orbitals (cutoff 0.03) mainly involved in the first five singlet
excitations of 3-iPr at the ground-state geometry.
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Table S5: Composition of the DFT/MRCI wave functions of the five lowest
excited singlet states of 4-diMe at the ground-state geometry. The orbitals
involved in the excitation are displayed in Figure S4.

State % Transition
S1 86.2 H → L

2.9 H-4 → L
1.2 H-2 → L

S2 63.8 H → L+3
10.3 H → L+1
4.8 H-1 → L+2
2.7 H-2 → L+4
1.3 H-4 → L+6
1.1 H → L+2
1.0 H-5 → L+5

S3 61.9 H → L+2
17.5 H → L+1
5.4 H → L+3
1.0 H-7 → L
0.9 H-8 → L+2

S4 53.0 H → L+1
21.5 H → L+2
4.8 H → L+3
2.8 H-4 → L+1
1.8 H-7 → L
1.2 H-2 → L+1

S5 83.0 H → L+4
2.4 H → L+6
1.5 H-2 → L+3
1.2 H-8 → L+4
1.0 H → L+3
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(a) H-7 (b) H-6 (c) H-5 (d) H-4

(e) H-3 (f) H-2 (g) H-1 (h) H

(i) L (j) L+1 (k) L+2 (l) L+3

(m) L+4 (n) L+5 (o) L+6 (p) L+7

Figure S4: BH-LYP molecular orbitals (cutoff 0.03) mainly involved in the first five singlet
excitations of 4-diMe at the ground-state geometry.
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Relaxed Interpolated Pathways
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Figure S5: 2-Me: Relaxed interpolated pathway for the lowest excited singlet state (S1) at
(TD)DFT/ωB97X-D level of theory (Top). Detailed analysis of the excited state character
based on the transition densities at every optimized geometry of the relaxed interpolated
pathway (Bottom).

2.8

2.9

3.0

3.1

E
n
er
gy

(e
V
)

25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120 125 130 135 140 145 150 155
0.0

0.2

0.4

0.6

0.8

1.0

Dihedral Angle D-A [deg]

C
h
ar
ac
te
r D→A(CT)

A→D(CT)

D→D(LE)

A→A(LE)
2-el.

Figure S6: 2-Me: Relaxed interpolated pathway for the lowest excited triplet state (T1) at
(TD)DFT/ωB97X-D level of theory (Top). Detailed analysis of the excited state character
based on the transition densities at every optimized geometry of the relaxed interpolated
pathway (Bottom).
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Emission Spectra

Figure S7: Computed emission spectra of 1-H (blue), 2-Me (yellow), 3-iPr (green) and
4-diMe (red) in toluene solution at 300 K using the AH method.

Solvation Effects

Table S6: The influence of PCM and cLR models on the vertical emission wave-
length λem (DFT/MRCI-R2016) and adiabatic energy of the S1 excited state of
2-Me.

n-Hexane Toluene Ethylethanoate DMSO
dielectric constant ϵ 1.8819 2.3741 5.9867 46.8260
Dihedral angle D-A S0 [deg] 70.2 69.7 72.7 72.3
Dihedral angle D-A S1 [deg] 66.3 65.4 58.5 56.0
λem,PCM [cm−1 (nm)] 20536 (487) 20613 (485) 20533 (487) 20440 (489)
λem,cLR [cm−1 (nm)] 16171 (618) 15530 (644) 12778 (783) 11962 (836)
Eadia (PCM/cLR) [eV] 2.96 / 2.36 2.94 / 2.23 2.94 / 1.87 2.92 / 1.73
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Table S7: The influence of two explicit toluene solvent molecules (plus PCM)
in comparison to implicit toluene solvation on different photophysical charac-
teristics for 2-Me. Dihedral angle between donor and acceptor, absorption and
emission oscillator strengths and wavelengths, vertical and adiabatic energies for
S1 and T1, electric dipole moments and CT weight of respective excited states.

S0 S1 T1

Implicit Explicit Implicit Explicit Implicit Explicit
D-A [deg] 69.7 63.4 65.9 64.3 41.7 41.0
E(S1, vert.) [eV (nm)] 3.10 2.90 2.56 (484) 2.35 (528) 2.53 2.37
E(S1, adia.) [eV] – – 2.94 2.73 3.00 2.88
µ(S1) [D] 26.97 24.32 24.66 23.16 19.66 18.53
S1 [% CT/LETAA/LETPN] 80/6/4 78/6/6 80/4/6 78/4/6 59/15/13 60/12/13
E(T1, vert.) [eV (nm)] 2.91 2.72 2.36 2.19 2.03 (610) 1.95 (635)
E(T1, adia.) [eV] – – 2.74 2.57 2.50 2.47
µ(T1) [D] 20.28 20.07 20.32 20.67 13.71 14.16
T1 [% CT/LETAA/LETPN] 59/22/11 64/14/12 65/10/17 70/8/13 40/26/24 45/21/23
kF [s−1] – – 2.6 × 107 2.2 × 107 – –
∆E, vert. [eV] 0.19 / 0.18 –
∆E, adia. [eV] – 0.44 / 0.26
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Non-radiative Rate Constants for Vertically Shifted PES

Table S8: ISC rate constants kISC for all compounds with respect to different
energy gaps and the true adiabatic energy gap between the singlet and triplet
state within the Franck-Condon approximation in s−1.

Eadia [meV] Compound
1-H 2-Me 3-iPr 4-diMe

50 4.08 × 106 6.52 × 105 3.30 × 105 3.01 × 103

100 4.47 × 106 1.03 × 106 5.58 × 105 6.60 × 103

150 5.12 × 106 1.39 × 106 8.08 × 105 1.16 × 104

200 5.46 × 106 1.76 × 106 1.08 × 106 1.78 × 104

250 5.45 × 106 2.11 × 106 1.36 × 106 2.49 × 104

300 5.40 × 106 2.42 × 106 1.63 × 106 3.30 × 104

350 5.26 × 106 2.70 × 106 1.90 × 106 4.17 × 104

400 5.09 × 106 2.95 × 106 2.16 × 106 5.12 × 104

Actual ∆E 4.61 × 106 3.29 × 106 2.46 × 106 3.68 × 104

Table S9: rISC rate constants krISC for all compounds with respect to different
energy gaps and the true adiabatic energy gap between the singlet and triplet
state within the Franck-Condon approximation in s−1.

Eadia [meV] Compound
1-H 2-Me 3-iPr 4-diMe

50 5.39 × 105 6.33 × 104 7.59× 104 1.31 × 104

100 8.53 × 104 1.46 × 104 1.86× 104 4.17 × 103

150 1.41 × 104 2.86 × 103 3.92× 103 1.07 × 103

200 2.18 × 103 5.20 × 102 7.59× 102 2.37 × 102

250 3.14 × 102 9.02 × 101 1.38× 102 4.79 × 101

300 4.51 × 101 1.50 × 101 2.41× 101 8.92 × 100

350 6.32 × 100 2.42 × 100 4.05× 100 1.38 × 100

400 8.44 × 10−1 3.82 × 10−1 6.65 × 10−1 –

Actual ∆E 4.80 × 10−2 1.85 × 10−2 6.65 × 10−2 4.01× 100
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Comparison FC vs. FC/HT Rate Constants

Table S10: Calculated radiative and non-radiative rate constants within Franck-
Condon approximation and HT-type scheme in s−1 for 1-H to 4-diMe.

Compound
1-H 2-Me 3-iPr 4-diMe

kF,FC 1.0 × 108 2.6 × 107 2.0 × 107 1.7 × 106

kF,FC/HT – 1.9 × 107 – 2.6 × 106

kISC,FC 4.6 × 106 3.3 × 106 2.5 × 106 3.7 × 104

kISC,FC/HT – 4.4 × 106 – 7.3 × 105

krISC,FC 4.8 × 10−2 1.9 × 10−2 6.7 × 10−2 4.0 × 100

krISC,FC/HT – 8.7 × 10−2 – 1.3 × 101

Non-radiative Rate Constants within VH Approach

Table S11: Calculated fluorescence rate constants using DFT/MRCI-R2016 and
non-radiative rate constants within the newly implemented VH approach in s−1

for 2-Me.

Dihedral angle D-A kISC krISC kF

25 1.0 × 106 1.0 × 100 1.1 × 108

30 1.1 × 106 1.4 × 106 1.0 × 108

35 1.2 × 107 2.2 × 106 9.1 × 107

40 1.2 × 107 2.2 × 100 8.1 × 107

45 1.3 × 107 2.7 × 100 7.0 × 107

50 1.3 × 107 5.6 × 100 5.9 × 107

55 1.7 × 107 6.1 × 100 4.5 × 107

60 1.8 × 106 1.1 × 101 3.7 × 107

65 1.8 × 106 1.2 × 101 2.7 × 107

70 2.6 × 106 2.6 × 101 1.8 × 107

75 4.6 × 106 9.6 × 101 1.0 × 107

80 6.7 × 106 3.6 × 102 4.8 × 106

85 8.4 × 106 2.0 × 104 1.1 × 106

90 7.6 × 105 5.6 × 104 3.0 × 104
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Optimization of the range-separation parameter ω

In order to get reliable values for excited state energies on TDDFT level of theory for TADF

emitters range-separated exchange functionals were proposed to bring remedy. However,

these functionals need to be tuned and adapted to the system. This is done by varying the

range-separation parameter ω that stands for the inverse distance which assigns the change

from DFT to HF exchange terms.

Since TADF emitters usually consist of a donor and an acceptor moiety the range-separation

parameter ω is tuned towards the ionization potential and the electron affinity applying

Koopmans´ theorem. As a matter of fact the value of J2 is minimized in this procedure by

determining the minimum of the target function:

J2 =
1∑

i=0

[ϵωHOMO(N + i) + IP (N + i)]2 (1)

with IP (N) = E(N − 1)− E(N), and IP (N + 1) = E(N)− E(N + 1).

Here, N is the number of electrons of the target molecule, ϵωHOMO is the HOMO energy and

IP (N) the vertical ionization potential. In Figure S8 the parameter optimization for 2-Me

in toluene is shown in the range between 0.00 and 0.20 bohr−1. The optimal ω was set to

0.15 a−1
0 for all computations.
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Figure S8: For the optimization of the range-seperated hybrid density functional ωB97X-D
a tuning procedure was performed. ω was set to 0.15 a−1

0 for all computations.
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Hidden photophysics is elucidated in the very well-known thermally activated 
delayed fluorescence (TADF) emitter, DMAC-TRZ. A molecule that, based on 
its structure, is considered not to have more than one structural conformation. 
However, based on experimental and computational studies, two conformers, 
a quasi-axial (QA) and a quasi-equatorial (QE) are found, and the effect of their 
co-existence on both optical and electrical excitation isexplored. The relative 
small population of the QA conformer has a disproportionate effect because of 
its strong local excited state character. The energy transfer efficiency from the 
QA to the QE conformer is high, even at low concentrations, dependent on the 
host environment. The current accepted triplet energy of DMAC-TRZ is shown 
to originate from the QA conformer, completely changing the understanding of 
DMAC-TRZ. The contribution of the QA conformer in devices helps to explain 
the good performance of the material in non-doped organic light-emitting 
diodes (OLEDs). Moreover, hyperfluorescence (HF) devices, using v-DABNA 
emitter show direct energy transfer from the QA conformer to v-DABNA, 
explaining the relatively improved Förster resonance energy transfer efficiency 
compared to similar HF systems. Highly efficient OLEDs where green light 
(TADF-only devices) is converted to blue light (HF devices) with the maximum 
external quantum efficiency remaining close to 30% are demonstrated.
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characteristic of efficient OLEDs is the 
exciton harvesting in the active layer of a 
device, which due to spin statistics forms 
25% singlet and 75% triplet states.[1–3] 
The triplet state utilisation is forbidden 
by Pauli’s principle and internal quantum 
efficiency (IQE) is limited to 25% for 
fluorescence materials.[4,5] Two classes 
of organic materials, the phosphores-
cent and the thermally activated delayed 
fluorescence (TADF) materials can over-
come this problem by harvesting the tri-
plet states.[6,7] Phosphorescent materials 
containing heavy atoms enhance the 
strong spin–orbit coupling (SOC) and 
activate triplet state radiative decay.[8] 
TADF molecules can convert triplet states 
into an emissive singlet state by reverse 
intersystem crossing (rISC) between the 
two states. This process is identified to 
be thermally activated by the vibronically 
coupled spin–orbit coupling mechanism, 
which is facilitated by a small energy 
gap between the triplet and singlet state 
(∆EST) and the use of a third state to 

mediate the exchange.[9–12]

Conventional TADF molecules contain a donor (D) and an 
acceptor (A), a structure that promotes the formation of an 
intramolecular charge transfer (ICT) state between the two 
moieties.[13] This type of D-A molecule is characterized by an 
effective separation of the highest occupied molecular orbital 
(HOMO) and lowest unoccupied molecular orbital (LUMO) in 
the excited state through a near-orthogonal D-A relative orien-
tation. The latter, minimizes the electron exchange energy to 
achieve very small ∆EST (typically below 200 meV) and enables 
efficient rISC at room temperature.[14–16] The presence of a 3LE 
state (locally excited) within the ∆EST energy range, to vibra-
tionally mix with the 3CT (charge transfer), enhances rISC by 
allowing SOC with the 1CT.[7,17–20]

In these already complex systems, extra parameters such as: 
intermolecular interactions between the same type of mole-
cules (dimer/excimer) and different types of molecules (com-
plex/exciplex), guest-host interactions (environmental dipole 
moment effect)[21] and conformational effects complicate the 
systems even more. On the latter, two types of conformation 
effects have been mainly explored so far: the distribution of 

RESEARCH ARTICLE
 

© 2023 The Authors. Advanced Functional Materials published by 
Wiley-VCH GmbH. This is an open access article under the terms of the 
Creative Commons Attribution License, which permits use, distribution and 
reproduction in any medium, provided the original work is properly cited.

1. Introduction

Organic Light Emitting Diodes (OLEDs) are a valuable 
alternative to conventional light-emitting devices. A key 
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dihedral angles between the D-A moieties[22–24] and the possible 
ground and/or excited state conformers (i.e., planar, axial, 
equatorial etc).[25–27] In the context of the second type of con-
formational effect, several D-A and D-A-D molecules have been 
reported whose donor unit is non-planar, leading to two con-
figurations where the D-A are near orthogonal, i.e., axial and 
equatorial orientations.[26]

In 2014, Tanaka et  al. reported PTZ-TRZ, a structural ana-
logue of PXZ-TRZ that has a sulfur atom instead of oxygen in 
the donor unit.[25] This distorted the donor allowing axial and 
equatorial conformations to co-exist, and dual emission was 
observed originating from two ICT transitions derived from 
conformational heterogeneity (quasi-axial (QA) and quasi-
equatorial (QE)). A similar effect was shown by Su et  al., but 
instead of using a hetero atom, adamantane was attached to the 
acridine donor, showing the same dual conformational emis-
sion.[28] Other cases of D-A systems also presented dual con-
former emission.[29] Such conformers in D-A-D systems have 
also been reported, and their photophysical behavior has been 
described in detail.[26,30]

In this work, we investigate the TADF emitter DMAC-
TRZ,[31] a molecule that does not fulfill the requirements 
presented before to have dual conformer emission. Sur-
prisingly, under specific conditions a QA conformer can be 
observed, although the QE conformer appears to be domi-
nant. In solution state, the molecular interconversion from 
the QA to the QE is labile and the emission from the first 
only contributes to a very small extent. In solid-state however, 
because of the environmental restrictions (hindering mole-
cular relaxation) the QA emission appears stronger. At low 
temperatures this effect is even stronger, while a structured 
QE CT emission can also be observed. The energy transfer 
process between the two conformer species appears to be 
very efficient, even at concentrations below 0.1  wt.%, and 
the TADF efficiency appears to increase with increasing con-
centration. Above 1  wt.% concentration, aggregation occurs 
and it appears to dominate above 5  wt.% loading, however, 
this enhances the TADF efficiency. Under specific condi-
tions, at low temperature, the origin of the phosphorescence 
spectrum appears to come from the QA conformer, mainly 
because the lowest lying triplet state of the QE conformer has 
a pure CT character and if it can decay radiatively any phos-
phorescence would be vanishingly weak. In OLEDs the QA 
conformer appears to efficiently transfer its energy to the QE 
conformer and only in specific hosts a QA contribution can 
be seen. Using DMAC-TRZ as a sensitizer in hyperfluores-
cence (HF) OLEDs[32–34] the QA conformer can directly pump 
the terminal emitter (because of the terminal emitter higher 
oscillator strength and better spectral overlap compared to 
DMAC-TRZ QE conformer). Thus, Förster resonance energy 
transfer (FRET) from the QA conformer to the terminal 
emitter outcompetes the FRET from the QA to the QE con-
former. This significantly improves the FRET efficiency of the 
system, compared to similar sensitizer-terminal emitter sys-
tems. HF OLEDs with maximum external quantum efficiency 
(EQEmax) close to 30% were fabricated but most importantly, 
a green TADF sensitizer was converted to blue HF OLED for 
the first time.

2. Results and Discussion

2.1. Basic Photophysics

The solvatochromic behavior of DMAC-TRZ in both excitation 
and emission measurements is shown in Figure  1. In MCH 
the excitation spectrum has two distinct bands with peaks 
at 376  nm (Ab1) and 413  nm (Ab2). Upon increased solvent 
polarity, the Ab2 band decreases in intensity and a tail appears 
at 450  nm, an expected behavior for a CT excited state, but 
loses in oscillator strength with increasing polarity. The Ab1 
band appears unaffected and slightly blue-shifted in acetonitrile 
(CH3CN).

Deconvolution of the excitation spectra in the four different 
solvents, using two Gaussians, shows an Ab1 band maximum of 
≈376 nm in all cases (with a minor 5 nm hypsochromic shift in 
CH3CN), and a full width half maximum (FWHM) of 55 ± 4 nm 
(Figure S1, Supporting Information). This behavior is expected 
from a strongly localized excited state. The Ab2 band maximum 
is observed at 413  nm in all solvents but reduces in intensity 
and increases in FWHM (from 35  nm in MCH to 63  nm in 
CH3CN) with increasing solvent polarity. The latter follows the 
FWHM behavior of the emission spectrum (Figure  1b) and is 
undoubtedly from the CT state between the donor and acceptor 
moiety. The Ab2 band appears to have a mixed, local (LE) and 
CT character in MCH, giving a structured excitation and photo-
luminescence (PL) spectrum.

In MCH and upon excitation at wavelengths between 320 
and 380  nm, a shorter wavelength emission band appears 
(Em1) with an emission maximum at 390 nm (Figure S2b, Sup-
porting Information). The relative intensity of the Em1 band 
maximum is the highest when exciting at 360  nm, where the 
intensity of the Ab1 band is close to its maximum, and the Ab2 
band is close to its minimum value (Figure S1a, Supporting 
Information). Interestingly, when exciting at shorter wave-
lengths (λexc  <  310  nm) the Em1 band is not observed. The 
excitation profile of the Em1 band is well resolved, solvent inde-
pendent (Figure S3a, Supporting Information) and appears very 
similar to the deconvoluted Ab1 spectra (Figures S1a and S2a, 
Supporting Information). With increasing solvent polarity, the 
relative PL intensity of Em1 band decreases and its peak posi-
tion has a minor redshift, compared to the main PL (Em2) band 
(Figure  1b; Figure S3b, Supporting Information). The absorp-
tion and emission spectra of the individual D and A units were 
studied previously and are energetically in higher positions 
compared to the Ab1 and Em1, respectively.[35] Hence, these two 
distinct emission bands (Em1 and Em2) can only be assigned to 
two different conformers of the DMAC-TRZ molecule.[26]

Similar behavior is observed using a zeonex polymer matrix 
as a host (Figure S4, Supporting Information). Due to the steric 
hindrance from the solid-state matrix, conformational relaxa-
tion (or interconversion) is prevented to a much higher degree, 
in contrast to the solvent environments. Consequently, the 
Em1 band is more intense and provides better resolved excita-
tion spectra upon collections between 390–420 nm (Figure S4a, 
Supporting Information). From the excitation spectra, two 
isosbestic points are observed, one at 325  nm and another at 
390  nm, which suggest the presence of two distinct species. 
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It is important to reiterate that the contribution of the local D 
and A units (below 325  nm) to the excitation spectra is min-
imal when collecting at wavelength where only Em1 emits. Low 
temperature steady state measurements of the same film show 
that the increased hindrance introduced by freezing the envi-
ronment enhances the relative contribution of the Em1 band 
(Figure  1d; Figure S5, Supporting Information). From excita-
tion spectra, a decrease in relative intensity of the Ab2 band 
and a better resolved Ab1 band can be observed (Figure  1c), 
while the Stokes shift between Ab1 and Em1 is very small 
(Figure S5d, Supporting Information). The Em2 band is more 
structured when compared to room temperature and appears 
better resolved upon direct excitation of the Ab2 band only 
(Figure  1d, green curve). This indicates that excess excitation 
energy broadens the spectrum. Here it is important to mention 

that the phosphorescence contribution to the total DMAC-TRZ 
emission, even at low temperature, is minimal as shown in our 
previous studies.[23]

Using two polymer hosts with stronger ground state dipole 
moment (i.e., enhanced relative polarity) a bathochromic shift 
is observed in the Em2 band, both in excitation and emission 
spectra (Figure 1e,f). In polystyrene (PS), the Em1 band appears 
reduced in intensity by a factor of two (Figure S6, Supporting 
Information), while in PMMA by a factor of three (Figure S7, 
Supporting Information) compared to zeonex. The onset of the 
Em1 band appears to be the same in all cases while the peak has 
a small bathochromic shift and appears less resolved. This indi-
cates that the excited state of Em1 conformer has a mixed (LE 
& CT) but stronger LE character compared to the Em2 CT con-
former state (Figure 1f). Again, upon excitation at wavelengths 

Adv. Funct. Mater. 2023, 33, 2300910

Figure 1. Steady state photophysics of DMAC-TRZ. a) Excitation and b) PL spectra of 20 µm concentration of DMAC-TRZ in different solvents, at room 
temperature. c) Excitation and d) PL spectra of 1 wt.% DMAC-TRZ in zeonex host, at room temperature (red) and 80 K (blue). e) Excitation and f) PL 
spectra of 1 wt.% DMAC-TRZ in different polymer hosts, at room temperature. Inset: Zoom in on the high energy band.
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below 310  nm the Em1 is not observed. By collecting at the 
Em1 emission band, the excitation spectra are identical in all 
hosts (Figure S8, Supporting Information). The latter is in good 
agreement with the solution results, see above.

Small molecule hosts were also used, and the two bands 
were again observed in various hosts (Figure S9, Supporting 
Information). Unfortunately, the most common carbazole 
based hosts often used in OLED devices could not be used as 
most of them emit in the same region as the higher energy con-
former (Em1), such as the case of BCPO. The UGH spectrum 
looks similar to the one in zeonex, with a small increase in the 
relative intensity due to possible extra steric hindrance from the 
host. DPEPO has a much smaller contribution from the Em1 
band due to the shift of the CT absorption resulting to a better 
energy transfer from the high energy conformer (Em1) to the 
low one (Em2). Finally, neat film does not have any contribu-
tion from the Em1 band mainly because the intermolecular dis-
tance is minimal increasing the FRET efficiency between the 
two conformers.

2.2. Calculations

Quantum chemical calculations are used to understand the 
nature of these conformers. Two stable conformers of DMAC-
TRZ, a QE conformer with planar DMAC donor and TRZ 
acceptor moieties arranged perpendicular to one another 
(Figure  2c) and a QA conformer in which DMAC adopts a 
kinked structure tilted by ≈40° with respect to the TRZ plane 
(Figure  2d). In MCH solution, the QE conformer is favored 
over the QA conformer by 0.19  eV including zero-point vibra-
tional energy (ZPVE) corrections and hence represents the 

majority component. Combined density functional theory and 
multi-reference configuration interaction (DFT/MRCI) calcu-
lations yield vertical excitation energies of 3.06  eV (405  nm, 
Ab2) and 3.35  eV (371  nm, Ab1) for the S1 states of the QE 
and QA conformers, respectively which compare favorably 
with the experimentally observed band maxima in this solvent 
(Figure  1b). However, while the S1←S0 transition of the QA 
minority conformer is characterized by a mixed CT/LE excita-
tion with high oscillator strength, the S1←S0 CT transition of 
the C2v-symmetric QE conformer is electric dipole forbidden 
in Franck–Condon (FC) approximation. Coupling between the 
electronic degrees of freedom and torsional vibrations about the 
molecular axis lends intensity to this CT transition which there-
fore becomes weakly allowed in Herzberg–Teller (HT) approxi-
mation (Figure S10) and for ensemble averages. That both 
peaks are observed with nearly equal intensity in the excitation 
spectrum is thus a consequence of the small concentration of 
the optically very bright QA conformer in MCH solution on the 
one hand and the necessity to vibronically enhance the electric 
dipole-forbidden transition of the QE majority conformer on 
the other hand. Examination of the experimentally measured 
QE absorption band (Ab2) in MCH reveals a weak vibrational 
structure arising from the vibronic coupling to the electronic 
transition (Figure  2a). The estimated vibronic energy spacing 
of this HT transition is 1170 cm−1 indicative of a coupled CN 
band stretch,[36] most likely the CN bridging bond between D 
and A. Even small changes in this bond length and torsion will 
radically change the radiative coupling, highlighting the sensi-
tivity and important role of the CN donor acceptor bridging 
bond plays in these TADF materials.

With regard to the photophysics of the QE conformer, 
the presence of a TLE(TRZ) state in energetic proximity of the 

Adv. Funct. Mater. 2023, 33, 2300910

Figure 2. Calculated vertical DFT/MRCI excitation energies and state characteristics of the a) QE and b) QA conformers of DMAC-TRZ at the respec-
tive ground-state geometry in methylcyclohexane solution. The QE conformer is favored over the QA conformer by 0.19 eV including ZPVE corrections. 
A loss of electron density w.r.t. the electronic ground state is indicated in red, a gain in yellow. Geometric structures of the c) quasi-equatorial and d) 
quasi-axial conformers of DMAC-TRZ in the electronic ground state.
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lowest-lying SCT and TCT states is noteworthy as it can mediate 
their ISC and rISC processes and lead to efficient TADF 
(Figure  2a).[11,37] For the QA conformer, two triplet states are 
found to lie below the S1 state and a third one lies slightly above 
the S1 state in the FC region (Figure 2b). The substantial energy 
gap between the S1 and T1 states, caused by the local ππ* con-
tributions to their wavefunctions, rule out TADF for this con-
former. A detailed computational study investigating the role of 
the higher-lying triplet states in the photophysical deactivation 
pathways of both conformers is currently under way and will be 
presented in the near future.

The oscillator strength (f ) of the two conformers in MCH 
was calculated to be 0.00006 for the QE conformer and 1.09379 
for the QA conformer. The big difference can be explained by 
the strong local character of the QA conformer, compared to 
the CT character of the QE conformer. The population of both 
conformers in MCH can be approximately estimated from the 
ratio of the absorbance to the oscillator strength for the two 
individual conformers. This results to an approximate ratio of 
99.9:0.1 population of QE to QA conformers, in MCH solu-
tion. This estimated population is completely dependent on 
the theoretically estimated transition oscillator strengths. Rama 
et  al., previously reported the phosphorescence and excitation 
spectrum of DMAC-TRZ in frozen solution.[35] From the exci-
tation spectrum results, which we now understand to include 
both QA and QE contributions, the QA population appears to 
be much larger in frozen solution at long delay times, com-
pared to our estimate from room temperature MCH solution. 
This makes sense as the energy barrier crossing in solid state, 
which requires cooperative motion of the molecule, must be 
hindered, slowing down the interconversion and potentially 
giving a higher QA population. In solid state, and more specifi-
cally in evaporated films, where the solvent is not present, and 
the conformation entropy of the system will be different, the 
population of the QA conformer is expected to be much higher. 
Further, the QA conformer contribution in the PL spectrum 
is expected to be much higher due to matrix hindering pos-
sible interconversion between the two conformers, something 
that is possible in solution environments, especially with the 
presence of excess energy in the system. The latter is verified 
by the absence of the QA emission, in MCH solution, when 
exciting at wavelengths below 300  nm (Figure S2, Supporting 
Information).

2.3. Conformer Photophysics

At very low emitter concentrations (0.01  wt.%) in zeonex the 
maximum PL intensity of the QA conformer band (Em1) is 
comparable with that of the QE band (Em2) (Figure S11, Sup-
porting Information). This observation can clearly be reconciled 
with low FRET due to the higher spatial separation between 
the individual molecules. With increasing concentration, the 
QA PL band decreases considerably in relative intensity mono-
tonically (Figure S12, Supporting Information). Also, the high 
ground state dipole moment of DMAC-TRZ molecules, com-
pared to the host, changes the ground state of the environment 
at higher concentrations (intermolecular interactions) and the 
QE absorption/emission stabilizes to a lower energy. Further, at 

higher concentrations there will be a higher probability for exci-
tons to reach lower energy states on average because exciton 
hoping is more efficient, leading to higher QE PL peak shift.

From Figure S11a (Supporting Information) spectra, the 
mixed CT/LE character of both bands is clear, especially in 
zeonex host, because of their structured PL emission. With 
increasing host dipole moment, both bands lose their struc-
tured shape, and shift towards longer wavelengths. The QA 
band has a small bathochromic shift of 115  meV, going from 
395  nm in zeonex to 410  nm in PMMA, which could occur 
due to increasing overlap with the QE absorption band. The 
QE band shifts by 247  meV, going from 448  nm in zeonex to 
490 nm in PMMA (Figure S11b, Supporting Information). This 
indicates that the QA and QE conformers have stronger LE and 
CT character, respectively.

Temperature dependent steady state spectra of 0.01  wt.% 
DMAC-TRZ in zeonex are shown in Figure S13 (Supporting 
Information). Upon exciting both conformers (at 360  nm), 
structured emission is observed from both at room tempera-
ture. By lowering the temperature, the QA emission (395 nm) 
increases in relative intensity indicating that a possible confor-
mational interconversion of the QA to the QE conformation 
is hindered because of the frozen matrix and low temperature 
(it is not due to singlet exciton migration enhancing the FRET 
radius, as this is highly unlikely at 0.01 wt.% in zeonex). The QE 
emission is also affected by the temperature, becoming more 
structured and the spectral band maxima changing from the 
0–0 transition to the 0–1 transition. This effect is also observed 
with direct excitation (λexc > 400 nm) of the QE CT (Figure S13, 
Supporting Information) and is attributed to hindering of the 
torsion motions because of the frozen environment, and the 
spectra are better resolved. Further, in all PL spectra there is 
a weak emission band ≈500  nm which increases in relative 
intensity with decreasing temperature. This excited state can 
be directly populated upon excitation above 460 nm. To under-
stand the origin of this band, excitation spectra at different 
collection wavelengths are shown in Figure S13b (Supporting 
Information). When collecting below 500  nm the behavior is 
the same as 1  wt.% in zeonex (Figure S5a, Supporting Infor-
mation). Collecting above 500  nm, a further weak excitation 
band is observed between 450–500  nm (Figure S13b, Sup-
porting Information). This new band does not appear in solu-
tion or at higher concentration solid state measurements and 
has the same structure at all temperatures. Thus, we can only 
assume that it is a dimer emission that can be formed in solid 
state, even at very low concentrations, and is only observed in 
low ground state dipole moment environments. It cannot be 
observed at higher concentrations or higher dielectric media 
because it overlaps with the redshifted CT emission. Neverthe-
less, the contribution of this species at room temperature can 
be considered minimal.

Using the Jacobian spectral (wavelength to eV) conversion, 
the PL spectra of 0.01 wt.% DMAC-TRZ in zeonex at 80 K and 
different excitations, we again identify three distinct emission 
bands (Figure S14a, Supporting Information). At 360 nm excita-
tion, three regions with constant vibronic intervals are found; 
at high energy the QA conformer appears to have at least three 
observable vibronic contributions of 152  meV between 3.15 
and 2.84  eV. After a short gap of 75  meV, the QE conformer 

Adv. Funct. Mater. 2023, 33, 2300910
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emits between 2.77 and 2.29  eV, again with 152  meV vibronic 
spacing. The third region below 2.29 eV has narrower spacing 
of 130  meV. Upon direct excitation of the low energy species 
(480  nm), the aggregated band appears well resolved with 
130  meV vibronic spacing, similar to the 360  nm excitation 
(Figure S14b, Supporting Information).

The steady state behavior of 0.01  wt.% DMAC-TRZ in dif-
ferent polymer hosts is shown in Figure S15 (Supporting 
Information). An energy relaxation effect is observed upon 
excitation at 380 nm, which becomes less pronounced at lower 
temperatures for both the QA and QE conformers (Figure S15a, 
Supporting Information). The vibronic structure of the QE 
emission appears to be less defined in polystyrene and even less 
in PMMA. Exciting at 430 nm (mainly the QE conformer), the 
energy relaxation effect is clearer at room temperature, com-
pared to 380 nm excitation, and reduces at lower temperatures 
(Figure S15b, Supporting Information). The latter could indi-
cate that at low temperature the possible side group motions of 
the polymer chain are reduced, reducing the slow reorganiza-
tional effects that can lead to the relaxation of the CT energy.[22] 
At 0.01 wt.% loading, this cannot be an effect of energy migra-
tion to low energy sites in the density-of-states (DOS). Upon 
excitation at 460 nm, in polystyrene and PMMA we still observe 
the temperature dependent energy relaxation effect on the QE 
CT state, with polystyrene giving a structured emission com-
pared to higher excitation energies (Figure S15c, Supporting 
Information). The very weak red aggregated/dimer emission 
band (PLmax = 525 nm) observed in zeonex cannot be observed 
in the other two hosts due to overlap with the QE CT PL. This 
can also be observed in the excitation spectra (Figure S16, Sup-
porting Information).

Time-resolved spectra from 0.01  wt.% DMAC-TRZ in 
zeonex, at various temperatures are shown in Figures S3 and 
S17 (Supporting Information). At early time (0.5 ns time delay) 
and all temperatures, the emission (395  nm) comes mainly 

from the QA conformer (Figure S17a, Supporting Information), 
because of the faster radiative rate of the more strongly local 
character state. The contribution of the QE CT band is observed 
at 450 nm and appears to decrease in intensity with decreasing 
temperature, relative to the QA band. This verifies that the 
frozen matrix hinders the molecular relaxation of the QA to 
the QE conformation, resulting in a higher QA population, and 
thus stronger emission from the QA conformer at early times 
(<10  ns) (Figure 3a). At later prompt fluorescence (PF) times, 
the emission comes from the QE conformer and becomes 
more structured with decreasing temperature, indicating that 
under specific conditions a CT state can have vibronic character 
(note that the band does not blue shift at all).[38] At µs times, the 
room temperature measurement shows strong emission which 
comes from the QE CT band (Figure S17a, Supporting Informa-
tion). In ms, the emission mainly comes from the phosphores-
cence with an energy onset of 2.75  eV (450  nm) and a small 
contribution of DF being observed at room temperature which 
decreases in contribution with decreasing temperature (small 
band below 450 nm). The PF emission area normalized spectra 
(Figure S17b, Supporting Information) clearly show the pres-
ence of two species (QA and QE conformer), with an iso-emis-
sive point at 430  nm. A second iso-emissive point at 530  nm 
is only obvious at lower temperatures. This we assign to the 
aggregated species, as stated above.

The effect of temperature on the time-resolved spectra of 
0.01  wt.% DMAC-TRZ in polystyrene and PMMA hosts are 
shown in Figure S18 (Supporting Information). In both cases 
a strong contribution from the QA conformer is observed in 
early times. Here it is worth mentioning that polystyrene and 
PMMA themselves emit at 380  nm, when excited at 355  nm 
(Figure S19, Supporting Information), but the PL contribution 
from the polystyrene is minor compared to the PMMA. As a 
result, the PMMA spectra have a strong contribution from the 
host itself (along with the QA emission) compared to the other 

Adv. Funct. Mater. 2023, 33, 2300910

Figure 3. Time-resolved spectra of 0.01 wt.% DMAC-TRZ in a) zeonex at different temperatures and time delays. Time-resolved spectra of 0.01 wt.% 
DMAC-TRZ in three polymer hosts at different time delays at b) room temperature (Inset: DF spectra following the solvatochromism effect) and c) 80 
K. Excitation wavelength 355 nm.

 16163028, 2023, 25, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/adfm

.202300910 by U
niversitaet U

nd Landesbibliot, W
iley O

nline Library on [24/09/2024]. See the Term
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline Library for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons License

LXVIII



www.afm-journal.dewww.advancedsciencenews.com

2300910 (7 of 12) © 2023 The Authors. Advanced Functional Materials published by Wiley-VCH GmbH

two hosts. At the later PF regime (t  >  10  ns) both films have 
dual emission, the main band coming from the QE conformer 
and the high energy band (≈400 nm) from the host. In all three 
hosts, a high energy iso-emissive point is observed in the area 
normalized spectra, between QA and QE emission.

Comparing all three hosts one can see the large contribution 
from the QA conformer at early times, pumping the QE con-
former which dominates after 10 ns and continues into the DF 
regime (Figure 3b). The QE TADF emission is clear at 22 µs as 
shown in the inset of Figure 3b. At 85 ms delay time, DF can 
still be observed in all hosts with PMMA having a high energy 
band which appears similar to the PMMA phosphorescence 
emission. The phosphorescence spectra are similar in all cases, 
with an energy onset of 2.75 eV, being in good agreement with 
our previous results.[23] PMMA film has slightly higher phos-
phorescence energy onset but is actually contribution for TADF 
emission, even at 80 K, because of the smaller ∆EST (Figure 3c).

Further analysis of the effect of the two conformers on the 
overall photophysics was made using time-resolved (TR) emis-
sion decays, shown in Figure 4. Zeonex host was chosen as a 
neutral environment. Upon excitation of the QA conformer at 
375  nm, and collecting at 395  nm, where the QA conformer 
emits (Figure  4a), a dominant very fast component with life-
time less than 1.15 ns is found, contribution 86% (at 0.01 wt.%) 
and 99% (at 1 wt.%) (Figure 4b; Figure S20a, Supporting Infor-
mation). This lifetime is assigned to the singlet lifetime of the 
QA conformer quenched by energy transfer to molecules in 
the QE conformation. This lifetime decreases with increasing 
concentration, as expected from a FRET related process. 

The unquenched PF lifetime of (isolated) QA conformers is 
7.1  ±  0.2  ns with a population that decreases with increasing 
concentration. A third component appears from 0.1  wt.% 
loading, having the same lifetime as the QE PF component 
(Figure S20a, Supporting Information). The latter indicates that 
even though the emission of the QE state at 395 nm should be 
minimal, as the FRET efficiency increases less unquenched QA 
emission occurs and QE emission can be observed.

Collecting at 550 nm, (375 nm excitation wavelength) mainly 
the QE conformer emission is monitored (Figure 4c). The life-
time behavior appears to be similar with increasing concen-
tration, with only a minor increase from 13  ns (0.01  wt.%) to 
16.9 ns (1 wt.%) as the concentration increases due to possible 
stronger contribution from intermolecular (dimer/excimer) 
states (Figure S20b, Supporting Information). Upon excitation 
at 405 nm, where the QE conformer mainly absorbs, the results 
appear to be similar with 375 nm excitation (Figure 4d).

A larger concentration series in zeonex, from 0.01 wt.% up to 
25 wt.% DMAC-TRZ loading, was studied using time-resolved 
PL spectra, to highlight the effect of the QA conformer con-
tribution (Figure S21, Supporting Information). At 0.01 and 
1 wt.% concentration the QA contribution is dominant at early 
times. With increasing concentration, the intermolecular sepa-
ration decreases and the FRET efficiency increases resulting 
in a better energy transfer from the QA to the QE conformer. 
Because of the latter, at 25  wt.% loading no QA contribution 
is observed. Increasing the emitter concentration also has an 
impact on the QE emission spectrum which appears to red-
shift (Figure S21, Supporting Information). The emission 

Adv. Funct. Mater. 2023, 33, 2300910

Figure 4. Photophysics of DMAC-TRZ in zeonex host, at different concentrations and room temperature. a) Steady state photoluminescence. b–d) time-
resolved photoluminescence at different excitation and collection wavelengths.
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spectrum of this band though appears to be the same in 5, 10, 
and 25 wt.%. The latter indicates that the ∆EST decreases with 
increasing concentration, up to a specific value (5 wt.%), due to 
the change of the environment’s dielectric, and then remains 
stable.[23] The small decrease in ∆EST appears to have a dispro-
portionate effect on the increase in DF contribution, especially 
for concentrations above 1 wt.% (Figure S22, Supporting Infor-
mation). This implies that other phenomena might have an 
impact on the DF contribution.

Any potential DF contribution from the QA conformer is 
not observed because the DF TR-PL spectra, at all concentra-
tions, have the QE conformer profile. This is because FRET 
is orders of magnitude faster than ISC causing most excited 
states to be transferred to the QE 1CT state even at very low 
concentrations. Instead, aggregate emission has already been 
observed in DMAC-TRZ guest-host systems, especially for con-
centrations above 10 wt.%.[23] From the neat film PLQY, is clear 
that the aggregated state (dimer/excimer) efficiency is high 
with a value of 75%, compared to nearly 100% at 10 wt.% doped 
film in mCBPCN host.[23] Also, the through space analogue of 
DMAC-TRZ, TpAT-tFFO,[39] that has among the best TADF per-
formance, is basically an exciplex of controlled D-A distance. 
Thus, we believe that the enhanced DF contribution comes 
from a faster intermolecular krISC and not a change of the 
environment’s dielectric (because of the increasing concentra-
tion of the dopant), at least not at concentrations above 5 wt.%. 
Nevertheless, despite the improved krISC, the aggregated emis-
sion state has lower PLQY than DMAC-TRZ monomer due to 
enhanced non-radiative pathways.

We have previously reported the DMAC-TRZ triplet value to 
be at 2.75  eV (450  nm).[23] The triplet value of the individual 
donor and acceptor units have also been reported to have much 
higher values (TD,A > 3 eV).[35] In addition, TpAT-tFFO which is 
incapable of having a QA conformer, has been reported to have 
a 3CT character lowest triplet state,[40] and its value depends 
on the distance between the D-A units. This experimentally 
has been difficult to prove and the lowest lying triplet energy 
was calculated to be above 3 eV.[39] All the above imply that the 
‘low’ triplet value observed in DMAC-TRZ could either be due 
to the state being of 3CT or of mixed 3(CT/LE) character. As a 
mixed 3(CT/LE) state is easier to observe, because the oscillator 
strength increases dramatically, we believe this is what we are 
observing in DMAC-TRZ and this then explains the structured 
phosphorescence emission observed in DMAC-TRZ, in specific 
environments (Figure S23, Supporting Information).

In our previous work[23] we showed that the triplet energy 
of DMAC-TRZ is temperature dependent. At 20 K, the phos-
phorescence spectrum is blue shifted compared to that at 80 K, 
observed in all hosts and neat film, except zeonex where the 
phosphorescence spectrum is identical at both temperatures 
(Figure S23, Supporting Information). At 80 K in mCPCN and 
mCBPCN, where the triplet value of the host is only slightly 
higher than the triplet value of the DMAC-TRZ, a Gaussian 
shape emission spectrum appears with a wavelength onset 
of 460 ±  1 nm in both cases, which is redshifted compared to 
the DMAC-TRZ:zeonex film at the same temperature. Ener-
getically it is at the same position as the low temperature DF 
(coming from the QE CT state), which appears to contribute 
in the delayed regime, even at low temperatures (as low as 

80 K), because of the efficient krISC.[23] At 20 K, in both hosts, 
where the DMAC-TRZ TADF contribution is minimal based 
on the time-resolved spectra,[23] the phosphorescence spectrum 
is blue shifted and appears identical to the phosphorescence 
spectrum measured in films of neat hosts (Figure S23b,c, Sup-
porting Information). The host phosphorescence is dominant 
at 20 K, because we excite both the host and the guest, so at 
very low temperatures some host triplet states do not migrate 
to the guest sites at 1 wt.% concentration, and can be observed 
because of their stronger oscillator strength compared to the 
DMAC-TRZ lowest lying triplet. This must then have a strong 
3CT character. Although the host triplet appears to be the lowest 
observable triplet state of the system, this cannot be the case in 
the guest-host systems because DF emission from the QE 1CT 
is observed at room temperature,[23] which means that the up-
converted QE 3CT are not quenched by the triplet of the host. 
. Therefore, the lowest energy triplet of DMAC-TRZ QE con-
former must be below that of these two hosts.

When the hosts lowest lying triplet energy is much higher 
compared to the guest, this effect does not occur. In DPEPO 
host (T1 ∼ 3 eV),[41] the 80K phosphorescence spectrum of 1 wt.% 
DMAC-TRZ appears similar to that observed in mCBPCN 
and mCPCN hosts, another indication that DF is still observ-
able at this temperature. At 20 K, a blue shift of the onset is 
observed towards 445 nm (from 460 nm), similar to the DMAC-
TRZ:zeonex film, and far from the triplet value of DPEPO. In 
the absence of a host (i.e., neat film) a structured emission 
appears at 80 K with an onset of 475  nm, and is assigned to 
aggregated emission. Lowering to 20 K a second band appears, 
with the onset of the high energy band at 2.82  eV (440  nm), 
similar to what was observed in the high triplet energy hosts 
and in frozen solution[35] (Figure S23e, Supporting Informa-
tion). This indicates that the two conformers have distinct 
lowest triplet states. The QE conformer has a strong CT char-
acter triplet state, which must be energetically slightly below 
the 1CT but is difficult to observe in all environments because 
of its low oscillator strength. This explains why in mCPCN and 
mCBPCN we see host phosphorescence but no guest phospho-
rescence. Thus, the triplet value observed at 20 K, in DPEPO 
and zeonex films is attributed to the QA triplet value (not the 
QE triplet), which has a mixed CT/LE character and so is emis-
sive enough to be observed. This is in good agreement with the 
calculations (Figure 2).

Conformational heterogeneity[23] is a parameter that could 
affect this determination, regarding the origin, of the triplet 
state discussed above. One could speculate that a molecule 
with lower dihedral twist angle between the donor and acceptor 
units could be the source of this triplet energy. Our previous 
studies,[22–24] show that conformational heterogeneity is envi-
ronment dependent. Thus, the population of the low twisted 
angle D-A molecules should decrease with increasing dielectric, 
and in high dielectric DPEPO host this population will be negli-
gible, thus its phosphorescence would be difficult, if not impos-
sible, to observe. Further, a QE 3CT with some local character 
should be easier to change with the environment dielectric, 
compared to a 3LE with some CT character (which is the case 
of the QA conformer). Thus, we verify that the lowest triplet 
observed in different environments, which is dielectric inde-
pendent, could only be the triplet of the QA conformer.

Adv. Funct. Mater. 2023, 33, 2300910
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2.4. Devices

Devices were fabricated with a structure of ITO (anode) | NPB 
(HTL, 40 nm) | TSBPA (EBL, 10 nm) | DMAC-TRZ x wt.% in 
different hosts (EML, 30  nm) | TPBi (HBL, 10  nm) | POT2T 
(ETL, 40 nm) | LiF (EIL, 1 nm) and Al (cathode, 100 nm). For 
the emissive layer (EML) a concentration series of 5, 15, and 
25 wt.% DMAC TRZ was used in a number of hosts with dif-
ferent ground state dipole moments (mCP, mCPCN, mCBPCN, 
BCPO, DPEPO, and neat film). The resultant EL spectra in each 
individual host are shown in Figure S24 (Supporting Informa-
tion), and the contribution of the QA conformer appears in spe-
cific environments, similar to previous dual conformer emitter 
studies.[25] The QA electroluminescence (EL) contribution is 
strongest in mCP and decreases in intensity with increasing 
host dielectric, because of better spectral overlap between the 
EL of the QA and the absorption of the QE conformer (which 
redshifts with increasing dielectric constant). In mCPCN, 
the QA contribution appears to be minor and seems to set 
the environment threshold for complete FRET between the 
two conformers. In BCPO and DPEPO no contribution from 
the QA conformer can be observed. Possible host emission is 
excluded because of their different emission spectra, as shown 
in Figure S24f (Supporting Information). Also, if the emission 
was coming from the hosts, it should have been observed in 
mCPCN and BCPO devices too. In all cases, where the QA 
emission is observed, its relative intensity appears to decrease 
with increasing DMAC-TRZ concentration, mainly because of 
increasing quenching by the QE conformers.

To investigate further the QA effect on OLEDs, a new set 
of devices using DMAC-TRZ as a triplet harvesting/singlet 
sensitizer for v-DABNA as a terminal emitter was fabricated 
in mCBPCN host (device structure in Figure  5). Using this 
approach one can investigate the effect of energy transfer to the 
v-DABNA from the two conformers. Figure S25a (Supporting 
Information) shows the absorption and emission overlap 
between v-DABNA and DMAC-TRZ respectively, a critical para-
meter for efficient FRET.[32,42] To our understanding this system 
has the smallest spectral overlap so far reported yet achieves 
very high FRET efficiency, even at 1 wt.% v-DABNA loading.

The electrical response of the DMAC-TRZ only and HF-
OLEDs appears to be similar, while the brightness of the HF-
device is slightly lower (Figure 5b). The performance is compa-
rable in the two cases and the EQE is divided into two regimes; 
below 1  mA  cm−2 where the EQE is higher in the HF-OLED 
(≈30%); and above 1 mA cm−2 where the EQE is higher in the 
TADF only OLED (Figure  5c). Further, v-DABNA OLEDs in 
mCBPCN host were fabricated using the same device structure 
and although they cannot compete with the previously reported 
devices using DOBNA-OAr as a host,[43] they also show the 
common MR-TADF EQE response, with two different regimes 
(Figure S26, Supporting Information); a high performance one 
below 1  mA  cm−2 and one above with low performance. The 
latter implies that at higher current densities the longer-lived 
DF lifetime of the v-DABNA terminal emitter results in excess 
triplet quenching mechanisms.

Focusing on the EL spectra one can observe that although 
there is a clear contribution of the sensitizer ≈500  nm 

Adv. Funct. Mater. 2023, 33, 2300910

Figure 5. OLEDs performance. a) Device architecture, b) JVL curves, and c) EQE versus current density of TADF only and HF OLEDs. d) EL spectra 
and e) CIE coordinates collected at 8 V.
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(Figure  5d), the results are comparable or even better com-
pared to previously published studies using deeper blue sen-
sitizers with similar quantum yield.[44,45] This does not seem 
possible considering the relatively lower FRET efficiency of 
the specific set of DMAC-TRZ/v-DABNA system. Thus, we 
suggest that the presence of the QA conformer acts as an 
extra (sensitizer emission) component that directly pumps 
the terminal emitter through efficient FRET, instead of just 
the QE conformer as seen in TADF only devices. The QA 
conformer PL spectrum has much better overlap with the 
v-DABNA absorption spectrum, compared to the QE absorp-
tion spectrum (Figure S25b,c, Supporting Information). Fur-
ther, another important parameter for a high FRET radius is 
the extinction coefficient of the acceptor, which is orders of 
magnitude higher in v-DABNA. The FRET radius[32] from the 
QA conformer to the QE conformer or the terminal emitter 
(v-DABNA) was calculated to be 2.3 and 4.05 nm respectively. 
As a result, the energy of the initial QA population is expected 
to be mainly transferred to the v-DABNA molecules and not 
the QE configuration. FRET from the QE conformer to the 
terminal emitter is still occurring (Figure S25a, Supporting 
Information), but the efficiency is lower compared to the QA 
to terminal emitter energy transfer. To investigate further the 
energy transfer efficiency of the QE conformer to the terminal 
emitter, especially in the DF regime where triplet harvesting 
is critical for the OLED performance, time-resolved measure-
ments in three different systems are shown in Figure S27a 
(Supporting Information). The HF-system (DMAC-TRZ:v-
DABNA in mCBPCN) shows a small quenching of the late 
PF and early DF lifetime, compared to the DMAC-TRZ film 
but a much stronger quenching of longer DF contribution, 
following the v-DABNA film lifetime. The latter indicates that 
we have two different regimes, one with high and one with 
low FRET efficiency from the QE conformer to the terminal 
emitter. From the contour plot of the HF-system (Figure S27b, 
Supporting Information), one can observe a second spectral 
band increasing in the less efficient energy transfer regime 
(15 < t < 1000 ns). In the PF regime, the early time spectrum 
has an identical shape with the v-DABNA film, confirming 
the high FRET efficiency of the QA conformer to the terminal 
emitter (Figure S27c, Supporting Information). At later times, 
the second band appears and contributes equally to the PL 
spectrum as the terminal emitter. This is the effect of the more 
orthogonal D-A QE conformers, that have longer wavelength 
emission and longer PF lifetime as shown before.[23] In the 
DF regime, the opposite occurs. The longer wavelength QE 
conformer have shorter lifetime and can be seen at early DF 
times, thus can be observed in the HF system (Figure S27d, 
Supporting Information). Over time, only the shorter wave-
length QE conformers decay radiatively and have better 
spectral overlap with the terminal emitter, thus the PL emis-
sion mainly originates from v-DABNA. This implies that the 
FRET efficiency between the QE conformer and the terminal 
emitter is highly inhomogeneous and is entirely dependent 
on the dihedral angle distribution of the QE conformers. At 
late PF and early DF regimes the FRET efficiency will be rela-
tively poor, while at early PF and late DF the efficiency will 
be higher, with a FRET radius of 3.45 nm. This less efficient 
energy transfer process results in a very small contribution of 

the QE emission in the overall EL spectrum, at 1 wt.% concen-
tration of v-DABNA (Figure 5d).

With increasing terminal emitter concentration, an increase 
of FRET efficiency occurs resulting in a smaller contribution of 
the TADF sensitizer as observed in the EL spectrum (Figure 5d) 
and is much closer to the v-DABNA only OLED (Figure S26a, 
Supporting Information). The EL spectra of both HF OLEDs 
(1 and 3  wt.% concentration) are stable with increasing 
voltage/current density (Figure S28, Supporting Information), 
excluding the presence of a current density dependent band 
and/or the contribution from and interfacial exciplex EL emis-
sion. The maximum EQE decreases with increased concentra-
tion, which we assume is, among other effects, due to stronger 
intermolecular interactions and excimer quenching,[32] but is 
still above 20%. The color coordinates shifted from (0.21, 0.47) 
to (0.16, 0.31) and (0.14, 0.27) in DMAC-TRZ only, HF OLED 1 
and 3 wt.% respectively (Figure 5e). To our understanding this 
is the first set of HF OLEDs that convert green EL emission 
to blue.

3. Conclusion

DMAC-TRZ has been studied extensively before, but there are 
many aspects of its photophysics and device performance that 
have not been revealed until now.[18,22,23,31,35,46,47] The presence 
of a second conformer, the QA, has proven to be stronger than 
expected and its contribution to the photophysical performance 
in solid-state, especially at low concentrations, has proven to be 
dominant. At higher concentrations (above 1  wt.%), the FRET 
efficiency to the QE conformer increases greatly and its con-
tribution cannot be easily observed, this could be why it was 
not observed until now. A key parameter for its strong con-
tribution is the presence of a rigid host, that hinders possible 
conformational relaxation to the QE conformation, with the 
presence of excess (excitation) energy. The sensitivity of the two 
conformers to the environment appears to be different, indi-
cating a stronger local character for the QA and a stronger CT 
character for the QE conformer, verified by quantum chemical 
calculations. The DF appears to originate purely from the QE 
conformer mainly because of the high ∆EST of the QA pre-
venting the formation of rISC channels from the T1 to S1. Inter-
molecular interactions (dimer/excimer formation) improve the 
rISC rate and show that can be more efficient compared to the 
monomer performance. The triplet value mystery of DMAC-
TRZ (the triplet is lower in energy than either the D or A units) 
has been resolved, with experimental proofs showing that the 
actual triplet value observed in DMAC-TRZ systems originates 
from the QA conformer and not the QE. OLEDs of DMAC-TRZ 
show the contribution of the QA conformer to the EL spectrum 
of the device, only in specific environments and low concen-
trations. To explore the energy transfer process of the two con-
formers, HF-devices using v-DABNA as the terminal emitter 
show high relative FRET efficiency compared to similar sys-
tems,[44,45] indicating that the QA conformer transfers its energy 
directly to the terminal emitter instead of the QE conformer. 
The efficient energy transfer resulted to the fabrication of the 
first OLEDs that convert green EL emission into blue using the 
HF approach.
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General information: 

Computational Details. 

The molecular equilibrium geometries were optimised with Gaussian16[1] employing the LC-
*-HPBE[2] density functional. The range separation parameter was set to =0.195 a0

-1 for the 
QE conformer, as determined by Dhali et al.[3] in an optimal tuning procedure. For the QA 
conformer a slightly smaller value of =0.175 a0

-1 was found to be optimal. For all atoms, the 
split-valence def2-SV(P) basis set was utilised.[4] A methyl cyclohexane environment was 
mimicked with a polarisable continuum model [PCM] as implemented in Gaussian16. 
Electronic spectra were computed with the combined density functional theory and 
multireference configuration interaction DFT/MRCI method[5] in the short parameterisation 
form suggested by Lyskov et al.[6] To this end, the PCM point charges were exported and 
transferred to the Turbomole program package[7] which was used to generate molecular orbitals 
and three-index two-electron integrals required by the DFT/MRCI program. Energies and 
wavefunctions of 20 excited singlet and 20 triplet states were solved for in the DFT/MRCI step. 
Franck–Condon and Herzberg–Teller spectra were computed with a modified version of the 
VIBES program.[8] 

Photophysical measurements. 

Steady-state absorption and emission spectra were measured using a double beam Shimadzu 
UV-3600 UV/VIS/NIR spectrophotometer and a Horiba Jobin Yvon Fluorolog-3 
spectrofluorometer, respectively. Solution-state samples were dissolved at 20 μM 
concentration. Solid-state samples were prepared from toluene solutions of host and guest 
molecules at specific mass ratios, and dried in vacuum following drop-casting upon sapphire 
or quartz substrates. Fresh samples were used for all steady state measurements to minimize 
the possibility of emitter degradation. Time-resolved measurements were performed using a 
spectrograph (Horiba Triax) and a Stanford Computer Optics 4Picos ICCD camera, where 
samples were excited with a Nd:YAG laser (EKSPLA, 10 Hz, 355 nm) under vacuum. 

Device Fabrication. 

OLEDs were fabricated on patterned indium tin oxide (ITO)-coated glass (VisionTek Systems) 
with a sheet resistance of 15 Ω/sq. After sonicating in acetone and isopropanol, oxygen-plasma 
cleaned substrates were loaded into a Kurt J. Lesker Super Spectros deposition chamber, and 
both the small molecule and cathode layers were thermally evaporated at pressure below 10–7 
mbar. The materials used for the production of the TADF-only devices were N,N-
bis(naphthalene-1-yl)-N,-bis(phenyl)benzidine (NPB) as the transport layer (HTL), 4,4'-
(Diphenylsilanediyl)bis(N,N-diphenylaniline) (TSBPA) as the electron blocking layer (EBL), 
the emissive layer (EML) had DMAC-TRZ as terminal emitter at 5, 10 and 25 wt% 
concentration in different hosts (mCP, mCPCN, mCBPCN, BCPO, DPEPO and neat film), 
2,2',2''-(1,3,5-Benzinetriyl)-tris(1-phenyl-1-H-benzimidazole) (TPBi) as the hole blocking 
layer (HBL), 2,4,6-tris[3-(diphenylphosphinyl)phenyl]-1,3,5-triazine (PO-T2T) as the electron 
transport layer, lithium fluoride (LiF) as electron injection layer and aluminum (Al) as cathode. 
The materials used for the hyperfluorescence OLEDs were N,N-bis(naphthalene-1-yl)-N,-
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bis(phenyl)benzidine (NPB) as HTL, 3,3′-Di(9H-carbazol-9-yl)-1,1′-biphenyl (mCBP) as 
EBL, the EML had 3,3′-di(carbazol-9-yl)-5-cyano-1,1′-biphenyl (mCBPCN) as host, DMAC-
TRZ as the sensitizer and v-DABNA as the terminal emitter,  2,4,6-tris(biphenyl-3-yl)-1,3,5-
triazine (T2T) as the hole blocking layer (HBL), T2T and 8-hydroxyquinolinolato-lithium (Liq) 
as the electron transport/injection layer (ETL/EIL), and aluminium (Al) cathode. NPB, mCP, 
mCBP, TSBPA, PO-T2T and T2T were purchased from SigmaAldrich, TSBPA and mCBPCN 
from Ossila and sublimed before use. Sublimed DMAC-TRZ was purchased from Lumtec. v-
DABNA was synthesized and purified by Prof. Hatakeyama group. 

Device Characterization 

Freshly evaporated devices were transferred into a calibrated 6-inch integrating sphere 
(Labsphere) in a glovebox, and their electrical properties were measured using a source meter 
(Keithley 2400). Emission spectra were simultaneously measured using both a calibrated fiber 
coupled spectrometer (Ocean optics USB4000) and a photodiode, for low luminance. All 
devices were evaluated at 293 K and under N2 atmosphere. 

 

 

 

 

 

Figure S1. Deconvoluted excitation spectra of 20 μM concentration of DMAC-TRZ in (a) 
MCH, (b) PhMe, (c) DCM and (d) CH3CN solvent, at room temperature. Red Ab1 band and 
green Ab2 band, 
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Figure S2. (a) Excitation and (b) PL spectra (of Em1) of 20 μM DMAC-TRZ in MCH, using 
different collection and excitation wavelengths respectively, at room temperature. Sharp 
peaks in the spectra are Raman peaks of the solvent. 

 

 

Figure S3. (a)Ab1 excitation and (b) Em1 PL spectra of 20 μM DMAC-TRZ in different 
solvents, using different collection and excitation wavelengths respectively, at room 
temperature. Sharp peaks in the spectra are Raman peaks of the solvent. 

 

 

Figure S4. (a) Excitation and (b) PL spectra of 1 wt% DMAC-TRZ in zeonex host, at room 
temperature, using different collection and excitation wavelengths, respectively. (c) zoom in 
high energy band. 
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Figure S5. Excitation (a) Normalized, (b)Emission intensity normalized and (c)PL spectrum 
using different collection and excitation wavelengths respectively, of 1 wt% DMAC-TRZ in 
Zeonex, at 80 K. (d)excitation and (e) PL spectra of the two conformers of 1 wt% DMAC-
TRZ in Zeonex, at 80K 

 

 

 

 

Figure S6. (a) Excitation and (b) PL spectra of 1 wt% DMAC-TRZ in polystyrene host, at 
room temperature, using different collection and excitation wavelengths, respectively. (c) 
zoom in high energy band. 
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Figure S7. (a) Excitation and (b) PL spectra of 1 wt% DMAC-TRZ in PMMA host, at room 
temperature, using different collection and excitation wavelengths, respectively. (c) zoom in 
high energy band. 

 

 

 

Figure S8. (a), (c) Excitation and (b), (d) PL spectra of 1 wt% DMAC-TRZ in different hosts, 
at room temperature.  Collecting at (a) 500-550 nm, (c) 410 nm and exciting at (b) 300 nm 
and (d) 340 nm.  
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Figure S9.  PL spectra of 1 wt% DMAC-TRZ in different small molecule hosts, at room 
temperature. Excitation wavelength 360 nm. 

 

Figure S10. The peak hights of the calculated Herzberg–Teller (QE) and Franck–Condon (QA) 
absorption spectra are normalized to unity and compared to the experimental excitation 
spectrum at room temperature in methylcyclohexane solution. The inset shows the computed 
Franck–Condon absorption spectrum of a QE conformer with nearly orthogonal orientation of 
the DMAC and TRZ molecular planes. 
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Figure S11. Solid-state photophysics of 0.01 wt% DMAC-TRZ films. Photoluminescence 
spectra in different polymer hosts exciting at (a) 360 nm (380nm for PMMA film) and (b) 400 
nm, at room temperature. 

 

 

Figure S12. PL spectra of 0.01 and 1 wt% DMAC-TRZ in (a) Zeonex, (b) Polystyrene and (c) 
PMMA host, at room temperature. Excitation wavelength 360 nm (380 nm for PMMA film). 

 

 

Figure S13. Steady state measurement of 0.01 wt% DMAC-TRZ in zeonex. (a) PL and (b) 
excitation spectra at different temperatures and excitation/collection wavelength respectively. 
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Figure S14. Jacobian conversion of 0.01 wt% DMAC-TRZ in zeonex, at 80 K. Excitation 
wavelength (a) 360 nm and (b) 480 nm. 

 

 

 

Figure S15. PL spectra of 0.01 wt% DMAC-TRZ in different hosts and different excitation 
wavelengths. At (a) RT, (b) 160 K and (c) 80 K.  
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Figure S16. Excitation spectra of 0.01 wt% DMAC-TRZ in different hosts and different 
excitation wavelengths. At (a) RT, (b) 160 K and (c) 80 K.  

 

 

 

Figure S17. Time-resolved spectra of 0.01 wt% DMAC-TRZ in zeonex, in different 
temperatures. (a) Normalized (0,1) spectra and (b) area normalized spectra. Excitation 
wavelength 355 nm. 
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Figure S18. Time-resolved spectra of 0.01 wt% DMAC-TRZ in (a) polystyrene and (b) 
PMMA, at room temperature and 80 K. Top figures Normalized (0,1) spectra and bottom 
figures area normalized spectra. Excitation wavelength 355 nm. 

 

 

 

 

Figure S19. Steady state excitation (left) and PL (right) spectra of (a) PMMA and (b) 
Polystyrene, at room temperature.  
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Figure S20. Time-resolved PL decays of different concentrations of DMAC-TRZ in zeonex 
host, at room temperature. Excitation wavelength 375 and 405 nm. Collection wavelength 
395 and 550 nm. 

 

 

Figure S21. Time-resolved PL spectra of DMAC-TRZ in zeonex host at (a) 0.01 wt%, (b) 1 
wt%, (c) 5 wt%, (d) 10 wt% and (e) 25 wt% concentration, at room temperature. Excitation 
wavelength 355 nm. 

 

LXXXVIII



S14 
 

 

Figure S22. Time-resolved PL decays of different concentrations of DMAC-TRZ in zeonex 
host, at room temperature. Excitation wavelength 355 nm. 

 

 

Figure S23. Solid-state photophysics of 1 wt% DMAC-TRZ films. Phosphorescence spectra in 
different hosts, at 80 and 20 K. Excitation wavelength 355 nm. Delay time 85 ms. 
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Figure S24. Electroluminescence spectra of DMAC-TRZ OLEDs in different concentrations 
and different hosts. (f) PL spectra of the three hosts. 
 

 

Figure S25. (a) Absorption-PL overlap between v-DABNA and DMAC-TRZ respectively in 
wavenumbers.  (b), (c) Absorption-PL overlap between v-DABNA and DMAC-TRZ two 
conformers. 
 

 

Figure S26. MR-TADF OLED. (a) Electroluminescence spectrum at 8 V, and (b) EQE vs 
current density of v-DABNA in mCBPCN OLEDs 
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Figure S27. Time-resolved PL (a) decays of DMAC-TRZ, v-DABNA and DMAC-TRZ:v-
DABNA in mCBPCN host, at room temperature. (b) Contour plot and time resolved spectra 
of (c) prompt and (d) delayed fluorescence emission of DMAC:TRZ:v-DABNA in mCBPCN 
host, at room temperature.. Excitation wavelength 355 nm. 

 

 

 

Figure S28. Voltage stability of electroluminescence spectrum of the HF-OLEDs at (a) 1 wt% 
and (b) 3 wt% concentration of v-DABNA.  
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Abstract
Recent experimental studies of a spiro-linked anthracenone (A)–naphthalene (N) compound (AN) in butyronitrile (BuCN)

solution (Dobkowski et al., J. Phys. Chem. A 2019, 123, 6978) proposed an excited-state energy dissipation pathway [1ππ∗(N) +
1ππ∗(A)]�1nπ∗(A)�3nπ∗(A)�3ππ∗(N). However, a detailed theoretical study employing combined density functional theory and
multireference configuration interaction methods, performed in the present work, suggests that the photoexcitation decay
follows a different pathway. In BuCN solution, the intersystem crossing (ISC) follows the well-established El-Sayed rule and
involves the 3ππ∗(A) state which is found to be the lowest excited triplet state localized on the anthracenone moiety. Because
the Dexter triplet excitation energy transfer (TEET) to the first excited triplet state of the naphthalene subunit is forbidden
in C2v symmetry, it is mandatory to go beyond the Condon approximation in modeling this process. Nonadiabatic coupling
matrix elements were computed to obtain a TEET rate different from zero. Our calculations yield time constants of 5 ps for the
1nπ∗(A)�3ππ∗(A) ISC and of 3 ps for the subsequent 3ππ∗(A)�3ππ∗(N) TEET in BuCN whereas the energy dissipation involving
the 3nπ∗(A) state as an intermediate occurs on a much longer time scale.

Key words: multireference methods, intersystem crossing, nonadiabatic coupling, intramolecular triplet energy transfer, sol-
vent effects

1. Introduction
Excitation energy transfer (EET) between a triplet sensi-

tizer and a triplet acceptor is a common chemical process
used to photoinitiate radical reactions1 or triplet–triplet an-
nihilation upconversion.2 To be less dependent on acciden-
tal encounters between the donor and acceptor molecules,
covalently linked photosensitizers undergoing intramolecu-
lar triplet EET (TEET) on the nanosecond or even picosec-
ond time scale have been devised.3–9 The donor fragments of
these compounds typically comprise aromatic ketones with
triplet quantum yields close to unity. Their first-order spin–
orbit coupling (SOC) originates from interactions between
electrons occupying the lone-pair n and the pπ orbitals of the
carbonyl oxygen, in agreement with El-Sayed’s rules.10,11 Ow-
ing to the weaker exchange interaction of the open shells in
nπ∗ states as compared to ππ∗ states, the first excited singlet
(S1) states of aromatic ketones typically exhibit nπ∗ electronic
structure whereas the first excited triplet (T1) state may have
ππ∗ or nπ∗ characteristics, depending on the chemical com-
position of the aromatic ketone and the solvent polarity.11

In any case, aromatic ketones possess small to medium-sized

singlet–triplet energy gaps with close-lying 1nπ∗, 3nπ∗, and
3ππ∗ states. With regard to the conditions promoting effi-
cient intramolecular TEET,5 the combination of an aromatic
ketone, playing the role of the singlet acceptor and triplet
donor, and a conjugated hydrocarbon fragment, acting as a
singlet donor and triplet acceptor, appears ideal. In contrast
to aromatic ketones, oligoacenes exhibit large S1–T1 energy
gaps.12,13 The chances are, therefore, high that the S1←S0
transition of the acene is located energetically above the S1
→S0 transition of the ketone. In this way, quenching of the
excited-state population on the ketone moiety by singlet EET
is prevented. The energetically low-lying triplet acceptor T1

state on the other hand increases the likelihood that the TEET
from the ketone to the oligoacene is irreversible.

In this paper, we report extensive quantum chemical cal-
culations on spiro[9,10-dihydro-9-oxoanthracene-10,2′-5′,6′-
benzindan] (AN) (Chart 1) which is composed of an an-
thracenone (A) and a naphthalene (N) subunit, held rela-
tively rigidly at right angles to each other by a spiran link-
age. When the molecule is excited with 312 nm radiation
in toluene14 or 308 nm radiation in butyronitrile (BuCN)
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Fig. 1. Scan along the dimensionless normal coordinate of the imaginary vibrational mode at the C2v-symmetric ground-state
geometry in vacuum. The energy profile of the DFT (PBE0/def2-TZVP) calculations show a shallow double minimum structure
whereas the DFT/MRCI energy profile has a minimum at the symmetry point.

solution,15 the fluorescence of the N moiety is quenched,
while phosphorescence characteristic of N is observed with
a relatively large quantum yield. Direct excitation of the
S1(A)←S0 transition at 362 nm leads to phosphorescence
from the T1(N) state as well,14 clearly suggesting that AN
undergoes intramolecular triplet(A)–triplet(N) energy trans-
fer. Less clear is the nature of the involved triplet(A) state.
Based on the results of combined experimental and compu-
tational studies of AN in BuCN solution, Dobkowski et al.15

proposed an excited-state energy dissipation path [1ππ∗(N) +
1ππ∗(A)]�1nπ∗(A)�3nπ∗(A)�3ππ∗(N). The first step was asso-
ciated with a time constant of 1.6 ± 0.2 ps. The second and
third steps occur within 35± 3 ps, but τ ISC and τ TEET could not
be temporally resolved. The kinetic scheme suggests that the
1nπ∗(A)�3nπ∗(A) intersystem crossing (ISC) proceeds at a rate
constant of 3× 1010 s−1 ormore which is surprising in view of
El-Sayed’s rules,10,11 which require a change of orbital char-
acter for fast and efficient ISC. A recent quantum chemical
study of the ISC processes in the isolated A molecule16 has
shown that the El-Sayed-forbidden direct S1(1nπ∗)�T1(3nπ∗)
passage is comparatively slow (kHT

ISC = 4 × 109 s−1 including
spin-vibronic interactions in Herzberg–Teller (HT) approxi-
mation) and cannot compete against the much faster El-
Sayed-allowed S1(1nπ∗)�T2(3ππ∗) transition which proceeds
with a rate constant of kHT

ISC = 5 × 1011 s−1. The exact ener-
getic location of the T2(ππ∗) state of the A molecule is not
known experimentally, but it is reasonable to assume that
it is almost isoenergetic to the S1 state in nonpolar solvents
and below S1 in polar environments.17 Earlier experiments
on AN in n-hexane found a longer rise time of the triplet
excited-state absorption (ESA) of 80 ± 20 ps.14 Polar solvents
such as BuCN cause the ππ∗ states of aromatic ketones to
shift bathochromically with respect to apolar environments
whereas the nπ∗ states are shifted hypsochromically. There-
fore the question arises whether the larger time constant in
the older work by Maki et al.14 is just a consequence of the
lower temporal resolution of their apparatus, as supposed by
Dobkowski et al.,15 or whether AN follows different photoex-
citation decay paths in apolar (n-hexane) and polar (BuCN) en-
vironments.

Although no evidence of an El-Sayed-allowed two-step
mechanism 1nπ∗(A)�3ππ∗(A)�3nπ∗(A) was reported for AN,
one may wonder where the 3ππ∗(A) state of AN is located
energetically in relation to the 3nπ∗(A) state and whether it
plays a mediating role in the fast 1nπ∗(A)�3nπ∗(A) ISC pro-
cess. Alternatively, if the 3ππ∗(A) state turns out to be the
lower one of the two triplet (A) states in polar solvents, the
question arises whether the 3nπ∗(A) state is involved at all in
the energy dissipation pathway of AN. Further, it is interest-
ing to know which of the two processes, ISC or TEET, is the
slower one and thus the rate-determining step for the build-
up of the ESA signal of the N moiety. Finally, since Dexter
EET from the 3nπ∗(A) and 3ππ∗(A) states to the first excited
3ππ∗(N) state is symmetry forbidden in first order (vide in-
fra), the question arises why TEET is so efficient in AN and
which vibrational modes promote the TEET between the A
and N moieties. Our present theoretical study strives to an-
swer these questions based on extensive quantum chemical
computations of energy schemes, spectral properties and rate
constants of intramolecular transitions employing combined
density functional theory (DFT) and multireference configu-
ration interaction (MRCI) methods.

2. Computational methods
The Gaussian 16 program package18 was used for all ge-

ometry optimizations and vibrational frequency analyses.
The ground-state equilibrium structure was determined us-
ing Kohn–Sham density functional theory (KS-DFT) in con-
junction with the PBE0 hybrid functional19,20 and the def2-
TZVP basis set.21 Solvent–solute interactions were included
through the polarizable continuum model.22 For the opti-
mization of the excited singlet states, time-dependent DFT
(TDDFT) was used while the Tamm–Dancoff approximation
(TDA) to TDDFT was applied for locating the triplet min-
ima. The normal mode frequencies and coordinates were fur-
ther utilized to generate Franck–Condon (FC) factors and FC-
weighted densities of states (FCWDOS) for determining spec-
tral profiles and rate constants.

Two general routes have been implemented into the VIBES
source code23,24 and were used to compute vibronic spectra.
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The phosphorescence spectra were computed using the Adia-
batic Hessian approachwhereas for the vibrationally resolved
triplet absorption spectra the Vertical Hessian (VH) method
was used. The latter is suitable to describe the vibronic transi-
tions around the FC region without the requirement of effec-
tively computing the final state’s equilibrium geometry.25,26

For the VH method, the gradients and Hessian matrix of the
respective final state are calculated at the optimized geome-
try of the initial state. This information is utilized to extrapo-
late the potential energy surface (PES) from the nonstationary
point. The derivatives are used to generate the frequencies
and normal modes at the extrapolated equilibrium geome-
try of the final state. Modes with an imaginary frequency are
eliminated for both electronic states. The omission is valid
as long as the modes that are expected to affect the spectral
shape the most are still included.26 The reorganization en-
ergy was estimated based on the vertical excitation energies
to determine the offset of the spectrum according to the fol-
lowing equation.27

Ev = Ead + 1
2
KT J�

2
JTK(1)

Here, K is the displacement vector, J the Duschinsky
rotation matrix, and � the diagonal frequency matrix
of the final state. Vertical (Ev) and adiabatic (Ead) excita-
tion energies were calculated employing the R2016 Hamil-
tonian28 of the DFT/MRCI method29,30 and a configura-
tion selection threshold of 1.0 Eh. Herein, Kohn–Sham
BH-LYP31,32 molecular orbitals (MOs) of the closed-shell
ground-state determinant served as one-particle basis set.
To take account of solute–solvent interactions in the KS-
DFT MO optimization, the point charges from the preced-
ing Gaussian 16 calculations were imported into Turbo-
mole.33 The cbas auxiliary basis sets from the Turbomole li-
brary34 were utilized to construct the two-electron integrals
in the resolution-of-the-identity approximation. Fragment-
based analyses of the DFT/MRCI wavefunctions were per-
formed with Theodore.35 Electronic spin–orbit coupling ma-
trix elements and component-averaged phosphorescence life-
times were obtained with the SPOCK program.36,37 ISC and
internal conversion (IC) rate constants were determined for a
temperature of 300 K via a fast Fourier transformation ansatz
employing the VIBES program.24,38 The derivatives with re-
spect to the normal coordinates, required for the HT expan-
sion of the SOC, and the nonadiabatic coupling matrix ele-
ments (NACMEs) of the triplet states, promoting the IC, were
computed at the DFT/MRCI level using finite difference tech-
niques.38,39 Further computational details may be found in
the Supplementary Material (SM).

3. Results and discussion

3.1. Molecular symmetry
Before we present our theoretical results on AN in de-

tail, a short discussion of the molecular symmetry prop-
erties appears appropriate. Using DFT (B3LYP/6-311+G(d,p)),
Dobkowski et al.15 determined a double minimum structure

Chart 1: Chemical structures of anthracenone (A), naphtha-
lene (N) and spiro[9,10-dihydro-9-oxoanthracene-10,2′-5′,6′-
benzindan] (AN).

for AN in the electronic ground state in which the N unit
is tilted by ca. ±15◦ with respect to the mirror plane per-
pendicular to the A molecular plane and including the C=O
bond. We found a similar nuclear arrangement in our DFT
(PBE0/def2-TZVP) calculations (Fig. S1a of the SM). While the
TDDFT-TDA optimization of the lowest locally excited (LE)
triplet state on the N part yielded a C2v symmetrical mini-
mum, symmetry-broken solutions were obtained for the low-
est excited singlet state and two triplet LE states on theA part
of the molecule (see Fig. S2a of the SM for the 3ππ∗ (A) state).
Subsequent DFT/MRCI calculations suggest, however, that the
true minima of these states have C2v-symmetric structures
(Fig. 1, and Fig. S2c).

The tilt of N unit in the electronic ground state has only a
minor effect on the computed Sn←S0 line spectrum (Fig. S3
of the SM). Its comparison with the measured static absorp-
tion spectrum can therefore not be used to probe the true
equilibrium structure of the compound. In contrast to the
electronic line spectra, the vibrational fine-structure of the
phosphorescence emission depends heavily on the choice of
the ground-state potential. While the FC factors of the C2v-
symmetric T1 and S0 potentials represent the intensity dis-
tribution in the experimental phosphorescence spectrum al-
most perfectly, the symmetry-broken solutions produce too
intense vibrational transitions in the low-energy part of the
spectrum (Fig. S4 of the SM), thus nourishing our suspi-
cion that the symmetry-broken solutions are artifacts of the
(TD)DFT treatment. Such artifacts have been encountered ear-
lier in other heteroaromatic compounds whose geometri-
cal structures are well known.40,41 In the following sections,
therefore mainly the properties determined at the C2v sym-
metric geometries will be discussed. For being able to com-
pute meaningful FC spectra and nonradiative rate constants,
the negative eigenvalue of the Hessian has to be corrected. To
this end, the curvature of the PBE0/def2-TZVP energy profile
at larger displacements was used to fit a harmonic frequency.
For more details see the SM (Fig. S1b).

3.2. The Franck–Condon region
Most of the low-lying excited states possess wavefunc-

tion expansions with more than one leading term (Ta-
bles S1 and S2 of the SM). For their further categorization,
a fragmentation-based analysis was performed (Fig. S6 of the
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Fig. 2. Renormalized absorption spectrum of AN in BuCN.
The computed line spectrum was broadened by Gaussians
with 1500 cm−1 FWHM. In orange, a digitized experimental
stationary absorption spectrum15 in BuCN at room tempera-
ture is shown.

SM). The calculated normalized absorption spectrum in BuCN
solution fits well with the experimental room temperature
stationary absorption spectrum (Fig. 2). Both show their first
intense band with a maximum at about 37 000 cm−1 which
originates from a LE ππ∗ on the A moiety and a very intense
peak at about 43 000–44 000 cm−1 which stems from a mul-
ticonfigurational LE state on the N subunit, correlating with
the bright 1Bb state of N in Platt’s nomenclature.42 For the
interpretation of the experimental transient absorption (TA)
spectra, whichwas recordedwith an excitationwavelength of
308 nm (32500 cm−1) by Dobkowski et al.,15 the high-energy
part of the static absorption spectrum is of no relevance, how-
ever.

The S1 state has a vertical excitation energy of about 29 900
cm−1 in BuCN solution and corresponds to an optically dark
nπ∗ LE on the A part of the molecule. Even the next two sin-
glet transitions at ca. 32 700 and 32 800 cm−1, respectively,
are barely visible in the computed spectrum (Fig. 2). S2 is a
state of mixed charge-transfer N→A and LE(A) character, S3 a
multiconfigurational LE state correlating with the very weak
1Lb transition of N. The shoulder around 34 000 cm−1 is as-
signed to the lowest 1ππ∗ excitation on A and the shoulder
around 35 000 cm−1 to the 1La transition of N.

The T1 state, located about 6000 cm−1 below S1, is a LE
3ππ∗ (N) state. Like in the isolated N molecule,43 it is not the
counterpart of the lowest lying 1ππ∗ state but shares the elec-
tronic structure with the 1La state. The next two triplet states
are both local excitations on the A moiety. In the isolated
molecule, which may serve as a proxy for the photophysical
properties ofAN in an apolar solvent such as n-hexane, the T2

state is the triplet counterpart of the S1 state with nπ∗ exci-
tation character, while a triplet state stemming from a local
ππ∗ excitation on the A part forms the T3 state. A BuCN envi-
ronment reverses the order of these two triplet states in com-
parison to vacuum conditions. As we will see below, the close
energetic proximity of the 3ππ∗ (A) and 3nπ∗ (A) states has a
large impact on the ISC and TEET kinetics of AN in different
media.

Fig. 3. Difference densities of the excited states at their re-
spective minimum geometries in BuCN. Red areas lose elec-
tron density in comparison to the ground state, whereas yel-
low areas gain electron density.

Table 1. ZPVE-corrected DFT/MRCI adiabatic energies of the
low-lying excited states of AN in vacuum and BuCN.

State Vacuum (cm−1) BuCN (cm−1)

1nπ∗ (A) 25 295 26 496
3nπ∗ (A) 23 320 25 267
3ππ∗ (A) 24 587 24 137
3ππ∗ (N) 19 972 19 903

3.3. Excited-state properties
Difference densities of the excited states at their respec-

tive C2v-symmetric minimum geometries (Fig. 3) reveal that
the S1, T1, T2, and T3 states have LE character. Their adiabatic
excitation energies in vacuum and BuCN, corrected for zero-
point vibrational energies (ZPVEs), are listed in Table 1. While
PES crossings between the 1nπ∗ (A) state and the 3ππ∗ (A) and
3ππ∗ (N) states can be made out in vacuum (Fig. 4a), the 1nπ∗

(A) state is located energetically above the three triplet states
at all considered geometries in BuCN (Fig. 4b). In contrast, sev-
eral intersections between the triplet potentials are observed
in the latter medium. Here, the 3ππ∗ (N) state clearly is the
lowest among the triplet states in the FC region and at the
optimized 3ππ∗ (N) geometry, but it is located very close to
the 3nπ∗ (A) state at the 1nπ∗ (A) and 3nπ∗ (A) minimum ge-
ometries and even crosses the 3ππ∗ (A) potential on the path
connecting the 3nπ∗ (A) and 3ππ∗ (A) minima (Fig. 4b). As will
be seen below, the close energetic proximity of the T1, T2, and
T3 states at the 3nπ∗ (A) and 3ππ∗ (A) minimum structures fa-
cilitates the TEET.

3.4. Photoexcitation decay pathways
While the spectral position of the 3ππ∗ (N) state is nearly

unaffected by a solvent environment, solvent–solute interac-
tions stabilize the 3ππ∗ (A) state whereas they destabilize the
3nπ∗ (A) state with the effect that the adiabatic order of the
two triplet LE(A) states is reversed. Therefore, it may well be
that the relaxation of AN after photoexcitation in n-hexane
and BuCN follows different pathways.

According to Dobkowski et al.,15 the ISC in AN proceeds
along the 1nπ∗ (A)�3nπ∗ (A) pathway with a time constant
τ ISC smaller than 35 ps in BuCN. Maki et al.14 found a longer
rise time of about 80 ± 20 ps for the Tn ←T1 absorption in
n-hexane. Our calculations yield a high rate constant of 7.8 ×
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Fig. 4.DFT/MRCI energies of the low-lying excited states ofAN at the optimized triplet geometries relative to the C2v-symmetric
electronic ground state minimum in (a) vacuum and (b) BuCN.

1011 s−1 (τ ≈ 1 ps) for the El-Sayed-allowed 1nπ∗ (A)�3ππ∗ (A)
process in the isolated AN. In BuCN solution, this rate con-
stant decreases to 2.2 × 1011 s−1, but with a time constant
of about τ ISC ≈ 5 ps the 1nπ∗ (A)�3ππ∗ (A) ISC may still be
considered ultrafast. Because the 1nπ∗ (A)�3nπ∗ (A) transi-
tion is El-Sayed forbidden, its ISC rate constant is very small
in Condon approximation. Spin-vibrational interactions in-
crease the ISC rate constant to 1.6 × 1010 s−1 (τ ≈ 62 ps).
Applying BuCN solvent shifts to the potentials, the 1nπ∗

(A)�3nπ∗ (A) ISC rate constant changes to 2.5 × 1010 s−1

(τ ≈ 41 ps). Hence, both deexcitation pathways allow an effi-
cient local singlet–triplet ISC on the Amoiety on a time scale
which fits the kinetic scheme proposed by the experimental-
ists.

An unambiguous assignment of the intermediate triplet
state is possible, however, when the calculated ESA spectra
are compared with the TA spectrum recorded for a short de-
lay time of 0.5 ps in BuCN (Fig. 5a). The band with the high-
est intensity in this TA spectrum has a maximum around
29 500 cm−1. In addition, a weaker band with several max-
ima in the 22 000–25 000 cm−1 regime can be made out. Both
features are nearly perfectly matched by the calculated ESA
spectrum of the 3ππ∗ (A) state. An additional low-energy peak
around 19 500 cm−1 is also visible in the unrestricted DFT
ESA spectrum presented by Dobkowski et al.,15 but has not
been observed in the TA experiment for unknown reasons.
For comparison, we computed the ESA spectra of the 3nπ∗

(A) and 1nπ∗ (A) states at the DFT/MRCI level of theory as well.
Both possess spectral profiles which differmarkedly from the
measured TA spectrum (Fig. 5a). At variance with Dobkowski
et al.,15 we therefore conclude that the intermediate state
populated predominantly after 0.5 ps in the experiment in
BuCN solution is the 3ππ∗ (A) state and not the 3nπ∗ (A) state.

This conclusion is corroborated by our calculated TEET rate
constants. In weakly coupled systems, the rate constant of
an EET between a donor and an acceptor molecule is conve-
niently evaluated according to a Fermi golden rule expres-
sion.44

kEET = 2π

�
|V (el−el )

DA |2 FCWDOS(2)

The FCWDOS contains all information about the population
of the donor vibrational states at a given temperature and
their overlaps with the acceptor vibrational states at the en-
ergy of the initial donor state. The electronic coupling matrix
element V (el−el )

DA is composed of a Coulomb part J(el−el )
DA which

gives rise to Förster resonance energy transfer (FRET)45 in case
of a dipole-allowed transition and an exchange part K (el−el )

DA
which is the origin of Dexter energy transfer.46 Due to spin
selection rules, only the latter contributes to TEET.

The monomer transition density approach determines
an estimate for V (el−el )

DA from the ground- and excited-state
properties of separate donor and acceptor molecules, i.e.,
the monomers. It was originally devised for computing the
Coulomb coupling between the FRET partners beyond the
ideal dipole approximation.47,48 An extension of this method,
which includes Dexter terms in addition to Förster terms, was
successfully applied to model intramolecular EET as well.49

In the framework of this approach, the exchange part of the
electronic coupling between the donor and acceptor subunits
of the EET systems can be approximated by

K (el−el )
DA = −1

2

∑

i jkl

ρ
(A)
i j (il|k j) ρ (D)

kl(3)

where ρ
(A)
i j denotes an element of the transition density ma-

trix between the ground and the excited states of the acceptor
subunit in the MO basis, ρ

(D)
kl a transition density matrix ele-

ment of the donor subunit, and (il|kj) an electronic repulsion
integral in Mulliken convention

(il|k j) ≡ 〈
i (r1) k (r2) |r−1

12 |l (r1) j (r2)
〉

.(4)

In the particular case of the intramolecular TEET in the AN
molecule, all electronic coupling matrix elements employ-
ing either 3nπ∗ (A) or 3ππ∗ (A) as the initial state and 3ππ∗

(N) as the final state vanish in C2v symmetry. To see this, we
focus on the leading configurations of the respective wave-
function expansion (Tables S3–S10 and Figs. S7–S10 of the
SM). The 3ππ∗ (N) acceptor state results mainly from an ex-
citation involving the highest occupied MO (HOMO) and the
second lowest unoccupied MO (LUMO+1). (For MO plots, see
Fig. S5 of the SM.) These MOs transform according to the a2
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Fig. 5. (a) Short-time and (b) long-time DFT/MRCI triplet and singlet ESA spectra in BuCN in comparison to digitized experimen-
tal TA spectra with time delays of (a) 0.5 ps and (b) 5000 ps read from reference.15 The computed short-time line spectra were
normalized with respect to the intensity of the highest peak of the 3ππ∗(A) ESA spectrum and were broadened by Gaussians
with 1500 cm−1 FWHM. In addition to the Gaussian-broadened line spectrum of the long-time ESA spectrum, a vibrationally
resolved ESA spectrum computed within the Vertical Hessian Franck–Condon scheme is shown.

and b1 irreducible representations (irreps), respectively, and
can be equated with the MOs i and j in eqs. 3 and 4. The 3nπ∗

(A) excitation involves HOMO-6 and LUMO. In this case, the
donor MOs k and l transform according to the b2 and b1 ir-
reps, respectively. The electron repulsion integral (il|kj) can
adopt values different from zero only, if the direct products
of the four MO irreps contain the totally symmetric repre-
sentation a1, but a2⊗b1⊗b2⊗b1 = b1 
= a1. Therefore, the 3nπ∗

(A)�3ππ∗(N) Dexter TEET is forbidden in Condon approxi-
mation. If we start the Dexter TEET from the 3ππ∗ (A) state
instead, HOMO-5 and LUMO are involved, both transforming
according to the b1 irrep. Even in this case, the direct product
representation, a2⊗b1⊗b1⊗b1 = b2, is not totally symmetric
and the integral vanishes. For obtaining a TEET rate different
from zero it is therefore mandatory to go beyond the Condon
approximation.

Lowering the molecular symmetry to the kinked structure,
shown in Fig. S1 of the SM, transfers the acceptor orbitals
to the a′′ (HOMO) and a′ (LUMO+1) irreps of the Cs point
group, respectively. The donor orbitals exhibit a′ (HOMO-6),
a′′ (HOMO-5), and a′′ (LUMO), respectively. Therefore, while
the 3nπ∗ (A)�3ππ∗ (N) TEET becomes symmetry-allowed upon
deflection of the anthracenonemoiety, the 3ππ∗ (A)�3ππ∗ (N)
TEET remains symmetry forbidden.

Instead of expanding the Dexter coupling term in an HT-
like series, we computed NACMEs between the triplet donor
and acceptor states using a finite difference approach re-
cently developed in our group.38 Many, but small NACMEs
associated with b1-symmetric coupling modes are found
which enable the 3nπ∗ (A)�3ππ∗ (N) transition. In the 3ππ∗

(A)�3ππ∗ (N), five prominent derivative couplings involving
b2-symmetric vibrational modes, shown in Fig. S11 of the SM,
promote the TEET.

With room temperature rate constants of approximately
kIC = 1.5 × 109 s−1 in vacuum and of kIC = 1.6 × 109 s−1 in
BuCN, the 3nπ∗ (A)�3ππ∗ (N) transition is much too slow to
explain the experimentally observed rise times of the 3ππ∗

(N) ESA. In contrast to the 3nπ∗ (A)�3ππ∗ (N) TEET, the 3ππ∗

(A)�3ππ∗ (N) TEET experiences a substantial impact of the
solvent environment. The energetic proximity of the three
triplet states at the relaxed 3ππ∗ (A) geometry in BuCN and
the nearby crossing between the 3ππ∗ (A) and 3ππ∗ (N) PESs
promotes their nonadiabatic coupling and accelerates the
TEET between the 3ππ∗ (A) and 3ππ∗ (N) states of AN for
which we obtain a rate constant of kIC = 3.2 × 1011 s−1 in
BuCN compared to kIC = 4.9 × 109 s−1 in vacuum. Note that
the NACMEs and hence the IC rate constants are very sen-
sitive with respect to the energetic splittings of the triplet
states at the 3ππ∗ (A) minimum geometry and thus prone to
uncertainties. The values of computed rate constants might
vary depending on the computational setup, but they are
expected to be in the right ballpark. The consecutive 1nπ∗

(A)�3ππ∗ (A) ISC (time constant of about 5 ps in BuCN) and
3ππ∗ (A)�3ππ∗ (N) TEET (time constant of about 3 ps in
BuCN) processes represent the only 1nπ∗ (A)�3ππ∗ (N) path-
way whose time constant falls within the experimentally de-
termined risetime of the 3ππ∗ (N) ESA of 35 ps.15

For a delay time of 5000 ps after the primary excitation
the lowest triplet state, 3ππ∗ (N), is supposed to be popu-
lated. The experimental TA spectrum exhibits a band with
several maxima and minima between ca. 23 000 and 26 000
cm−1. The DFT/MRCI calculations find only one strong elec-
tronic transition (13B2→43B2) in this wavenumber regime. To
prove that the experimentally observed fine structure of this
band has a vibrational origin, we computed an FC spectrum
of this transition using the VH approach. The good agreement
between this spectrum and the experimental TA spectrum
(Fig. 5b) is obvious and corroborates our assumption that the
peaks do not stem from multiple electronic transitions but
can be explained by vibrational progressions of the intense
T20(N)←T1(N) ESA.

A vibrationally resolved phosphorescence emission spec-
trum of the 3ππ∗ (N) state is displayed in Fig. 6a together
with the experimental spectrum measured at 77 K. Save for
an overall shift by about 1000 cm−1, the spectra match very
well. The vibrational spacing of about 1550 cm−1 is attributed
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Fig. 6. (a) Phosphorescence spectra of AN in BuCN at 77 K.
Blue: computed FC spectra with origin at the DFT/MRCI adi-
abatic energy (solid line) and shifted by 1000 cm−1 (dashed
line). Green: digitized spectrum read from reference.15 (b) To-
tally symmetric vibrational mode in the electronic ground
state causing the visible vibrational progression in the phos-
phorescence spectrum.

Fig. 7. Proposed kinetic scheme of the ISC and TEET processes
following the photoexcitation of AN in BuCN solution and in
vacuum at room temperature.

to the totally symmetric deformation mode of the N subunit
with wavenumber 1556 cm−1 in the electronic ground state
(Fig. 6b).

4. Summary and conclusions
In this paper, we investigated the electronic structures of

the low-lying electronic states of AN and their intramolec-
ular transition probabilities with the objective to clarify in-
consistencies in the excited-state energy dissipation mech-
anism proposed in recent work by Dobkowski et al.15 The
main results of our computational study are summarized
in Fig. 7. We have been able to locate the 3ππ∗ (A) state of
AN. In BuCN solution, it represents the lowest excited triplet
state of the anthracenone moiety, energetically very close
to the 3nπ∗ (A) and 1nπ∗ (A) states. The 3ππ∗ (A) state is
readily populated via ISC from the 1nπ∗ (A) state on the pi-
cosecond time scale. A conical intersection close to the 3ππ∗

(A) minimum enables efficient TEET to the 3ππ∗ (N). This
excited-state energy dissipation pathway is much faster than
the one proposed by Dobkowski et al.15 in BuCN solution,
namely 1nπ∗(A)�3nπ∗(A)�3ππ∗(N), which entails an El-Sayed-

forbidden ISC process. The rate-determining step in the latter
pathway is the TEET which proceeds at the timescale of sev-
eral hundred picoseconds according to our calculations and
therefore does not represent the favored energy dissipation
route. The MRCI methods used in this work allow to com-
pute ESA spectra of all possible intermediate states. Com-
parison with the experimentally determined TA spectra of
Dobkowski et al.15 clearly identify the 3ππ∗ (A) state as the
origin of the TA spectrum at short time delay.

Supporting information
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Technical Details of the Computations

MRCI: 21 singlet, 20 triplet roots; standard parameter set; esel = 1.0 Eh

TTA: 64 triplet roots; short parameter set; esel = 0.8 Eh

HT expansion of ISC: 21 singlet, 20 triplet roots; short parameter set; esel = 0.8 Eh

NACMEs: 10 triplet roots; short parameter set; esel = 0.8 Eh; renorm parameter = 10−8
FC spectra: 16000 grid points, integration interval 3000 fs, damping parameter η = 200 cm−1
ISC and IC rate constants: 65536 grid points, integration interval 3000 fs, damping param-

eter η = 10 cm−1

Handling of Symmetry-Broken Solutions

In order to calculate Franck–Condon spectra, the eigenvalue of the imaginary frequency of

the symmetry-constrained saddle-point has to be corrected. To this end, a (TD)DFT scan

is carried out along the normal mode. The curvature of the outer part (red encircled points

in Figure S1) is used to fit a harmonic frequency to this energy profile, as done in previous

works.1,2 The fit, shown in Figure S1, yields a harmonic frequency of 13 cm−1, which is close

to the absolute value of the imaginary frequencies of –14.58 cm−1. This is also true for the

ground-state geometry in BuCN and the 1nπ∗ A vacuum geometry. As a result, all other

imaginary frequencies for this kind of normal mode were used as absolute values. To test

how strongly the Franck–Condon overlaps depend on the eigenvalue of this low-frequency

mode, a few calculations with different values were performed which yielded almost identical

rate constants and spectra.
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(a) (b)

Figure S1: DFT (PBE0/def2-TZVP) minimum structure of the electronic ground state in
BuCN an scan along the dimensionless normal coordinate of the imaginary vibrational mode
at the C2v-symmetric ground state geometry. Red encircled points are used for the fit of the
harmonic potential (red line).

(a) TDDFT-TDA (PBE0/def2-TZVP) (b) imag. mode (c) DFT/MRCI (def2-TZVP)

Figure S2: Scan along the dimensionless normal coordinate of the imaginary vibrational
mode at the C2v-symmetric 3ππ∗ (A) state geometry. The energy profile of the TDDFT-
TDA (PBE0/def2-TZVP) calculations show a shallow double minimum structure whereas
the DFT/MRCI energy profile has a minimum at the symmetry point.
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Figure S3: Calculated stationary absorption spectra in BuCN. The bars represent the tran-
sitions with their normalized oscillator strength. Blue: C2v symmetric ground state; green:
distorted ground-state geometry; orange: digitized spectrum read from Figure 6 of Ref. 3

Figure S4: Calculated phosphorescence spectra in BuCN at 77K in comparison to experi-
mental spectra. Blue: C2v symmetric ground state; green: distorted ground-state geometry;
orange: digitized spectrum read from Figure 3 of Ref. 3
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Molecular Orbitals

(a) HOMO-6 (b) HOMO-5 (c) HOMO-4 (d) HOMO-3 (e) HOMO-2

(f) HOMO-1 (g) HOMO (h) LUMO (i) LUMO+1 (j) LUMO+2

Figure S5: BH-LYP frontier molecular orbitals at the C2v symmetrical ground state geometry
in BuCN.
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Excited-State Characteristics

Table S1: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical ground state in vacuum.

State ∆E Transition % weight
S1 (1nπ∗ A) 3.58 HOMO-6→LUMO 77.5
S2 4.07 HOMO-1→LUMO+1 46.2

HOMO →LUMO+2 24.2
S3 4.20 HOMO →LUMO 41.6

HOMO-3→LUMO 29.9
T1 (3ππ∗ N) 2.95 HOMO →LUMO+1 83.9
T2 (3nπ∗ A) 3.37 HOMO-6→LUMO 77.7
T3 (3ππ∗ A) 3.52 HOMO-5→LUMO 66.2
T4 3.66 HOMO-4→LUMO 41.7

HOMO-3→LUMO 19.8

Table S2: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical ground state in BuCN.

State ∆E Transition % weight
S1 (1nπ∗ A) 3.71 HOMO-6→LUMO 78.1
S2 4.05 HOMO →LUMO 57.1

HOMO-3→LUMO 21.7
S3 4.06 HOMO-1→LUMO+1 45.1

HOMO →LUMO+2 21.0
T1 (3ππ∗ N) 2.96 HOMO →LUMO+1 84.2
T2 (3nπ∗ A) 3.51 HOMO-6→LUMO 78.5
T3 (3ππ∗ A) 3.51 HOMO-5→LUMO 67.3
T4 3.60 HOMO-4→LUMO 41.5

HOMO-3→LUMO 24.5
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Table S3: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical 1nπ∗ A in BuCN.

State ∆E Transition % weight
S1 (1nπ∗ A) 3.19 HOMO-6→LUMO 79.2
S2 3.78 HOMO →LUMO 66.6

HOMO-3→LUMO 9.7
S3 3.97 HOMO-2→LUMO 72.2
T1 (3ππ∗ N) 2.97 HOMO →LUMO+1 83.9
T2 (3nπ∗ A) 3.03 HOMO-6→LUMO 80.1
T3 (3ππ∗ A) 3.04 HOMO-5→LUMO 76.9
T4 3.36 HOMO-3→LUMO 52.2

HOMO-4→LUMO 20.6

Table S4: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical 1nπ∗ A in vacuum.

State ∆E Transition % weight
S1 (1nπ∗ A) 2.93 HOMO-6→LUMO 78.2
S2 3.96 HOMO →LUMO 51.0

HOMO-5→LUMO 16.7
HOMO-4→LUMO 11.6

S3 4.06 HOMO-2→LUMO 59.9
T1 (3nπ∗ A) 2.77 HOMO-6→LUMO 79.2
T2 (3ππ∗ A) 2.94 HOMO-3→LUMO 77.0
T3 (3ππ∗ N) 2.96 HOMO →LUMO+1 83.6
T4 3.42 HOMO-4→LUMO 56.2

HOMO-5→LUMO 13.0
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Table S5: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical 3nπ∗ A in BuCN.

State ∆E Transition % weight
S1 (1nπ∗ A) 3.20 HOMO-6→LUMO 79.2
S2 3.79 HOMO →LUMO 66.1

HOMO-3→LUMO 12.2
S3 3.98 HOMO-2→LUMO 72.2
T1 (3ππ∗ N) 2.97 HOMO →LUMO+1 83.9
T2 (3nπ∗ A) 3.04 HOMO-6→LUMO 80.0
T3 (3ππ∗ A) 3.07 HOMO-5→LUMO 76.7
T4 3.38 HOMO-3→LUMO 42.4

HOMO-4→LUMO 29.9

Table S6: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical 3nπ∗ A in vacuum.

State ∆E Transition % weight
S1 (1nπ∗ A) 2.92 HOMO-6→LUMO 78.1
S2 3.96 HOMO →LUMO 50.6

HOMO-4→LUMO 15.4
HOMO-5→LUMO 15.3

S3 4.06 HOMO-2→LUMO 56.8
T1 (3nπ∗ A) 2.76 HOMO-6→LUMO 79.1
T2 (3ππ∗ A) 2.94 HOMO-3→LUMO 76.7
T3 (3ππ∗ N) 2.95 HOMO →LUMO+1 83.5
T4 3.43 HOMO-4→LUMO 47.8

HOMO-5→LUMO 21.0
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Table S7: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical 3ππ∗ A in BuCN.

State ∆E Transition % weight
S1 (1nπ∗ A) 3.11 HOMO-6→LUMO 79.3
S2 3.68 HOMO →LUMO 69.1

HOMO-5→LUMO 9.3
S3 3.91 HOMO-3→LUMO 71.5
T1 (3ππ∗ A) 2.91 HOMO-4→LUMO 78.2
T2 (3nπ∗ A) 2.97 HOMO-6→LUMO 80.3
T3 (3ππ∗ N) 2.97 HOMO →LUMO+1 83.9
T4 3.22 HOMO-2→LUMO 71.0

Table S8: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical 3ππ∗ A in Vacuum.

State ∆E Transition % weight
S1 (1nπ∗ A) 2.84 HOMO-6→LUMO 78.2
S2 3.88 HOMO →LUMO 54.3

HOMO-5→LUMO 18.2
S3 4.01 HOMO-4→LUMO 68.2
T1 (3nπ∗ A) 2.69 HOMO-6→LUMO 79.2
T2 (3ππ∗ A) 2.78 HOMO-2→LUMO 77.6
T3 (3ππ∗ N) 2.95 HOMO →LUMO+1 83.4
T4 3.28 HOMO-3→LUMO 68.7

Table S9: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical 3ππ∗ N in BuCN.

State ∆E Transition % weight
S1 (1nπ∗ A) 3.73 HOMO-6→LUMO 77.5
S2 3.76 HOMO →LUMO+1 87.1
S3 3.83 HOMO →LUMO 80.7
T1 (3ππ∗ N) 2.26 HOMO →LUMO+1 87.7
T2 (3ππ∗ A) 3.53 HOMO-5→LUMO 67.0
T3 (3nπ∗ A) 3.53 HOMO-6→LUMO 77.9
T4 3.61 HOMO-4→LUMO 40.2

HOMO-3→LUMO 24.7
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Table S10: DFT/MRCI vertical excitation energies of low lying singlet and triplet states of
the C2v symmetrical 3ππ∗ N in vacuum.

State ∆E Transition % weight
S1 (1nπ∗ A) 3.60 HOMO-6→LUMO 76.9
S2 3.74 HOMO →LUMO+1 86.9
S3 3.82 HOMO-1→LUMO+1 44.2

HOMO →LUMO+3 17.7
HOMO →LUMO+4 13.9

T1 (3ππ∗ N) 2.25 HOMO →LUMO+1 87.5
T2 (3nπ∗ A) 3.39 HOMO-6→LUMO 77.3
T3 (3ππ∗ A) 3.53 HOMO-5→LUMO 65.7
T4 3.64 HOMO-1→LUMO+1 50.7

HOMO →LUMO+3 15.6
HOMO →LUMO+4 12.7

Figure S6: Theodore analysis at the ground state geometry in BuCN for excited states with a
vertical excitation energy below 4.5 eV. Orange: local excitation on the naphthalene, green:
local excitation on the anthracenone, blue: charge-transfer from the anthracenone to the
naphthalene, red: charge-transfer from the naphthalene to the anthracenone, brown: other
contribution such as 2-electron excitations.
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Figure S7: Theodore analysis at the 1nπ∗ geometry in BuCN for excited states with a
vertical excitation energy below 4.5 eV. Orange: local excitation on the naphthalene, green:
local excitation on the anthracenone, blue: charge-transfer from the anthracenone to the
naphthalene, red: charge-transfer from the naphthalene to the anthracenone, brown: other
contribution such as 2-electron excitations.

Figure S8: Theodore analysis at the 3nπ∗ geometry in BuCN for excited states with a
vertical excitation energy below 4.5 eV. Orange: local excitation on the naphthalene, green:
local excitation on the anthracenone, blue: charge-transfer from the anthracenone to the
naphthalene, red: charge-transfer from the naphthalene to the anthracenone, brown: other
contribution such as 2-electron excitations.
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Figure S9: Theodore analysis at the 3ππ∗ (A) geometry in BuCN for excited states with a
vertical excitation energy below 4.5 eV. Orange: local excitation on the naphthalene, green:
local excitation on the anthracenone, blue: charge-transfer from the anthracenone to the
naphthalene, red: charge-transfer from the naphthalene to the anthracenone, brown: other
contribution such as 2-electron excitations.

Figure S10: Theodore analysis at the 3ππ∗ (N) geometry in BuCN for excited states with a
vertical excitation energy below 4.5 eV. Orange: local excitation on the naphthalene, green:
local excitation on the anthracenone, blue: charge-transfer from the anthracenone to the
naphthalene, red: charge-transfer from the naphthalene to the anthracenone, brown: other
contribution such as 2-electron excitations.
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Vibrational Coupling Modes

(a) mode 19 (b) mode 29 (c) mode 39 (d) mode 55 (e) mode 91

Figure S11: B2 symmetric coupling vibrational modes promoting the TEET between the
3ππ∗ (A) and 3ππ∗ (N) of AN in BuCN.
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Introduction 

Thermally activated delayed fluorescence (TADF) has become an important design 

principle of metal free dyes and their applications range from non-doped organic light-emitting 

diodes (OLEDs),1-3 over biomedicine4 to photocatalysis.5 In particular, increasing the energy 

efficiency of emitters in OLEDs takes enormous effort and has become the major 

interdisciplinary challenge for devising novel emissive molecules by synthesis, photophysics 

and theory.6, 7 One decisive key factor for enabling high internal quantum efficiency of TADF 

emitters is the singlet-triplet energy difference (ΔEST).8 Small ΔEST values allow for efficient 

reverse intersystem crossing (rISC) that leads to the depopulation of non-emissive triplet states 

T1 into emissive singlet states S1. Realization of small singlet-triplet energy gaps by molecular 

motifs could be for example achieved in conjugated donor-acceptor systems with steric 

distortion.9 This steric distortion leads to the hole (donor) and electron (acceptor) of a 

conjugated donor-acceptor system and is achieved by conformational fixation, for instance in 

spiro systems or by bis-ortho disubstitution. 

However, at complete orthogonalization of the donor and acceptor units, the emission 

transition dipole moment might reduce to zero, which causes a dramatic loss of emission 

quantum yield. Therefore, fine-tuning of ΔEST by conformational constraint of the angle 

between donor and acceptor parts warranting a small energy gap with a concomitant sufficiently 

large fluorescence rate constant appears to be an option for modulating singlet-triplet 

transitions.10 Besides this approach based upon conformational design, the presence of oxygen 

as a quencher of both singlet and triplet state might also affect the TADF characteristics of 

donor-acceptor dyes. Herein, we report the investigation of conformational effects on the 

photophysics as well as on TADF properties of a TADF system that we chose as a meaningful 

model.11, 12 Introducing substituents with different steric demand on the phenylene bridge of the 

reference system causes a conformational constraint in the ground state and this effect on the 

TADF properties is scrutinized by experimental and computational approaches. Photophysical 

measurements also consider the effects of oxygen quenching on the prompt and delayed 

fluorescence lifetimes.  
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Results and Discussion 

Synthesis 

Five donor-acceptor systems including the primordial system that already has been 

shown to possess TADF properties11, 12 are accessible by a concise two-step sequence. Starting 

from para-bromo anilines 1 and aryl iodides 2, the brominated triphenylamine donor substrates 

3 are synthesized by Ullmann coupling in the presence of catalytic amounts of copper iodide 

and 1,10-phenanthroline and potassium tert-butoxide as a base in 31–86% yield (Scheme 1).13 

The donor substrates 3 subsequently react in a bromine-lithium exchange-borylation-Suzuki 

(BLEBS) sequence14 with 2-iodoterephthalonitrile (4) as an acceptor component to give after 

workup and purification by flash chromatography on silica gel the target compounds 5 in 

14-99% yield.12 While this one-pot sequence proceeds smoothly with Pd(PPh3)4 for 

monosubstituted phenyl bridges, the sterically demanding donor substrate 3d with ortho,ortho’-

disubstitution requires the catalyst system Pd2(dba)3/2-biphenyl)dicyclohexylphosphane 

(CyJohnPhos) and K3PO4 as a base in the Suzuki step to give the desired product 5d in low 

yield. The molecular structures of the title compounds 5 were unambiguously assigned by 

comprehensive 1H and 13C NMR spectroscopy and the molecular composition was determined 

by combustion analysis and/or mass spectrometry (see SI Chapter 1, Figures S1-S26).  
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Scheme 1. Synthesis of donor-acceptor systems 5 with torsionally constrained phenylene-
bridge via Ullmann arylation and one-pot bromine-lithium-exchange-borylation-Suzuki 
coupling (BLEBS) sequence [aPd2(dba)3/2-biphenyl)dicyclohexylphosphane (CyJohnPhos) 
and K3PO4 are employed in the Suzuki step]. 

Geometric properties: Theory and experiment 

Placing ortho-substituents on the phenylene bridge adjacent to the terephthalonitrile 

acceptor causes significant torsion of the donor-acceptor axes as seen in the crystal structure as 

well as from theoretical investigations ([a] Molecule A. [b] Molecule B. See Figures S29-S33. [c] The second 

minimum of 5c can only be seen in a two-dimensional scan in which 	𝜃 𝐷 −𝐴 and the isopropyl rotation angle ω 

are varied (see B). 

Figure 1A, B and D). One-dimensional relaxed KS-DFT scans of the ground-state 

potential energy surface along the donor-acceptor dihedral angle 𝜃!"# reveals two separate 

conformers for 5a, 5b and 5e. A second conformer cannot be found for the corresponding 

relaxed scan of 5c. Unlike for the other compounds the rotational degree of freedom for the 

sterically demanding isopropyl group (see ω in [a] Molecule A. [b] Molecule B. See Figures S29-S33. [c] The 
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second minimum of 5c can only be seen in a two-dimensional scan in which !" # $% and the isopropyl rotation 

angle ω are varied (see B). 

Figure 1C) has to be considered. Its steric demand possibly hinders rotation around the 

donor-acceptor ligating sigma bond (Figure S27). The rotational barrier was estimated from 

variable temperature (VT) NMR spectra (Figure S28). From the coalescence temperature (Tc = 

343 K) the rate constant "$! and thereby the Gibbs free enthalpy of activation for rotation of 

the isopropyl group can be calculated to ΔGcǂ = 74 kJ/mol (for details, see SI Chapter 1.1).15 

This value lies within the same order of magnitude for hindered iso-propyl rotations16 as well 

as for hindered ortho,ortho’-biaryl rotations.17 It can also be seen in a computed two-

dimensional scan including the donor-acceptor dihedral angle and the isopropyl rotation 

([a] Molecule A. [b] Molecule B. See Figures S29-S33. [c] The second minimum of 5c can only be seen in a two-

dimensional scan in which !" # $% and the isopropyl rotation angle ω are varied (see B). 

Figure 1B). The rotational barrier starting from the energetically most stable conformer 

(!!"#: 75°, ω: -5°) is computed to be marginally smaller (ca. 50 kJ/mol) than in experiment. 

For 5d the donor-acceptor arrangement is nearly perpendicular, and due to the flat potential 

energy surface only one conformer could be confirmed.  

 
[a] Molecule A. [b] Molecule B. See Figures S29-S33. [c] The second minimum of 5c can only be seen in a two-
dimensional scan in which ""#$ and the isopropyl rotation angle ω are varied (see B). 

Figure 1. A. One-dimensional relaxed KS-DFT scans of the ground-state potential energy 
surface of 5a-5e along the donor-acceptor dihedral angle !!"#. B. Two-dimensional relaxed 
KS-DFT scan of the ground state potential energy surface of 5c along the donor-acceptor 
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dihedral angle 𝜃!"# including the iPr rotation along rotation angle ω. C. General chemical 
structure of the investigated compounds 5a-5e. D. Interplanar dihedral angles 𝜃!"# of the 
structures 5a-5e from the relaxed ground-state KS-DFT scans and the crystal structure analyses 
(for more details, see SI Chapter 2).  
 

The preceding experimental and theoretical investigations show that in solution and at room 

temperature the rotational degrees of freedom around the biaryl σ-bond are restricted and, 

therefore, these systems can be considered conformationally constrained in the electronic 

ground state.  

CXXV



8 
 

Spectroscopy 

We examined two factors influencing the photophysical properties in our study: the 

influence of steric torsion variations within the linker between the donor and acceptor 

(compound series 5a-5d), and the increased donor strength (compound 5e).  

Compound 5a has the smallest torsion angle, which results in the closest spatial 

proximity of its hole and electron densities. Thus, this compound has the highest absorption 

coefficient for its lowest-energy absorption maximum among all five compounds (Figure 2A). 

The theoretical S0-S1 oscillator strengths (f) corroborates this trend (Figure 2B) of an increasing 

charge transfer character for compounds 5a-5d. The theoretically predicted absorption and 

emission spectra are in excellent agreement with the experimental spectra (Figure 2C). From 

5a to 5d, the increasing torsion angle leads to a more significant decoupling of the donor and 

acceptor, and consequently lower absorption coefficients (Figure 2D). The fluorescence 

emission maxima for compounds 5a-5d in toluene are in the range of 490 nm to 500 nm. The 

donor variation in 5e already significantly influences the fluorescence emission spectrum, 

shifting it bathochromically in comparison with its counterpart 5b (dashed purple and red lines, 

respectively, Figure 2A and C).  
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Figure 2. A. and C. Left y-axis: Experimental and theoretical absorption spectra of compounds 
5a-5e in toluene. The line spectra of all compounds were broadened with Gaussians of 4400 
cm-1. Right y-axis: Experimental and theoretical fluorescence emission spectra of compounds 
5b and 5e in toluene (dashed red and purple lines, respectively). The corresponding spectra of 
compounds 5a, 5c and 5d are similar to 5b (see Figures S38 & S39). The range between 750 
and 770 nm in the experimental spectra is excluded due to the presence of second-order 
diffracted excitation light. B. The correlation between the experimental absorption coefficient 
(εexp) and the theoretical oscillator S0-S1 strength f. The first absorption maximum (1st εmax) was 
used for the correlation as it corresponds to the S0-S1 transition. D. The correlation between the 
first experimental absorption maximum (1st εmax) and the theoretical torsion angle of conformer 
1. 

 

Both the absorption and fluorescence experimental spectra were transformed into the transition 

dipole moment representations18 (SI Chapter 3.1, Figure S38) to determine the 0-0 energies 

(ν̃00), the full widths at half maxima of the emission bands (emission FWHM) and the Stokes 

shift (Δν̃s) (  
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Table 1). 
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Table 1. Spectroscopic and photophysical parameters of compounds 5a-5e in toluene. The 
wavelength maxima of the 1st and 2nd bands with the lowest absorption energies (λmax), 
absorption coefficients (ε), and fluorescence emission maxima (λem) refer to the spectra in the 
wavelength domain. 0-0 energies (ν0̃0), full widths at half maxima of the emission bands 
(emission FWHM), and Stokes shift (Δνs̃) were derived from the corrected absorption and 
fluorescence emission spectra (Figure S38).  

Parameters (at 296 K) 5a 5b 5c 5d 5e 
1st λmax [nm] 391 382 381 377 401 

1st εmax [M-1 cm-1] 10309 4586 2289 941 5750 
S0-S1 f, theory [a] 0.237 0.077 0.047 0.002 0.081 

λem [nm] 493 497 492 497 558 
2nd λmax [nm] 330 299 300 301 298 

2nd εmax [M-1 cm-1] 15979 25648 19324 16166 33333 
ν̃00 [cm-1] 22472 22624 22676 22624 20790 

Emission FWHM [cm-1] 3606 3990 3916 4106 4417 
Δν̃s [cm-1] 5421 6022 6077 6385 7090 

Lippert-Mataga slope [cm-1] [b] 22650 22191 24094 23810 19132 [c] 
µE-µG [D], theory [d] 19.1 22.9 22.7 24.0 25.3 

𝛷%&'() [e] 0.59 0.36 0.29 0.20 0.16 
𝛷%&
*!  [f] 0.76 0.60 0.56 0.53 0.36 

ΦDF [g] 0.00 0.07 0.10 0.28 0.04 
ΦTF [h] 0.76 0.67 0.67 0.81 0.40 

𝑘&+,	[107 s-1] [i] 7.4 3.4 1.7 0.7 3.2 
𝜏&+,	'() [ns] [j] 8.0 10.6 17.0 29.1 5.1 
𝜏&+,	N2 [ns] [j] 10.3 17.6 33.0 77.1 11.6 
〈τ〉&'() [ns] [k] 7.3 12.3 14.7 17.5 10.8 
〈τ〉&N2 [ns] [k] 9.4 20.4 28.5 46.5 24.6 

τDF at 296 K [µs] - 1130 373.6 19.6 37,4 

[a] Calculated S0-S1 oscillator strengths f. [b] See SI Chapter 3.2, Figure S40. [c] The 
fluorescence of 5e was quenched in dimethylformamide and acetonitrile. These two data points 
were excluded from the Lippert-Mataga analysis (Figure S40E). [d] Theoretical values for the 
difference between the static dipole moments of the excited and ground states (µE-µG) in 
implicit toluene solution at DFT/MRCI level of theory. [e] The quantum yield of prompt 
fluorescence measured in air-saturated toluene (𝛷%&'()) was determined using the relative method 
with Rhodamine 6G in ethanol (air) as a reference (𝛷&)  = 0.94).19, 20 [f] The quantum yield of 
prompt fluorescence for a nitrogen-purged solution (𝛷%&

*.) was calculated according to eq. 1. [g] 
The quantum yield of delayed fluorescence determined by TCSPC offset analysis (see SI 
Chapter 3.3, eqs. S11-S14). [h] The total fluorescence quantum yield calculated as ΦTF = 𝛷%&

*. 
+ ΦDF. [i] The radiative rate constants (𝑘&+,) predicted by Strickler-Berg analysis22 (see SI 
Chapter 3.4). [j] The fluorescence lifetimes were estimated according to eqs. S15 and S16.  [k] 
The fluorescence-weighted lifetimes of prompt fluorescence measured by TCSPC. Individual 
decay times and species fractions are compiled in SI Chapter 3.5, Tables S11-S15. 
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Compound 5a had the highest fluorescence quantum yield in air-saturated toluene (𝛷"#$%&) of 

60%, measured relative to Rhodamine 6G in ethanol (air) as a reference (𝛷#& = 0.94).19, 20 To 

determine the prompt fluorescence quantum yield in nitrogen (𝛷"#
'!), we multiplied the quantum 

yield in air-saturated solution (𝛷"#$%&) by the ratio of the fluorescence-weighted prompt 

fluorescence lifetimes in nitrogen and air, 〈τ〉#
'! 	and 〈τ〉#$%& (eq. 1). The individual decay times 

and species fractions are compiled in Tables S11–S15 (SI Chapter 3.5). A significant increase 

in prompt fluorescence lifetime was observed in nitrogen-purged toluene solution (Figure 3A-

E), indicating that singlet states are quenched to some extent by oxygen (SI Chapter 3.6.1).  

𝛷%&
*. = 𝛷%&-() ∙

〈τ〉&
*.

〈τ〉&'()
 1 

Triplet states are more sensitive to oxygen quenching than singlet states, as they have a longer 

lifetime and therefore the probability of collisions leading to quenching is higher.21 For 

compounds 5a-5e, TADF was not detected in the air-saturated toluene solutions. However, in 

nitrogen, substantial variations in the TADF lifetimes were observed depending on the 

deoxygenation procedure used during sample preparation. This finding could be explained by 

the Stern-Volmer equation,20  which predicts that for longer lifetimes small changes in quencher 

concentration may cause larger deviations in measured lifetimes (SI Chapter 3.6.2, Figure S46). 

Thus, sample preparation was one of the most challenging aspects of this study. To prevent the 

ingress of oxygen, all samples were stored in sealed glass ampoules after being thoroughly 

bubbled with nitrogen and subjected to the freeze-pump-thaw cycle (SI Chapter 3.7, Figure 

S47). The longest lifetimes obtained in this study are presented in Figure 3 and   
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Table 1. To confirm the temperature dependence of the delayed fluorescence of compounds 5b-

5e, we conducted a series of time-resolved measurements in liquid solutions in a temperature 

range from 180 K to 300 K (Figure 3G-J), considering the melting point of toluene at 178.1 K 

(see SI Chapter 3.8). Time-resolved emission spectra of compounds 5b-5e as additional 

evidence for TADF can be found in SI Chapter 3.9 (Figure S50). 

 

Figure 3. A-E: Prompt fluorescence of compounds 5a-5e in air-saturated and nitrogen-purged 
solutions in toluene measured by TCSPC. F-J: Prompt and delayed fluorescence of compounds 
5a-5e in nitrogen-purged toluene solutions. The counts corresponding to the dark count rate of 
the detector (93 Hz) are indicated by a light grey or light red dashed line for air-saturated or 
nitrogen-purged solutions, respectively. The measurement conditions are described in detail in 
the Experimental Section. 

 

Compound 5a did not exhibit TADF under these conditions (Figure 3F). As the torsion 

angle increases from 5b to 5d, the quantum yield and the amplitude of TADF increase, and the 

TADF lifetime becomes shorter. This study presents an effective design strategy for improving 

TADF properties in compounds by fine-tuning the steric torsion at the donor-acceptor linker 

and ensuring a substantial spatial separation between hole and electron densities.  
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Compound 5e, despite possessing nearly identical torsion angle as 5b ([a] Molecule A. 
[b] Molecule B. See Figures S29-S33. [c] The second minimum of 5c can only be seen in a two-dimensional scan in 

which 	𝜃 𝐷 −𝐴 and the isopropyl rotation angle ω are varied (see B). 

Figure 1D), demonstrates enhanced TADF features due to its increased donor strength. 

However, due to the very low prompt fluorescence quantum yield of 5e, compound 5b remains 

brighter under nitrogen where both prompt and delayed fluorescence are operative (see ΦTF in   

CXXXII



15 
 

Table 1). 
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Kinetic model 

The simplest model, consistent with theoretical predictions for this class of fluorophores,11 is a 

three-state system with small energy gap between the excited S1 and T1 states. The 

corresponding rate matrix (eq. S22) has been solved analytically and yields relaxation times for 

prompt and delayed fluorescence, 1/kp and 1/kd, respectively (eqs. S23 and S24). These two 

observables are not sufficient to independently determine all rate constants involved in this 

kinetic scheme. Tsuchiya et al.23 presented an approach to incorporate quantum yields, in 

particular the relative fraction of the delayed fluorescence, Pd = Fd/(Fp+Fd), as additional 

independent observable for each temperature. Assuming negligible direct relaxation of T1 to 

the ground state, i.e., 𝑘._$ +	𝑘0._$ ≡	𝑘$ ≪	𝑘.123 , three primary rate constants (𝑘123 , 

𝑘.123 	and 𝑘( ≡	𝑘)*+_( + 𝑘-._() now are readily available: 

𝑘.123 =		 𝑘4(1 − 𝑃4)"5 2 

𝑘123 =	𝑘6𝑃4 − 𝑘4((𝑃4)"5 − 1)"5 3 

𝑘)*+_( + 𝑘-._( = 𝑘( =	𝑘𝑝(1 − 𝑃𝑑) 4 

The disregard of 𝑘$ is justified by the observed temperature dependence of 𝑘.123  (see Figure 

4). The Marcus plots show no indication for the appearance of a second process depopulating 

T1 at low temperatures. This would have to be expected since 𝑘$ is assumed to have a much 

smaller temperature dependence than 𝑘.123  and should dominate the T1 depopulation in that 

temperature range. 

The derived intersystem crossing rates, 𝑘123(𝑇), of compound 5b-5e showed a clear increase 

with rising temperatures (Figure 4), indicating an activated process. Thus, we postulate an 

expanded kinetic model by adding a transition to a higher triplet state T2 (Scheme 2). 

Assuming 𝑘-._/ ≫ 𝑘𝐼𝑆𝐶(2) this system behaves like a pseudo three-state system with  

𝑘123 = 𝑘123(1) + 𝑘123(2). 
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Scheme 2. 4-state system. Experimental input: The temperature-dependence of kISC and krISC 
were not directly obtained from the measurements. Assumptions: (i) Negligible direct relaxation 
of T1 to the ground state, i.e., 𝑘.<4_$ +	𝑘0._$ ≡	𝑘$ ≪	𝑘.123; and (ii) Internal conversion from 
T2 to T1 is a very fast process, i.e., 𝑘13_$ ≫ 𝑘123(2). Thus, this system behaves like a pseudo 
three-state system. Analysis output: 𝑘.<4_2 and 𝑘13_2 follow the Arrhenius approach, while 
𝑘.123 	and 𝑘123  are described using Marcus theory (denoted with a subscript 'M'). The activation 
energy 𝐸<_123  always refers to the energy required for intersystem crossing from the S1 to T2 
state, as no activation energy is required for intersystem crossing from S1 to T1. For further 
details, see equations 5-9. 

 

Marcus & Arrhenius plots 

Rate constants related to spin conversion processes are often described using Marcus theory.24 

For the rate constants of reverse intersystem crossing and intersystem crossing, we obtain: 

𝑘.123 =		
𝑘0_𝑟𝐼𝑆𝐶
√𝑇

𝑒"=𝐸𝑎_𝑟𝐼𝑆𝐶>/@$ 5 

⇒ 	𝑘.123√𝑇 = 	𝑘0_𝑟𝐼𝑆𝐶	𝑒"=𝐸𝑎_𝑟𝐼𝑆𝐶>/@$ 6 

and 

𝑘123 =
𝑘𝐼𝑆𝐶,𝑀(1)

√𝑇
+	
𝑘0_𝐼𝑆𝐶,𝑀(2)			

√𝑇
𝑒"=𝐸𝑎_𝐼𝑆𝐶(2)>/@$ 7 

⇒ 	𝑘123√𝑇 = 𝑘𝐼𝑆𝐶,𝑀(1)+	𝑘0_𝐼𝑆𝐶,𝑀(2)	𝑒"=𝐸𝑎_𝐼𝑆𝐶(2)>/@$, 8 

respectively. The sums of the radiative and nonradiative rates from S1 to the ground state are 

described by an Arrhenius type approach: 

𝑘)*+_( + 𝑘-._( = 𝑘( = 𝑘;_(	𝑒−<=(_)>/𝑘𝑇 9 
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The temperature dependence of the rate constants described by the Marcus and Arrhenius 

approach (see equations 5-9) are shown Figure 4. The final primary kinetic parameters resulting 

from fits to the corresponding Marcus and Arrhenius plots are given in Table 2. 

 

Figure 4. Temperature dependence of krISC (Panel A) and kISC (Panel B) is analysed using the 
Marcus approach (subscript 'M', see equations 5-8). Panel C shows the sum of radiative and 
nonradiative rate constants from S1 to the ground state (𝑘)*+_( + 𝑘-._() based on the Arrhenius 
approach (eq. 9). The raw data can be found in SI Chapter 3.8, Figure S48 and Tables S17-S20. 
Data for compound 5e below 220 K was excluded from the fits due to increased noise levels 
caused by aggregation (see Figure S52).  

 

Table 2. The final primary kinetic parameters obtained from the fits shown in Figure 4. See 
equations 5-9 for further details. 

Compound  5b 5c 5d 5e 

𝑘-(.(1) [106 s-1 K½] 42.4 ± 0.4 42.6 ± 0.8 40 ± 2 0 (fixed) 

𝑘;_-(.(2)         [109 s-1 K½] 13 ± 3 6 ± 2 1.4 ± 0.2 0.29 ± 0.02 

𝐸*_-(.,?(2)	     [meV] 142 ± 5 122 ± 6 67 ± 3 38 ± 2 

𝑘;_)-(.               [106 s-1 K½] 1.45 ± 0.09 1.64 ± 0.07 6.5 ± 0.2 3.19 ± 0.09 

𝐸*_)-(.,?    [meV] 113 ± 2 86.7 ± 0.8 39.0 ± 0.5 46.2 ± 0.6 

𝑘;_(          [106 s-1] 57.5 ± 0.4 42.2 ± 0.7 17.2 ± 0.4 8.3 ± 0.1 
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𝐸*_(    [meV] 7.3 ± 0.2 9.3 ± 0.3 7.0 ± 0.5 -37.0 ± 0.3 

𝑘-(. 	(296 K) [106 s-1] 5.27 5.55 8.02 3.81 

𝑘)-(. 	(296 K) [103 s-1] 0.99 3.18 82.6 29.6 

𝑘)*+_( (296 K) [106 s-1] 29.0 19.6 11.2 14.3 

𝑘-._( (296 K) [106 s-1] 14.3 9.7 1.9 21.2 

 

With increasing steric hindrance from 5b to 5d we observe a reduction of the activation energies 

for intersystem crossing and reverse intersystem crossing, 𝐸*_-(.  and 𝐸*_)-(. respectively, while 

the activation energy 𝐸*_( is very similar for all three compounds (Figure 4). 

To prove the necessity of a 4-state model, we conducted relaxed TDDFT scans of the energy 

profiles of the first excited singlet and triplet states along the torsional coordinate. Figure 5 

presents relaxed S1 (first row) and T1 (second row) scans, along with the corresponding static 

dipole moments (third row). The results obtained using DFT/MRCI are summarized in so-called 

state diagrams (fourth row). For compounds 5b (left column), 5d (middle column) and 5e (right 

column), it is evident that the minima of the triplet states occur at significantly lower dihedral 

angles compared to the singlet states. As expected, the energy gap between the lowest excited 

CT states decreases when the donor and acceptor moieties are arranged orthogonally. 

However, the results from the relaxed T1 scans require a more detailed analysis. Notably, the 

static dipole moments of the triplet states exhibit significant changes near an orthogonal 

orientation of the donor and acceptor moieties. Between 85 and 95°, a state switch occurs, 

leading to the LE(TPN) triplet state becoming the lowest in energy. The DFT/MRCI state 

diagrams further corroborate this finding, clearly showing that for compounds 5b and 5d, the 

states switch, with the locally excited triplet state having its minimum geometry at 90°. In 

contrast, for compound 5e, due to the increased donor strength, the CT and LE regimes are too 

energetically separated for such a state switch to occur. 

From both a theoretical and experimental perspective, the application of a 4-state model is 

essential for accurately describing these systems.  
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Figure 5. Relaxed scans of the lowest excited singlet and triplet state potential energy surface 
(S1: first row, T1: second row) as well as the static dipole moments of S1, T1 and T2 states (third 
row) along the donor-acceptor dihedral angles for compound 5b, 5d and 5e computed at TD-
DFT level of theory. A change between CT (solid circles) and LE(TPN) character (hollow 
circles) can be observed close to orthogonality for compound 5b and 5d. Energy level diagrams 
comprising the vertical excitation energies for various excited states at different optimized 
geometries (x-axis) of compound 5b, 5d and 5e computed at DFT/MRCI level of theory (fourth 
row). The * denotes that this geometry is not a minimum geometry but was optimized with a 
restricted dihedral angle between the donor and acceptor. 
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Discussion of kinetic parameters 

From Figure 5 bottom panels we can extract the vertical energy differences between the lowest 

excited SCT and TLE states that are used to compute the rate constants using Marcus theory. We 

illustrated the influence of the steric constraints on these vertical energies from compound 5b 

to compound 5d (Figure 6A). From the resulting scheme we can estimate the transition barrier 

for the ISC process (SCT 9TLE) which decreases within the series. This agrees nicely with the 

experimental values (Ea_ISC) given in Table 2. 

 

 

Figure 6. A: Schematic picture of the potential energy surfaces (PES) of SCT and TLE according 
to Marcus theory for 5b (solid line) and 5d (dashed line). The crossing point of the PES is an 
estimate for the transition barrier for (r)ISC process and is encircled in black. B: Schematic 
picture of the potential energy surfaces of SCT, TCT and TLE involved in the excited-state decay 
pathway of 5b. 

Due to large geometrical changes one cannot simply draw a Marcus-like picture to understand 

the corresponding rISC process. Within a separate theoretical study of these systems25 we 

conclude that the rISC process is strongly dependent on the dihedral angle and that it can only 

occur if donor and acceptor are aligned nearly perpendicularly to each other. In that region we 

see a strong correlation between the lowest excited CT states and the lowest excited LE state. 
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Discussion of previously published data on 5b 

The photophysical behaviour of compound 5b has been investigated previously in Ref. 11. The 

general observation of TADF could only be confirmed qualitatively, the exact numbers for rate 

constants of ISC and rISC, 𝑘-(. 	and 𝑘)-(. , and their dependence on temperature differ 

substantially in the current study. We have clear evidence that this deviation is caused by triplet 

quenching by residual oxygen in the previous measurements. A simple model assuming 

diffusion-controlled quenching was applied to simulate the effect (see Figure S51). Adding 

triplet quenching to the kinetic system will add an extra channel to depopulate the triplet and 

thus increase the apparent 𝑘)-(., as reported. At the same time the temperature dependence of 

that rate will change, since the apparent activation energy for rISC (𝐸*_)-(.) will now be affected 

by the temperature dependent diffusion coefficient of 5b and O2. We were able to quantitatively 

reproduce the published data and explain all experimental discrepancies using this approach 

(see SI Chapter 3.11). 

Conclusion 

To be filled in 
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Experimental Section 

Spectroscopic conditions 

Absorption spectra were measured on a Cary 4000 UV-Vis spectrophotometer (Agilent 

Technologies, USA), while fluorescence spectra were recorded on a Horiba Fluorolog FL3-22 

spectrophotometer. Time-resolved measurements were conducted with a fluorescence lifetime 

and steady-state spectrometer FT300 (PicoQuant, Germany) equipped with a ColdEdge cryostat 

powered by a Sumitomo CH-204 cold head and HC-4E Helium compressor (Cryoandmore, 

Germany). Temperatures were regulated by a temperature controller, Model 335 (Lake Shore 

Cryotronics, USA), using a silicon diode sensor at the cold head. Sample temperatures were 

measured independently with a second diode (Model 540 group B, Scientific Instruments, USA; 

accuracy: ± 0.5 K) and used for all analyses. All samples were measured in UV Quartz Type 

Hellma QS 221.001 Fluorescence Cuvette Cells with an extension made of Quartz/Duran glass 

mixture. The light path was 10 mm. For the steady-state and time-resolved measurements in 

the nanosecond time regime, samples were excited with a supercontinuum laser excitation 

source (EXW-12 with EXTEND-UV spectral extension unit, NKT Photonics, Denmark). An 

excitation wavelength of 375 nm was set by tuning the frequency doubler. Time-correlated 

single photon counting (TCSPC) was achieved with HydraHarp 400 electronics (PicoQuant, 

Germany). The repetition rate was 4.88 MHz for 5a, and 3.12 MHz for 5b-5e. The time bin was 

16 ps. For the time-resolved measurements in the microsecond and millisecond time ranges, 

samples were excited with a modulated continuous wave diode laser (Cobolt 375 nm MLD 

laser, Series 06-01, Hübner Photonics, Germany). In both cases, the excitation wavelength was 

375 nm. A TCSPC and MCS board, Time Harp 260 (PicoQuant, Germany), provided photon 

counting and timing. The repetition rates were: 3.33 kHz for 5a and 5d, 0.05 kHz for 5b, 0.15 

kHz for 5c, and 1.67 kHz for 5e. The bin sizes were 16 ns for 5a and 5d, 1 µs for 5b, 256 ns for 

5c, and 32 ns for 5e. Signal detection was achieved with a hybrid PMT detector (PMA Hybrid 

40, PicoQuant, Germany). Emission was detected under magic angle conditions. The detection 

wavelength was 490 nm for compounds 5a-5d, and 560 nm for 5e. All time-resolved 

measurements were conducted with a scripted measurement routine.  
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Analysis of time- and temperature-resolved data 

Prompt (ns) fluorescence decays 

A multi-exponential model function was fitted to the data using Python based custom software 

(Pyfia) applying an iterative reconvolution procedure. The instrumental function (IRF) was 

acquired measuring scattered light off a diluted Ludox® solution. Almost always three decay 

components were needed to fit the data (see SI), the fastest decay reflecting the highly quenched 

fluorescence of the aggregates (see below). The second fastest fraction (average photon fraction 

1-2 %) is most likely due to a small portion of less quenched species. This was found in 5b-5d. 

The remaining prompt fluorescence of the monomers was found to be monoexponential. 

Delayed (µs & ms) fluorescence decays 

To extract decay parameters from the time-resolved delayed fluorescence experiments a custom 

written LabView based batch routine was applied to fit a biexponential model function to the 

data. The short lifetime component represents the prompt fluorescence, broadened by the 

resolution of the experimental set-up (τ ≈ 2 µs) and was not further processed. The delayed 

fluorescence of the monomers was found to be monoexponential. 

Offset analysis 

The well-separated decay times for prompt and delayed fluorescence allowed for determination 

of the relative delayed fraction in the ns-decays by calculating the virtually constant offset 

generated by the delayed signal. Here only the dark count rate of the detector of 93 Hz needed 

to be considered. For more details, see SI chapter 3.3.2. 
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Computational Details 

Molecular geometries and vibrational frequencies were determined with Gaussian 1626 

employing the optimally tuned, range-separated wB97X-D density functional27, 28 and the split-

valence double zeta def2-SV(P) basis set.29-31 The optimal tuning procedure followed the 

scheme recommended in Ref. 32, yielding a value of w=0.15 for the range separation parameter. 

Geometries of singlet excited states were optimized with time-dependent density functional 

theory (TDDFT).33-35 For triplet states, the Tamm-Dancoff approximation (TDA)36 was 

employed. The polarizable continuum model (PCM)37-39 was utilized to mimic the toluene 

solvent environment using the solvent excluding surface (SES) implemented in Gaussian 16. 

Excitation energies and excited-state properties were determined with the combined density 

functional theory and multireference configuration interaction (DFT/MRCI) method40-42 using 

the tight R201643 parameter set. More detailed quantum chemical investigations of the emitter 

series were conducted in Ref. 25. 
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Chapter 1. Spectroscopy 

1.1 Absorption and Steady-State Fluorescence Emission Spectra 

Absorption and fluorescence spectra were redrawn in wavenumber scale (ν̃). The 

absorption spectra were corrected by dividing the extinction coefficient by the wavenumber: 

ε(ν̃)/ν̃, and the fluorescence spectra by dividing the fluorescence intensity by ν̃3.12 Subsequently, 

both the corrected absorption and fluorescence spectra were normalized to their respective 

maximum (Figure S1).  

 

Figure S1. Absorption and fluorescence emission spectra of compounds 5a-5e presented with 

and without corrections for comparison.  

We derived several values from the corrected steady-state spectra, including the 0-0 

energy (ν0̃0), the full width at half maximum (FWHM) of the emission band, Stokes shift (Δνs̃), 
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and radiative rate constants calculated according to the Strickler-Berg method (kFSB). All 

estimated values are compiled in Table 1 of the main text. The 0-0 energies (ν0̃0) were 

determined as the intersection point between the corrected absorption and fluorescence 

emission spectra and ranged from 22472 cm-1 (5a) to 22676 cm-1 (5c). To calculate the FWHM 

of the emission band, we measured the distance in wavenumber units between two points with 

a normalized intensity of 0.5. The Stokes shift was determined as the distance between the first 

absorption maxima and the fluorescence maxima. To find the first absorption maximum, we 

deconvoluted the absorption spectra using a Gaussian fit. The calculated Stokes shift increased 

from 5421 cm-1 for 5a to 6385 cm-1 for 5d. These Stokes shift values were used in the Lippert-

Mataga analysis13, 14 (Figure S3). 

 

1.2 Lippert-Mataga analysis 

Lippert-Mataga analysis is based on the Lippert-Mataga equation (eq. S1).13, 14  

ῡ! − ῡ" =
2
ℎ𝑐
(µ# − µ$)%

𝑟& ∙ ∆𝑓 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 eq. S1 

In this equation, ν̃A and ν̃F represent the wavenumbers (cm–1) of the absorption and emission, h 

is Planck's constant, c the speed of light, µG and µE indicate the dipole moments of the ground 

and excited states, and r corresponds to the radius of the cavity in which the fluorophore is 

situated.15 The orientation polarizability is defined as: 

∆𝑓 =
𝜀 − 1
2𝜀 + 1 −

𝑛% − 1
2𝑛% + 1 

eq. S2  

where 𝜀 is the dielectric constant, and n is the refractive index of the solvent.  
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Table S1. The solvents employed in this study with their corresponding refractive indexes (n), 

dielectric constants (ε) and calculated orientation polarizabilities (Δf) according to eq. S2. 

Solvent n ε Δf 

Toluene 1.496 2.38 0.014 
Methyl tert-butyl 

ether (MTBE) 1.369 2.60 0.074 

Anisole 1.517 4.33 0.112 
Chlorobenzene 1.525 5.62 0.143 
Ethyl Acetate 1.372 6.08 0.201 

THF 1.407 7.58 0.210 
DCM 1.424 8.93 0.217 
DMF 1.431 36.7 0.274 

Acetonitrile 1.344 37.5 0.305 
 

To generate Lippert-Mataga plots (Figure S3), we determined the difference of the 

absorption and emission maxima in wavenumbers by measuring the respective spectra of 

compounds 5a-5e in toluene, methyl tert-butyl ether (tBuMeEther), anisole, chlorobenzene, 

ethyl acetate, tetrahydrofuran (THF), dichloromethane (DCM), dimethylformamide (DMF), 

and acetonitrile (MeCN). The measurements revealed a positive solvatochromic effect (Figure 

S2), typically associated with charge-transfer states and TADF.  

 

CL



S6 
 

 

 

Figure S2. Fluorescence emission spectra of 5a-5e (A-E) in the solvents indicated in the legend. 

Samples were excited at 375 nm. The range between 750 and 770 nm is excluded due to the 

presence of second-order diffracted excitation light. 
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Figure S3. Lippert-Mataga diagrams for compounds 5a-5e (A-E). The solvents used are 

marked with the numbers 1-9 and indicated in the legend. A linear regression is applied and the 

slopes are listed in Table S2. The Lippert-Mataga diagram of compound 5e does not include 

DMF and MeCN, as the fluorescence is quenched in these solvents. 

From the slope of the linear regression Δν̃ against Δf (Figure S3), the difference between 

the dipole moments of the ground and excited states can be estimated (eq. S3).  

µ# − µ$ = ∆𝜇 = 7𝑠𝑙𝑜𝑝𝑒 ∙ ℎ𝑐 ∙ 𝑟
&

2  
eq. S3 

However, it is evident that the assumption of a spherical molecular shape is not valid for 

compounds 5a-5e, and as a result, the calculated Δµ values do not accurately reflect reality. To 
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estimate the molecular radius, we used the theoretically predicted Δµ values, along with the 

slopes obtained from the Lippert-Mataga analysis (see Table S2).  

Table S2. Estimation of molecular radius based on the slopes obtained from the Lippert-Mataga 

analysis (Figure S3) and the theoretically predicted Δµ values.  

 5a 5b 5c 5d 5e 

Slope [cm-1], exp.  22650 22191 24094 23810 19132 

µE-µG [D], theory 19.1 22.9 22.7 24.0 25.3 

r (needed to get 

theory values) [Å] 
5.5 6.2 6.0 6.2 7.0 

 

1.3 Delayed fluorescence quantum yields 

1.3.1 Approach with the steady-state data 

One approach to determine the delayed fluorescence quantum yield (ΦDF) uses steady-

state data. In an air-saturated solution, only prompt fluorescence is observed due to the 

quenching of triplet states by oxygen. In a nitrogen-purged solution, both prompt and delayed 

fluorescence are operative. Thus, the integral of the steady-state fluorescence spectrum in air is 

proportional to ΦPF, while in nitrogen is ΦPF + ΦDF.16 However, the quantum yield of delayed 

fluorescence cannot be simply calculated as the difference between the steady-state 

fluorescence integrals in air and nitrogen as indicated in Ref. 16, since singlet states are also 

quenched by oxygen to a certain extent (see Table 1). The increase in the steady-state emission 

signal in nitrogen is therefore not only due to the delayed fluorescence, but also to the enhanced 

prompt fluorescence. To obtain an estimate of the delayed fluorescence quantum yield, it is 

important to consider the prompt fluorescence quantum yield in nitrogen (𝛷'(
)!, see eq. 1 of the 

main text) and not in air (𝛷'(*+,) in the context of the total fluorescence emission in absence of 

oxygen (ΦTF), eq. S4. 

𝛷-" = 𝛷'(
)! + 𝛷." eq. S4 

The delayed fluorescence quantum yield is calculated from the eq. S5.  

CLIII



S9 
 

 

𝛷." = 𝛷-" − 𝛷'(*+, ∙
〈τ〉(

)!

〈τ〉(/+,
 eq. S5 

1.3.2 Approach with the time-resolved data (offset analysis) 

Another method to assess the quantum yields of delayed fluorescence involves 

integrating the time-resolved decays recorded within the nanosecond time range (Table 1). The 

region within the decay offset in nitrogen is important because it contains long lifetime 

components such as delayed fluorescence (eq. S6 and eq. S7). The quantum yield of delayed 

fluorescence is estimated by comparing the TCSPC decay offsets obtained under air and 

nitrogen in the nanosecond time range (see eq. S8 and eq. S9).   

𝑜𝑓𝑓𝑠𝑒𝑡	(𝐴𝑖𝑟) = 𝑑𝑎𝑟𝑘	𝑐𝑜𝑢𝑛𝑡𝑠 + 𝑎𝑓𝑡𝑒𝑟𝑝𝑢𝑙𝑠𝑒𝑠 eq. S6 

𝑜𝑓𝑓𝑠𝑒𝑡	(𝑁%) = 𝑑𝑎𝑟𝑘	𝑐𝑜𝑢𝑛𝑡𝑠 + 𝑎𝑓𝑡𝑒𝑟𝑝𝑢𝑙𝑠𝑒𝑠 + 𝐹." eq. S7 

𝐹." = G𝑜𝑓𝑓𝑠𝑒𝑡	(𝑁%) − G𝑜𝑓𝑓𝑠𝑒𝑡	(𝐴𝑖𝑟) eq. S8 

𝛷." =
𝐹."
𝐹0"

∙ 𝛷'(
)! eq. S9 

where FDF and FPF are the integral fractions of delayed and prompt fluorescence.  

 

1.4 Strickler-Berg analysis 

The radiative rate constants (kFSB) were determined using the Strickler-Berg method,17 

by integrating the absorption and fluorescence spectra. To compute the absorption integral, we 

focused on the absorption band with the lowest energy, identifying it through comparison with 

the corresponding corrected fluorescence spectrum. This fluorescence spectrum was mirrored 

at the 0-0 energy point and scaled to match the height of the corrected absorption spectrum.18 

The calculated rate constants decreased from 7.4⋅107 s-1 for 5a to 0.7⋅107 s-1 for 5d. 

Furthermore, fluorescence lifetimes (τFSB) were estimated based on the radiative rate constant, 

accounting for the fluorescence quantum yields (eq. S10 and eq. S11, Table 1).  
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𝜏(12	*+, =
𝜙'(*+,

𝑘(12
 eq. S10 

𝜏(
12	)! =

𝜙'(
)!

𝑘(12
 eq. S11 

However, the calculated lifetime values do not agree well with those measured by TCSPC, 

presumably due to the non-Condon effect.19, 20 As the torsion angle increases in the series 5a-

5d, the discrepancies in lifetimes also grow, ranging from 9% for 5a to 66% for 5d. 

 

1.5 Analysis of prompt fluorescence decays 

A bi-exponential fit function is applied to characterize the experimental TCSPC data. Each 

emissive species is presented with its fraction (xi) and lifetime (τi). Species-averaged lifetime 

〈𝜏〉4 	(eq. S12) and intensity-weighted lifetime 〈𝜏〉" 	(eq. S13) are given, as well as the reduced 

χr2 value as a measure of the goodness of the fit. The value χr2 = 1 is obtained with an optimal 

fit.    

〈𝜏〉4 	=K𝑥5𝜏5

%

567

 
eq. S12 

〈𝜏〉" =
	∑ 𝑥5𝜏5%%

567

∑ 𝑥5𝜏5%
567

 
eq. S13 
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Figure S4. Prompt fluorescence of compound 5a in air-saturated and nitrogen-purged solutions 

in toluene measured by TCSPC. Lifetime fit results with fixed lifetime fractions are shown in 

Table S3. 

Table S3. Prompt fluorescence lifetime fit for compound 5a with fixed lifetime fractions.  

5a x1 τ1 [ns] x2 τ2 [ns] 〈𝝉〉𝒙	[ns] 〈𝝉〉𝑭 [ns] χr
2 

Air 0.96 7.37 0.04 0.76 7.09 7.34 1.05 

Ar 0.96 9.44 0.04 0.17 9.06 9.44 1.04 
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Figure S5. Prompt fluorescence of compound 5b in air-saturated and nitrogen-purged solutions 

in toluene measured by TCSPC. Lifetime fit results with fixed lifetime fractions are shown in 

Table S4. 

Table S4. Prompt fluorescence lifetime fit of compound 5b with fixed lifetime fractions.  

5b x1 τ1 [ns] x2 τ2 [ns] 〈𝝉〉𝒙	[ns] 〈𝝉〉𝑭 [ns] χr
2 

Air 0.89 12.46 0.11 1.50 11.22 12.29 1.11 

Ar 0.89 20.91 0.11 14.83 20.23 20.41 1.01 
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Figure S6. Prompt fluorescence of compound 5c in air-saturated and nitrogen-purged solutions 

in toluene measured by TCSPC. Lifetime fit results with fixed lifetime fractions are shown in 

Table S5. 

Table S5. Prompt fluorescence lifetime fit of compound 5c with fixed lifetime fractions. 

5c x1 τ1 [ns] x2 τ2 [ns] 〈𝝉〉𝒙	[ns] 〈𝝉〉𝑭 [ns] χr
2 

Air 0.85 14.96 0.15 1.66 13.01 14.71 1.06 

Ar 0.85 29.40 0.15 21.09 28.18 28.49 1.07 
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Figure S7. Prompt fluorescence of compound 5d in air-saturated and nitrogen-purged solutions 

in toluene measured by TCSPC. Lifetime fit results with fixed lifetime fractions are shown in 

Table S6. 

Table S6. Prompt fluorescence lifetime fit of compound 5d with fixed lifetime fractions. 

5d x1 τ1 [ns] x2 τ2 [ns] 〈𝝉〉𝒙	[ns] 〈𝝉〉𝑭 [ns] χr
2 

Air 0.90 17.74 0.10 2.22 16.20 17.53 1.12 

Ar 0.90 47.64 0.10 30.74 45.96 46.52 1.02 
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Figure S8. Prompt fluorescence of compound 5e in air-saturated and nitrogen-purged solutions 

in toluene measured by TCSPC. Lifetime fit results with fixed lifetime fractions are shown in 

Table S7. 

Table S7. Prompt fluorescence lifetime fit of compound 5e with fixed lifetime fractions. 

5e x1 τ1 [ns] x2 τ2 [ns] 〈𝝉〉𝒙	[ns] 〈𝝉〉𝑭 [ns] χr
2 

Air 0.91 10.87 0.09 0.95 9.94 10.78 1.06 

Ar 0.91 24.60 0.09 0.39 22.34 24.56 1.02 

 

1.6 Oxygen quenching  

1.6.1 Singlet quenching by oxygen 

By applying the Stern-Volmer equation (eq. S14), we predicted the prompt fluorescence 

lifetimes in air-saturated solutions [〈τ〉Air] based on the measured prompt fluorescence lifetimes 

under nitrogen [〈τ〉N2] and a quenching constant derived from diffusion (kq,diff.), since oxygen 

quenching is a diffusion-controlled process.21 The predicted and measured air-saturated prompt 

fluorescence lifetimes are in excellent agreement (Table S8). 
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〈τ〉859 =
〈τ〉)!

1 + 𝑘:,<5==. ∙ ⟨τ⟩)! ∙ [O%]
 eq. S14 

The oxygen concentration [O2] in toluene is 1.8 mM at 20 °C and an O2 partial pressure of 

0.213 bar.22 The quenching constant (kq,diff.) is calculated according to eq. S15. 

𝑘:,<5==. = 4𝜋𝑁!U𝑟<?@ + 𝑟A!VU𝐷<?@ + 𝐷A!V eq. S15 

where NA is the Avogadro constant, rdye and rO2 are the radii of the fluorescent dye and oxygen, 

and Ddye and DO2 are the diffusivities of the fluorescent dye and oxygen, respectively. The dye 

radius, rdye, is estimated in PyMol and via time-resolved anisotropy. The oxygen diffusivity in 

toluene is DO2 = 4.38⋅10-9 m2/s.23 The dye diffusivity, Ddye, is calculated using eq. S16. 

𝐷<?@ =
𝑘B𝑇

6𝜋𝜂𝑟<?@
 eq. S16 

where kB is the Boltzmann constant, T is the temperature, η is the toluene viscosity. 

Finally, the quenching constant derived from diffusion is kq,diff. = 2.1⋅1010 M-1 s-1.  

Furthermore, we calculated the experimental quenching constants, kq,exp, by using the measured 

lifetimes, and they are quite similar for all four compounds (around 2⋅1010 M-1 s-1, Table S8) 

and in good agreement with the previously determined kq,diff.  

 

Table S8. Predicted air-saturated prompt fluorescence lifetimes by the Stern-Volmer equation 

(eq. S14) and experimental quenching constants (kq,exp) for compounds 5a-5d. The species-

averaged lifetimes, 〈𝜏〉4 are used. The ratio of predicted to the measured air-saturated prompt 

fluorescence lifetimes is equal to 1 for all four compounds.  

Compound 
Species-averaged lifetime, 〈𝜏〉$ [ns] Ratio 

predicted / 
measured 

kq,exp.  
[⋅1010 M-1s-1] Air 

(measured) 
N2  

(measured) 
Air 

(predicted) 
5a 7.1 9.1 6.8 1.0 1.7 
5b 11.2 20.2 11.5 1.0 2.2 
5c 13.0 28.2 13.7 1.1 2.3 
5d 16.2 46.0 16.9 1.0 2.2 
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1.6.2 Triplet quenching by oxygen 

In our study, oxygen plays a crucial role as we have observed that the TADF properties 

of compounds 5b-5e are highly dependent on the oxygen concentration in the toluene solution. 

It is known that oxygen efficiently quenches triplet states,24 with longer lifetimes being more 

susceptible to quenching than shorter ones,25 but the observed effect in our study was quite 

dramatic. This can be effectively illustrated by the Stern-Volmer plot (eq. S14, Figure S9). We 

calculated air-saturated lifetimes (τAir) for different oxygen concentrations with respect to 

specific oxygen-free lifetimes (denoted as τN2).  

The oxygen-free lifetimes include examples of (i): fast (21 ns, as prompt fluorescence 

of compound 5b), (ii): slow (30 µs), and (iii): very slow (300 µs) processes. It becomes evident 

from Figure S9 that for fast processes such as prompt fluorescence, oxygen has limited time to 

act, and saturation is reached relatively quickly. Consequently, there is no difference in 

measured lifetimes if the concentration of oxygen in the solution is 10-5 M or 10-7 M, as both 

cases yield a lifetime of 21 ns. However, the scenario changes when observing slower 

processes, such as delayed fluorescence in the microseconds. Minor changes in oxygen 

concentration can lead to significant changes in measured lifetimes. In an air-saturated toluene 

solution, with a standard oxygen concentration of 1.8 mM,22 we have not detected any delayed 

fluorescence for this particular compound series. Standard deoxygenation methods, such as 

bubbling or freeze-thaw procedures, can reach oxygen concentrations in the range of 10-6 M to 

10-7 M.26 However, even when reaching an oxygen concentration of 10-7 M in the solution, we 

are limited by diffusion, and only lifetimes of approximately 1 ms can be experimentally 

measured. At lower temperatures, this limit is exceeded since diffusion is considerably slower.   
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Figure S9. Oxygen quenching predicted by Stern-Volmer equation. Air-saturated lifetimes 

(τAir) are calculated for various oxygen concentrations in relation to specific oxygen-free 

lifetimes (τN2) using the Stern-Volmer equation. The selected oxygen-free lifetimes represent 

different process speeds: (i) fast, τN2 = 21 ns; (ii) slow, τN2 = 30 µs; and (iii) very slow, τN2 = 

300 µs.  

1.7 Deoxygenation procedure 

The experimental setup used for deoxygenation is shown in Figure S10. In the first step, 

the cryogenic UV-quartz cuvette [labelled (I)] was filled with the sample solution. One 

additional millilitre of solvent was added to the prepared sample to ensure that the concentration 

does not increase beyond the range suitable for fluorescence measurements during 

deoxygenation via inert gas bubbling. For this, nitrogen N5 (Air Liquide) was passed through 

the capillary in the sample [(II) to (III)] until the solvent level reached the initial value in the 

cuvette (approximately 30 min). The setup was then pressurized with nitrogen to 0.2 bar above 

ambient pressure and cooled to 77 K in a liquid nitrogen bath. The valve to the inert gas inlet 

[(II)] was closed, and the valve to the Schlenk line [(IV)] was opened. A high dynamic vacuum 
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(5H10-6 bar) was applied and the cuvette was flame sealed using a propane torch at the tapered 

position of the attached Duran glass tube [(V)].  

The exact concentration of the deoxygenated sample was then determined by UV-Vis 

absorption. The oxygen impermeability of the resulting ampoules was verified by an unchanged 

lifetime of the delayed fluorescence even over a storing period of several months.  

 

!

Figure S10. Setup used for degassing and sealing of the samples. 

!  
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1.8 Temperature dependence of delayed fluorescence 

 

Figure S11. Temperature dependence of the delayed fluorescence lifetimes τDF of compounds 

5b-5e in liquid toluene. For all compounds, temperature series were firstly conducted from a 

lower to a higher temperature (i.e. from 200 K to 300 K) and then reversely (from 300 K to 182 

K) to check the reproducibility of the measured data (Table S9 to Table S12). 
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Table S9. Temperature-dependent lifetimes of 5b. The table contains the temperatures of the 

sensor and the sample (sensor T and sample T), the reciprocal sample temperature (1/Sample 

T), and the lifetime fit result of the measured delayed fluorescence lifetime (τDF). 

Sensor T [K] Sample T [K] 1 / Sample T  
[⋅10-3 1/K] τDF [µs] 

200.0 202.7 4.9 6661.1 

206.9 209.5 4.8 5485.7 

214.3 216.8 4.6 4537.1 

222.2 224.6 4.5 3782.7 

230.8 233.1 4.3 3124.6 

240.0 242.2 4.1 2617.4 

250.0 251.9 4.0 2203.2 

260.9 262.6 3.8 1856.6 

272.7 274.4 3.6 1562.4 

285.7 287.3 3.5 1309.0 

300.0 300.4 3.3 1076.0 

272.7 274.3 3.6 1559.3 

250.0 251.7 4.0 2220.2 

230.8 232.6 4.3 3232.1 

214.3 216.3 4.6 4741.3 

200.0 202.1 4.9 7096.9 

193.5 195.7 5.1 8849.0 

187.5 190.0 5.3 11112.3 

181.8 184.4 5.4 13552.5 
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Table S10. Temperature-dependent lifetimes of 5c. The table contains the temperatures of the 

sensor and the sample (sensor T and sample T), the reciprocal sample temperature (1/Sample 

T), and the lifetime fit result of the measured delayed fluorescence lifetime (τDF). 

Sensor T [K] Sample T [K] 1 / Sample T  
[⋅10-3 1/K] τDF [µs] 

200.0 202.2 4.9 1370.9 

206.9 209 4.8 1193.1 

214.3 216.3 4.6 1029.1 

222.2 224.1 4.5 888.0 

230.8 232.6 4.3  782.5 

240.0 241.7 4.1  690.6 

250.0 251.6 4.0  601.5 

260.9 262.5 3.8  530.6 

272.7 274.2 3.6  462.0 

285.7 287.2 3.5  402.0 

300.0 301.4 3.3  354.0 

300.0 301.4 3.3  357.7 

293.0 294.7 3.4  386.8 

272.7 274.5 3.6  477.3 

250.0 252 4.0  622.7 

230.8 233.1 4.3  800.7 

214.3 216.6 4.6  1057.4 

200.0 202.6 4.9  1430.5 

193.5 196.1 5.1  1681.6 

187.5 190.3 5.3  1967.7 

181.8 184.7 5.4  2285.1 
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Table S11. Temperature-dependent lifetimes of 5d. The table contains the temperatures of the 

sensor and the sample (sensor T and sample T), the reciprocal sample temperature (1/Sample 

T), and the lifetime fit result of the measured delayed fluorescence lifetime (τDF). 

Sensor T [K] Sample T [K] 1 / Sample T  
[⋅10-3 1/K] τDF [µs] 

200.0 202.7 4.9  28.5 

206.9 209.5 4.8  27.4 

214.3 216.7 4.6  26.4 

222.2 224.5 4.5  25.4 

230.8 233.1 4.3  24.4 

240.0 242.1 4.1  23.5 

250.0 251.9 4.0  22.5 

260.9 262.5 3.8  21.6 

272.7 274.3 3.6  20.6 

285.7 287.2 3.5  19.5 

300.0 301.5 3.3  18.4 

272.7 274.3 3.6  20.6 

250.0 251.7 4.0  22.6 

230.8 232.7 4.3  24.4 

214.3 216.3 4.6  26.4 

200.0 202.2 4.9  28.6 

193.5 195.8 5.1  29.7 

187.5 190.0 5.3  31.7 

181.8 184.3 5.4  33.5 
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Table S12. Temperature-dependent lifetimes of 5e. The table contains the temperatures of the 

sensor and the sample (sensor T and sample T), the reciprocal sample temperature (1/Sample 

T), and the lifetime fit result of the measured delayed fluorescence lifetime (τDF). 

Sensor T [K] Sample T [K] 1 / Sample T  
[⋅10-3 1/K] τDF [µs] 

200.0 202.7 4.9  68.1 

206.9 209.5 4.8  62.2 

214.3 216.8 4.6  58.6 

222.2 224.6 4.5  55.0 

230.8 233.1 4.3  51.6 

240.0 242.2 4.1  48.6 

250.0 252 4.0  45.7 

260.9 262.6 3.8  42.9 

272.7 274.4 3.6  40.3 

285.7 287.5 3.5  37.8 

293.0 294.7 3.4  36.6 

300.0 301.7 3.3  35.6 

272.7 274.5 3.6  40.2 

250.0 251.9 4.0  45.8 

230.8 232.8 4.3  51.7 

214.3 216.4 4.6  58.1 

200.0 202.3 4.9  65.8 

193.5 195.9 5.1  73.3 

187.5 190.1 5.3  75.5 

181.8 184.6 5.4  82.8 

 

  

CLXIX



S25 
 

 

1.9 An additional proof for TADF: TRES measurements 

To further investigate the spectral properties of delayed fluorescence, we conducted time-

resolved emission spectroscopy (TRES) measurements. A spectral overlap between prompt and 

delayed fluorescence confirms that both types of emission originate from the same excited state 

(S1). We integrated the specific areas under the time-resolved decay curves in microseconds to 

obtain the spectra of both prompt and delayed fluorescence (Figure S12). These spectra overlap 

for all four compounds (Figure S13 A-D), giving an additional verification to TADF.  

 
Figure S12. Integrated areas of prompt and delayed fluorescence under the time-resolved decay 

curves in microseconds for compound 5d.  

 

Figure S13. Time-resolved emission spectra of compounds 5b-5e (A-D) in toluene at 293 K. 

Spectral overlap between prompt and delayed fluorescence is observed for all four compounds, 

indicating that both emissions originate from the same excited state. 
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1.10 Rate matrix and solution 

The rate matrix for the excited 3-state kinetic system: 

[
−(𝑘C + 𝑘DCE) 𝑘9DCE 0

𝑘DCE −𝑘9DCE 0
𝑘C 𝑘- 0

] 
eq. S17 

has two relaxation times, the prompt and the delayed signal, as general solution: 

𝑘F = −𝜆% =
1
2_𝑘C + 𝑘DCE + 𝑘9DCE + 𝑘-

+`(𝑘C + 𝑘DCE − 𝑘9DCE − 𝑘-)% + 4𝑘DCE𝑘9DCEa 
eq. S18 

𝑘< = −𝜆7 =
1
2_𝑘C + 𝑘DCE + 𝑘9DCE + 𝑘-

−`(𝑘C + 𝑘DCE − 𝑘9DCE − 𝑘-)% + 4𝑘DCE𝑘9DCEa 
eq. S19 

with 𝑘C =	𝑘𝑟𝑎𝑑_𝑆 + 𝑘𝐼𝐶_𝑆 and 𝑘- = 𝑘𝑟𝑎𝑑_𝑇		 + 𝑘𝑛𝑟_𝑇. 

 

1.11 Discussion of previously published data on 5b 

To simulate the effect of triplet quenching by O2 the solution of the rate matrix for the delayed 

signal was used. Here the temperature-dependent rate constants as obtained from our kinetic 

analysis were inserted: 

(𝑘98< + 𝑘DE) = (𝑘98< + 𝑘DE)G𝑒H#8(7)/L- eq. S20 

𝑘DCE =
𝑘𝐼𝑆𝐶(1)

√𝑇
+	
𝑘0_𝐼𝑆𝐶(2)

√𝑇
𝑒H#8(%)/L- 

eq. S21 

𝑘9DCE =	
𝑘0_𝑟𝐼𝑆𝐶
√𝑇

𝑒H#8(&)/L- eq. S22 

Quenching by O2 was introduced as the only process that depopulates T1 to S0: 

𝑘- ≡ 𝑘: ∙
[O%]
9 =

2𝑅𝑇
3𝜂 g

𝑟<?@
𝑟A%

+
𝑟A%
𝑟<?@

+ 2h ∙
[O%]
9 ≈ 5.0043 ∙

𝑅𝑇
𝜂 ∙

[O%]
9  eq. S23 
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The quenching rate was approximated by using the Stokes-Einstein equation, the radii of r(O2) 

= 84 pm and r(5b) = 445 pm, and assuming a quenching efficiency of 1/9 as upper limit given 

by spin statistics.27 The viscosity of toluene in the temperature range studied was obtained from 

Ref. 28 and its eq. 1-5. With all parameters available now the delayed rate can be simulated for 

all relevant concentrations of O2. 

!

Figure S14. Temperature dependence of simulated delayed rate constant for different O2 
concentrations compared to experimental data and previously published data29  

The experimental data points from the original publication29 (its Figure 4) were extracted using 

WebPlotDigitizer Ver. 4.730 and are consistent with a concentration of 4.38 µM O2. The single 

point on the 12.5 µM line corresponds to the reported decay time of 30 µs at 300 K (insert in 

Figure 4). The apparent Arrhenius-energy for the extracted data points is?l8 # 5$Y? m $?nop. 

For the limiting case, i.e. negligible rISC and quenching as dominating process to depopulate 

T1, an apparent Arrhenius-energy of l8 # 5$d? m $?nop would be expected, just from the 

temperature dependence of the diffusion coefficient. It has to be noted that even in our 

measurements an effect of residual oxygen cannot be excluded. Thus, our reported rates for ISC 

and rISC as well as the activation energy for rISC would be upper limits for the system while 

the quantum yield for delayed fluorescence represents a lower limit. 
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1.12! Aggregation at lower temperatures 

All samples showed signs of aggregation at lower temperatures, as indicated by a strong drop 

in total fluorescence intensity due to precipitation and the appearance of a highly quenched 

species (τ < 200 ps) in the ns decays. In addition, compound 5e formed a very long-lifetime 

species (τ  >> 1 ms, < 3.3% of total signal, see Figure S15) below 220 K. Upon cooling down 

and heating up of the sample all the species attributed to aggregation showed more or less strong 

hysteresis regarding their relative amount and lifetime. This behaviour prevents us from 

evaluating the absolute fluorescence intensities as indicator for possible changes in quantum 

yields. It does not significantly affect the lifetime analyses since fluorescence decay times of 

monomers and aggregates are well separated. In the offset evaluation of the 5e ns-decays the 

fraction of aggregates with long lifetime as estimated from the µs decays was subtracted. Since 

the fraction of aggregates was not stable in time, and data from different measurements (ns and 

µs decays) needed to be combined for this purpose, the data correction was only partially 

successful and an increased noise level in the corrected data (5e below 220 K) could not be 

avoided. 

Aggregation in #$ 

 
Figure S15. Aggregation in 5e 

Below 220 K the offset in the µs decays measured for 5e significantly exceeds the average dark 

counts of the detector, indicating the appearance of a species with lifetime much longer than 

the 600 µs detection time window between excitation pulses. 
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Chapter 2. Analytical solution of kinetics for 3-state system (S0, S1, T1) 

 

The formal solution of dynamics equation for a 3-state system: 

<	𝒂(N)
<	N

= 𝑲	𝒂(𝑡); 			𝒂(𝑡) = [
𝑎CG(𝑡)
𝑎C7(𝑡)
𝑎-7(𝑡)

], eq. S24 

is: 

𝒂(𝑡) = 𝑒𝑲N	𝒂G; 			𝒂G = 	𝒂(𝑡 = 0) eq. S25 

The observed signal is defined by emission properties of involved states. In general, we can 

write: 

The transition rates matrix can be eigen-values decomposed (EVD) as: 

𝑲 = 𝑽𝚲𝑼;

𝑽 =	+
|		 | |
𝒗0 𝒗1 𝒗2
|		 | |

, ; 	𝑼 = 𝑽−1 = -
−		 𝒖0 −
−	 𝒖1 −
− 𝒖2 −

. ; 	𝚲 = +
𝜆0		 0 0
0		 𝜆1 0
0		 0 𝜆2

, ,	 eq. S27 

where 𝑽,𝑼 are matrixes consisting of right (columns) and left(rows) eigen-vectors. For the 

following derivation, it is more convenient to rewrite EVD in eq. S27 in the equivalent form of 

linear combination of eigen matrixes 𝚪5: 

𝑲 =/𝚪𝑖
𝑖

𝜆𝑖;

𝚪𝑖 = 𝒗𝑖⨂𝒖𝑖	,
	 eq. S28 

Then the matrix exponential in eq. S25 and eq. S26 can be written as: 

𝑒𝑲N =K𝚪5
5

𝑒U"N eq. S29 

The transition rate matrix 𝑲 for the system in absence of excitation (after excitation pulse) have 

the form: 

𝑎VWX(𝑡) = 𝒂@Y𝒂(𝑡) = 𝒂@Y𝑒𝑲N	𝒂G eq. S26 
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𝑲 = [
0		 𝑘C7G 𝑘-7G
0		 −(𝑘C7G + 𝑘DCE) 𝑘ZDCE
0		 𝑘DCE −(𝑘ZDCE + 𝑘-7G)

], eq. S30 

where 𝑘C7G = 𝑘C7G,98< + 𝑘DE . For this transition matrix in eq. S26 we can get next eigen values 

(negated rates): 

⎩
⎪
⎨

⎪
⎧
𝜆G = 0

𝜆7 = −𝑘F = −
1
2
(Σ𝑘 + Δ𝑘)

𝜆% = −𝑘< = −
1
2
(Σ𝑘 − Δ𝑘)

Σ𝑘 = 𝑘C7G + 𝑘DCE + 𝑘ZDCE + 𝑘-7G	

Δ𝑘 = 7
(𝑘C7G + 𝑘DCE + 𝑘ZDCE + 𝑘-7G)% −

4U(𝑘C7G + 𝑘DCE)(𝑘ZDCE + 𝑘-7G) − 𝑘DCE𝑘ZDCEV

 eq. S31 

 

Note that the two expressions for the prompt and delayed rates kp and kd rates above can be 

rewritten in the form of two simple equations: 

É
𝑘F + 𝑘< = 𝑘C7G + 𝑘DCE + 𝑘ZDCE
𝑘F𝑘< = 𝑘C7G𝑘ZDCE

 eq. S32 

The corresponding eigen-matrices are: 

𝚪G = Ñ
1 1 1
0 0 0
0 0 0

Ö ;

𝚪7 = 𝚪F =				
1
Δ𝑘 [

0 𝑘< − 𝑘C7G 𝑘< − 𝑘-7G
0 𝑘F − (𝑘ZDCE + 𝑘-7G) −𝑘ZDCE
0 −𝑘DCE −𝑘< + (𝑘ZDCE + 𝑘-7G)

] ;

𝚪% = 𝚪< = −
1
Δ𝑘

[
0 𝑘F − 𝑘C7G 𝑘F − 𝑘-7G
0 𝑘< − (𝑘ZDCE + 𝑘-7G) −𝑘ZDCE
0 −𝑘DCE −𝑘F + (𝑘ZDCE + 𝑘-7G)

]

 eq. S33 

If the transitions 𝑇7 → 𝑆G are not emissive, the whole signal is detected as emission from the 

state 𝑆7. So, the emission vector takes form: 𝒂@Y = (0 ΦX7 0), where ΦX7 is the quantum yield 

of a 𝑆7 → 𝑆G transition. Next, we assume that initial population of the state 𝑇7 is neglectable, 

i.e. that an excitation pulse is so short that this state is not populated. This way we get 𝒂G[ =
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(𝑎CG,G 𝑎C7,G 0). Then, substituting 𝒂@Y, 𝒂G and 𝜆5 , 𝚪5 into eq. S29 and eq. S26, we get for the 

observed signal: 

In the experiment we can observe either ratio, either one of relative fractions (one of which will 

be dependent) of two exponential components of the decay: 

𝐹<
(8)

𝐹F
(8) =	

𝑎<
𝑎F
	=

𝑘F − (𝑘ZDCE + 𝑘-7G)
(𝑘ZDCE + 𝑘-7G) − 𝑘<

; 	
𝐹<
(\)

𝐹F
(\) =	

𝑎<
𝑎F
	
𝑘F
𝑘<

=
𝑘F − (𝑘ZDCE + 𝑘-7G)
(𝑘ZDCE + 𝑘-7G) − 𝑘<

	
𝑘F
𝑘<

 

𝑝<
(8) =

𝑎<
𝑎F + 𝑎<

=
𝑘F − (𝑘ZDCE + 𝑘-7G)

𝑘F − 𝑘<
; 𝑝<

(\) =
𝑎</𝑘<

𝑎F/𝑘F + 𝑎</𝑘<
=

1

1 +
𝐹F
(\)

𝐹<
(\)

 
eq. S35 

Where the upper indices (𝑎), (𝑐) stand for amplitude (intensity) and counts variants of 

quantities, correspondingly. 

Two equations from eq. S32 and one of equations from eq. S35 gives 3 independent equations 

relating 3 observed quantities and 4 transition rates. Obviously, such system is incomplete and 

cannot give solution for all 4 rates. So, we need to make some assumptions. For example, we 

can assume that 𝑘-7G is known. Then we can solve the system of 3 equations to get 𝑘C7G, 𝑘DCE ,

𝑘ZDCE  as functions of observables (here, for example, fluorescence rates and fractions) and 𝑘-7G: 

𝑎𝑜𝑏𝑠(𝑡) = 𝑎𝑝𝑒−𝑘𝑝𝑡 + 𝑎𝑑𝑒−𝑘𝑑𝑡

𝑎𝑝 = Φ𝑠1	𝑎𝑆1,0
1
Δ𝑘 0𝑘𝑝 − (𝑘𝑅𝐼𝑆𝐶 + 𝑘𝑇10)1

𝑎𝑑 = Φ𝑠1	𝑎𝑆1,0 	
1
Δ𝑘 0(𝑘𝑅𝐼𝑆𝐶 + 𝑘𝑇10) − 𝑘𝑑1

 eq. S34 

⎩
⎪⎪
⎨

⎪⎪
⎧𝑘𝑅𝐼𝑆𝐶 = 𝑘𝑝 + 𝑘𝑑 − 〈𝑘〉(𝑎) − 𝑘𝑇10 = 6

1
𝑘𝑑
+
1
𝑘𝑝
− 〈𝜏〉(𝑐)7

−1

− 𝑘𝑇10

𝑘𝑆10 =
𝑘𝑝𝑘𝑑 − 〈𝑘〉(𝑎)𝑘𝑇10

𝑘𝑅𝐼𝑆𝐶
𝑘𝐼𝑆𝐶 = 〈𝑘〉(𝑎) − 𝑘𝑆10	

〈𝑘〉(𝑎) = 8𝑝𝑝
(𝑎)𝑘𝑝 + 𝑝𝑑

(𝑎)𝑘𝑑9

〈𝜏〉(𝑐) = +
𝑝𝑑
(𝑐)

𝑘𝑑
+
𝑝𝑝
(𝑐)

𝑘𝑝
	,

 
eq. S36 
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Note: 〈𝑘〉(8) = 𝑘F + 𝑘< − 𝑘ZDCE − 𝑘-7G. 

Oleg’s contribution (not only about precipitation). I will put all contribution here. It probably 

should be separated later and placed to different parts according to context. Thus, discussion of 

the model should be placed closer to diagram plots below (see also the same plot at the 

beginning, before main text). 

1. Fitting of TCSPC data 

The TCSPC data for variety of temperatures were measured in two delay times regions: with 

ns- and ms- time resolution. The registered fluorescence decays were fitted using a quadratic 

programming optimization. As expected and observed fluorescence lifetimes differs by several 

orders of magnitude, no regularization was applied during optimization. The example fitted 

spectra of fluorescence lifetimes for different temperatures are shown at the Fig. …. . 

 

Figure S53 The fluorescence lifetime spectra for 5b sample, obtained by the quadratic 

programming optimization fitting of TCSPC decays in ns- (left) and ms-ranges of delay times. 

 

2. Precipitation 

The total number of counts depend on the temperature – it drops several times with the 

decrease of a temperature. Also, this dependence reveal a hysteresis behaviour. See Fig… . We 

assume that such behaviour evidences about the precipitation of solution at low temperatures. 
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Figure S54. The temperature dependence of total number of counts for C2 sample. 

 

3. Dominating fluorescence lifetimes 

All samples reveal the presence of 2 dominating fluorescence lifetimes – one in each 

measurement with different delay time range. These lifetimes were calculated from the fitted 

spectra as average over the regions near dominating peaks (from minimum to minimum). To 

determine relative fraction of the prompt (shortest) lifetime only measurement in ns-region was 

used, as different excitation conditions of two measurements does not allow the quantitative 

comparison of their amplitudes. The prompt photon counts (3F
I\J) were calculated as sum of 

counts around the dominating peak in the ns spectrum, and the delayed (3F
I\J) counts are 

estimated as sum of all counts with lifetimes larger than last minimum of the ns-spectra, except 

the dark counts estimated form independent measurement. The resulting lifetimes and fractions 

for 5b sample are presented at the Fig. … (Upper row) 

 

4. The analysis of lifetimes using 3-state model 

The presence of two dominating fluorescence lifetimes in the fitted decays witness in favour of 

3-states (ground áG and two excited: á7z X7?) model of an underlying kinetics (see. Scheme 1.). 

To resolve the transitions times we derived analytical expressions for we have derived the 

analytical expressions 3 independent observables: two characteristic times (I." z I0") their 

fractions (dependent on each other as 9. # 5 " 9"), for a supposed 3-state (see SI, chapter 4), 

assuming that the signal is observed from the radiative transitions from á7 state only. As the 3-
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state system of interest is characterised by 4 transition rates (𝑘7GC = 𝑘9Ck + 𝑘DEC, 𝑘DCE , 𝑘9DCE , 

𝑘7G-) and only 3 observables are available, the exact inverted solution for all rates is impossible. 

So, we had to make some assumption about transition rates: here we have assumed that 𝑘7G- is 

neglectable. Our derivation of observed quantities is analogous to one given by Adachi 

(JPCA125p08074_Exact solution TADF kinetics_Tsuchiya+Adachi_2021). Thus, the solution 

is almost the same, except the expression ???, where Adachi used approximation that 𝑝. ≪ 𝑝". 

This approximation is really applicable for the reasonable transition rates. However, it is not 

necessary, as the full solution is not much more complicated. The resolved transition rates for 

the 5b compound are presented at the Fig. … (bottom row). 

 
Figure S55. Fitted data analysis. Top: The fluorescence lifetimes (rates) and their fractions for 
5b sample obtained from the data presented at Fig. … Bottom: The transition rates calculated 
from fitted data according the relations presented at SI, chapter 4. 
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Chapter 3. Quantum Chemical Computations 

 

Figure S56. ISC and rISC rate constants for compound 5a to 5d. The adiabatic energy gap was 
successively decreased starting from 0.4 eV with an increment of 0.05 eV. Computed rate 
constants for the experimental energy gaps are highlighted in solid (rISC) and dashed (ISC) 
circles.  

The potential energy surface (PES) and the according normal mode vibrations that are needed 

for the computation of nonradiative rate constants were computed at the optimized geometries 

of the lowest excited singlet and triplet state. In order to mimic the effect of a small energy gap 

between these states the adiabatic energy gap was decreased with an increment of 0.05 eV. The 

results clearly show that, unlike ISC, rISC (which is an uphill process that relies on thermal 

population of excited states in close energetic proximity) strongly depends on the energy gap. 

Rate constants were also computed for the experimental singlet-triplet gaps if given.   

 

However, this approach leads to certain inaccuracies where the ISC rate constant is significantly 

lower than the rISC. Due to not recomputing the PES of the respective states at every given 

point a sole energetic shift leads to a crossing of two potentials and, thus, unphysical results. 
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Figure S57: ISC and rISC rate constants computed for compound 5b. Results were obtained 
by performing a relaxed scan of the S1 and T1 geometry and using the VH-Method.  

 

To ensure that reliable non-radiative rate constants are computed, relaxed scans were performed 

for the lowest excited singlet and triplet state geometries. In addition to a frequency analysis at 

the initial state geometry the Vertical Hessian (VH) method was used to extrapolate the PES 

alongside the normal mode vibrations of the respective final state. Unlike for a sole vertical 

shift of the PES shown in figure 1, figure 2 shows the ISC and rISC rate constants that were 

computed for different donor-acceptor angles and recomputed excited state potentials.  
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Figure S58. Relaxed interpolated pathway for compound 5a between 25 and 155 degrees for 
the electronic ground state and the lowest excited singlet and triplet state. Between 80 and 100 
degrees the lowest optimized triplet state is of locally excited state character instead of charge-
transfer character and thus in energy lower than expected.    

 

Figure S59. Relaxed interpolated pathway for compound 5d between 40 and 140 degrees for 
the electronic ground state and the lowest excited singlet and triplet state. Increased sterical 
hindrance by the methyl groups prevents a distortion beyond 40 and 140 degrees. Between 90 
and 95 degrees the lowest optimized triplet state is of locally excited state character instead of 
charge-transfer character and thus in energy lower than expected.     
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Figure S60. Relaxed interpolated pathway for compound 5e between 30 and 150 degrees for 
the electronic ground state and the lowest excited singlet and triplet state. For all dihedral angles 
shown the lowest excited triplet state is of charge-transfer character.  

 

Figure S61. Dipole moment along the rotation of donor and acceptor for the electronic ground 
state and low-lying excited states of compound 5b. In this case In the case of a non-polar charge 
distribution in the electronic ground state the dipole moment can be used as a measure for the 
charge-transfer character. 
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Figure S62. Emission spectra computed using the Vertical Hessian (VH, left) approach and the 
Adiabatic Hessian (AH, right) approach. The AH approach yields featureless broad spectra that 
do not allow for a meaningful comparison with the experiment. The VH method matches the 
spectral shape and emission maxima.  

 

Table S21. Dihedral angle (C-C-C-C from substituent to ortho-CN) between donor and 
acceptor, energetic difference between the conformers and a torsional barrier estimated based 
on the interpolated relaxed pathway between the conformers.  

 Compound 

 5a 5b 5c 5d 5e 

Conf.	1,	S0	[deg]	 49.6 69.7 73.5 87.1 68.0 

Conf.	2,	S0	[deg] 131.2 110.7 95.8 --- 112.3 

∆EDFT(2	-	1)	[meV] 7 15 112 --- 17 

∆EDFT/MRCI(2	-	1)	[meV] 2 5 108 --- 5 

Energy	Barrier1→2[meV] ca.	60 ca.	15 ca.	38 --- ca.	20 

 

 

 

 

 

 

CLXXXIV



S40 
 

 

Table S22. Supplementary information for the absorption spectra consisting of oscillator 
strengths f(L), band wavelengths and the percentage of charge-transfer, locally-excited 
character (% CT/LE) of the respective electronic states at DFT/MRCI-R2016, SVP level of 
theory.  

 Compound 

 5a 5b 5c 5d 5e 

S0→S1	f(l) 0.23692 0.07743 0.04683 0.00208 0.08110 

S0→S2	f(l) 0.41659 0.28922 0.22606 0.04350 0.25488 

S0→S3	f(l) 0.02198 0.16334 0.23080 0.43595 0.20215 

S0→S1	[nm] 410 400 400 396 429 

S0→S2	[nm] 331 319 315 307 331 

S0→S3	[nm] 312 307 306 302 319 

S1	[%	CT/LE] 70/20 80/10 82/9 87/3 81/9 

 

Table S23. Dihedral angle between donor and acceptor for all compounds in the electronic 
ground state and the lowest excited singlet and triplet state.  

 Compound 

 5a 5b 5c 5d 5e 

Conf.	1,	S0	[deg] 49.6 69.7 73.5 87.1 68.0 

Conf.	1,	S1	[deg] 34.3 65.9 65.2 81.8 66.6 

Conf.	1,	T1	[deg] 20.9 41.7 39.5 49.3 43.0 

Conf.	2,	S0	[deg] 131.2 110.7 95.8 --- 112.3 

Conf.	2,	S1	[deg] 147.0 122.4 --- --- 117.5 

Conf.	2,	T1	[deg] 161.5 147.6 145.9 128.4 146.8 
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Figure X: Illustration of the impact of hydrogen bond donors at the carbonyl moiety on the 
NMA excitation energies. The depiction of the molecular orbitals on the bottom (adapted from 
ref. [DOI: 10.1021/acs.jpca.1c05098]) indicates that the n-orbital (encircled in red) is 
predominately affected by hydrogen bonds. 
 

 
Figure X: Influence of the addition of Scat on the absorption and emission of NMA (9.3 µM) 
in toluene. The different Scat concentrations are color coded from purple (0 mM) to red 
(2.2 mM). Steady state absorption (A) and emission spectra (B) of NMA for various Scat 
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concentrations. The excitation wavelength (!!") at the isosbestic point at 373 nm is highlighted. 
The emission spectra were recorded with an excitation and emission bandpass of 1 nm. 
Fluorescence decay traces (C) for excitation at 373 nm (colored) and 412 nm (2.2 mM Scat, 
dark red). The detection bandpass ("!#!$) centered at 410 nm is highlighted with a grey 
rectangle in the emission spectra. The solid lines are representing the fits. Relative quantum 
yields (squares) and relative averaged lifetimes (circles) versus the Scat concentration (D). The 
increase in the relative quantum yield is fitted with a 1:1 binding model [DOI: 
10.1039/C0CS00062K]. The grey areas around the fit show the 0.95 confidence (darker) and 
prediction band (brighter). The fitted KD value (3.46∙10-4 M) is marked with a black, dashed 
line.  
 
 

         
Figure X: Strong intermolecular N-H!O hydrogen bonds in NMA:SKat(1:1) co-crystal (left). Crystal packing of NMA with 
herringbone stacking arrangement (middle) and NMA:SKat co-crystal with parallel displaced stacks along the a axis as well 
as slipped stacks along the c axis (right). Interactions are shown in black dashed lines. In (right) SKat is displayed in 
wireframe style for clarity. 

 
Figure X: Comparison of powder X-Ray diffraction patterns of NMA:SKat (1:1) with starting materials NMA and SKat 
showing a new phase formation. 
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Figure X: Excitation (blue) and emission (black) spectra of NMA at 298 K (a) and 81 K (b) and 
NMA:SKat at 298 K (c) and 81 K (d). The emission after a 1 ms delay is depicted in red. The 
luminescence decay at the emission maximum for NMA and NMA:SKat at 289 K and 81 K are 
depicted in (e) and (f) respectively. The resulting lifetimes are depicted in Table SX. The 
excitation and emission wavelength are shown in the corresponding figures. 
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Theory 
 
 

Figure X: Overlay of the optimized geometries of NMA+SKat in different environments. (left) 
[toluene (blue), THF (red), crystal structure with optimized hydrogen atoms (orange), 
optimized structure in solid state environment (cyan)] The geometries were aligned to the 
NMA. Difference densities (red = decrease of electronic density; yellow = increase of electronic 
density) for the lowest excited singlet ##%& -state (middle) and $#%& -state (right) for 
NMA+SKat. Geometries and difference densities for the corresponding triplet states differ 
slightly. There is no contribution of SKat to the energetically lowest electronic excitations. 
Computed at DFT/MRCI level of theory [def2-SV(P) / BH-LYP / PCM-Toluene] 
 
 

 
Figure X: Vertical excitation energies without ZPVE correction from the electronic ground 
state and the optimized geometries of the lowest excited states of NMA+SKat (left) given a 
rough idea about the PES of the relevant excited states. Due to no crossing of the PES, the 
vertical state diagram strongly advocates for an efficient radiative decay via ##%-states and no 
nonradiative deactivation via $#%- states. Comparison of ZPVE corrected adiabatic energies of 
NMA and NMA+SKat (right) computed at DFT/MRCI level of theory [def2-SV(P) / BH-LYP 
/ PCM-Toluene]. Highlighting the effect of hydrogen bonding on the lowest excited ##%- and 
$#%- states in the singlet and triplet regime. A strong destabilization of the $#%-states and slight 
stabilization of the ##%-states is visible. 
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Table SX: Amplitudes and time constants obtained from the fits to the TCSPC data of NMA 
in toluene in the absence and in the presence of different Scat concentrations. 
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Figure SX: Normalized emission spectra of NMA (9.3 µM) in the absence (purple) and 
presence of Scat (2.2 mM, dark red). The residual contribution of free NMA was scaled and 
subtracted to obtain the NMA!!!Scat spectrum. The relative portion of the integrals which are 
covered by the detection bandpass (!"!"#) centered at 410 nm are highlighted with their 
respective color.  
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Table SX: Amplitudes and time constants obtained from the fits of the TCSPC data corrected 
for the different fractions which were covered by the detection bandpass. 
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Figure 1: H-NMR-spectrums of 10-methylacridin-9(10H)-one, 1,3-bis(3,5-bis(trifluoromethyl)phenyl)urea and a mixture of 
both (concentrations always 0.1 M in toluene-d8); in the mixture of both a ratio of around 1 to 3 acridone to urea was present; 
the aromatic protons in 1,8-position of the acridone are marked with blue diamonds and the aromatic protons of the 1,3-
bis(3,5-bis(trifluoromethyl)phenyl)urea are marked with red diamonds, the respective urea protons are marked with green 
diamonds 
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Computational Details  

The ground state geometries of all investigated compounds were optimized using the Gaussian 16 (1) 
program package and DFT at PBE0 (2) / def2-SV(P) (3) level of theory. TD-DFT was used for the 
optimization of the excited singlet states. The Tamm-Dancoff approximation was used for the 
optimization of the excited triplet states. The analytic calculation of harmonic vibrational frequencies 
was performed using the Gaussian 16 program. Solvent effect were addressed using the PCM (4) model 
and the QM/MM (5) approach.  

Vertical and adiabatic excitation energies and optical electronic properties were calculated using the 
DFT/MRCI (6; 7; 8; 9) method. 20 roots were calculated for each singlet and triplet manifold at BH-
LYP (10) / def2-SV(P) (3) level of theory (grid = m4, scfconv = 8, denconv = 1d-7, esel = 1.0). The 
R2016 (8) Hamiltonian was used. Both vibrationally resolved absorption and emission spectra were 
computed using the VIBES (11; 12) program and the recently implemented VH Method (13). 

 

Figure X: Different perspective on the overlay of optimized geometries in different environments. This 
overlay is supposed to show that the solvent (PCM and QM-MM environment) has only a slight effect 
on the geometry and a negligible effect on the order or level of excited states that are relevant for the 
decay pathway mechanism. Toluene (blue), THF (red), crystal structure with optimized hydrogen atoms 
(orange), optimized structure in solid state environment (cyan).  
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&

&

Figure X: Vibrationally resolved absorption (solid lines) and emission (dashed lines) spectra for 
NMA+SKat in toluene (blue) and THF (red) at 298K (top panel) and without temperature contributions 
(bottom panel). Strong vibrational progression is visible for NMA+SKat in toluene and THF. The 
absorption and emission spectra are not expected to change dramatically compared to NMA due to 
hydrogen bonding.  
&

&

&

Figure X: Orbitals that are involved in the energetically lowest transitions at the optimized ground state. 
From left to right: HOMO-8 (n-orbital), HOMO (!-orbital), LUMO (!-orbital). 
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Figure X: Orbitals that are involved in the energetically lowest transitions at the optimized "!!-triplet 
state to demonstrate the change of the nature of the n-orbital. From left to right: HOMO-8 (n-orbital), 
HOMO (!-orbital), LUMO (!-orbital). 

 
 

           
Figure SX: Packing of NMA (left) and NMA:SKat(1:1) co-crystal (right). Figure (left) displays the herringbone pattern of 
stacked NMA units propagating in columns along the a axis. (Right) rearranged slipped stacks of NMA are separated by 
SKat layers formed via strong hydrogen bonds between each NMA and SKat entity. In (right) SKat is displayed in wireframe 
style for clarity. 

 
Figure SX: Experimental and simulated PXRDs of the NMA:SKat co-crystal. 
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Figure SX: Luminescence decay measurements of NMA and NMA:SKat detected at different 
emission wavelengths under direct excitation at 298 K ((a), (c)) and 81 K ((b), (d)). The 
resulting lifetimes are depicted in Table SX. 

 
 
Table SX: Amplitudes and lifetimes of NMA under direct excitation, detected at different 
emission wavelengths at 298 K. The corresponding luminescence decay measurements are 
depicted in figure SX (a). 

λem / 
nm 

A1 τ1 / ns A2 τ2 / ns A3 τ 3 / ns 

410 0.093± 0.006 2.182±0.065 0.906±0.009 0.594±0.006 0.001±0.0002 13.058±2.22 
420 0.15±0.005 1.988± 0.04 0.848±0.008 0.486±0.015 0.002± 0.001 9.479±1.422 
450 0.235±0.019 2.246± 0.067 0.759±0.008 0.666±0.027 0.006± 0.002 8.723±0.959 
490 0.657±0.002 2.84± 0.013 0.207±0.002 0.550±0.007 0.126± 0.002 10.638±0.077 
550 0.472±0.010 2.053± 0.029 0.448±0.006 6.336±0.156 0.106± 0.007 18.039±0.516 
600 0.295±0.0172 2.270± 0.079 0.532±0.011 6.506±0.204 0.17± 0.01 18.759 0.465 

 
 

Table SX: Amplitudes and lifetimes of NMA under direct excitation, detected at different 
emission wavelengths at 81 K. The corresponding luminescence decay measurements are 
depicted in figure SX (b). 

λem / 
nm 

A1 τ1 / ns A2 τ2 / ns A3 τ 3 / ns 

428 0.216±0.015 2.327±0.093 0.777±0.007 0.639±0.032 0.006±0.002 8.797±1.32 
460 0.381±0.006 1.457±0.017 0.632±0.004 5.012±0.065 0.038±0.007 12.856±0.874 
485 0.275±0.007 1.545±0.028 0.656±0.005 4.969±0.069 0.081±0.008 12.776±0.429 
510 0.298±0.009 1.73± 0.038 0.617±0.006 5.642±0.103 0.119±0.009 15.188±0.426 
530 0.274±0.013 1.638±0.064 0.583±0.009 6.093±0.188 0.128±0.014 16.97± 0.778 
575 0.235±0.011 1.778±0.085 0.536±0.009 7.302±0.237 0.161±0.013 21.781±0.823 
625 0.259±0.008 2.656±0.086 0.593±0.006 10.622±0.19 0.086±0.006 36.945±1.274 
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Table SX: Amplitudes and lifetimes of NMA:SKat under direct excitation, detected at different 
emission wavelengths at 298 K. The corresponding luminescence decay measurements are 
depicted in figure SX (c). 

λem / nm A1 τ1 / ns A2 τ2 / ns A3 τ 3 / ns 
430 0.330±0.006 1.241±0.018 0.659±0.004 4.467±0.059 0.022±0.007 12.625±1.817 
448 0.229±0.007 1.240±0.023 0.689±0.006 4.622±0.07 0.03±0.01 12.056±1.646 
476 0.273±0.009 1.431±0.033 0.681±0.009 5.052±0.103 0.064±0.015 12.433±1.088 
530 0.973±0.005 9.580±0.035 0.054±0.005 26.014±1.25   

 

Table SX: Amplitudes and lifetimes of NMA:SKat under direct excitation, detected at different 
emission wavelengths at 81 K. The corresponding luminescence decay measurements are 
depicted in figure SX (d). 

λem / nm A1 τ1 / ns A2 τ2 / ns A3 τ 3 / ns 
430 0.459 

±0.004 
1.293 
±0.01 

0.558 
±0.004 

3.958 
±0.015 

  

433 0.427 
±0.004 

1.254 
±0.009 

0.580 
±0.004 

4.02 
±0.014 

  

448 0.443 
±0.008 

1.407 
±0.018 

0.560 
±0.005 

4.562 
±0.076 

0.026 
±0.006 

14.335 
±1.713 

460 0.449 
±0.007 

1.236 
±0.02 

0.609 
±0.005 

4.574 
±0.075 

0.072 
±0.009 

12.399 
±0.664 

480 0.322 
±0.005 

1.438 
±0.024 

0.627 
±0.006 

5.281 
±0.07 

0.158 
±0.009 

12.277 
±0.237 

530 0.239 
±0.002 

10.333 
±0.029 

0.0296 
±0.003 

42.131 
±3.161 

  

 
 

 
Figure SX: Luminescence decay measurements of NMA and NMA:SKat after a 1 ms delay at 
298 K ((a), (c)) and 81 K ((b), (d)). The detected emission wavelength corresponds with the 
emission maximum after a 1 ms delay. The resulting lifetimes are depicted in Table SX. 
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Table SX: Table SX: Amplitudes and lifetimes of NMA and NMA:SKat after a 1 ms delay  at 
298 K. The corresponding luminescence decay measurements are depicted in figure SX (a) and 
(c). 

 A1 τ1 / ns A2 τ2 / ns A3 τ 3 / ns 
NMA 0.537 

±0.001 
1.206 

±0.005 
0.259 

±0.001 
8.987 

±0.059 
0.188 

±0.001 
46.357 
±0.127 

MPK002 0.893 
±0.002 

35.8403 
±0.145 

0.08224 
±0.002 

287.897 
±9.044 

  

 

 

Table SX: Amplitudes and lifetimes of NMA and NMA:SKat after a 1 ms delay  at 81 K. The 
corresponding luminescence decay measurements are depicted in figure SX (b) and (d). 

 A1 τ1 / ns A2 τ2 / ns A3 τ 3 / ns 
NMA 0.152 

±0.003 
21.66 

±0.746 
0.545 

±0.002 
148.274 
±1.125 

0.281 
±0.002 

757.495 
±3.463 

MPK002 0.427 
±0.002 

75.619 
±0.701 

0.417 
±0.001 

948.542 
±3.023 
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