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Zusammenfassung 

Bei Säugetieren ist das zirkadiane System, das tageszeitliche Rhythmen in Physiologie und 

Verhalten steuert, hierarchisch aufgebaut. Ein wesentlicher Bestandteil des zirkadianen Systems 

ist die sog. innere Uhr, ein inneres Zeitmesssystem, das auch in Abwesenheit rhythmischer 

Umweltreize Rhythmen mit einer Periodenlänge von etwa 24 Stunden (h) generiert. 

Rhythmische Umweltstimuli, sog. Zeitgeber, wie der Hell-Dunkel-Zyklus, beeinflussen die 

Periode und Phase der inneren Uhr. Dauerlicht kann in einer sog. Chronodisruption resultieren, 

die sich negativ auf die körperliche und mentale Gesundheit auswirken kann. In der modernen 

Gesellschaft sind Menschen tagsüber oft einer deutlich geringeren Lichtintensität im Vergleich 

zum Sonnenlicht und nachts einer höheren Lichtintensität im Vergleich zum Mondlicht 

ausgesetzt. In dieser Studie wurde untersucht, wie sich unterschiedliche Lichtbedingungen auf 

das Hippocampus-abhängige Arbeitsgedächtnis und die synaptische Plastizität auswirken. Dazu 

wurden C57BL/6-Mäuse in drei unterschiedlichen Lichtbedingungen gehalten: In der 

Standardphotoperiode von 12 h Licht und 12 h Dunkelheit (LD), in konstanter Dunkelheit für 38h 

(DD), sowie in konstanter Beleuchtung für 38h (LL). Während in LD vorwiegend Licht-abhängige 

Rhythmen untersucht werden können, werden in DD die zirkadianen Rhythmen demaskiert, die 

auch ohne Zeitgeber ablaufen. In LL sind die zirkadianen Rhythmen hingegen abgeschwächt und 

das Stresshormon Corticosteron, das auch im zirkadianen System und der synaptischen 

Plastizität eine wichtige Rolle spielt, erhöht. Zunächst wurde das Hippocampus-abhängige 

Arbeitsgedächtnisleistung mittels Y-Labyrinth getestet und anschließend die Hippocampi der 

Mäuse hinsichtlich neuronaler Plastizität untersucht. Zum einen wurde eine Golgi-Cox-Färbung 

durchgeführt, um die Morphologie der Dornsynapsen (Spines) zu untersuchen. Zum anderen 

wurde Immunfluoreszenz mit Antikörpern gegen Synaptopodin und den ionotropen Glutamat-

Rezeptor GluR1 durchgeführt. In LD gab es Unterschiede sowohl im Alternationsverhalten im Y-

Labyrinth als auch in der Synaptopodin- und der GluR1-Immunreaktion (IR) zwischen der Licht- 

und der Dunkelphase. Im Gegensatz dazu gab es diese Unterschiede in DD und LL nicht, obwohl 

die Bewegungsaktivität rhythmisch war. Dies deutet darauf hin, dass der Tag-Nacht-Unterschied 

in Funktion und Struktur des Hippocampus stärker vom Licht-/Dunkelwechsel als von der 

Inaktivität/Aktivität der Mäuse beeinflusst wird. Darüber hinaus waren in LL sowohl  

Alternationsverhalten im Y-Labyrinth als auch Spine-Morphologie sowie Synaptopodin- und 

GluR1-IR deutlich gegenüber LD verändert. Dies deutet darauf hin, dass konstantes Licht für 38 

h bereits zu einer Veränderung in Funktion und Struktur des Hippocampus führt. In DD waren 

lediglich Synaptopodin- und GluR1-IR deutlich gegenüber LD verändert. Dies deutet darauf hin, 

dass konstante Dunkelheit für 38 h zu subtilen Veränderungen der synaptischen Plastizität des 

Hippocampus führt. Es bedarf weiterer Studien um die Übertragbarkeit auf den Menschen zu 

untersuchen, was vor allem unter den o.g. Aspekten der modernen Lebensweise eine große 

Relevanz hat. 
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II Abstract  

In mammals, the circadian system, which controls daily rhythms in physiology and behavior, is 

hierarchically organized. A essential component of the circadian system is the so-called internal 

clock, an internal time-keeping system that generates rhythms with a period length of about 24 

hours (h), even in the absence of rhythmic environmental cues. Rhythmic environmental stimuli, 

described as zeitgeber, such as the light-dark cycle, influence the period and phase of the 

internal clock. Constant light exposure can lead to a phenomenon called chronodisruption, 

which can negatively impact physical and mental health. In modern society, people are often 

exposed to much lower light intensity during the day compared to the sunlight, and higher light 

intensity at night compared to the moonlight. In study we investigated how different light 

conditions affect hippocampus-dependent spatial working memory and synaptic plasticity. 

Therefore C57BL/6 mice were kept under three different light conditions: the standard 

photoperiod of 12 hours of light and 12 hours of darkness (LD), constant darkness for 38 hours 

(DD) and constant light for 38 hours (LL). In LD, mainly light-dependent rhythms can be studied. 

Circadian rhythms, which occur even without zeitgebers, are unmasked under DD conditions. In 

LL, circadian rhythms are weakened, and corticosterone, a stress hormone, which also plays an 

important role in the circadian system and synaptic plasticity, is elevated. First, hippocampus-

dependent working memory performance was examined using a Y-maze, then the hippocampi 

of the mice were analyzed under the aspect of neural plasticity. In order to do so a Golgi-Cox 

staining was performed to investigate the morphology of dendritic spines. Additionally, 

immunohistochemistry was conducted with antibodies against synaptopodin and the ionotropic 

glutamate receptor GluR1. In LD, there were differences in alternations in the Y-maze as well as 

in synaptopodin and GluR1 immunoreactivity (IR) between the light and dark phase. In contrast, 

these differences were not observed in DD and LL, although the locomotor activity was still 

rhythmic. This suggests that the day-night difference in hippocampal function and structure is 

more strongly driven by the light/dark cycle than by rest/locomotor activity of the mice. 

Furthermore, in LL alternation behavior in the Y-maze, spine morphology, as well as 

synaptopodin and GluR1 IR, were significantly altered compared to LD. This suggests that 

constant light for 38 hours leads to changes in hippocampal function and structure. In DD, only 

synaptopodin and GluR1 IR were significantly altered compared to LD. This suggests that 

constant darkness for 38 hours leads to subtle alternations of hippocampal synaptic plasticity. 

Further studies are needed to investigate the applicability of these findings to humans, which is 

particularly relevant in light of the aspects of modern lifestyle mentioned above. 
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1 Introduction  

1.1 Circadian rhythms 

The circadian system was first described in 1729 by the French scientist Jean-Jacques 

d’Ortous de Mairan who kept a flower (Mimosa pudica) in his desk drawer and 

discovered that the leaves open and close even in the absence of light [2]. “Circadian” 

is derived from the latin term “circa” which means “around” and “dies” which means 

“day”. Organisms have an internal clock, which keeps circadian rhythms in behavior 

and physiology such as rest/activity, hormone secretion, body temperature and 

digestion [3] even in the absence of rhythmic environmental cues with a period length 

of about 24h (i.e., circadian), thus summarized as the circadian system. The phase and 

period of circadian rhythms are synchronized/entrained by rhythmic environmental 

cues known as “Zeitgebers”, with the light/dark cycle being the most significant. In 

addition to light, other factors such as climate, temperature, and social interaction can 

also act as Zeitgebers.  

In mammals, the central circadian oscillator is the hypothalamic suprachiasmatic 

nucleus (SCN). The SCN controls subordinate circadian clocks in the brain and body. It 

generates rhythms in clock gene expression, neuronal firing, and neurotransmitter 

release [4]. The SCN generates circadian rhythms autonomously but also get input from 

e.g. the retina [5]. The connection is called the retinohypothalamic tract (RHT, Fig. 1), 

in which glutamate is the primary neurotransmitter [6]. Via the RHT, the information 

about light and darkness received by the eye is transmitted to the SCN. The SCN creates 

rhythmic output signals via the autonomous nervous system and the endocrine system 

to control subordinate circadian oscillators in other parts of the brain and peripheral 

organs, such as liver, heart, lungs, urinary bladder and kidneys (Fig. 1) [7]. At the cellular 

level, all circadian oscillators possess a molecular clock (Fig. 1), composed of 

transcriptional/translational feedback loop of clock genes. 

The process by which circadian rhythms are synchronized to the external light/dark 

cycle through the detection of light is known as photoentrainment. Additionally, in 

nocturnal animals like mice, locomotor activity is suppressed by light, a phenomenon 

known as masking [8]. Both events (photoentrainment and masking) are distinct 

mechanisms, yet in nature, they function in a complementary manner [9].  
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Figure 1: The mammalian circadian system. Information about light is transmitted through the 

retina via the retinohypothalamic tract (*RHT). It creates output signals via the autonomous 

nervous system and the endocrine system to central circadian oscillators like other parts of the 

brain and peripheral circadian oscillators like liver, heart, lungs, urinary bladder and kidneys. 

From Ali et al. 2020, “The Role of Purinergic Receptors in the Circadian System”, International 

Journal of Molecular Sciences [7]. Reprinted by permission of MDPI. 

 

In mammals, light is detected by three types of retinal cells: rods, cones, and 

intrinsically photosensitive retinal ganglion cells (ipRGCs) containing the photopigment 

melanopsin. Light information is processed not only in image formation through the 

visual system but also in non-image-forming responses, such as circadian 

photoentrainment and the pupillary light reflex [6]. The axons of the ipRGCs converge 

to form the RHT, which connects not only to the SCN but also to various hypothalamic 

regions, including the ventral preoptic area and lateral hypothalamus, involved in 

regulating rhythms of rest/activity, heart rate, and glucocorticoids. It also extends to 

other diencephalic regions, such as the habenular nuclei, and basal forebrain areas like 

the nucleus accumbens and medial amygdala, which play a role in adding emotional 

components to cognitive functions [7–9]. The elimination of the SCN in neonatal rats 

prevents the connection between the retina and the SCN leading to arrhythmicity [10]. 

Conversely, transplantation of SCN tissue into previously ablated animals results in the 

restoration of rhythmicity [11, 12]. Due to their adjacent location, people with tumors 
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in the pituitary gland that compress the SCN suffer from sleep disturbances, 

fluctuations in body temperature and altered hormone profiles [13, 14]. As previously 

mentioned, the SCN regulates subordinate circadian clocks in the brain and body 

through neuronal connections and hormones such as melatonin and glucocorticoids. 

Corticosterone, a glucocorticoid, plays a role in regulating various physiological 

processes, including glucose homeostasis, electrolyte balance, and stress responses, 

while also providing rhythmic signals to synchronize subordinate circadian oscillators 

[15]. In this study, we investigated how different light conditions affect hippocampus-

dependent spatial working memory and synaptic plasticity. Therefore C57BL/6 mice 

were kept under three different light conditions: the standard photoperiod of 12 hours 

of light and 12 hours of darkness (LD), constant darkness for 38 hours (DD) and constant 

light for 38 hours (LL). In LD, mainly light-dependent rhythms can be studied. Changes 

that occur exclusively under LD conditions are likely influenced by additional factors 

such as light exposure or locomotor activity. If changes observed during LD cycle are 

also seen under DD conditions, they can be attributed to the circadian clock.  

 

1.2 The molecular clockwork 

Molecular processes underlying circadian rhythms are complex, and initial insights into 

these mechanisms were obtained through studies on the fruit fly (Drosophila 

melanogaster) [16]. In 2017, three chronobiologists were awarded the Nobel Prize in 

Physiology or Medicine for their discovery of the molecular foundations of circadian 

rhythms in this species [17]. Almost all brain regions and organs are provided with a 

molecular clockwork at a cellular level [9], composed of autoregulatory feedback loops 

of clock genes. Autonomous oscillation is mainly regulated by four clock proteins: 

CLOCK (circadian locomotor output cycles kaput), BMAL1 (brain and muscle arnt-like 

protein 1), PER (period circadian regulator) and CRY (cryptochrome circadian 

regulator). The transcription factors BMAL1 and CLOCK are part of the interacting 

positive feedback loop, while the proteins PER1, PER2, PER3, CRY1 and CRY2 exert an 

inhibitory effect on the transcription of clock genes indirectly by suppressing the 

activating function of BMAL1 and CLOCK. The transcription of period and cryptochrome 

genes is regulated in a rhythmic manner, driven by BMAL/CLOCK dimers. As PER and 

CRY proteins accumulate, they inhibit BMAL/CLOCK activity. The timely degradation of 

PER and CRY proteins then relieves this inhibition, enabling the start of a new 24-hour 
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cycle [7]. This transcriptional – translational feedback loop exists in most tissues across 

the body, but only the SCN can sustain persistent circadian molecular and 

electrophysiological oscillations ex vivo for approximately 9 days [18]. 

 

1.3 Chronodisruption  

Artificial light has become an indispensable part of modern society, and the key reasons 

are the following: extended productivity, safety and security, technological integration 

and aesthetics and cultural impact. Indeed, artificial lighting enables activities to 

continue beyond natural daylight hours, significantly boosting productivity in 

workplaces, homes, and educational institutions. Furthermore, it ensures a secure 

environment, deterring crime and reduces accidents for people and vehicles with 

streetlights, traffic signals, and illuminated buildings. Artificial light is deeply embedded 

in modern technology, such as from LED screens to smart homes, enabling devices and 

systems that we rely on every day. Cities are illuminated with artificial light, creating 

iconic skylines and enabling night-time cultural activities like concerts, festivals, and 

nightlife. Despite its benefits, artificial lighting does pose challenges such as energy 

consumption, light pollution, and potential effects on human circadian rhythms. 

Exposure to even low-intensity nighttime lighting can substantially disrupt behavioral 

and physiological processes [19, 20]. Animals in well-lit urban areas have been 

observed to adjust the timing of their mating calls and delay the onset of reproduction 

[21, 22]. The suppressed nighttime production of melatonin appears to be the primary 

cause of circadian rhythm disruption [20, 23, 24]. Melatonin plays a crucial role in 

regulating the circadian rhythm, serving as a signal for the body’s internal clock to align 

with the natural day-night cycle [20, 25]. Disruption of melatonin production, often 

caused by exposure to artificial light at night, can lead to disturbances in the circadian 

rhythm [20, 23, 25]. This misalignment can affect various physiological and behavioral 

processes, including sleep patterns, hormonal balance, and overall health [24]. A 

desynchronization of the circadian rhythm can lead to a chronodisruption [26].  Erren 

and Reiter defined chronodisruption as a “relevant disturbance of the temporal 

organization or order of physiology, endocrinology, metabolism and behavior” [26]. It 

is associated with depression, bipolar affective disorder and seasonal affective disorder 

[27].  Additionally, chronodisruption can worsen inflammatory responses to pathogenic 

stimuli, disrupt lipid metabolism [24], and even increase the risk of cancer (reviewed in 
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[28]). Filipski et al. demonstrated that mice with osteosarcoma xenografts, when 

exposed to a disrupted light/dark cycle, experienced accelerated cancer growth [29]. 

These mice exhibited not only altered clock gene expression but also disrupted 

locomotor activity [29, 30]. Chronodisruption has been also linked to several 

neurodegenerative disorders, such as Alzheimer's disease, Parkinson's disease, and 

Huntington's disease  [31-33]. In particular, chronic circadian disruption can lead to the 

accumulation of toxic proteins in the brain, which is a key feature of many 

neurodegenerative diseases. For example, in Alzheimer's disease, the misregulation of 

circadian rhythms has been shown to accelerate the buildup of amyloid plaques, which 

are implicated in cognitive decline. Similarly, circadian disruption can impair the 

clearance of neurotoxic substances, exacerbating neurodegeneration. Disruptions of 

circadian rhythms are frequently observed in older adults, partly due to age-related 

degeneration of the SCN [34, 35]. However, they are also recognized as symptoms of 

several neurodegenerative diseases. Hippocampus-dependent learning and cognitive 

functions are profoundly affected by changes in the circadian clock [36-39]. Research 

indicates that exposure to an experimental jet lag reduces hippocampal neurogenesis 

in female hamsters [40]. Disruptions in circadian rhythms can result in a noticeable 

reduction in hippocampal volume and significantly impair synaptic plasticity, learning, 

and memory formation [41-43]. Sleep deprivation after learning can influence memory 

consolidation and cause memory deficits through a negative impact on neuronal 

connectivity in the hippocampal CA1 region [44]. It also impairs long-term potentiation 

and the consolidation of hippocampus-dependent memories, as well as glutamate 

receptor expression and function and hippocampal cAMP signaling [42]. Chronic sleep 

deprivation even impairs neurogenesis in the hippocampus [42]. 

As already mentioned above the endogenous factors contributing to chronodisruption 

may include aging and the resulting changes in clock genes, which can lead to a 

decoupling of circadian oscillators. This decoupling can occur within different cell 

populations of the central clock and may also cause a desynchronization between the 

central and peripheral oscillators [45].  

In conclusion, chronodisruptions can also result from exogenous factors that interfere 

with the body's natural circadian rhythms. These factors, including shift work, jet lag, 

and light exposure such as artificial light at night or light pollution, can disrupt the 

synchronization between the internal biological clock and the external environment. 
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These exogenous factors, especially when experienced over extended periods, can lead 

through chronodisruption to various health issues, including sleep disorders, mood 

disturbances, metabolic diseases, and even an increased risk of neurodegenerative 

conditions. Indeed, it is important to differentiate between acute and chronic 

chronodisruption. Acute chronodisruption is a short-term disturbance that results in 

temporary symptoms, whereas chronic chronodisruption is a long-term or ongoing 

disruption that can lead to more serious health consequences.  

The sleep and behavior of nocturnal rodents, such as mice, are highly sensitive to light 

[46]. From the literature it is well known that chronic exposure of mice to LL (for 3–4 

weeks) leads to chronodisruption, resulting in elevation and disruption of circadian 

rhythms in corticosterone plasma levels [47], disrupted circadian rhythms in locomotor 

activity [14] and impaired hippocampal long-term potentiation [59]. Chronic LL also 

leads to depressive- and anxiety-like behavior and impaired spatial memory in mice 

[60].  However, the role of the circadian system and the impact of light on the structural 

and functional plasticity of the hippocampus remain poorly understood. To investigate 

the effects of acute constant light on the hippocampus, mice were exposed to acute 

constant light (LL) for at least 38 hours in the following study.  

 

1.4 Anatomy of the hippocampus 

One of the best studied brain structures is the hippocampus. It is of great scientific 

interest due to its important role in memory and learning. It gained significance in 1957 

when there was a case study about a patient H. M. whose bilateral medial temporal 

lobe was removed due to therapy-refractory epilepsy and lost the ability to form new 

memories. The removal contained the hippocampus formation, the Entorhinal Cortex 

(EC) and the amygdala [48]. Scoville and Milner then concluded that these structures 

had to play a crucial role in the brains ability to form memories [49]. Since then, a 

quantity of anatomical and neurophysiological studies was performed on the 

hippocampus but it is still not fully understood. 

The hippocampus is a paired structure and located in the brain’s temporal lobe. It is the 

biggest part of the Archicortex. In most animals and also humans it is a curved structure 

which reaches from the lateral cerebral ventricle to the corpus callosum (Fig. 2). 

The hippocampus contains the cornu ammonis (CA), dentate gyrus (DC) as well as the 

subiculum. The hippocampus formation additionally includes the entorhinal cortex (EC) 
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which is the adjacent cortex region. The EC is located in the parahippocampal gyrus and 

connected tightly to the hippocampus anatomically as well as functionally [50].  

 

a b  

Figure 2: The anatomy of the hippocampus 

a) The hippocampus contains the dentate gyrus (DG) and the cornu ammonis (CA1-4). The 

neuronal cell bodies are in the pyramidal layer (stratum pyramidale) of the CA and the granular 

layer stratum granulosum) of the DG. N. IML = stratum moleulare interne/inner molecular layer, 

OML = stratum moleculare externe/outer molecular layer, LA = stratum lacunosum/moleculare, 

RAD = stratum radiatum, O = stratum oriens. Created in BioRender. Schröder, J. (2025) 

https://BioRender.com/v57e522  

b) The hippocampus is a curved structure located in the temporal lobe which is divided into the 

dorsal hippocampus (dHC - septal) and the ventral hippocampus (vHC - temporal). Image 

illustrated by Christine Opfermann-Rüngeler, modified by Barr et al. “The Hippocampus as a 

Neural Link between Negative Affect and Vulnerability for Psychostimulant Relapse”, from “The 

Hippocampus-Plasticity and Functions” edited by Aleš Stuchlik, 2017 [51].  

 

The dorsal (septal) part of the hippocampus is mainly exteroceptive and important for 

explicit learning. It receives preprocessed sensory information from the EC. It also gets 

afferences from limbic structures, the hypothalamus and the raphe nuclei [52]. The 

ventral (temporal) hippocampus is interoceptive, it is involved in stress, emotion and 

affect-associated learning processes. It gets afferences from limbic structures, the 

hypothalamus and also the raphe nuclei [53]. Because of these significant functional 

differences, it made sense to investigate them separately in the following study.  
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a  b  

Figure 3: The microanatomy and neuronal connections of the hippocampus. a) Dentate gyrus, 

b) Cornu ammonis. On the left side of the DG and CA image each, the various layers of this 

particular area of the HC are depicted. On the right side each example of key afferent pathways 

and their connectivity are listed. OML = stratum moleculare externe/outer molecular layer, IML 

= stratum moleculare interne/inner molecular layer, GRA = stratum granulosum. O = stratum 

oriens, PY = stratum pyramidale, RAD = stratum radiatum, LA, MOL = stratum laconusom-

moleculare. Modified from Benninghoff, Drenckhahn, Anatomie, 16. Auflage, Band 2, p. 507 

Elsevier [52] a. Created in BioRender. Schröder, J. (2025) https://BioRender.com/l52y483, b. 

Created in BioRender. Schröder, J. (2025) https://BioRender.com/h86v526  

 

The hippocampus is organized allocortical. Allocortical brain structures like the 

hippocampus and the rhinencephalon contain three to five layers: molecular layer, 

pyramidal layer and multiformal layer. This distinguishes it from the younger isocortex, 

which is built up out of six layers. Due to this microarchitecture the hippocampus is 

divided into the DG and CA (Fig. 3) [50]. The DG contains granula cells. Their localization 

forms the different layers stratum multiforme, stratum granulosum, stratum 

moleculare. The cornu amonis contains a pyramidal cell layer (stratum pyramidale) 

which is segmented in four sectors CA1 – 4. This was first described by Lorente de Nó 

and is due to arrangement, morphology and connectivity of the pyramidal cells [50]. The 

size of the neurons called granula cells are ca. 10µm. Their perikarya lay in the granular 

layer, their dendrites in the molecular layers. Their axons, the mossy fibers, reach in the 

polymorph layer to CA3 and CA4 [50]. The CA contains pyramidal cells, which are bigger 

than the granular cells. Their apical dendrites reach in the apical cell-poor layers stratum 

radiatum, lacunosum and moleculare (Fig. 3). Their basal dendrites are located in the 

basal cell-poor layer (stratum oriens) (Tab. 1). CA3 and CA4 pyramidal cells send 

information to other neurons within the hippocampus formation. Glutamatergic 
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granular cells and pyramidal cells are called principal cells. Besides 10% of all 

hippocampal neurons are not-principal cells which are inhibitory interneurons. They 

influence the excitatory pyramidal cells [50]. 

 

SUBREGION CELL-POOR LAYER (APICAL) CELL-DENSE LAYER CELL-POOR LAYER (BASAL) 

DENTATE GYRUS Stratum moleculare  Stratum granulare Polymorph 

CA4  Stratum pyramidale  

CA3 Stratum lacunosum-moleculare 

Stratum radiatum 

Stratum lucidum 

Stratum pyramidale Stratum oriens 

CA2 Stratum lacunosum-moleculare 

Stratum radiatum 

Stratum pyramidale Stratum oriens 

CA1 Stratum lacunosum-moleculare 

Stratum radiatum 

Stratum pyramidale Stratum oriens 

SUBICULUM Stratum moleculare Stratum pyramidale Stratum oriens 

Table 1: Regions and layers of the hippocampus. Modified from „Lehrbuch Histologie”, Welsch, 

4th edition, 2014, Urban und Fischer, p. 634 [50].  The arrangement of the cells from different 

(sub-)regions of the hippocampus.  

 

Recent research showed that the connectivity of the CA3 and CA4 region are very similar 

so that the CA4 region is described as a elongation of the CA3 pyramidal cells rather than 

an independent region [50]. 

Many connections and loops are described within the hippocampus formation and to 

other regions. For simplicity I want to point out the most important ones. Afferences 

from other brain regions end at the dendrites of the granula cells in the DG and at the 

dendrites of the pyramid cells in the CA [50]. The axial connection from EC axons via DG 

to the CA3, CA2 and finally CA1 region is called the trisynaptic loop [54, 55]. The major 

cortical input is provided by the EC [54]. From the EC there are different paths into the 

hippocampus, one of them leads to the DG and is called perforant path. From the DG 

there is a mossy fiber pathway to the CA3 region. The pathway from the CA3 region to 

the CA1 region is called Schaffer Collateral pathway. Then CA1 is connected back to the 

EC which makes it a loop [54, 55].  

Little is still known about the role of the circadian system and the impact of light on 

hippocampal synaptic plasticity. Indeed, the hippocampus [56] receives direct or indirect 

retinal input [9]. There are projections of the retina to the hippocampus via the SCN, 
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dorsal raphe nuclei (serotoninergic), the locus coeruleus (noradrenergic) and the area 

septalis (cholinergic) [9, 57-60].  

 

1.5  Synaptic plasticity 

For mammals, learning and memory processes are crucial for survival and 

development. Both are associated with formation, elimination and morphological 

changes of dendritic spines, summarized as synaptic plasticity [61]. Spines are small 

protrusions of dendrites that contain the postsynaptic elements of asymmetric 

synapses (Fig. 4). Asymmetric synapses are characterized by a postsynaptic density 

(PSD) that is thicker than the presynaptic fraction, while symmetric synapses have a 

PSD comparable in width to the presynaptic membrane. Consequently, asymmetric and 

symmetric synapses have been associated with excitatory and inhibitory signaling, 

respectively. Spines are structurally highly dynamic [62]. Number, shape (filopodia, 

stubby, thin, mushroom) and size depend on various factors such as neuronal activity, 

hormonal and environmental stimuli. The maturation status of a dendritic spine is 

linked to its stability. Stubby spines are immature dendritic spines, characterized by an 

indistinct neck and head compartment [63]. Thin and mushroom spines are considered 

mature, as they feature distinct necks and heads. Mushroom spines contain more 

glutamate receptors than thin spines, making them more stable, as a higher number of 

glutamate receptors in the spine membrane enhances stability. In fact, mushroom 

spines are thought to play a role in memory formation and exhibit low mobility. In 

contrast, thin spines are more mobile, as they can be rapidly modified by changes in 

neuronal activity and are associated with the process of learning new information. 

Spine motility depends on actin polymerization and on the levels of intracellular Ca2+, 

which links the spine plasticity tightly to changes in synaptic activity [64]. Changes in 

spine morphology are closely related to functional synaptic plasticity such as long-term 

potentiation (LTP). LTP is a typical form of synaptic plasticity [65]. It describes the long-

lasting strengthening between two glutamatergic synapses after high frequency 

stimulation. Memory in its different forms is distributed across many brain regions [55]. 

LTP as a part of synaptic plasticity was first identified in the hippocampus [55, 66]. Since 

then, many studies were performed to analyse electrophysiological, biochemical and 

molecular aspects of synaptic plasticity in the hippocampus [55, 66]. Long-lasting 

strengthening of glutamatergic synapses leads to LTP. Hippocampal LTP is initiated by 
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depolarizing postsynaptic neurons and depends on Ca2+ transient mediated by, e.g. 

NMDA receptors or voltage-gated Ca2+ channels. The strength of excitatory synapses is 

regulated in a homeostatic manner to maintain stable neuronal function in response to 

changes in network activity. Similarly, synaptic strength increases when there is a 

sustained decrease in neuronal activity or a reduction in the number of synapses [67, 

68]. The compensation is driven by changes in the GluR1 subunit of postsynaptic AMPA 

glutamate receptors (GluR), as its insertion both enhances synaptic strength and 

stabilizes the spines by increasing their size [61, 69-71].  

 

1.6 GluR1 

In the mammalian central nervous system there are different neurotransmitters such as 

glutamate, GABA (gamma-aminobutyric acid), glycin, dopamine and serotonin. The 

major excitatory neurotransmitter of the mammalian cortex is glutamate [72, 73].  

Glutamate receptors are located in the cell membrane of i.e. neurons and glia cells. 

There are ionotropic and metabotropic glutamate receptors with different subgroups 

each. Ionotropic glutamate receptors are NMDA, AMPA and Kainat receptors. AMPA-

receptors are the primary receptors for excitatory synaptic transmission in the central 

nervous system. AMPAR is the abbreviation for α-amino-3-hydroxy-5-methylisoxazole-

4-propionic acid subtype of ionotropic glutamate receptors. Glutamate receptors play 

an important role in neuronal communication, memory, learning and are a part of 

synaptic plasticity [61]. AMPA receptors are involved in synaptic plasticity trough 1) 

synaptic insertion of Ca2+ and 2) trough trafficking in and out of the postsynaptic 

membrane [74]. AMPA-receptors are a tetrameric protein complex containing the four 

subunits GluR1-4 [69, 75] (also described as GluA1-4). This tetrameric complex forms a 

functional ion channel permeable for sodium and potassium ions [76]. AMPA-receptor 

subunits are dimers of dimers meaning a pair of pairs. Composition of AMPA subunits 

influences their function [77, 78]. Hippocampal pyramidal cells AMPA-receptors are 

composed of GluR1/2 and GluR2/3 receptors [79]. There are also homomeric receptors 

that only contain GluR1 subunits  [79, 80]. They are in the intracellular reserve pool in 

the hippocampal CA1 neurons but can be translocated into synapses under LTP 

conditions [81]. GluR1 and R2 receptors are added to the synapse, and it was shown 

that the addition is activity-dependent [81]. Guntaupalli et al. found out that male mice 

with a knock-in mutation in the major GluR1 ubiquitination site exhibit enhanced as well 
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as deficits in short-term spatial memory and cognitive flexibility [82]. This emphasizes 

the importance of GluR1 in synaptic plasticity and cognition. Synaptic strength and spine 

stabilization are achieved through the incorporation of GluR1 into the postsynaptic 

density (PSD). Additionally, spine size is positively correlated with the stability and 

strength of synapses [83, 84]. The recruitment of AMPA receptors appears to be 

associated with synaptopodin [85]. Vlachos et al. showed a higher immunofluorescent 

intensity for glutamate in synaptopodin-positive spines compared to synaptopodin-

negative spines. Furthermore, they showed that glutamate-application near the spine-

head of synaptopodin-positive spines produces a larger amplitude of inward currend 

compared with synapptopodin negative spines. Thus, they stated that the presence of 

synaptopodin in spines correlates with the quantity and efficacy of glutamate receptors 

of the AMPA type [85]. Therefore, GluR1 is a suitable target for investigating the 

influence of different light conditions on synaptic plasticity. 

 

1.7 Synaptopodin 

Synaptopodin is an actin-associated protein involved in the actin-based remodeling of 

spine morphology [86, 87]. In the adult mouse and rat brain, synaptopodin mRNA is 

expressed in neurons of the olfactory bulb, cerebral cortex, striatum, and hippocampus 

[88]. Within the hippocampus there is a regional and laminar distribution of 

synatpopodin protein [88, 89], which will be discussed in the next chapter. However, it 

is only expressed in a subpopulation (20-30%) of dendritic spines within these regions 

[90]. In hippocampal principal neurons, synaptopodin expression develops during the 

first postnatal weeks and increases as spines mature. In the adult brain, it is localized 

at the spines. Synaptopodin is closely associated with the spine apparatus, which is a 

complex membranous structure that extends from the dendritic smooth endoplasmic 

reticulum into the spine neck, forming a unique organelle (Fig. 4) [91, 92]. The spine 

apparatus is found only in large and mushroom-shaped, mature spines [85, 90] and is 

involved in the intracellular release or sequestration of Ca2+ into the postsynapse [93, 

94]. While its precise function is not yet fully understood, the spine apparatus is 

thought to play a role in delivering molecules into the synapse. Synaptopodin is used 

as a marker for the spine apparatus, as its regional distribution mirrors the expression 

pattern of this organelle [94]. Synaptopodin-deficient mice lack the spine apparatus 

organelle demonstrating that synaptopodin is required for the formation of a spine 
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apparatus [90]. Furthermore, synaptopodin-deficient mice demonstrate an impaired 

ability to express LTP in vitro and in vivo [90, 95, 96] and they show deficits in synaptic 

plasticity and spatial learning [90]. Mice with targeted deletion of synaptopodin also 

lack the compensatory increase in synaptic strength in response to denervation [67]. 

Therefore, synaptopodin is essential for the formation of a spine apparatus and for the 

regulation of synaptic plasticity. The presence of synaptopodin in spines is linked to 

stronger responses to glutamate and an increased prevalence of GluR1 in dendritic 

spines [85, 97, 98]. This is due to the mechanism in which synaptopodin is involved in 

regulating the AMPA receptor accumulation at excitatory postsynapses (Fig. 4) [67]. 

Indeed, it is associated with ryanodine receptors (RyR), intracellular Ca2+ channels, 

present throughout the ER in spines and dendrites, which in turn regulate intracellular 

Ca2+ levels and consequently the actin mediated accumulation of GluR1 clusters into 

dendritic spine heads [92]. In response to a decrease in neuronal network activity, 

homeostatic synaptic strengthening was shown to be compensated by increased 

synaptopodin cluster size and the number of spine apparatus stacks [67]. 

In conclusion, synaptopodin plays a key role in spine head expansion, the recruitment 

of AMPA receptors, and Ca2+ transients in spines.  It is therefore a crucial component 

of the mechanisms that drive changes in synaptic strength and a major protein involved 

in synaptic plasticity. Furthermore, synaptopodin plays an important role in regulating 

homeostatic synaptic plasticity. Therefore, synaptopodin is a suitable target for 

investigating the influence of different light conditions on synaptic plasticity.  
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Figure 4: Schematic illustration of a spine, spine apparatus and Ca2+ stores. ER= Endoplasmatic 

recticulum, SERCA = Sarcoplasmic endoplasmic reticulum Ca2+ -transporting ATPase, RyR = 

Ryanodin-Receptor, SP= Synaptopodin.  Spines are small protrusions of dendrites that contain 

the postsynaptic elements of asymmetric synapses. The spine apparatus is a complex 

membranous structure that extends from the dendritic smooth ER into the spine neck.  Smooth 

ER does not contain ribosomes and is involved in various processes, i.e. Ca2+ storage. The smooth 

ER membrane contains SERCA which increases Ca2+ within the ER. Ca2+ release from stores is 

controlled by RyR. The presence of RyR is regulated by synaptopodin. Synaptopodin is an actin 

binding protein which regulates the Ca2+ dependent transport of the glutamate receptors to the 

PSD via myosin leading to spine head extension [92]. Segal, M., A. Vlachos, and E. Korkotian, 

Neuroscientist,. 16(2): p. 125-31, Copyright © 2010 by Sage Publications. Reprinted by 

Permission of Sage Publications. 

 

1.8 Synaptopodin and GluR1 IR within the dHC and vHC (unpublished data) 

Little is known about synaptopodin and GluR1 distribution within the hippocampus. 

Therefore, we used hippocampal slices from mice kept under LD conditions, which 

mimic natural light-dark cycles. Given the significant functional differences between the 

dHC and vHC, we compared the immunoreactivity (IR) of synaptopodin and GluR1 in 

both regions. Additionally, we analyzed the number and size of synaptopodin and GluR1 

clusters across the different hippocampal layers. For the DG we analyzed the stratum 

moleculare, such as the inner molecular layer (IML) and outer molecular layer (OML) as 
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well as in the CA1 region of the CA stratum lacunosum/moleculare (LA), stratum 

radiatum (RAD) and stratum oriens (O).  
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  Figure 5:  Synaptopodin IR in the dorsal hippocampus (dHC) and ventral hippocampus (vHC).  

  Statistical analysis: Synaptopodin immunopuncta in dHC of one layer was compared to  

  Synapotpodin immunopuncta in vHC in the same layer. IML = str. moleculare  interne/inner  

  molecular layer, OML = str. moleculare externe/outer molecular layer, LA = str.   

  lacunosum/moleculare, RAD = str. radiatum, O = str. oriens. Bars represent the standard error of 

  the mean (± SEM) of n= 9 mice per group in LD and DD and n = 15 mice per group in LL. Statistical  

  analysis was performed using Wilcoxon Test (Cluster Number IML OML, LA)  or Paired t-Test  

  (Cluster Number RAD, O, Cluster size IML, OML, O)   *p > 0.05, ** p > 0.01, *** p < 0.001, p ****  

  < 0.0001.  

 

Synaptopodin cluster number is significantly higher in IML and LA in the dHC compared 

to the vHC (Fig. 5). In RAD synaptopodin cluster number is higher in vHC than in dHC. For 

OML and O we did not find any significant differences. Synapopodin cluster size in the 

DG (IML and OML) and also O were significantly higher in the dHC compared to the vHC. 

In LA and RAD we did not find any significant differences either (Fig. 5).  
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  Figure 6: GluR1 IR in the dorsal hippocampus (dHC) and the  ventral hippocampus (vHC).  

  Statistical analysis: GluR1 IR in dHC of one layer was  

  compared to GluR1 IR in vHC in the same layer. Statistical analysis was  

  performed using Wilcoxon or Paired t-Test. IML = str. moleculare interne, OML = str.  

  moleculare externe, LA = str. lacunosum/moleculare, RAD = str. radiatum, O = str. oriens. Bars  

  represent the mean ± SEM of n= 9 mice per group in LD and DD and n = 15 mice per group in LL.  

  Statistical analysis was performed using Wilcoxon Test (Cluster number O, cluster size LA)  or  

     Paired t-Test (Cluster size IML, RAD)   *p > 0.05, ** p > 0.01, *** p < 0.001, p **** < 0.0001.  

 

GluR1 cluster number is significantly higher in dHC in O compared to O in vHC. We do 

not see any significant differences in the other layers regarding GluR1 cluster number. 

In IML, OML, LA and RAD dHC cluster size is higher in dHC than in vHC (Fig. 6).  

To our knowledge there are only two other studies that analyzed synaptopodin but not 

GluR1 distribution or IR in the different layers of the dHC and no studies that analyzed 

synaptopodin or GluR1 distribution in the vHC. Both studies be compared and discussed 

later [88, 89].  

 

1.9 Influence of the circadian clock on synaptic plasticity 

Growing evidence suggests that the circadian system modulates synaptic plasticity, for 

example in the hippocampi of rats and monkeys excitatory postsynaptic potentials show 

diurnal rhythms [99]. Chaudhury et al. showed that the magnitude of the enhancement 

of the population spike was greater in hippocampal LTP in rodents sacrificed in the dark 

phase compared to the light phase [100]. Additionally the average population spike 

slope was larger and the amplitude of the population spike increased more during the 
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night [100]. Population spike is defined as the shift in electrical potential as a 

consequence of the movement of ions involved in the generation of action potentials 

[101]. This suggests that synaptic plasticity in the hippocampus is influenced by the 

circadian clocks (reviewed in [102]). Several genes and proteins linked to synaptic 

plasticity, such as CREB1 and HDAC, exhibit time-of-day-dependent expression in the 

hippocampus [35]. Additionally, it was shown, that the density of dendritic spines in the 

hippocampus of rats fluctuates across the sleep-wake cycle [103]. However, little is 

known about hippocampal synaptic plasticity in animals kept under different light 

conditions. This is why we focused on the time-of-day-dependent changes, the effect of 

acute constant light (38 h) and acute constant darkness (38 h) on hippocampal spines. 

From the literature is known that in the somatosensory cortex the density of excitatory 

synapses is higher during the light phase, while the density of inhibitory synapses 

increases during the dark phase [84, 104]. Interestingly, under DD, the variation in 

excitatory synapse density was eliminated, whereas the differences in inhibitory 

synapse density remained. This suggests that excitatory synapses are influenced by light, 

whereas inhibitory synapses are regulated by the rest/locomotor activity rhythm and/or 

the circadian clock [104]. 

 

1.10 Corticosterone 

Glucocorticoids, such as cortisol in humans and corticosterone in rodents, play a crucial 

role in regulating the circadian rhythm. They themselves are also regulated by the 

circadian system. The secretion of glucocorticoids follows a diurnal rhythm, which is 

tightly linked to the activity of the hypothalamic-pituitary-adrenal (HPA) axis and the 

central circadian clock located in the SCN of the brain. In mice, corticosterone levels 

follow a diurnal rhythm, peaking during the 9th hour of the resting phase (12-hour light 

period) [105, 106].  This aligns with findings from other studies showing that 

glucocorticoid levels peak just before waking in both diurnal and nocturnal species 

[107]. Corticosterone levels are at their lowest during the rest phase. The 

synchronization of gene expression and Ca2+ signaling in the paraventricular nucleus 

(PVN) to the light cycle plays a crucial role. These processes are regulated and 

maintained by PVN circadian neurons, driving the pre-wake increase in corticosterone 

levels [108]. Glucocorticoids serve as signaling hormones that synchronize peripheral 

clocks in various tissues with the central clock. They regulate the expression of clock 
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genes, including PER, CRY, and BMAL1, in peripheral organs, ensuring circadian 

coherence throughout the body. Glucocorticoid receptors are widely distributed in the 

brain and body and their activity is regulated in a circadian manner, amplifying the 

systemic effects of glucocorticoid rhythms. The circadian regulation of glucocorticoids 

affects numerous physiological processes, including metabolism, immune function, and 

cognitive performance. Misalignment in glucocorticoid rhythms, as seen in shift work, 

jet lag, or chronic stress, is linked to metabolic disorders, immune dysregulation, and 

neurodegenerative conditions [109]. Corticosterone is a hormone essential to the stress 

response system [109]. Generally, glucocorticoids are implicated in posttraumatic stress 

disorder, depression, and other stress-related conditions [110, 111]. In the medical field, 

glucocorticoids are utilized for various purposes, including the treatment of 

inflammation, asthma, autoimmune diseases, and cerebral edema. Acute or chronic 

stress can elevate glucocorticoid levels, potentially overriding their natural rhythm and 

disrupting the circadian system. Persistent elevation of glucocorticoids due to stress or 

external factors (e.g., light exposure at night) can lead to misalignment between the 

central and peripheral clocks. Indeed, when mice are exposed to LL for 3–4 weeks, they 

exhibit elevated plasma corticosterone levels and a disrupted circadian rhythm for this 

hormone [112, 113]. Constant light represents a highly stressful environment for 

nocturnal animals, suppressing their locomotor activity rhythms and sleep-wake cycles. 

It weakens the SCN neural network, desynchronizes clock neurons, and disrupts 

rhythmic biological processes. Although this can result in arrhythmic behavior, it does 

not impair the SCN's capacity to generate circadian rhythms [114]. It was shown that a 

resynchronization of circadian corticosterone levels after a Zeitgeber shift takes more 

than two weeks and is faster in juvenile female mice compared with adult female mice 

[115].  

 

1.11 Permission for animal study:  

The animal study protocol was approved by the local government, North Rhine-

Westphalia State Agency for Nature, Environment, and Consumer Protection, 

Germany. Approval number: 84-02.04.2013.A358; date of approval: 20 December 

2013). 
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1.12 Aim of the study 

In modern society, artificial light has become an essential component of daily life, enabling 

extended productivity, enhancing safety and security, and supporting technological 

advancements. However, the natural 24 h light/dark cycle is disrupted by reduced daytime 

light exposure due to indoor activities, such as office work, and increased evening light 

exposure from artificial sources and devices like televisions and smartphones. This pervasive 

use of artificial light raises concerns about its potential adverse effects on health and the 

environment, including circadian rhythm disruptions and light pollution. The disruption of 

melatonin production, often referred to as the "sleep hormone," is considered a primary 

cause of circadian rhythm disturbances, commonly known as chronodisruption [8]. In recent 

years, a growing number of products have been developed to address this issue, including 

daylight lamps, blue light filter applications, and "night light" settings on smartphones. The 

rising demand for these solutions highlights the increasing prevalence of this problem in 

people's daily lives. Indeed, chronic exposure to light at night can disrupt circadian rhythms, 

potentially leading to negative effects on overall health, including sleep disorders, metabolic 

dysfunctions, mental health conditions, and an increased risk of chronic diseases such as 

cardiovascular disease and cancer [116]. Chronodisruption has also been associated with 

several neurodegenerative disorders, including Alzheimer's disease, Parkinson's disease, 

and Huntington's disease. In these conditions, chronodisruption can contribute to the 

accumulation of toxic proteins in the different brain areas and hinder the clearance of 

neurotoxic substances, thereby worsening neurodegeneration. Additionally, 

chronodisruption is linked to impairments in hippocampus-dependent learning and 

memory, as well as disruptions in synaptic plasticity [41, 43, 44]. However, there is limited 

understanding of how the circadian system and light exposure impact the structural and 

functional plasticity of the hippocampus, a key brain region involved in temporal and spatial 

learning and memory, which is essential for navigation. In this study we investigated how 

different light conditions affect hippocampus-dependent spatial working memory and 

synaptic plasticity. It is known from the literature that in the somatosensory cortex, the 

density of excitatory synapses is higher during the light phase, while the density of inhibitory 

synapses is higher during the dark phase [104]. Moreover, under DD, the difference in the 

density of excitatory synapses was abolished, whereas the differences in the inhibitory 

synapses persisted, indicating that excitatory synapses are influenced by light, while the 

inhibitory synapses are driven by the rest/locomotor activity rhythm and/or the circadian 
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clock [84, 104]. However, there are no studies that investigate hippocampal synaptic 

plasticity in animals kept under different light conditions. This is why we focused on the 

effect of constant light and constant darkness on excitatory synapses in the hippocampus. 

This study has significant social implications, as people in modern society are accustomed 

to much lower light intensity during the day compared to sunlight, and higher light intensity 

in the evening compared to moonlight, which can negatively impact the functional and 

structural plasticity of the hippocampus. The aim of this study is to investigate whether time-

of-day-dependent morphological and molecular changes occur in excitatory synapses 

located on dendritic spines in the hippocampus. To achieve this, mice were kept under 

standard 12 h light/12 h darkness (LD) conditions. Additionally, we sought to determine 

whether these changes are driven by light exposure or the circadian clock. To unmask 

circadian rhythms and to see if DD leads to alterations, a second group of mice was kept 

under acute constant darkness. A third group was exposed to acute constant light. It is 

known that nocturnal rodents exposed to chronic constant light exhibit chronodisruption, 

such as disrupted rhythms in serum corticosterone levels and locomotor activity [117]. 

However, exposing the mice to acute constant light for at least 38 hours did not result in a 

disruption of circadian rhythms. Locomotor activity and corticosterone levels, which were 

analyzed as indicators of circadian rhythms, remained rhythmic. To test hippocampus-

dependent spatial working memory, the Y-maze was performed and since the spatial 

working memory is related to synaptic plasticity of the dHC the structural changes of spine 

morphology were analyzed via Golgi–Cox-stained hippocampi. To investigate the effects of 

acute light on hippocampal synaptic plasticity of excitatory synapses at the molecular level, 

the number and the size of synaptopodin and GluR1- immunoreactive clusters were 

analyzed.  

Our data shows that there are diurnal differences in synaptic plasticity in hippocampus that 

are dependent rather on light than circadian rhythms, that constant light affects 

hippocampal function and synaptic plasticity and that constant darkness leads to subtle 

alternations of hippocampal synaptic plasticity. The collected data should help to 

understand the origin of the negative influence of the aberrant light on the hippocampus-

dependent learning and to prove our hypothesis, that the changes in structural synaptic 

plasticity under constant light are dependent on glucocorticoids.  
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2 Effects of the Light/Dark Phase and Constant Light on Spatial Working Memory and Spine 

Plasticity in the Mouse Hippocampus. Schröder, J.K., Abdel-Hafiz, L., Ali, A. A. H., Cousin T. 

C., Hallenberger, J., Rodrigues Almeida, F., Anstötz, M., Lenz, M., Vlachos, A., von Gall, C., 

Tundo-Lavalle, F., Cells, 2023. 12(13) 
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3 Discussion  

The role of the circadian system, as well as the impact of light and acute exposure to 

constant light, on the functional and structural plasticity of the hippocampus, a crucial 

structure for temporal and spatial learning and memory, remains poorly understood. 

Our study showed that light is a great influencer on hippocampal function and synaptic 

plasticity, on the functional, structural and molecular level. The effects of the light/dark 

cycle and acute constant light were observed and will be detailed in the following 

sections. 

 

3.1 Hippocampus-dependent spatial working memory and synaptic plasticity in the 

standard photoperiod (12:12) 

3.1.1 Effect of the light/dark cycle 

To investigate different light conditions mice were held in a standard photoperiod of 12 

hours of light and 12 hours of darkness (LD). In mice kept in LD we could observe that 

the number of correct alternations in the Y-maze, which is dependent on hippocampal 

plasticity and related to exploratory activity, was significantly lower in the light phase 

than in the dark phase. This is consistent with the fact that light suppresses exploratory 

activity in nocturnal animals [118]. In contrast in mice kept in DD there was no difference 

in the number of correct alternations in the Y-maze, even though locomotor activity 

remained rhythmic. This indicates that the hippocampus-dependent spatial working 

memory is affected rather by light than by circadian rhythms. 

In mice kept in LD we also found a higher number of synaptopodin and GluR1 IR in the 

light phase compared to the dark phase. In contrast, while  GluR1 cluster size showed 

no significant differences, the average cluster size of synaptopodin was higher in the 

dark phase. The day/night differences observed in the number and size of synaptopodin 

clusters were also eliminated under constant dark conditions, indicating again a light 

effect. Light increased the number of synaptopodin clusters while decreasing their 

average size, a trait associated with synaptic strength and potentially contributing to the 

improved Y-maze performance during the dark phase. The average size of synaptopodin 

clusters and therefore spine size has been linked to stability synaptic strength [83, 84]. 

An increase in synaptopodin cluster size during the dark phase corresponds with 

enhanced spine strength at night. These changes appear to anticipate light and the 

associated loss of neuronal activity during the rest phase of the mice. Fewer spines are 
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present at night compared to the day, suggesting that enhancing synaptic strength may 

be a more efficient and rapid way to improve neurotransmission than increasing spine 

number. Importantly, this homeostatic compensatory adjustment in synaptic strength 

in response to fluctuations in network activity is abolished in mice with targeted deletion 

of synaptopodin, highlighting the critical role of this protein in maintaining synaptic 

plasticity [67]. The increase in synaptic strength, which is achieved by the insertion of 

GluR1 subunits of postsynaptic AMPA glutamate receptors, leads to the stabilization of 

the spines through increased spine size. According to the literature, hippocampal LTP is 

more pronounced during the dark phase, when synaptic strength is higher and spatial 

learning is improved [100]. Synaptopodin plays a role in hippocampal LTP [119] mainly 

through the Ca2+-dependent recruitment of GluR1 to spine synapses [85]. Unlike the 

synaptopodin clusters, the size of GluR1 clusters did not differ between light and dark 

phases under LD conditions. This may be attributed to the fact that only about 20-30% 

of spines contain synaptopodin [120], so the light/dark cycle may not have a substantial 

effect on total GluR1. This is consistent with the Golgi-stained spines, where no 

difference between light and dark phase was observed in the density and length or area 

of the spines of mice kept in LD. Indeed, Golgi staining of the hippocampus labels both 

excitatory and inhibitory spines, enabling the analysis of structural changes in spine 

morphology. In contrast, synaptopodin IR represent only a subset of excitatory 

synapses, allowing the analysis on the molecular level. From the literature it is known, 

that in the somatosensory cortex, the density of excitatory synapses is, consistent with 

our findings in the hippocampus, higher during the light phase [104]. Moreover, the 

differences in the density of excitatory synapses in the somatosensory cortex were 

abolished in mice kept in DD, indicating that the excitatory synapses in the 

somatosensory cortex are also influenced by light and that in both the isocortex [83] and 

the allocortex [1] the density of excitatory synapses is driven by light rather than the 

circadian clock.  

Corticosterone, the stress hormone, appears to play a crucial role in regulating 

hippocampal structural synaptic plasticity [103]. However, the circadian clock regulates 

the rhythm of corticosterone levels, as well as spontaneous locomotor activity, with 

these patterns persisting even in constant darkness. Thus, the diurnal differences 

observed in this study for mice kept in LD, appear to be influenced more by light than 

by circadian rhythms. But how can light influence the hippocampus that has no 
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connection with the visual system? Indeed, little is known about the sole effect of light 

on the hippocampal neuronal network. The hippocampal regions including CA1 [56] and 

DG receive retinal input either directly or indirectly [9]. Projections of the retina to 

hippocampus via the SCN, dorsal raphe nuclei (serotoninergic), the locus coeruleus 

(noradrenergic) and the area septalis (cholinergic) may indirectly mediate the effects of 

light on hippocampal learning [9, 57-60].  These neurotransmitters are key regulators of 

synaptic plasticity in the hippocampus [57-59] and, importantly have a higher basal level 

during the dark phase compared to the light phase [121] coincident with our hypothesis 

of the effect of the light in increased synaptic strength. However, in the dHC there were 

no diurnal changes between the CA1 region and the DG or among the different layers 

(data not shown) that could be attributed to a modulation by specific brainstem 

projections. 

Therefore, in mice kept under light/dark conditions the morphological changes seen in 

hippocampal excitatory synapses correlate with the differences in hippocampus-

dependent spatial working memory. These findings suggest that light has a great 

influence on hippocampal function, drives rhythmic scaling of synaptic strength and 

impacts the plasticity of excitatory synapses in the hippocampus.  

 

3.1.2 Synaptopodin and GluR1 IR within the dHC and vHC 

Within the hippocampus there is a regional and laminar specific distribution of 

synatpopodin protein [88, 89]. Bas Orth et al. 2005 analyzed synaptopodin 

immunoreactive puncta densities and measured dendritic distribution of synaptopodin-

positive puncta using three-dimensional confocal reconstructions of synaptopodin-

immunostained and enhanced green fluorescence protein EGFP-labeled principal 

neurons in the dHC [89]. In our study we found a significantly higher level of 

synaptopodin cluster size in the dHC, specifically in IML and LA (Fig. 5). These findings 

align with the results of Bas Orth et al. 2005, who also reported the highest 

concentration of synaptopodin immunoreactive puncta in LA within the hippocampal 

CA1 region in dHC [89]. They found a higher amount of synaptopodin in OML compared 

to IML which was not significant. They also investigated laminar specific distribution in 

the middle molecular layer (MML), which was even higher than in OML [89]. 

It was shown that synaptopodin puncta within principal neuron’s dendrites were mostly 

(>95%) found in spines [89]. It was concluded that synaptopodin represents the spine 
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apparatus because of the localization. Based on these findings we may transfer our 

results regarding synaptopodin to spine apparatuses in general [89]. 

Deller et al. also found a layer specific patern of synaptopodin. They analyzed the 

distribution of synaptopodin mRNA in the brain of reeler mice, homozygeous control 

mice bred on the reeler background and C57/B16 mice [88]. In all mice they found the 

highest synaptopodin mRNA expression in the principal cell layer of the DG and CA. They 

showed that in the DG of control mice, synaptopodin immunostaining is strongest in the 

molecular layer. Furthermore they found that in the HC of reeler mice, the pattern of 

synaptopodin mRNA expressing cells reflects the location of granule and pyramidal cells 

that bear spines [88]. The presence of afferent fibers may influence the distribution 

pattern of synaptopodin [88]. Deller et al. showed in their previous work (1999) that the 

distribution of synaptopodin is altered after the DG was deafferentiated [122] which 

would support this hypothesis. 

For synaptopodin we found a higher cluster number in 2 layers (IML and LA) in the dHC 

compared to the vHC.  In RAD synaptopodin cluster number is higher in vHC than in dHC. 

GluR1 cluster number is significantly higher in den dHC in O. In almost all layers (IML, 

OML, LA and RAD) dHC cluster size is higher in dHC than in vHC. It is difficult to interpret 

why cluster size of GluR1 is higher in dHC compared to vHC. Little is known about 

synaptopodin and GluA1 distribution in the vHC and dHC because most studies focus the 

dHC because of its given role in learning processes. As mentioned above the dHC is 

mainly exteroceptive and important for explicit learning and the vHC is interoceptive, 

involved in stress, emotion and affect-associated learning processes. We pointed out 

that GluR1 plays an important role in synaptic plasticity and cognition and that synaptic 

strength and spine stabilization are achieved through the incorporation of GluR1 into 

the postsynaptic density (PSD). Spine size was shown to be positively correlated with the 

stability and strength of synapses [83, 84]. The recruitment of AMPA receptors appears 

to be associated with synaptopodin [85]. The fact synaptopodin cluster size was higher 

in 3 out of 5 layers and GluR1 cluster size was higher in 4 out of 5 layers can be a hint 

that also stability and strength of synapses is higher in the dHC where explicit learning 

takes place.  

 

3.2 Effect of 38h constant darkness  
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To investigate different light conditions mice were held in acute constant darkness for 

at least 38 hours (DD). In DD, circadian rhythms, which occur even without zeitgebers, 

are unmasked. In this group we see a significantly higher spontaneous locomotor 

activity in the dark phase compared to the former light phase (FL) which means that 

locomotor activity is still rhythmic. In DD, synaptopodin and GluR1 IR in the dHC were 

significantly altered compared to LD. The number and size of synaptopodin IR were not 

different between the FL and former dark phase (FD) in the CA1 region and DG. Spine 

density, length and area showed no alterations between DD and LD or between FL and 

FD of mice kept in DD. The number of total arm entries in the y-maze was significantly 

higher in FL of mice kept in DD than in L of mice kept in LD. This indicates that the LD 

light phase suppresses exploratory activity. The differences between the light and dark 

phase seen in LD were abolished when animals were housed in DD conditions indicating 

that the density of excitatory synapses in the hippocampus is driven by light rather than 

rest/locomotor activity rhythm and/or the circadian clock. In conclusion, the results 

suggest that constant darkness for 38 hours leads to subtle alternations of hippocampal 

synaptic plasticity. Ikeda et al. showed that the number of hippocampal spines was 

altered under light/dark photoperiod but did not include constant darkness [103]. 

Jasinska et al. demonstrated that in the somatosensory cortex the density of excitatory 

synapses is higher during the light phase, while the density of inhibitory synapses 

increases during the dark phase [84, 104]. Interestingly, under DD, the variation in 

excitatory synapse density was eliminated, whereas the differences in inhibitory 

synapse density remained. This suggests that excitatory synapses are influenced by 

light, whereas inhibitory synapses are regulated by the rest/locomotor activity rhythm 

and/or the circadian clock [104]. In our study we focused on the effect of the different 

light conditions on excitatory synapses in the hippocampus. Our results are consistent 

with Jasinkas results indicating that in both the isocortex [83] and the allocortex [1] the 

density of excitatory synapses is driven by light rather than the circadian clock. 

 

3.3 Effect of 38h constant light 

To investigate different light conditions mice were held in acute constant light for at 

least 38 hours (LL). In mice kept in LL we could observe that the number of correct 

alternations in the Y-maze, which is dependent on hippocampal plasticity and related 

to exploratory activity, was significantly lower in FD of mice kept in LL than in D of mice 
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kept in LD. This suggests that light suppresses exploratory behavior-dependent spatial 

working memory. These results correlate with the results seen in LD animals. Moreover, 

spontaneous alternations, reflecting spatial working memory corrected by exploration 

activity, were significantly higher in the dark phase of mice kept in LD than in FD of mice 

kept in LL. This indicates that acute constant light impairs spatial working memory, 

independent of its effect on explorative activity. Spine density, spine length and spine 

area of Golgi-Cox-stained apical dendritic spines in the dHC of mice kept in LL were 

reduced compared to mice kept in LD thus showing that constant light also affects the 

hippocampal spine morphology. Indeed, changes in the morphology of spines are 

correlated with their maturity and strength. Mature spines, like mushroom spines, are 

characterized by larger spine heads and a higher concentration of glutamate receptors, 

which are closely linked to enhanced synaptic stability and strength [83, 84]. This 

change in structural plasticity suggests that constant light, which elevates stress-

induced glucocorticoid levels, impairs hippocampus-dependent spatial working 

memory and aligns with the observed reduction in the density of synaptopodin- and 

GluR1-positive clusters under LL. The literature indicates that corticosterone plays a 

critical role in hippocampal structural synaptic plasticity [103] and that elevated levels 

of stress-induced glucocorticoids impair spatial learning [123]. Mice exposed to chronic 

LL conditions for 3–4 weeks exhibit increased and disrupted corticosterone levels [47], 

impaired hippocampal LTP [124], and disrupted locomotor activity rhythms [125]. The 

chronic exposure of mice to LL leads also to depressive- and anxiety-like behavior and 

impaired spatial memory [126]. Ketelauri et. al found that chronodisruption promotes 

caspase 1 activation in the mouse HC and lead to an activated inflammasome as well as 

to increased vulnerability of the brain to additional adversive stimuli [127]. 

In our study we exposed mice to acute constant light for at least 38 hours which did not 

result in a disruption of circadian rhythms. Locomotor activity and corticosterone 

levels, which were analyzed as indicators of circadian rhythms, remained rhythmic. 

However, plasma levels of corticosterone were significantly increased in animals kept 

in acute LL, consistent with light being a stress factor for nocturnal rodents [128].  

Corticosterone levels peaked in LL and LD 14 hours after (former) light but were overall 

higher in LL compared to LD. Therefore, the differences seen in LL and compared to LD, 

which will be discussed now, are probably mainly due to the increased corticosterone 

levels. 
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However, further studies are needed to determine whether stress-induced 

glucocorticoids are responsible for the changes in structural synaptic plasticity under 

LL. It is remarkable that even acute LL used in this study had such significant effects on 

glucocorticoid levels, spatial memory, and hippocampal structural plasticity. Following 

exposure to acute stress, LTP was shown to be enhanced in the vHC and suppressed in 

the dHC [129]. Chronic LL also leads to depressive- and anxiety-like behavior and 

impaired spatial memory [130]. Discussing chronodisruption and the effects of our 

modern lifestyle on diurnal rhythms, behavior, and cognition highlights the need for 

further investigation into prolonged photoperiods. Jasinska et al. addressed this by 

conducting similar experiments not only in standard LD, LL, and DD conditions but also 

in an LD cycle with 16 hours of light and 8 hours of darkness. This extended photoperiod 

may mimic the human daily schedule better compared to the commonly used 12:12 

light/dark cycle [104]. They investigated protein expression in the fourth layer of the 

somatosensory cortex in mice, as well as locomotor activity at various time points 

during LD (12:12, 16:8), LL, and DD conditions. Regarding locomotor activity, no 

significant differences were found between the 12:12 and 16:8 LD cycles. As 

presynaptic proteins, synaptophysin, piccolo, and neurexin were analyzed. The number 

of synaptophysin clusters significantly increased during the day compared to the night 

period in LD, which is similar to our findings for synaptopodin in the hippocampus. In 

mice kept under DD conditions, synaptophysin levels remained elevated during the 

subjective day, with an increased synaptophysin area as well. Interestingly, it was 

observed that fewer synaptophysin immunopuncta were present at the beginning of 

the subjective night in both DD and the prolonged LD (16:8) conditions. 

 

3.4 Outlook 

For future studies, it would be valuable to consider prolonged light/dark cycles with 16:8 

light and darkness conditions in addition to the standard LD, DD, and LL paradigms. This 

extended photoperiod may better mimic the human daily schedule compared to the 

commonly used 12:12 light/dark cycle. Furthermore, it would be insightful to reevaluate 

the experiment with longer exposure in constant light, resulting in chronodisruption to 

see if there are any differences between acute and chronic LL.  

Wosiski-Kuhn et al. stated that  an increase in dendritic spine density contributes to LTP 

in the DG [131]. As mentioned earlier synaptopodin can act as a marker for dendritic 
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spines. In our study we did not measure synaptopodin or GluR1 density directly but 

average cluster size and number which both contributes to density. A higher number 

as well as higher cluster size both contribute to a higher density. Thus we may conclude 

that not only an increase in dendritic spine density but also an increase in synaptopodin 

IR cluster number and size contributes to LTP in the DG. For further studies the density 

should be measured besides cluster number and size.  

Future studies should also include female mice, as this study focused solely on males. 

Research dating back to 1994 [110] has shown that variability within a gender is often 

greater than differences between genders in the investigated species. Despite this, 

male subjects remain the standard in scientific research. Including female mice in such 

studies would enable exploration of the interactions between sex hormones and light 

in shaping structural and functional synaptic plasticity. 

 

3.5 Conclusion 

Our study demonstrated that the light/dark cycle drives diurnal differences in spine 

morphology, as well as in synaptopodin and GluR1 clusters, thereby influencing 

hippocampal excitatory synapses. Moreover, the light/dark cycle drives diurnal 

differences in hippocampus-dependent spatial working memory. Constant darkness for 

38 hours led to subtle alternations of hippocampal synaptic plasticity. Additionally, 

acute exposure to constant light was associated with a reduced number and size of 

hippocampal excitatory synapses, as well as alterations in structural plasticity, 

ultimately leading to impaired spatial working memory. These data were collected in 

nocturnal rodents which makes the transfer limited to humans. Modern society factors, 

such as increased indoor activity, low light intensity during the day, and artificial light 

during the evening and night, could be detrimental to the functional and structural 

plasticity of the hippocampus. These considerations should be integrated in our daily 

lives and addressed in the treatment of sleep and concentration disturbances. 
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