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Abstract

Animal models have been greatly contributing to our understanding of physiol-

ogy, mechanisms of diseases, and toxicity. Yet, their limitations due to, e.g.,

interspecies variation are reflected in the high number of drug attrition rates,

especially in central nervous system (CNS) diseases. Therefore, human-based

neural in vitro models for studying safety and efficacy of substances acting on the

CNS are needed. Human iPSC-derived cells offer such a platform with the unique

advantage of reproducing the “human context” in vitro by preserving the genetic
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and molecular phenotype of their donors. Guiding the differentiation of hiPSC

into cells of the nervous system and combining them in a 2D or 3D format allows

to obtain complex models suitable for investigating neurotoxicity or brain-related

diseases with patient-derived cells. This chapter will give an overview over stem

cell-based human 2D neuronal and mixed neuronal/astrocyte models, in vitro

cultures of microglia, as well as CNS disease models and considers new

developments in the field, more specifically the use of brain organoids and 3D

bioprinted in vitro models for safety and efficacy evaluation.

Keywords

Bioprinted neuronal models · Brain organoids · CNS disease models ·

Developmental neurotoxicity (DNT) · Human induced pluripotent stem cells

(hiPSCs) · Microglia culture · Neurotoxicity (NT)

1 Introduction into In Vitro Neurotoxicity Evaluation

Adult neurotoxicity occurs when exposure to natural or human-made toxic

substances (neurotoxicants) alters the normal activity of the nervous system. It can

eventually disrupt or even kill neurons or the surrounding glial cells, influencing the

transmission and processing of signals in the brain and other parts of the nervous

system. Neurotoxicity can result from exposure to substances used in radiation

treatment, chemotherapy, other drug therapies, and organ transplants, as well as

exposure to heavy metals such as lead and mercury; certain foods and food additives;

pesticides; industrial and/or cleaning solvents; cosmetics, i.e., mercury for skin

bleaching or new actives with unknown systemic effects; and some naturally

occurring substances (Massaro 2002). Symptoms may appear immediately after

exposure or be delayed. They may include limb weakness or numbness; loss of

memory or vision; headache; intellect, cognitive, and behavioral problems; and

visceral, including sexual dysfunction. Individuals with certain disorders may be

especially vulnerable to neurotoxicants (National Institute of Health Neurotoxicity

Information 2019).

The recognized test method for evaluating the neurotoxic potential of chemicals

is the OECD Guideline 424 (Neurotoxicity studies in rodents). This method uses

complex in vivo tests which are often labor-intensive and expensive (Crofton et al.

2012) and might also not well reflect the human situation because of interspecies

variation (Leist and Hartung 2013). Such interspecies variation is also thought to be

one of the reasons for the high attrition rates in drug development. Before a drug

candidate can be taken into human clinical trials, it must be tested for safety and

efficacy in animals that display relevant disease characteristics. This poses unique

challenges in central nervous system (CNS) research, because of the difficulties to

induce or quantify, e.g., depression, anxiety, or impairment of social interaction. In

addition, pharmacokinetics and pharmacodynamics might differ between species
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and thus cause poor prediction for beneficial or adverse effects in humans (Toutain

et al. 2010). It stands to reason that diseases with the most complex and least

understood etiologies are typically the ones that are the hardest to develop treatments

for, which is reflected in the translation failure of CNS drug discovery (Danon et al.

2019; Gribkoff and Kaczmarek 2017).

Understanding compounds’ modes of action (MoA) and pathophysiology of

disease in the human context is of high importance for correct safety and efficacy

predictions. This is exemplified by the activation of peroxisome proliferator-

activated receptor alpha (PPARα) via PPARα agonists inducing liver tumors in

rodents, yet not in humans, probably due to lower PPARα and/or co-activators/co-

repressors expression in the latter (Klaunig et al. 2003). Here, animal models

overestimate PPARα agonists’ hazard for human health. In the case of searching

for drugs curing Alzheimer’s disease, animal models, which are genetically

predisposed to generate Aβ plaques or neurofibrillary tangles of Tau protein, have

been used. Yet no results have translated from these animal disease models into

effective human medication, probably because they do not represent human AD

pathophysiology sufficiently (Danon et al. 2019).

These two examples nicely pin down the issue of model predictivity in compound

safety and efficacy evaluation and their translation to human health. One strategy to

overcome such translational shortcomings lies in the use of test systems of human

origin. Therefore, the biomedical achievement of producing human induced plurip-

otent stem cells (hiPSC) from somatic cells (Takahashi et al. 2007) opened up a

whole new arena in the ethically sound production of an unlimited number of human

cells, including neurons and glia. In addition, the recent surge in tissue modeling, by

culturing such cells in three dimensions (3D), is producing a paradigm shift in

disease modeling and in pharmacological as well as toxicological testing strategies

(Lancaster and Knoblich 2014; Lancaster et al. 2017; Pasca 2018). In vitro cultures

are currently also taken to the next level by their growth in bioreactors, which, when

connected, can be assembled as organs-on-the-chip and designed to mimic in vivo

environments (Park et al. 2019).

Such new approach methods (NAMs) cannot be used in an isolated manner, as a

cell culture does not represent a whole organism, even if cells grow in 3D. Therefore,

frameworks are needed that allow the interpretation of data generated with human

2D or 3D in vitro methods (Fig. 1). One general deficiency of in vitro methods is the

lack of picturing pharmacokinetics that is crucial for toxicity and efficacy evaluation.

Here, physiology-based pharmacokinetics modeling can be of great help (Paini et al.

2019; Zhuang and Lu 2016) as it provides wet-lab researchers with target tissue

concentrations as rationales for their in vitro studies. Finding that human exposure-

relevant concentrations is fundamental, yet how to choose and proceed with the

readouts of in vitro studies? Here, the “Adverse Outcome Pathway” (AOP) concept

is of tremendous help. The AOP is an organizational model that identifies a sequence

of biochemical and cellular events (molecular initiating event, MIE; key events, KE)

required to produce a toxic effect (adverse outcome, AO) when an organism is

exposed to a substance (Fig. 1). Construction of an AOP can (1) organize informa-

tion about biological interactions and toxicity mechanisms into models that describe

Neural In Vitro Models for Studying Substances Acting on the Central Nervous. . .



how exposure to a substance might cause illness or injury, (2) suggest cell- or

biochemical-based tests for pathway elements that could be used to develop testing

strategies for targeted toxicity, and (3) identify data gaps in a pathway of toxicity that

need more information with the final goal of using fewer resources and experimental

animals (Ankley et al. 2010). This concept was soon also applied to neurotoxicity

(Bal-Price et al. 2015). Recently it was suggested that the AOP framework is also

applicable to understanding disease pathways for prevention, diagnosis, and treat-

ment and in biomedical and clinical research for drug discovery, efficacy, and safety

testing (Carusi et al. 2018). Studying cellular effects with in vitro methods in a

conceptual framework for toxicity or disease provides drug developers and basic or

regulatory scientists with greater confidence in the meaningfulness and thus appli-

cability of generated in vitro data (Fig. 1). In the end, higher human relevance of

scientific outcomes will protect society and the individuum and also reduce health-

care costs.

Neurotoxicity can be triggered by a multitude of MoA (Masjosthusmann et al.

2018). In vitro, this MoA can either be measured as specific changes in endpoints,

like effects on ion currents, specific receptor activation, or loss in myelin. In

addition, MoA can cause neuronal cell death, an endpoint relevant for in vitro and

in vivo neurotoxicology. For example, excitatory cell death can occur through

stimulation of glutamatergic neurotransmission, or dopaminergic cell death can be

Fig. 1 Framing of data from in vitro models with pharmacokinetics information from PBPK

modeling and endpoint judgment according to the AOP concept
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induced via mitochondrial dysfunction. Although neural cell death is indeed a

relevant endpoint, it does not inform on the underlying MIE. Moreover, a compound

not inducing neural cell death cannot be excluded as a neurotoxicant. When studying

neurotoxicity in vitro, knowledge about molecular equipment of cells is crucial for

defining the application domain of the respective model.

This chapter now intends to fill the red box in Fig. 1 by summarizing the current

state of the art on hiPSC/ESC-based 2D or secondary 3D neuronal and mixed

neuronal/glial as well as microglial models, neural organoids, bioprinted neural

models, and 2D or 3D neurological disease models. Such find their application in

pharma- and toxicological studies by investigating endpoints in vitro that lead to

AOs or possibly represent relevant therapeutic targets. A summary of the main

toxicological targets is given in Table 1. Although historically most brain-related

in vitro data has been derived from rodents (Masjosthusmann et al. 2018), this

chapter will focus on published human test systems due to the species specificities

discussed above.

1.1 Stem Cell-Based Human 2D Neuronal and Mixed Neuronal/
Astrocyte Models

Stem cells (SC) are divided into adult stem cells and embryonic stem cells (ESC),

depending on their origin and potency (Singh et al. 2015). ESCs are derived from the

inner cell mass of the blastocyst and have the ability to self-renew and to generate all

cell types of the body except extraembryonic cells (placenta) and are therefore

termed pluripotent (Guenther 2011). In 1998 the first human ESC line was isolated

from human embryos initially produced for in vitro fertilization (Thomson et al.

1998).

Yamanaka and co-workers created the basis for a new generation of neural

in vitro models by developing the Nobel Prize-winning cell system of human

induced pluripotent stem cells (hiPSC). These cells can be derived from human

mature somatic cells by different reprogramming methods (Janabi et al. 1995; Lowry

and Plath 2008; Warren et al. 2010; Zhang et al. 2013; Victor et al. 2014) and thus

avoid the ethical issues of human ESC (Takahashi et al. 2007; Yu et al. 2007).

Human iPSC can be differentiated into cells from all three germ layers (Takahashi

et al. 2007; Shi et al. 2017).

Using hiPSC, it is possible to induce a variety of neural cell types. Neural stem

cells (NSCs) and neuronal progenitor cells (NPCs) can be differentiated from hiPSC

in large quantities with high reproducibility (Farkhondeh et al. 2019). Cheng and

co-workers describe a method to generate NPC from hiPSC using a multistep

protocol including embryoid body formation and formation of neural rosettes,

followed by multidimensional fluorescence-activated cell sorting (FACS) to purify

NPCs by using a set of cell surface markers (Cheng et al. 2017). The authors claim

that these cells are suitable for probing human neuroplasticity and mechanisms

underlying CNS disorders using high-content, single-cell level automated micros-

copy assays. Still, a proof-of-concept study remains to be published.
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Human iPSC-derived neurons can be generated directly from hiPSC or with

NSCs/NPCs as an intermediate step (Yu et al. 2014; Ghaffari et al. 2018). The latter

protocol takes about 2 weeks and can be used for the evaluation of drug efficacy,

although purity and maturity of the cells are in question and need further characteri-

zation (Farkhondeh et al. 2019; Dai et al. 2016).

Numerous protocols have been published describing the generation of specific

neuronal subtypes as well as glial cells from hiPSC such as cortical neurons (Shi

et al. 2014; Eiraku et al. 2008; Boissart et al. 2013), glutamatergic neurons (Boissart

et al. 2013; Cheng et al. 2017; Wang et al. 2017; D’Aiuto et al. 2014; Sanchez-Danes

et al. 2012; Yu et al. 2009; Nehme et al. 2018), GABAergic neurons (Yang et al.

2017; Liu et al. 2013; Flames et al. 2007; Manabe et al. 2005), serotonergic and

Table 1 Mode of action (MoA) relevant for human neurotoxicity identified within a systematic

review investigating 248 individual chemical compounds, 23 compound classes, and 212 natural

neurotoxins (Masjosthusmann et al. 2018; modified from Appendix D)

# Mode of action MoA related to

1 Stimulation of cholinergic neurotransmission Neurotransmission

2 Inhibition of cholinergic neurotransmission

3 Stimulation of GABAergic neurotransmission

5 Inhibition of glycinergic neurotransmission

6 Stimulation of glutamatergic neurotransmission

7 Inhibition of glutamatergic neurotransmission

8 Stimulation of adrenergic neurotransmission

9 Inhibition of adrenergic neurotransmission

10 Stimulation of serotoninergic neurotransmission

11 Inhibition of serotoninergic neurotransmission

12 Inhibition of dopaminergic neurotransmission

13 Neurotransmission in general

14 Activation of sodium channels Ion channels/receptors

15 Inhibition of sodium channels

16 Inhibition of potassium channels

17 Inhibition of calcium channels

18 Activation of chloride channels

19 Inhibition of chloride channels

20 Effects on other neuronal receptors

21 Mitochondrial dysfunction/oxidative stress/apoptosis Cell biology

22 Redox cycling

23 Altered calcium signaling

24 Cytoskeletal alterations

25 Neuroinflammation

26 Axonopathies

27 Myelin toxicity

28 Delayed neuropathy

29 Enzyme inhibition

30 Other Other
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dopaminergic neurons (Chambers et al. 2009; Cooper et al. 2012; Kriks et al. 2011;

Sanchez-Danes et al. 2012; Li et al. 2017), motor neurons (Corti et al. 2012; Sareen

et al. 2012, 2013; Kiskinis et al. 2014; Maury et al. 2015), sensory neurons (Boisvert

et al. 2015; Stacey et al. 2018), astrocytes (Lundin et al. 2018; Suga et al. 2019),

oligodendrocytes (Osaki et al. 2018; Ehrlich et al. 2017; García-León et al. 2018b),

and microglia (McQuade et al. 2018), just to name a few. In this chapter, we will

focus on published in vitro systems that have already been used for screening

approaches or are at a state of assay development that will allow substance screening

in the near future.

Malik and co-workers established a high-throughput screening platform using

hiPSC-derived NSCs and rat cortical cells to screen a compound library of 2,000

chemicals including known drugs (50%), natural products (30%), and bioactive

compounds (20%) for their cytotoxic potential (Malik et al. 2014; Efthymiou et al.

2014). In a follow-up study, a subset of 100 compounds was screened in hiPSC,

NSC-derived neurons (Efthymiou et al. 2014), and fetal astrocytes. This approach

enabled the authors to identify species- and cell type-specific differences in

responses to compounds. Specifically, they found that human NSCs were more

sensitive to the screened compounds than rodent cultures. In addition, they identified

compounds with cell type-specific toxicities. A limitation of the study is the assess-

ment of cytotoxicity as the sole endpoint, which might not be the most sensitive one.

Another restriction of this approach is the lack of co-culture of neuronal and glial

cells. Moreover, in the species comparison, cells from different maturation stages

and single (human) versus co-cultures (rat) were related, making data interpretation

difficult.

Another study used small molecule-based NPCs differentiated from three differ-

ent hiPSC lines, which were then differentiated into neurons and astrocytes within

15 days, using a highly standardized protocol (Seidel et al. 2017). The authors used

multi-microelectrode arrays (MMEA) for monitoring neuronal network activities

via field potential measurements. Such recordings assess multiple endpoints

stipulating that different neuronal receptors are expressed by the cells (Table 1).

Here, they show reactivity towards dopamine, GABA, serotonin, acetylcholine, and

glutamic acid, but not norepinephrine. To date, there are no general guidelines for

the analysis and quantification of MMEA measurements. Seidel et al. use single

electrodes as the statistical unit, but using different chips or experiments as an

individual “n” number would be preferable to assess the reproducibility and

standardization between experiments (Masjosthusmann et al. 2018).

In recent years, more and more companies have been offering commercially

available hiPSC-based neuronal cells. One study compared different commercially

available hiPSC-derived mature neurons (excitatory and inhibitory) from different

suppliers, with and without astrocyte co-culture, again utilizing MMEA activity as a

functional readout, this time in combination with measurements of calcium signaling

(Tukker et al. 2016). Treatment with glutamate and GABA strongly reduced the

mean spike rate of the analyzed cultures. Calcium transients of individual neurons

were generated upon treatment with glutamate, GABA, and acetylcholine. Here,

astrocytes seem to be crucial for neuronal network generation because pure neuronal
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cultures in the absence of astrocytes lack bursting, a sign for neuronal network

maturity. In this study, the statistical unit was chosen as one well of a 48-well plate,

not allowing assessment of reproducibility and standardization between experiments

(Masjosthusmann et al. 2018). A follow-up study in 2018 also used commercially

available hiPSC-derived neurons and astrocytes, this time exploring the effect of the

ratio of mixed neurons and astrocytes (Tukker et al. 2018). This study strongly

supports the previous observation that the addition of astrocytes to the model in near-

physiological proportions of 50% (glia/neuron ratio 1:1; von Bartheld et al. 2017)

and a ratio of 1:5 for GABAergic inhibitory neurons and excitatory neurons (Hendry

et al. 1987; Sahara et al. 2012) indeed promotes neuronal network formation and

maturation best. This study primarily indicates that hiPSC-derived neuronal models

must be carefully designed and characterized before their large-scale use in neuro-

toxicity screenings, as each model exerts different responses to compounds,

depending on the composition of the networks. The importance of the presence of

astrocytes was also assessed by another study using commercially available cortical

neurons on MMEAs (Kayama et al. 2018).

For controlled plating of neuron/astrocyte ratios, cells must be differentiated

separately. A recent protocol instructs how to differentiate hiPSC into astroglia

(NES-Astro) within 28 days (Lundin et al. 2018). These cells were extensively

characterized using transcriptomics, proteomics, glutamate uptake, inflammatory

competence, calcium signaling response, and APOE secretion and were compared

to primary astrocytes, commercially available hiPSC-derived astrocytes, and an

astrocytoma cell line. The data show large diversity among the different analyzed

astrocytic models and strongly suggest to take the cellular context into account when

studying astrocyte biology. Taking this to the next level, it indicates the importance

of choosing the right astrocytic model to combine with hiPSC-derived neurons for

the testing of substances acting on the CNS.

One major challenge in the field is the availability of a sufficient number of cells

for large-scale screening approaches. Stacey et al. (2018) describe the concept of

cryopreserved “near-assay-ready” cells, which decouples complex cell production

from assay development and screening. Using this approach, the authors developed a

384-well veratridine-evoked calcium flux assay which assesses neuronal excitability

and screened 2,700 compounds to profile the range of target-based mechanisms able

to inhibit veratridine-evoked excitability using hiPSC-derived sensory neurons. In

order to be able to use this approach for the identification of active compounds with

unknownMoA, further secondary assays (e.g., using MMEA-technology) need to be

developed to characterize the hits on a mechanistic level (Stacey et al. 2018). In

addition, experiments were performed using pure neuronal cultures without the

addition of astrocytes, probably leading to different neuronal responses than with

astrocytes present.

Along those lines another high-throughput screening using 11 different com-

pound libraries with a total of 4,421 unique substances, all bioactive small

molecules, which include approved drugs, well-characterized tool compounds, nat-

ural products, and human metabolites, has been described lately (Sherman and Bang

2018). The authors use high-content image analysis, focusing on neurite outgrowth
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of commercially available hiPSC-derived neurons, consisting primarily of

GABAergic and glutamatergic neurons, but no astrocytes. They identified 108 hit

compounds containing 38 approved drugs (outgrowth: erlotinib, clomiphene,

tamoxifen, 17β-estradiol, dehydroepiandrosterone-3-acetate (DHEA), alfacalcidol,

lynestrenol, benztropine, dibucaine, fluphenazine, perphenazine, prochlorperazine,

trifluoperazine, sertindole, quetiapine, ifenprodil, meclizine, alverine, econazole,

oxiconazole, letrozole, SAHA (Vorinostat); inhibition: methyltestosterone, thiorida-

zine, methotrimeprazine, colchicine, docetaxel, vincristine, mebendazole, emetine,

daunorubicin, doxorubicin, mitoxantrone, topotecan, hexachlorophene, ouabain,

digoxin, suramin) which fall into the following categories: kinase inhibitors, steroid

hormone receptor modulators, and channel and neurotransmitter system modulators

(Sherman and Bang 2018). Inhibition of neurite outgrowth is one key characteristic

in developmental neurotoxicity (Fritsche et al. 2018a, b), yet its implication in adult

neurotoxicity is not clear.

Using a similar readout, hiPSC-derived peripheral-like neurons were applied to

study the effect of chemotherapeutic agents on neuronal cytotoxicity and neurite

length, again using high-content image analysis (Rana et al. 2017). This approach

identified compounds that cause interference in microtubule dynamics but failed to

depict the adverse effects of platinum and anti-angiogenic chemotherapeutics, which

are compounds that do not act directly on neuronal processes. Here the addition of

astrocytes to the model might lead to a higher predictivity, as the administration of

fluorocitrate, an astrocyte-specific metabolic inhibitor, increased the pain tolerance

of the animals in a rat model of oxaliplatin-induced neuropathic pain (Di Cesare et al.

2014; Kanat et al. 2017), indicating the role of astrocytes in sustaining platinum-

mediated neurotoxicity.

One important cell type for neurotoxicological assessment of substances is

myelin-producing oligodendrocytes. Yet publications on hiPSC-derived oligoden-

drocyte are scarce, and the protocols that are available are very time-consuming and

of limited efficiency (Wang et al. 2013; Douvaras et al. 2014; Djelloul et al. 2015).

Therefore, they are not suitable for medium- to high-throughput screening

approaches. In contrast, the three transcription factors SOX10, OLIG2, and

NKX6.2 produced 80% O4+ oligodendrocytes from hiPSC within 28 days and

might thus be a promising approach for future neurotoxicological applications

(Ehrlich et al. 2017). Another recent study even reports that the overexpression of

the transcription factor SOX10 alone is sufficient to generate 60% O4+ and 10%

MBP+ cells in only 22 days (García-León et al. 2018b).

Although this part of the chapter primarily covers the use of hiPSC for the

generation of neural in vitro models for studying substances acting on the CNS,

the method of direct reprogramming of neuronal cells from somatic cells should not

be disregarded. Lee et al. (2015) directly reprogrammed human blood to NPC

without the intermediate step of hiPSC generation. These induced neurons (iNs)

can be generated by overexpression of a set of transcription factors (Ichida and

Kiskinis 2015; Vierbuchen et al. 2010; Ambasudhan et al. 2011; Hu et al. 2015;

Wapinski et al. 2017) or miRNAs (Victor et al. 2014; Yoo et al. 2011; Abernathy

et al. 2017) that promote chromatin remodeling and drive direct neural lineage
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differentiation (Silva and Haggarty 2019). Especially for research regarding

age-associated neurodegenerative diseases, like Alzheimer’s disease (AD) or

Parkinson’s disease (PD), this method is of high interest, as bypassing the hiPSC

reprogramming process reduces the disruption of epigenetic markers associated with

the age of the somatic cell, therefore allowing to create neuronal models at “patho-

genic ages” (Mertens et al. 2018). This method preserves multiple age-associated

markers, including DNA methylation patterns, transcriptomic and microRNA

profiles, oxidative stress, DNA damage (loss of heterochromatin and nuclear orga-

nization), and telomere length (Mertens et al. 2018; Silva and Haggarty 2019), and is

therefore a promising approach to study substances acting on the aged CNS or

screening for pharmaceuticals as a treatment for these conditions.

When working with either of these models, it is of utmost importance to have a

well-characterized cell system, which suits the research question in case of basic

research or contains a defined application domain for neurotoxic MoA (Table 1)

when used for screening applications. Lack of characterization or definition of the

application domain might result in false-negative data due to a lack of cellular

targets. In addition, as with other in vitro approaches, the multicellular context of

cultures seems to be crucial, possibly resulting in false predictions of chemicals

when pure neuronal cultures lacking glia are used.

1.2 In Vitro Cultures of Microglia

Microglia constitute 5–10% of total brain cells and represent the resident innate

immune cells of the CNS (Arcuri et al. 2017). Microglia discovery dates back to the

end of the nineteenth century, but the name was coined in the 1920s by del Rio

Hortega who phenotypically characterized the only immune cells resident in the

brain parenchyma (Pérez-Cerdá et al. 2015). The function of microglia was for a

long time underestimated because of the misconception that the brain is an immune-

privileged site; moreover it was initially wrongly thought that this cell type

originates from the neuroectoderm. To date, it is known that microglia arise from

embryonic yolk sac (YS) precursors (Ginhoux et al. 2010) which give rise to YS

macrophages that colonize the embryo, including the brain, to generate all types of

tissue-resident macrophages (Li and Barres 2018). In the CNS, microglia maintain

their population by self-renewal (Ajami et al. 2007) and by recruiting monocytes

from the bloodstream (Hashimoto et al. 2013). The presence of microglia in the brain

parenchyma is fundamental because of the variety of functions they perform from

early brain development throughout the entire life of the organism, both in brain

homeostasis and disease (for an extensive review, see Li and Barres 2018).

Considering the pivotal contribution of microglia to brain functions, it is impor-

tant to have in vitro models containing microglia when studying the influence of

drugs and toxicants on the brain. The majority of published in vitro studies mainly

used primary microglia cultures from embryonic/neonatal rodent brain (mouse or

rat). Still, fetal microglia seem to be quite different from adult ones. Due to ethical

reasons, it is challenging to obtain brain-derived microglia from humans. The few
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human microglia cell lines generated, such as HMO6 (Nagai et al. 2005) and HMC3

(Janabi et al. 1995), are not considered as an optimal model because long-term

culture and genetic manipulation altered their functions and morphology. Finally,

the low number of cells collected from humans does not allow large-scale neurotox-

icity in vitro studies.

Starting from these premises, Leone and colleagues set up a monocyte-derived

microglia-like cell model by culturing human monocytes with astrocyte-conditioned

medium (Leone et al. 2006). This protocol was successively standardized using

human peripheral blood mononuclear cells (PBMCs) stimulated with four recombi-

nant human cytokines. The microglia cells obtained display a ramified morphology

after 2 weeks in culture and express surface markers typical for the known pattern of

microglia (Etemad et al. 2012).

More recently, human microglia-like cells were obtained from hESC and hiPSC.

As previously stated, microglia derive from non-monocytic primitive myeloid cells,

unlike adult bone marrow-derived macrophages. Thus microglia-like cells derived

from PBMCs do not mirror this ontogeny. Muffat and co-workers established a

robust protocol that allows the derivation of microglia-like cells from hiPSC,

obtained from reprogrammed fibroblasts, using a serum-free medium that mimics

the environment of the CNS interstitial milieu and adding interleukin 34 (IL-34), an

alternative ligand for colony-stimulating factor 1 receptor. The microglia-like cells

obtained with this protocol are highly phagocytic, and their gene expression profile

resembles human primary microglia. They progressively adopt a ramified morphol-

ogy when cultured in isolation, while when co-cultured in the presence of hiPSC-

derived neurons, microglia-like cells refine their molecular signature. In terms of

activity and response to stressors, unstimulated microglia-like cells secrete detect-

able levels of various cytokines and chemokines, which were enhanced after stimu-

lation with lipopolysaccharide (Muffat et al. 2016) (Fig. 2).

Similar protocols were published a few months later reprogramming fibroblasts

or PBMCs. In the paper of Pandya et al. (2017), hiPSCs were sequentially

differentiated into myeloid progenitor-like intermediate cells and then into cells

with the phenotypic, transcriptional, and in vitro functional signatures of brain-

derived microglia. Abud and co-workers demonstrated that microglia-like cells

obtained from hiPSC secrete cytokines in response to inflammatory stimuli, migrate,

undergo calcium transients, and phagocytose (Abud et al. 2017). All those protocols

require from 30 to about 70 days of time to obtain mature glia (McComish and

Caldwell 2018). Taken together, those data suggest that microglia obtained from

reprogrammed hiPSC better mirror the developmental stages of microglia matura-

tion and ontogeny, in comparison to microglia-like cells derived from PBMCs

stimulated with a cocktail of factors.

The potential applications of hiPSC-derived microglia include drug discovery

studies, neurotoxicity screening assays, and use in disease modeling. Microglia-

mediated inflammation can negatively impact the brain, and much evidence shows

that microglial activation plays a role in neurodegeneration, contributing to the

etiology of neurodegenerative disorders (Ransohoff and El Khoury 2016). The

availability of robust protocols to generate and maintain microglia from patients

with different brain dysfunctions in culture would facilitate the study of the
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pathology and the discovery of new pharmacological approaches. The first evidence

of in vitro culturing disease-related microglia cells from patients was in 2012, when

Almeida and colleagues generated multiple induced hiPSC lines from subjects with

frontotemporal dementia (Almeida et al. 2012). More recently, Ryan and co-workers

performed, on human monocyte-derived microglia-like cells, a quantitative expres-

sion trait locus study to examine the effects of common genetic variation on the

expression of genes found in susceptibility loci for Alzheimer’s disease, Parkinson’s

disease, and multiple sclerosis (Ryan et al. 2017). Microglia-like cells obtained by

reprogramming PBMCs were also combined with neural progenitor cells and

synaptosomes from hiPSC-derived neurons to create patient-specific cellular models

useful to model CNS diseases facilitating high-throughput drug screening and

neurotoxicity assays based on microglia function in the future (Sellgren et al. 2017).

Fig. 2 Human iPSC-derived microglia protocols. (a) Haenseler et al. (2017), (b) Abud et al.

(2017), (c) Douvaras et al. (2017), (d) Pandya et al. (2017), (e) Muffat et al. (2016). PFs patterning

factors, DFs differentiation factors, BMP4 brain morphogenetic protein 4, VEGF vascular endothe-

lial growth factor, SCF stem cell factor, IL-3 interleukin 3, M-CSF macrophage colony-stimulating

factor, FGF2 or bFGF fibroblast growth factor 2, TPO thrombopoietin, IL-6 interleukin 6, IL-34

interleukin 34, TGFbeta-1 transforming growth factor beta 1, CD200 cluster of differentiation

200, CX3CL1 fractalkine, VEGF-A vascular endothelial growth factor A, FLT-3 fm-like tyrosine

kinase 3, GM-CSF granulocyte-macrophage colony-stimulating factor, G-CSF granulocyte colony-

stimulating factor, CSF1 colony-stimulating factor 1, Iba1 ionized calcium-binding adapter mole-

cule 1,MERTK tyrosine kinase phagocytic receptor, GPR34 G protein-coupled receptor 34, PROS1

protein S1, C1QA complement C1q subcomponent subunit A, GAS6 growth arrest-specific

6, P2RY12 purinergic receptor P2Y, TREM2 triggering receptor expressed on myeloid cells

2, CD11b cluster of differentiation 11b, CX3CR1 CX3C chemokine receptor 1, TMEM119 trans-

membrane protein 119, CD11c cluster of differentiation 11c, CD45 cluster of differentiation

45, CD43 cluster of differentiation 43, CD39 cluster of differentiation 39, HLA-DR human

leukocyte antigen – DR isotype, CD34 cluster of differentiation 34
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In conclusion, different protocols for the derivation of human microglia are

available that enable experiments in authentic human in vitro systems. Unlike

methods for the derivation of neurons and astrocytes, protocols for microglia lack

regionality and do not reflect microglia subtypes found within the brain (Grabert

et al. 2016), which is a true challenge for the future.

1.3 Moving In Vitro Cultures into the Third Dimension with Brain
Organoids

For investigating possible CNS disease mechanisms or screening drugs or toxins for

safety and efficacy, it is thought to be advantageous to use complex 3D systems such

as brain organoids. The benefits of organoids compared to “conventional” cultures

lie in their composition of multiple cell types, which are functional in an in vivo-like

manner and display morphological features of the organ to be modeled (Lancaster

and Knoblich 2014). Yet, one has to be aware that there are major differences

between in vivo embryogenesis or organogenesis and in vitro organoid formation,

since even extremely well-controlled in vitro conditions strongly differ from real,

regionally defined, physiological in vivo conditions (Bayir et al. 2019).

Different protocols for generating brain organoids have been established.

Lancaster et al. (2017) used a floating scaffold out of poly(lactide-co-glycolide)

copolymer (PLGA) fiber microfilaments to generate elongated embryoid bodies,

called microfilament-engineered cerebral organoids (enCORs). Other groups used

shaking platforms (Matsui et al. 2018), self-made spinning bioreactors (Qian et al.

2016), or soft matrices for embedding the cells (Lindborg et al. 2016; Bian et al.

2018) to let them form self-organized brain organoids. While neural organoids

mostly mimic the early phases of embryonic development of the human brain,

Matsui et al. (2018) cultivated their organoids up to 6 months and showed cell

differentiation into functional neurons and myelin basic protein (MBP)-positive

oligodendrocytes. The cerebral organoids fabricated by Quadrato et al. (2017)

contained mature neurons including dendritic spine-like structures that gener-

ated spontaneously active neuronal networks as well as photosensitive cells after

8–9 months. These CNS models that display a later developmental status can now

be used for safety and efficacy evaluations in medium to high throughput. One has

to note that integration of microglia into organoids will be necessary in the future

to better model toxicity and disease. This advanced technology is currently

evolving (Ormel et al. 2018). In addition, although seemingly much more complex

than 2D models, organoids also need definition of their applicability domains, with

regard to the presence of cellular targets mediating neurotoxicity or drug efficacy

(Table 1). Because reproducibility of organoid formation is still an issue with high

variation making well-to-well comparison difficult, this neurotoxicity/efficacy

target characterization has to be performed with great caution focusing on repro-

ducibility of results.

As an example, hiPSC-derived brain organoids were recently employed for drug

efficacy screening against ZIKA virus infection (Zhou et al. 2017) indicating that it is
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possible to use such complex in vitro systems for medium- to high-throughput

applications. The authors’ high-content imaging approach identified a compound

prohibiting organoid ZIKA virus infection and eliminating virus from infected

organoids (Zhou et al. 2017). Other ZIKA virus-infected organoids were also

published recently (Cugola et al. 2016; Garcez et al. 2016; Dang et al. 2016; Qian

et al. 2016). Two groups (Watanabe et al. 2017; Xu et al. 2016) used these organoids

similar to Zhou et al. (2017), for drug screening against ZIKA virus. Since the

declaration of a public health emergency of international concern by the Word

Health Organization in 2016, a lot of drug candidates against ZIKA virus were

tested in in vitro as well as in in vivo systems, but only few of them with anti-ZIKA

virus activity in animal models made it to clinical trials (Bernatchez et al. 2019).

Due to the higher throughput of such models, they are logistically superior over

the low-throughput mouse models and can thus screen a large number of

compounds. Moreover, their translational success to the human in vivo situation

might be higher due to the human nature of cells. However, as already pointed out in

Fig. 1, kinetic modeling is crucial for correct predictions that has to go hand in hand

with the in vitro work.

While brain organoids are good models to examine the effects of disease and

genetic aberrances on brain development, they lack to model the blood-brain barrier

(BBB) of the adult human cortex. Many drugs for neurologic diseases and disorders

fail to pass the BBB; therefore, there is a need for a BBB model that enables the

examination of the permeability of these drugs. BBB organoid models can be

derived from three (Cho et al. 2017; Bergmann et al. 2018) or from six (Nzou

et al. 2018) different cell types that include astrocytes, pericytes, and endothelial

cells. Both models are able to reproduce the properties and functions of the BBB

through the exhibition of tight/adherent junctions, efflux pumps, and transporters.

Nzou et al. (2018) showed in their organoids also the impenetrability of the BBB for

specific molecules: by adding MPTP, MPP+, and mercury chloride to the medium

they proofed that their models indeed have a charge-selective barrier. Data from such

models might also be useful for feeding PBPK models.

In conclusion, there are currently several different organoid models in develop-

ment, both normal and disease models. However, these are still in the process of

establishment and characterization and are not yet in use for substance screenings.

1.4 3D Bioprinted In Vitro Neural Models

The next generation of in vitro models already arising is fabricated by 3D

bioprinting. The state of the art of 3D bioprinting of brain cells was recently

comprehensively reviewed by Antill-O’Brien et al. (2019). 3D bioprinting of brain

cells is faced with a variety of challenges needing sophisticated solutions. The first is

the choice of biomaterial biomimicking brain tissue from extracellular matrix

components as well as the mechanical, structural, biochemical, and diffusive

properties of the brain with high cellular biocompatibility. Here, especially, the

tremendous softness of brain tissue poses a great challenge for bioengineers.
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Biomaterials currently used for neural cell culture are hydrogels. These hydrophilic

polymers can be reversibly or irreversibly cross-linked via chemical or physical

triggers to maintain their structure over a long period of time. Hydrogels are an

attractive material for culturing cells in 3D due to their biocompatibility, high water

content, and tuneable physical and chemical properties. For neuronal cultures, the

pore structure of the hydrogel must be able to support neural cell bodies, which are

10–50 μm in diameter, and allow neurite extension (Antill-O’Brien et al. 2019).

Once a suitable biomaterial is identified, the biofabrication strategy has to be defined.

Prior to printing, 3D neural tissue can be manufactured via layering. Cell embedding

in gels and manual layering thereby allow studying cytocompatibility of hydrogels.

Printing of soft materials is often challenging. A major hurdle to 3D biofabrication of

such soft structures is their shaping into 3D structures with high spatial resolution to

achieve an anisotropically accurate mimic of the brain microstructure. Sacrificial

scaffolds, e.g., from gelatine, have previously been used to support soft gels like

0.5% alginate, which otherwise fall below the printable viscosity range. Usage of

this sacrificial scaffold improved cell survival in the hydrogel (Naghieh et al. 2019).

For scaffold-free 3D bioprinting, extrusion-based printing has mainly been

employed due to its economy, ease of use, and capability to print with high cell

density with a wide range of materials. Despite a small number of studies using rat or

hiPSC-derived neurons for extrusion-based bioprinting, one study should be

highlighted. Joung et al. (2018) developed a bioengineered spinal cord combining

bioprinting with 3D printed scaffolds in the only example of functional neurons with

extensive axon propagation from bioprinted neural precursor cells. Pre-differentiated

spinal NPC and oligodendrocyte progenitor cells from hiPSC were bioprinted in

precise alternating points in silicon channels. After 4 days, β-III tubulin-positive

axons spread throughout the channel, and after 14 days the cells were found to have

differentiated into mature glutamate-responsive neurons with synchronous

responses to K+ and glutamate (Joung et al. 2018). This method of a spinal cord

model could be applied to CNS neural tissue engineering.

This paragraph is not supposed to give a comprehensive overview of 3D

bioprinting of neural structures, yet should touch on the challenges of this rising

technique. 3D bioprinting of neural models is still in the early stages of development

and offers great potential for exquisite spatial bioink patterning to recapitulate the

microarchitecture of brain tissue. Although 3D bioprinted neural disease models

have not yet been developed, the potential advantages over animal models include

species- and patient-specific disease modeling. For more detailed information on

cells, materials, techniques, and readouts, the reader is referred to Antill-O’Brien

et al. (Antill-O’Brien et al. 2019).

1.5 CNS Disease Models

Improvement of the hiPSC technology allows to obtain and culture neurological

patient-specific hiPSC lines, which recapitulate molecular and cellular phenotypic

aspects of the respective disease. These offer a unique opportunity to generate
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physiologically relevant in vitro models to understand disease etiology and progres-

sion, as well as to support preclinical drug discovery. Genomically unaltered human

iPSC-derived neurons and astrocytes have been derived from Alzheimer’s disease

(AD), Parkinson’s disease (PD), Huntington’s disease (HD), amyotrophic lateral

sclerosis (ALS), and idiopathic autistic spectrum disorder (ASD) patients (Table 2),

to provide 2D and, most recently, 3D cultures reproducing features of these neuro-

logical diseases. In addition to patient-derived iPSCs, inserting genetic changes

manually into iPSCs can also generate disease models. Manipulating gene expres-

sion of LIS1, the most common gene mutated in patients with lissencephaly, and

using an on-chip organoid approach as an exciting example, allowed studying the

emergence of folding during in vitro development and the physical mechanisms of

folding reproducing pathogenesis of lissencephaly using organoids (Karzbrun et al.

2018).

In 2D cultures, patient-derived iPSCs are generally committed to differentiate

into neuronal monoculture representative of the affected cell type: in PD research

iPSCs are differentiated into dopaminergic neurons (TH-positive) functionally

characterized by dopamine decarboxylase and the dopamine transporter (Hartfield

et al. 2014), while cortical glutamatergic neuron or motor neurons are derived to best

represent AD or ALS features, respectively.

More recently, greater attention has been dedicated to both microglia (Haenseler

et al. 2017) and patient-derived astrocytes (Kondo et al. 2013; Qian et al. 2017;

Hsiao et al. 2015), due to the recognition of the relevance of glial cells in

contributing to disease initiation and progression. Similar to toxicity evaluation

described above, the aim here is to develop co-cultures, which take the complexity

of neuron-glia interactions into account, hence also considering inflammatory

responses, which have a high impact on the course of pathology (Haenseler et al.

2017). In addition, the presence of multiple cell type allows to address neuron-glia

cross-talk in drug discovery. The diversity of cell types in a single culture is also

retained in organoid models, which add a further step of complexity by respecting

brain cytoarchitecture.

A clarifying example on the potentiality of patient-derived stem cell models

comes from AD patients (for extensive review, see Arber et al. 2017). Extracellular

amyloid plaques composed of amyloid beta peptide (Aβ) and Tau protein intracellu-

lar neurofibrillary tangles are considered hallmarks of AD. Aβ is the product of β-

and γ-secretase processing of amyloid precursor protein (APP). Autosomal domi-

nant mutations in APP and alternative subunits of γ-secretase presenilin 1 and

2 (PSEN1 and PSEN2) have been detected in AD patients, implicating an altered

APP processing and Aβ imbalance in AD pathogenesis. Reprogramming cells

derived from patients with genetic predisposition to AD into cortical glutamatergic

neurons, cortical interneurons, and cholinergic neurons (Table 2) allowed to repro-

duce AD features like increased Aβ42:40 ratio and enhanced Tau phosphorylation

(Table 2). These models were then used to gain insight into biochemical

pathomechanisms of AD (Kondo et al. 2013), contribution of neurons and astrocytes

to pathophysiology (Kondo et al. 2013; Oksanen et al. 2017) and identify drug

targets potentially relevant in the progression of the disease. In these studies, also
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novel mechanisms like endoplasmic reticulum and oxidative stress were identified

(Kondo et al. 2013; Muratore et al. 2014). In addition, iPSCs derived from patients

carrying multiple genetic variants allow investigations of AD risk factors, i.e.,

linking mutations to increased risk of late onset AD (Duan et al. 2014; Young

et al. 2015; Huang et al. 2017; Schröter et al. 2016). The organization of genomically

unaltered iPSC-derived neurons in a 3D structure, thereby reproducing brain

cytoarchitecture, favors the retention of proteins secreted by cells that are lost in a

2D culture, like Aβ peptides. In 3D their local concentration is increased and

pathology better recapitulated (Raja et al. 2016). 2D and 3D models obtained from

iPSCs derived from AD patients have been used to investigate drug efficacy and

toxicity, so far targeting β- and γ-secretase with specific inhibitors (Yagi et al. 2011;

Shi et al. 2012; Kondo et al. 2013; Duan et al. 2014; Raja et al. 2016; Woodruff et al.

2013) and inflammation with nonsteroidal anti-inflammatory drugs (Yahata et al.

2011).

Although the models obtained from patients’ hiPSCs exhibit clear advantages,

their use to model aging and neurodegenerative diseases poses a relevant challenge

due to the fact that differentiation protocols mimic neurodevelopmental processes.

Indeed, derived cells retain molecular characteristics closer to the fetal than the adult

stage (Patani et al. 2012; Camp et al. 2015), which might limit the full development

of an AD model. For example, Tau isoform expression is tightly regulated during

development (Bunker et al. 2004), and the lack of formation of aggregated Tau in

non-manipulated patients’ hiPSCs might reflect the absence of the adult isoforms. In

general, this implicates that any disease phenotype has to be discriminated from

phenotypes of earlier developmental stages. So far this issue that represents a

possible limit in drug discovery has been solved by generating footprint-free triple

MAPT-mutant human iPSCs (García-León et al. 2018a), overexpressing mutant

PSEN1 (DE9) and APP (K670N/M671L plus V7171; Choi et al. 2014), or could

be overcome by direct reprogramming, thus skipping the intermediate step of hiPSC

(for details on this, see second to last paragraph of Sect. 1.1 of this chapter).

In the context of CNS pathologies recapitulated by an hiPSC approach,

neurodevelopmental and psychiatric diseases are worth a note. CNS cells derived

from patients by reprogramming allow to capture a complex genetic architecture of

diseases that are highly polygenic in nature, overcoming the difficulty to generate

genetically accurate animal models of psychiatric disorders. Patient hiPSC-derived

neural cells allow to dissect the gene network associated with features of altered

neurodevelopment that controls the phenotypic trait and the signaling pathways

involved (Mariani et al. 2015; Haggarty et al. 2016).

As listed in Table 2, patients’ hiPSCs replicate disease phenotypes to an extent to

represent clinically relevant features of the illness, thus providing human cellular

assays that may improve drug preclinical evaluation and translation of the results to

clinical trial in the process of drug discovery (Silva and Haggarty 2019). Clinically

relevant targets and phenotypes displayed in hiPSC-derived disease models may

drive the testing of candidate drugs selected on a hypothesis-driven screening or the

screening of large compound libraries for identification of novel molecules for their

ability to rescue disease phenotypes. In addition, the generation of large numbers of
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patients’ cell models representative of the heterogeneity of each disorder may

represent a strategy to identify patient subpopulations with specific responsiveness

to therapeutic agents. Finally, by interlinking a patient’s genetic background with

specific disease characteristics, hiPSCs apply to the concept of personalized medi-

cine, possibly allowing the development of personalized drug evaluation in the

future (Engle and Puppala 2013).

2 Summary and Conclusion

Animal models have been greatly contributing to our understanding of physiology,

mechanisms of diseases, and toxicity. Yet, they have limitations due to interspecies

variation, which determines the lack of information of the “human context,” and

deficiency in pathophysiologically relevant disease models. This deficiency has a

tremendous negative impact on the understanding of basic physiology, human

disease, mechanisms of toxicity, and the process of successful drug discovery.

Human iPSC-derived cells offer a platform with the unique advantage of

reproducing the “human context” missing in animal models, by preserving the

genetic and the molecular phenotype of donors. Forcing the differentiation of

hiPSC into cells of the nervous system and combining them in a 2D or 3D format

allows obtaining complex models suitable to investigate neurodevelopmental pro-

cesses and to reproduce neurodegenerative diseases with patient-derived cells. This

has the potentiality to drive the identification of molecular targets that may be

predictive for the evolution of specific human diseases as well as for beneficial

and/or adverse drug responses. Thus, with such cell platforms, screening assays can

be set up that are based on human-relevant targets and thus are useful for drug testing

and discovery with the hope of overcoming the low success rate of CNS drug

development due to poor clinical efficacy or elevated toxicity. Cell culture

standardization is mandatory in this process. Well-characterized and overall repro-

ducible cell systems that contain neural and immune cells of the CNS, are based on

standardized protocols and procedures to generate differentiated and mature cells

representative of different brain areas, and are able to address the fundamental

unanswered questions of drug discovery and toxicity are urgently needed.
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For the last decades, human health risk 
assessment has been mainly based on 
results from animal experiments. These 
are stipulated, e.g., for chemicals in 
Organization for Economic Co-operation 
and Development (OECD) guidelines 
including acute toxicity (oral, inhalation, 
dermal), irritation (skin and eye), sensi-
tization (skin and respiratory), repeated 
dose toxicity (28-day, 90-day, and chronic), 
mutagenicity and genotoxicity, reproduc-
tive and developmental toxicity, as well as 
carcinogenicity. Such animal experiments 
have been useful for hazard identification 
in the past and still guide the current risk 
assessment process. However, there are 
several drawbacks in this procedure that 
provoked a call for a paradigm change 
in toxicity testing by the United States 
National Research Council in the begin-
ning of the century.[1,2] These drawbacks 
include the issues that animal experi-
ments i) are extremely time- and cost-
intensive, hence not suited for testing the 

wealth (in the ten-thousands) of chemicals that need hazard 
characterization,[3–5] ii) might produce results that are ques-
tionable in their translation to humans due to interspecies 
differences in pharmaco-/toxico-kinetics and -dynamics,[6–10] 
best studied for the drug development process,[11–14] iii) are not 
designed for generating mechanistic understanding,[15,16] iv) do 
not cover the complexity of human diseases like immunotox-
icity, developmental neurotoxicity, chronic neurological disor-
ders, neuropsychological diseases, or endocrine disorders,[15] v) 
do not consider coexposures,[15] and vi) are ethically not in con-
cordance with the 3R (replacement, reduction, and refinement 
of animal studies) principle.[5,17] Therefore, the new approach 
envisions a transformation from apical endpoint assessments 
in animals to mechanistically relevant studies that primarily 
rely on in vitro assays and computational (in silico) methods 
based on human biology, thereby circumventing species dif-
ferences and increasing hazard prediction.[2,18,19] In particular, 
this strategy aims at i) covering a broad range of chemicals, 
chemical mixtures, endpoints, and life stages, ii) reducing the 
cost and increasing the throughput of testing, iii) using fewer 
animals and causing minimal suffering of the animals used, 
and iv) developing a robust scientific basis for assessing health 
effects of environmental agents.[2]

A promising tool for bridging between species or from health 
to disease are in vitro cell cultures and accordingly the field of in 
vitro toxicology has been emerging over the last decades. Mainly 
primary animal cells, tissue specimens, and immortalized 

The call for a paradigm change in toxicology from the United States National 

Research Council in 2007 initiates awareness for the invention and use of 

human-relevant alternative methods for toxicological hazard assessment. 

Simple 2D in vitro systems may serve as first screening tools, however, recent 

developments infer the need for more complex, multicellular organotypic 

models, which are superior in mimicking the complexity of human organs. 

In this review article most critical organs for toxicity assessment, i.e., skin, 

brain, thyroid system, lung, heart, liver, kidney, and intestine are discussed 

with regards to their functions in health and disease. Embracing the manifold 

modes-of-action how xenobiotic compounds can interfere with physiological 

organ functions and cause toxicity, the need for translation of such multi-

faceted organ features into the dish seems obvious. Currently used in vitro 

methods for toxicological applications and ongoing developments not yet 

arrived in toxicity testing are discussed, especially highlighting the poten-

tial of models based on embryonic stem cells and induced pluripotent stem 

cells of human origin. Finally, the application of innovative technologies like 

organs-on-a-chip and genome editing point toward a toxicological paradigm 

change moves into action.

1. Introduction

Toxicology integrates biology, chemistry, pharmacology, and 
medicine to study adverse effects of exogenous noxae (e.g., 
chemicals, drugs, particles, radiation) on living organisms with 
the final goal of human and environmental health protection. 

© 2020 The Authors. Small published by Wiley-VCH GmbH. This is an 
open access article under the terms of the Creative Commons Attribu-
tion License, which permits use, distribution and reproduction in any 
medium, provided the original work is properly cited.
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as well as tumor cell lines have been used. However, similar 
to Garbage In, Garbage Out in informatics,[20] data produced 
with in vitro test systems that do not contain high extrapola-
tive power for physiology, might lead to unsatisfactory toxicity 
predictions.[21] For example, this might be the study of physi-
ologic, tissue-specific cell proliferation in a tumor cell line.[22,23] 
Therefore, the emergence of stem cell systems in the early 21st 
century—as exemplified for the field of neurotoxicity[24–26]—was 
a big gain for in vitro science. Especially the development of 
the human-induced pluripotent stem cell (hiPSC) technology[27] 
was a significant milestone for many research areas including 
toxicology. Due to their pluripotent nature these reprogrammed 
cells provide an ethically innocuous, standardized and repro-
ducible[28] human cell source with high similarity to blastocyste-
derived human embryonic stem cells (hESCs).[29–31] Further-
more, hiPSCs and their differentiated progeny closely resemble 
their human in vivo counterparts in health and disease which 
is a prerequisite for successful translational research, with 
brain and liver providing examples.[32–35] However, since the 
ground-breaking publication of brain organoids by Lancaster 
et al. in 2013,[36] a variety of hiPSC-derived in vitro models have 
been taken to the next, 3D level by assembling organ-specific cell 
clusters containing secondary anatomical structures.[37–39] These 
are promising for application in basic research, disease mod-
eling, drug development, personalized treatment, and regenera-
tive medicine. However, they are also understood as promising 
tools for species-specific in vitro toxicological studies.[40]

This review will provide a state-of-the-art summary on 
advanced in vitro methods using stem cells for drug and 
chemical evaluation. Here, primary target organs, i.e., skin, 
lung, and intestine that come in direct contact with potentially 
hazardous substances, as well as secondary exposure organs, 
i.e., cardiovascular system, liver, kidney, thyroid gland, and 
brain are highlighted. Structural and/or functional units of 
each organ that are necessary for its function and thus need 
modeling for comprehensive toxicity assessment are depicted 
in respective figures. Benefits of overarching technologies like 
genome editing and “organ-on-a-chip (OOAC)” methods for 
toxicological applications are discussed and achievements and 
challenges in the field are pointed out.

2. Human Organ Structure and Functions 
and Their Modeling In Vitro

2.1. Skin

With ≈2 m2 and around 15% of total body mass, the skin is one 
of the largest organs of the human body.[41] Its multilayered 
architecture consists of epidermis, dermis, and hypodermis 
(subcutaneous fat) and combines crucial functions such as 
thermoregulation, energy storage, water homeostasis, removal 
of waste metabolites through sweat, and production of pig-
ments protecting against sunlight.[42,43] In addition, the skin is 
capable of xenobiotic metabolism (reviewed by Oesch et al.[44]) 
and is one of the major endocrine sites of peripheral vitamin 
D synthesis.[45] The skin is also a sensory organ equipped with 
specialized sensory nerve endings for perception of touch, pain, 
heat, cold, acid, and pressure.[42] From a toxicological point of 
view, it is a primary target organ for toxicant exposure[46] since it 

constitutes an important barrier to the outside environment,[47] 
protecting the body from penetrating pathogens and chemical 
exposure. The skin barrier is a complex interaction of different 
barrier compartments: i) the physical barrier consisting of the 
stratum corneum (SC) corneocytes, the cornified envelope, and 
the tight junctions of keratinocytes within the stratum granu-
losum (SG), ii) the chemical barrier formed by antimicrobial 
peptides, which are produced by keratinocytes, and to a lesser 
extent by immune cells, and protect against bacterial infec-
tions together with reactive oxygen species (ROS)-scavenging 
molecules secreted by keratinocytes, iii) the immunological bar-
rier consisting of T-cells and Langerhans cells in the lower epi-
dermal layers as well as pattern recognition receptors expressed 
and immunomodulatory factors secreted by keratinocytes in 
the SG, and iv) the microbial barrier formed by the commensal 
skin microbiome preventing infections by pathogenic microbes 
(Figure 1).[48] All these factors contributing to the barrier func-
tion of human skin together with the multitude of cell types 
involved (keratinocytes, melanocytes, fibroblasts, adipocytes, 
immune, and endothelial cells, not to mention the different 
sensory cells and skin appendages) make the reconstruction of 
human skin in vitro challenging, yet important for future toxi-
cological testing of cosmetics and topical drugs as well as for 
hazard assessment of chemicals.

The development of human-based in vitro skin models for 
toxicological hazard assessment is probably more advanced 
compared to the other organs described in this review,[49,50] 
due to the ban of animal tests for cosmetic products by the 
European Union (EU) in 2004, followed by an in vivo test ban 
for cosmetic ingredients in 2013.[51] An exception is the current 
in vitro test battery for mutagenicity/genotoxicity consisting of 
i) a bacterial reverse mutation assay (Ames; TG 471),[52] ii) an in 
vitro mammalian cell gene mutation test (TG 476),[53] and iii) 
an in vitro micronucleus or in vitro mammalian chromosome 
aberration test (TG 473).[54] Due to its low specificity[55,56,57–65] 
this battery needs validated in vitro follow up tests which 
are currently not available.[66] Therefore, efforts are made to 
improve the specificity of the existing in vitro test battery[55,67–72] 
and to develop new in vitro assays.[71,73–75]

Those in vitro models accepted by the OECD include ex vivo 
human skin (TG 428),[76] an immortalized keratinocyte reporter 
cell line (TG 442D),[77] and a human monocytic leukemia cell 
line (TG 442E),[78] as well as reconstructed human epidermis 
(RhE) models (TG 431, 439).[79,80] So far four RhE models are 
accepted by the regulatory authorities for studies on skin irrita-
tion[79] and skin corrosion:[80] EpiSkin, EpiDerm, SkinEthic, and 
epiCS.[81] They consist of human primary epidermal keratino-
cytes which are cultured in cell culture inserts and then lifted 
to the air-liquid-interphase (ALI) to induce differentiation, epi-
thelial stratification, and cornification. These RhEs then closely 
resemble a normal human epidermis with a basement mem-
brane, proliferating keratinocytes, and an SC with an intact 
physical barrier function and xenobiotic metabolizing capacity 
similar to human skin,[46,82] thereby overcoming the limita-
tions of classical cell monolayers[83] and making them suit-
able for topical applications of test compounds.[81] As a draw-
back, these models consisting of a single cell type (epidermal 
keratinocytes) resemble only the physical skin barrier and dis-
regard other barrier components and cell types. A variety of 
full thickness skin models (FTM) exist, which are composed of 

Small 2020, 2006252



www.advancedsciencenews.com www.small-journal.com

© 2020 The Authors. Small published by Wiley-VCH GmbHSmall 2020, 2006252 2006252 (3 of 31)

an epidermal layer comparable to RhEs and a dermal layer of 
human dermal fibroblasts embedded in a collagen matrix.[50,84] 
Basic research studies investigated the inclusion of other cell 
types like melanocytes,[85] Langerhans cells,[86] or dendritic 
cells,[87] resulting in improved modeling of skin sensitization, 
while others included endothelial cells,[88–90] sweat glands,[91] or 
hair follicles.[92]

A key challenge in the development of more sophisticated 
skin in vitro models is to use a combination of cells that best 
mimic the in vivo responses.[46] Although human skin derived 
from plastic surgeries undisputedly is the best starting mate-
rial for 3D skin models, the supply of material is limited and 
subjected to donor variation.[47,93] Human iPSCs provide a 
solution for overcoming the obstacle of restricted supply,[46] 
since hiPSC-derived RhE exhibits differentiation and barrier 
properties similar to in vivo epidermis.[94] Recently, the combi-
nation of hiPSC and 3D bioprinting technologies led to more 
physiological in vitro skin models, containing vasculature, 
appendages, pigment, innervation, and adipose tissue, which 
could be used for pharmaceutical screening (reviewed by Abaci 
et al.[95]). The group of Christiano[96–99] and others[100] reported 
on FTM build from hiPSC-derived fibroblasts, keratinocytes, 
and/or melanocytes containing a functional hiPSC-derived 
epidermal-melanin unit and hiPSC-derived keratinocytes par-
ticipating in melanin uptake and transfer.[99] The same group 
incorporated functional hiPSC-derived endothelial cells into 
FTMs using a sacrificial layer of alginate microchannels in 
3D-printed molds as basis for the dermal and epidermal com-
partment, which was dissolved by sodium citrate treatment fol-
lowed by endothelial cell seeding. This system allows in vitro 
perfusion of skin vasculature and evaluation of endothelial 
barrier function, and therefore the study of systemic delivery 

of therapeutics or toxicants, making it a promising model 
for future toxicological testing.[101] Interestingly, while hiPSC-
derived dendritic cells are used for clinical applications and 
have the potential of large-scale production,[102,103] to date none 
of the developed hiPSC-based RhEs or FTMs have incorporated 
immune cells.[104,105] Recently, the generation of hESC-derived 
skin organoids was achieved by coinducing cranial epithelial 
cells and neural crest cells within a spherical cell aggregate. 
After long-time cultivation (4–5 month) this resulted in a cyst-
like skin organoid composed of stratified epidermis, dermis, 
and pigmented hair follicles with sebaceous glands. Together 
with a network of sensory neurons and Schwann cells from 
nerve-like bundles that target Merkel cells in organoid hair 
follicles, the authors report that their model resembles facial 
skin of human fetuses in the second trimester of development, 
making it suitable to investigate cellular dynamics of devel-
oping human skin and its appendages,[106] but not relevant for 
toxicological testing in the near future due to its complexity 
and maturation status.

A known limitation of in vitro models for human skin is the 
altered barrier formation and resulting impaired functionality 
compared to native human skin (NHS).[48,107–109] One issue 
contributing to this is that these models, independent of their 
cell origin, are traditionally maintained at atmospheric oxygen 
levels of 160 mmHg (21%).[110] However, with ≈26.6 mmHg or 
3.5% O2

[111] oxygen concentration in vivo (physioxia of the skin) 
is significantly lower, with oxygen levels increasing from apical 
to basal throughout different skin layers: ≈8.5  mmHg (≈1%) 
in the superficial region at 5–10 µm depth, ≈25 mmHg (≈3%) 
in dermal papillae at 45–64 µm, and ≈37 mmHg (≈5%) in the 
subpapillary plexus at 100–120  µm skin depth.[112,113] Com-
parative studies of organotypic skin cultures under normoxia  

Figure 1. Schematic overview of important cell types and functional units of the skin. Abbreviations: E, epidermis; D, dermis; SC, stratum corneum; SG, 
stratum granulosum; SS, stratum spinosum; SB, stratum basale; PRR, pattern recognition receptors; LC, Langerhans cell; ECM, extracellular matrix. 
Figure created with BioRender.com.
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(21% oxygen) and hypoxia/physioxia (1–3% oxygen) revealed 
that epidermal structure, SC barrier formation, and epidermal 
proliferation index better mimics NHS when models are cul-
tured under hypoxic/physioxic conditions.[110,114]

With regard to skin models, the squamous oral epithe-
lium and the superficial mucus layer of the oral mucosa play 
a special role. They are the first line of protection against 
toxicants derived from food, oral care products, and tobacco 
smoke.[115] Since mucositis and ulceration are frequent causes 
of toxicants,[116] chemicals are evaluated for acute (TG 420, 423, 
425),[117–119] subacute (TG 407),[120] and subchronic (TG 408)[121] 
oral toxicity according to OECD guidelines in rodent animal 
studies.[122] Multiple in vitro 3D models of the human oral 
epithelium were designed as partial thickness oral mucosa or 
full-thickness oral mucosa (FTOM) models either from pri-
mary,[123–126] immortalized,[127] or malignant oral epithelial 
cells.[128] The majority of these models are grown in ALI-cul-
tures to ensure partial stratification of the epithelial layer.[124,127] 
Incorporation of artificial lamina propria composed of collagen-
embedded fibroblasts in the FTOM models promotes the dif-
ferentiation of the epithelial layer, thus increasing the in vivo 
resemblance.[129] Although several models have been applied in 
toxicological studies evaluating oral consumers products,[123,124] 
dental composite resins,[128] or tobacco heating systems,[125] 
none of these approaches uses stem cell-derived cell sources, 
instead relying on primary cells and immortalized or malig-
nant cell lines, the first representing a very restricted cell source 
and the latter two cells which do not resemble the physiology 

of primary cells, respectively. Moreover, no medium- or high-
throughput approaches were developed. Therefore, the in vitro 
oral mucosa models are far away from application in toxicolog-
ical screening approaches.

While basic research is making huge progress in the devel-
opment of hiPSC-based 3D skin models, it is yet a long way to 
a standardized toxicological application. Future efforts should 
focus on the development of standardized models with high 
tissue complexity and an adequate representation of the in vivo 
situation (e.g., by addition of immune cells). Moreover, testing 
throughput can be increased by the use of multiwell plates. 
Finally, such complex systems need validation for application in 
toxicology and disease modeling.[130]

2.2. Brain

The brain is the most complex organ of the human body, com-
posed of billions of cells and subdivided in multiple regions 
each containing a specific cytoarchitecture necessary for its 
particular function. It is mainly composed of two superordi-
nate cell types, neurons and glial cells. In the fully developed 
brain, neurons transmit information via electrical and chem-
ical stimuli and, depending on the brain region, differ tre-
mendously in size, morphology, neurotransmitters expression 
pattern, and overall function (Figure 2).[131] Although there is a 
certain amount of neurogenesis in adulthood due to residual 
neural progenitor cells (NPCs), e.g., in hippocampus,[132,133] 

Figure 2. Schematic overview of important cell types and functional units of the brain. Figure created with BioRender.com.
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neurons are terminally differentiated post-mitotic cells, which 
cannot divide to compensate for the neuronal loss after neuro-
toxic exposure.[134] Glia cells constitute about half of the cells 
within the developed central nervous system (CNS)[135] and 
can be divided into oligodendrocytes, astrocytes, microglia, 
and ependymal cells. Oligodendrocytes facilitate rapid salta-
tory conduction by insulating neuronal axons with myelin 
sheaths to guarantee adequate motor, sensory, and cognitive 
function.[136] Astrocytes exhibit a variety of morphological  
and physiological properties reflecting their diverse func-
tions in the CNS: They i) regulate synaptogenesis and 
synaptic transmission, ii) provide neurons with nutrients and 
neurotransmitters, iii) maintain the blood-brain barrier (BBB), 
iv) build scar tissue in case of injury, and v) form structural 
scaffolds.[137] Microglia are the resident immune cells of the 
brain which orchestrate the inflammatory response and guide 
neuronal expansion and maturation.[138] The brain is pro-
tected from most environmental chemicals by the BBB and 
the blood-cerebrospinal fluid barrier. Although both provide 
highly selective permeability, several substances can penetrate 
or disrupt the barrier structures to eventually reach the brain 
(Figure 2).[139]

Due to the brain’s complexity, neurotoxicity summarizes 
various modes-of-action (MoA) including i) neuronal injury or 
death (neuronopathies), ii) axon degeneration and secondary 
myelin degeneration (axonopathies), iii) separation of myelin 
sheets or selective myelin loss (myelinopathies), iv) altered 
astrocyte function (astrocyte neurotoxicity), v) disturbance of 
intercellular communication (neurotransmission-associated 
neurotoxicity) as well as vi) changes in cognitive function, level 
of consciousness and vigilance (toxic encephalopathy) including 
compromised adult neurogenesis.[140] According to the OECD 
guidelines, neurotoxicity testing is performed in rodent animal 
studies, however species differences between rodent and 
human brains including astrocyte morphology,[141] neuronal 
subtype ratios,[142] and receptor affinities [143–145] questions the 
predictivity of rodent models for human health. Therefore, the 
development of in vitro assays based on hiPSC or NPCs has led 
to promising alternative approaches.

Zhang et  al. first described the differentiation of hESCs 
into a mixed culture of neurons, astrocytes, and oligoden-
drocytes.[146] Moreover, targeted differentiation of hESCs and 
hiPSCs into neuronal subtypes including dopaminergic neu-
rons, spinal motoneurons, and electrically active glutamatergic 
and GABAergic neurons can be either performed directly[147–151] 
or following neural induction into NPCs.[152–154] Of note, direct 
comparison of the neural-differentiation capacity of hiPSCs and 
hESCs revealed that both cell types produce neuronal cell types 
over the same developmental time course, however, hiPSCs 
exhibited a reduced differentiation potency and increased vari-
ability.[155] Several 2D in vitro models based on neurally induced 
human pluripotent SCs[156–160] or primary hNPCs[144,161–163] have 
been used in neurotoxicity testing, predominantly in a develop-
mental context focusing on i) neural progenitor proliferation, 
ii) neuronal differentiation, outgrowth, and network formation, 
iii) oligodendrocyte differentiation and maturation, iv) ROS 
accumulation, and v) epigenetic and transcriptional reprogram-
ming. However, in a multiparametric high content approach, 
36 chemicals were analyzed according to their potential to 

induce acute neurotoxicity in hESC-derived neurons with cell 
viability, cytotoxicity, neurite length, and mitochondrial area as 
readouts.[164]

Since cerebral 2D cultures cannot depict the complex in vivo 
cytoarchitecture of the brain, self-assembling 3D multicellular 
brain organoids emerged as an alternative especially in develop-
mental research.[36,165,166] Several approaches successfully gener-
ated brain-region-specific organoids recapitulating the specific 
cytoarchitecture, epigenome, and transcriptome of the fore-
brain, midbrain or hypothalamus.[167–169] Fusions of different 
region-specific organoids demonstrated interneuron migra-
tion between fused parts, highlighting their applicability to 
model complex interactions between brain regions in vitro.[170] 
To study the inflammatory response and increase the physio-
logical relevance, functional, cytokine-secreting microglia have 
been cultured as immortalized cell lines or differentiated from 
hPSCs and incorporated into cerebral organoids.[171–173] Since 
their early developmental stage limits the applicability of orga-
noids for nondevelopmental testing, efforts have been made 
to increase the maturity, thereby generating stem cell-derived 
organoids including dendritic spines, active neuronal net-
works, mature oligodendrocytes, and myelinated axons.[174–177] 
Another limitation for toxicity testing using organoids is their 
high variability.[178] A compromise for staying in 3D yet with 
reduced variability are brain spheres, multicellular 3D brain 
aggregates that can be derived from ESCs or hiPSC, but lack 
higher anatomical structures.[171,176,179–181] Such brain spheres 
have already been used for toxicity evaluation and proved useful 
to identify neurotoxicants causing mitochondrial dysfunction, 
ROS accumulation, and metabolic disruption.[180–182] Moreover, 
Sandström et  al. tested the effect of non-neurotoxic and neu-
rotoxic compounds in hESC-derived brain spheres exhibiting 
myelinated axons and functional neuronal networks and con-
firmed their usefulness for in vitro neurotoxicity testing.[183] 
Schwartz et al. showed that self-assembled hESC-derived neural 
constructs composed of multiple neuronal and glial cell types, 
microglia, and interconnected vascular networks respond to 
toxic compounds as measured by RNA sequencing and con-
firmed in a cross-validation experiment that machine learning 
techniques can be used to correctly predict chemical effects. 
However, chemical effects on viability or cytotoxicity were not 
assessed.[184]

Since the BBB is crucial for neuroprotection, lack of blood 
vessels is one of the major shortcomings of most in vitro 
models. Implementing such an interorgan crosstalk was real-
ized by incorporating vasculature to cerebral organoids. This 
was achieved by either adding ETS variant 2 (ETV2)-expressing 
hESCs during organoid formation or by re-embedding orga-
noids in Matrigel droplets containing hiPSC-derived endothe-
lial cells.[185,186] Of note, vasculature-like structures enhanced 
organoid maturity and induced BBB-like characteristics.[185] 
Moreover, several functional BBB models have been developed 
as spheroids[187,188] or in microfluidics devices.[189–191] Since they 
show comparable permeabilities to in vivo measurements, 
promising candidates for drug-permeability screenings and 
neurotoxicity testing have been identified. However, these BBB 
models not only consist of stem cell-derived cells, but also con-
tain human and rodent primary cells as well as immortalized 
cell lines.
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Vascularization would not only increase the resemblance to 
the native in vivo situation, but further eliminate the gradient 
of nutrients and oxygen from the outer spherical shell to the 
spheroid core. This gradient results in zonation of the spheroid, 
the formation of a hypoxic core, and an uneven distribution of 
the test substance.[192,193]

Cultures of different hiPSC-derived neuronal subtypes, astro-
cytes and microglia (iCell, Cellular Dynamics; CNS.4U, Ncardia; 
SynFire, ReproCELL) as well as multicellular brain organoids 
(microBrain 3D, StemoniX) are commercially available and 
already applied in neurotoxicity testing in high-throughput, 
high-content approaches in 384 multiwell plates.[179,194] More-
over, comparative electrophysiological analysis and neurotoxic 
exposure of neuronal models revealed differences in sensitivity 
and the degree of chemical-induced effects, but the models per-
formed reproducibly and even outperformed primary rat cor-
tical neurons in terms of sensitivity to detect seizurogenicity.[195]

2.3. Thyroid System

The thyroid system is a neuroendocrine axis which regulates 
the production of the thyroid hormones (THs) thyroxine (T4), 
and triiodothyronine (T3). THs control a variety of physiological 
processes including energy metabolism,[196] nervous system 
development,[197] and thermoregulation,[198] and are particularly 
important during perinatal development. Thyroid function is 
regulated by a fine-tuned interplay between the hypothalamus, 
the pituitary gland, and the thyroid (HPT axis) and is initi-
ated by the secretion of thyrotropin-releasing hormone (TRH) 

from hypophysiotropic neurons within the hypothalamus 
(Figure 3). THR enters the pituitary portal circulation and binds 
to receptors on the plasma membrane of thyrotropes within 
the anterior pituitary.[199] Binding causes the acute release of 
thyroid-stimulating hormone (TSH) from secretory granules, 
an essential regulator of thyroid function, differentiation, and 
growth.[200] The thyroid’s task is the production of THs, which 
involves uptake of iodide and its utilization during TH syn-
thesis. Iodide absorption from the plasma is mediated by the 
sodium-iodide symporter (NIS) located within the basal mem-
brane of polarized follicular thyrocytes.[201] Thyrocyte follicles 
are vascularized spherical secretory units filled with a protein-
rich substance called the colloid. Within the colloid, iodide is 
oxidized and bound to tyrosine residues of the colloid-protein 
thyroglobulin (Tg) in an organification reaction catalyzed by the 
enzyme thyroperoxidase (TPO) generating both monoiodoty-
rosines (MIT) and diidotyrosines (DIT) within the Tg protein. 
Subsequent coupling of two neighboring DIT molecules gener-
ates T4 whereas the coupling of one MIT and one DIT molecule 
yields T3.

[202,203] Endocytosis of Tg and lysosomal proteolysis 
releases T4 and T3 from Tg and the transporter MCT8 within 
the basolateral membrane releases the THs into the circula-
tion.[204] The amount of TSH secreted by the anterior pituitary 
substantially determines the TH production rate since TSH 
receptor (TSHR) activation positively regulates iodide uptake 
by NIS, Tg expression, and TH synthesis. Moreover, THs exert 
a negative feedback on the secretion of TSH and TRH by the 
pituitary and hypothalamus, respectively (Figure 3).[200]

Environmental chemicals deregulate the thyroid system by 
various routes of interference (e.g., TH synthesis, metabolism, 

Figure 3. Cell types and functional units of the HPT axis necessary for TH production. Abbreviations: ACTH, adrenocorticotropic hormone; DIT, dii-
odotyrosine; ECM, extracellular matrix; GH, growth hormone; MCT8, monocarboxylate transporter 8; MIT, monoiodotyrosines; NIS, sodium-iodide 
symporter; PDS, pendrin; T3, triiodothyronine; T4, thyroxine; Tg, thyroglobulin; TPO, thyroperoxidase; TRH, thyrotropin-releasing hormone; TSH, 
thyroid-stimulating hormone/thyrotropin; TSHR, thyroid-stimulating hormone receptor. Figure created with BioRender.com.
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transport, elimination, or TH receptor activation).[205] However, 
the ability to influence circulating levels of TH or TSH in 
vivo is the only readout used to identify thyroid disruptors in 
toxicity testing. TH levels are mandatorily assessed in OECD 
in vivo toxicity guideline studies (i.e., TG 408, 414, 421, 422, 
and 443),[121,206–209] however, they do not provide informa-
tion about the mechanism of TH disruption complicating the 
extrapolation of study results across species. Moreover, high 
costs, ethical concerns, and the low-throughput of animal-
based assays in contrast to the numerous chemicals which 
need to be tested have driven efforts to develop and validate in 
vitro assays based on key molecular initiating events (MIEs) in  
thyroid disruption.[198,210–212] To facilitate their regulatory appli-
cation, a thyroid-related adverse outcome pathway (AOP) net-
work has been established linking the MIEs to toxicity-mediated  
thyroid dysgenesis and downstream adverse outcomes.[213] 
Several high-throughput screening (HTS) assays have been 
developed,[198] however, the uncertainty of these assays to predict  
functional effects on the tissue-level questions their physi-
ological relevance and elucidates the need for organotypic 
cell culture models. The use of a tiered screening approach 
in which positive hits from HTS assays (Tier 1) are further  
verified in organotypic medium-throughput models (Tier 2) as a 
preselection for final Tier 3 in vivo testing significantly reduces 
costs, the testing throughput and guarantees the predictivity 
of the risk assessment.[198,214] Since the HPT axis comprises 
several organs, the establishment of a single organotypic Tier 
2 model is insufficient. By contrast, models depicting interim 
steps within the thyroid system including TRH and TSH secre-
tion, iodide uptake, and TH production are needed.

Already in the 1980s, thyroid tissue was reconstructed in 
collagen gels from primary human thyrocytes.[215,216] The cells 
formed follicles secreting Tg into the colloid in response to 
TSH stimulation. Moreover, they proved functional in vitro 
concentration-dependently responding to TSH exposure with 
iodide uptake and T3 secretion. Exposure to the TPO inhibitor 
methimazole further confirmed response to chemical inter-
ference.[216] Studies on thyroid models derived from primary 
mouse thyrocytes further confirmed in vivo functionality and 
yielded follicles capable of TSH-dependent iodide uptake and 
TH secretion after transplantation into hypothyroid mice.[217,218] 
In order to increase the applicability for toxicological screen-
ings, Deisenroth et al. developed a medium-throughput organo-
typic screening assay in a 96-well plate format.[219] Functional 
follicular structures expressing genes of mature thyrocytes 
(NIS, TPO, TSHR, Tg), capable of iodide uptake and TH 
production, were derived from human thyrocyte tissue. Of 
note, screening of reference compounds identified in estab-
lished HTS assays for thyroid disruption (i.e., NIS and TPO 
enzyme activity) revealed both similar effects and potencies 
in the microtissue model, highly indicating its applicability 
for a tiered screening approach. However, the use of primary 
thyrocytes for toxicological testing is challenging. Their low 
turnover rate (five renewals per lifetime) and general impuri-
ties in primary cultures limit their application in a regulatory 
context.[220] Therefore, the development of 3D models based on 
ESCs or iPSCs is more promising. Two different approaches 
successfully generated functional thyroid follicles from ESCs 
and iPSCs in 3D Matrigel cultures: i) the enrichment of cells 

expressing the transcription factors Pax6 and Nkx2.1 by genetic 
modification or FACS sorting and ii) the induction of anterior 
foregut endoderm (AFE) by treatment with Activin A, Noggin,  
SB431542 followed by cultivation in thyroid differentiation 
medium supplemented with insulin, IGF-1, FGF2, FGF10, 
and bone-morphogenic 4 (BMP4). Both protocols generated 
follicular thyroid tissue expressing NIS, TSHR, and TPO from 
human and mouse ESCs[221–224] and iPSCs.[223,225,226] The fol-
licles increased iodide uptake upon TSH stimulation and 
secreted Tg into the colloid. Furthermore, TH production was 
observed both in vitro[223–225] and in vivo[222,223] after transplan-
tation into hypothyroid mice. Direct comparison of 2D and 3D 
cultivation approaches revealed increased expression of TSHR, 
TPO, and Tg in 3D cultures. Moreover, NIS expression and 
TH secretion was completely limited to Matrigel-embedded 
follicular 3D cultures, highlighting the increased functionality 
of organoid compared to monolayer models.[219] The stem cell-
based thyroid models seem promising in identifying chem-
ical interference with iodide uptake, Tg production, and TH 
synthesis and thus represent interesting candidates for applica-
tion in tiered approaches in toxicity testing. Bioprinting of pri-
mary thyroid and allantoic spheroids as sources of thyroid and 
endothelial cells, respectively, resulted in follicles containing 
microvascular networks which proved functional in vivo after 
grafting into mice. Since folliculogenesis is guided by angio-
genesis and iodide is taken up from the bloodstream, vasculari-
zation could increase the functionality of the thyroid 3D model 
and the technique could be adapted to stem cell-derived thyroid 
and endothelial cells.[217] Additional optimization of the culture 
parameters could further promote the differentiation into thy-
roid tissues, since hypoxia (2% O2) was reported to increase the 
expression of thyroid transcription factors (Pax8 and Nkx2.1), 
the expression of NIS and TSHR, and the uptake of iodide.[227]

Fewer efforts have been directed at developing 3D models 
for the initiating steps of the HPT axis within the hypothal-
amus and the pituitary. However, coinduction of hypotha-
lamic and oral ectoderm from ESCs[228,229] and hiPSCs[230] 
facilitated the formation of 3D organoids with different hor-
mone-producing pituitary cells adjacent to functional hypo-
thalamic tissue. The protocol is based on the formation of 
large cell aggregates in suspension culture and the concurrent 
activation of BMP4 and sonic hedgehog signaling pathways.  
Of note, interactions between the two juxtaposed tissues were crit-
ical for the development of hormone-producing pituitary cells, 
elucidating the importance of the hypothalamus for pituitary 
maturation.[228] Although the model gave rise to high amounts 
of adrenocorticotropic hormone (ACTH)- and growth hormone 
(GH)-producing pituitary cells both in vitro and after transplan-
tation into hypopituitary mice in vivo, only few TSH-producing 
thyrotropes were observed. Therefore, additional optimization 
of the protocol is needed to make it suitable for the screening of 
chemicals interfering with TSH synthesis and secretion.

2.4. Lung

The respiratory tract is one of the principle barrier organs of 
the human body. Its main function is to facilitate the exchange 
of oxygen and carbon dioxide between the air and the blood. An 
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adult human inhales ≈15 to 20 m3 of air per day and as such  
the lung epithelium, with an estimated surface area of  
30–130 m2,[231,232] can be directly exposed to gaseous and par-
ticulate contaminants of chemical and biological origin. Apart 
from being a target for occupational and environmental air-
borne toxicants, the respiratory tract represents a dominant 
uptake route for noxious agents affecting other organs. In turn, 
the lung can be affected by toxicants that reach this organ via 
other uptake pathways. Considering the multitude of resident 
cell types (over 40),[233] architectural and physiological particu-
larities in terms of airflow dynamics, and stretch as well as 
shear stress effects (Figure 4), the development of robust and 
realistic in vitro models to replace in vivo inhalation studies is 
a major challenge. Risk assessment of inhalable toxicants tradi-
tionally relies on the in-depth (histo-)pathological and clinical/
biochemical investigation of experimental animals, predomi-
nantly rodents, following acute or long-term repeated inhalation 
exposures.[234] Such studies often include analysis of further 
endpoints, such as inflammation (by bronchoalveolar lavage), 
genotoxicity, or even lung function.[235] Inhalation studies are 
laborious, expensive, and complex, not only regarding the eval-
uation of effects, but also in view of the requirements for the 
controlled, reproducible, and save generation and monitoring 
of the exposure cloud.[236]

In vitro methods have been used since long in inhalation 
toxicology research and major developments in the last decades 
yielded innovative approaches that aim for high throughput 
analysis and models that better mimic specific aspects of the 
complex anatomy and physiology of the human respiratory 
tract. Model developments have mostly focused on the selection 

of epithelial cells as they represent the first target for inhaled 
toxicants.[237] Anatomically and functionally, the respiratory tract 
can be subdivided into two principle regions. i) The conducting 
airways are represented by mucus producing goblet cells, cili-
ated cells, club cells, and neuroendocrine cells as well as basal 
cells, the progenitor cells for the airway epithelium.[238–240] ii) 
The epithelium of the alveolar region, were the gas exchange 
takes place, is composed of alveolar type I epithelial (AT1) cells 
and type II (AT2) cells. The surfactant producing AT2 cells 
serve as progenitors to replace damaged alveolar epithelial 
cells.[238,241] When designing or selecting the type(s) of epithelial 
cells for an in vitro model the target site specificity of a toxicant 
must be taken into account. Its airborne concentration and its 
physicochemical properties (e.g., water-solubility and reactivity 
of gases, aerodynamic size and shape of particles) as well as 
host factors (e.g., breathing pattern, activity) determine the pre-
dominant region of interaction.[242–244]

For decades, in vitro studies addressing effects on epithelial 
cells have used primary cells, explant cultures or immortalized 
cell lines from (fetal) lungs of rodents or human origin.[245–248] 
The adenocarcinoma cell line A549 represents by far the most 
investigated human AT2-like epithelial cell model.[249] Effects on 
AT1 cells can be modeled by the immortalized human alveolar 
type-I-like epithelial cell line TT1.[250] Novel methods have been 
developed in recent years to improve the collection of human 
primary bronchial epithelial cells, e.g., to investigate disease 
susceptibility.[251,252]

Besides epithelial cells, various other cell types of the lung 
have been used, or included in coculture with epithelial cells, 
for in vitro inhalation toxicology research purposes. This 

Figure 4. Schematic overview of important cell types and functional units of the respiratory tract. Abbreviations: PNEC, pulmonary neuroendocrine 
cell; AT, alveolar type. Figure created with BioRender.com.
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includes mesenchymal cells to study fibrosis hazards and mech-
anisms,[253,254] primary alveolar macrophages obtained from 
experimental animals or humans by lung lavage to study host 
defense and particle clearance,[255–258] monocytes/macrophages, 
neutrophils, dendritic cells, and mast cells to simulate lung 
inflammation processes,[259–261] and pleural cells to study mech-
anisms and hazards of pleural disease and malignant pleural 
mesothelioma.[262–265] Vascular and capillary endothelial cells 
have been introduced in coculture models together with lung 
epithelial cells to explore epithelial–endothelial crosstalk mech-
anisms, airway or alveolar barrier impairments and systemic 
uptake of inhaled chemicals and particles.[266–268]

Specific model developments for lung research have focused 
on the recreation of physiological aspects of this organ. Herein, 
major milestones have been achieved through the ongoing 
development of ALI systems, using monocultures,[269,270] mul-
tiple cell types,[260,271] or commercially available human lung 
tissue.[272] ALI approaches allow for the controlled testing of 
gases, particles or their mixtures in immediate contact with 
epithelial cells, unlike models in which cells are submerged 
in (testing) medium. Combined with advanced exposure sys-
tems ALI cultures enable in vitro testing scenarios that better 
mimic inhalation exposure. This is particularly the case for 
inhalable particles in terms of their complex kinetics of particle 
deposition and initial interaction with the epithelial lining fluid. 
Mechanical stretch models mimicking breathing movements 
have been introduced to study its role in lung development,[273] 
repair of damaged lung epithelium,[274] and possible modula-
tion of toxicant effects.[275] Sophisticated human lung-on-a-
chip models have been developed using microfluidic devices 
that mimic both architectural and physiological aspects of the 
alveolar-capillary region, by combining breathing–mimicking 
mechanical strain with respective air and blood-flow character-
istics in epithelial and endothelial compartments.[276]

Stem-cell based technologies brought major innovations 
into lung research. The developments and methodological 
advancements of stem cell-based tissue engineering focused on 
elaboration of mechanisms of lung development, damage repair, 
regeneration, and the pathogenesis of lung diseases.[277,278] Prin-
cipal approaches to generate mature adult lung cells from ESCs 
or iPSCs include coculture approaches with mesenchymal cells 
or successive treatment and selection protocols that mimic 
lung development. Early developments include the genera-
tion of AT2 and club cells from murine ESCs. When cultivated 
under ALI conditions, these ESCs can grow into a differentiated 
airway epithelium comprising basal, ciliated, intermediate, and 
club cells.[279] Lung progenitor cells can also be derived from 
the circulation[280] and used to generate AT2-like cells from 
CD34(+) cells.[281] Major progress in the field was achieved with 
the generation of human epithelial cells from AFE-derived from 
hESC and hiPSC, whereby caudal region of the AFE gives rise 
to the tracheal and lung.[282] Along these lines, bronchial and 
alveolar progenitors can be derived for the generation of both 
airway and alveolar epithelial cells from iPSCs.[283,284] Of note, 
hypoxia of 1% O2 enhanced both the spontaneous and activin 
A-dependent formation of definitive endoderm from mouse 
ESCs and the subsequent differentiation into AT2 and club 
cells in a hypoxia-inducible factor 1 alpha (HIF1α)-dependent 
manner. This indicates, that a careful timing of hypoxia may 

increase the efficiency of in vitro differentiation processes into 
the lung lineage.[285] Scaffold-based methods have been used to 
generate alveolar-like structures, characterized by AT1 and AT2-
like epithelial cells from murine lung stem/progenitor cells 
using 3D-gelatin microbubbles.[286] Also human alveolar orga-
noids, composed of a pool of self-renewable AT2-like cells and 
AT1-like cells have been successfully created from hiPSCs.[287] 
These and various further protocols to develop lung organoids 
and AT2 cells from hiPSCs are nowadays at hand, offering great 
potential for in vitro inhalation toxicology testing.[288–290] How-
ever, also concern has been expressed especially regarding the 
generation of mature, differentiated AT2 cells.[291] Chen et  al. 
described the construction of lung bud organoids from hPSCs 
containing pulmonary endoderm and mesoderm which, fol-
lowing xenotransplantation or in Matrigel 3D cultures, develop 
into branching airway and alveolar like structures.[292] They also 
showed the potential of their model to study molecular and 
morphological hallmarks of diseases, like fibrosis. In combi-
nation with gene editing approaches innovative lung organoid 
developments are envisaged to benefit research on suscepti-
bility toward idiopathic or toxicant-induced lung diseases.[293,294]

In the future, stem cell-based technologies in combina-
tion with the latest developments in tools that reliably mimic 
the specific physiology of the respiratory tract are anticipated 
to bring major advancements to the field. However, the com-
plexity of the respiratory tract needs to be critically considered 
here. Promising advancements can be achieved by combining 
stem-cell and lung-on-a-chip approaches (reviewed by Nawroth 
et  al.[295]). However, the authors also promote the inclusion of 
lung physiology aspects in such models, especially concerning 
toxicological or drug safety testing. Moreover, while elegant 
systems are available for controlled exposure of epithelial cells 
or tissues at the ALI interface,[296] they do not yet allow for a 
straightforward incorporation of complex (scaffold-based) lung 
organoid models. Toxicological hazard assessment analysis calls 
for reliable, robust, and reproducible models to generate valid 
concentration-response data. And it is precisely this dosim-
etry aspect that fuels the complexity of inhalation toxicology 
research, on gases, vapors, and especially particles.

2.5. Cardiovascular System

Together with the circulatory system the heart orchestrates 
an unidirectional continuous blood flow to provide all organs 
with oxygen, nutrients, and hormones.[297] It is composed of 
four chambers that are divided into two blood receiving atria 
and two pumping ventricles. The ability to beat requires a thick 
wall robust enough to withstand the continuous movement 
and the associated shear forces. The inner wall of the heart is 
lined with the endocardium, followed by the thick myocardium 
containing cardiomyocytes (CMs) embedded in extracellular 
matrix and the electrical conduction system composed of spe-
cialized muscle fibers capable of signal conduction. The outer 
epicardium consists of elastic fibers, which protect the heart 
and reduce friction (Figure  5; reviewed by Bauer[298]). The 
complex structure of the heart with its multiple cell types, the 
permanent blood flow, the shear forces caused by the contrac-
tion, and the electrical stimulation are all factors complicating 
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the development of predictive in vitro systems for cardiotoxicity 
testing. Nevertheless, cardiotoxicity is the most crucial adverse 
event in drug development, making cardiovascular safety issues 
the number one reason why drug candidates fail in preclinical 
trials or have to be withdrawn from the market.[299] Therefore, 
arrhythmia, altered QT intervals, channelopathies in general, 
decreased cell viability, and structural cell damage are possible 
heart-related effects of substances which have to be ruled out 
prior to drug release.

Typically, first line drug testing includes the hERG in vitro 
assay detecting inhibitors of potassium channels essential for 
the repolarization phase of action potentials.[300] The human 
ether-a-go-go related gene (hERG) encodes for a channel sub-
unit whose blockage results in QT interval prolongation poten-
tially followed by Torsade de Pointe (TdP), a drug-induced lethal 
arrhythmia.[301] The QT interval represents the time from the Q 
wave (first depolarization of the ventricles) to the T wave (total 
repolarization) and abnormalities in interval lengths are associ-
ated with tremendous adverse effects making QT prolongation 
one of the most common reasons for drug withdrawal.[302,303] 
The classic hERG assay utilizes patch clamp recording in immor-
talized human embryonic kidney (HEK) 293 cells heterologously 
expressing hERG channels.[301] This setup in noncardiac cells 
exhibits limited predictive power and thus is inferior to novel 
approaches with hiPSC-derived CM cultures.[300] In addition to 
the hERG assay, the proarrhythmic potential of chemicals is 
further tested in nonclinical in vivo animal studies according 
to ICH S7B and E14 guidelines.[304,305] However, species 

differences, especially in terms of ion channel expression and 
phenotypic causes of channel inhibition, question the predic-
tivity of rodent experiments for human health.[297,306]

Stem cell research revolutionized the development of alter-
native in vitro methods for cardiotoxicity testing, generating 
spontaneously contracting CMs from pluripotent stem cells 
which express most of the ion channels and sarcomeric pro-
teins found in vivo. For the induction of functional CMs from 
hESCs or hiPSCs, numerous 2D and 3D culture protocols exist 
which slightly differ in factors like cell source, culture media, 
days of preculture, and days of toxicant exposure.[307–309] The in 
vitro cardiotoxicity assessment can be divided according to the 
functional readout into models evaluating electrophysiology, 
cardiac cellular contractility, and cytotoxicity. Electrophysi-
ological cardiotoxicity is either measured by i) microelectrode 
arrays (MEAs),[310,311] ii) by patch clamp techniques which are 
extremely sensitive but exhibit reduced throughput[312] or iii) 
by optical imaging of voltage sensitive dyes.[313] In order to 
implement a next-generation, mechanism-based standard for 
preclinical risk assessment of proarrhythmic chemicals, the 
comprehensive in vitro proarrhythmia assay initiative combines 
in vitro assays with in silico reconstructions of cardiac electro-
physiological activity, thereby encouraging a paradigm change 
in cardiotoxicity testing beyond the hERG assay to better under-
stand and predict TdP risk.[314,315] As part of that ongoing move-
ment, drugs linked to low, intermediate, and high TdP risk are 
tested with respect to their proarrhythmic potential in hiPSC-
CMs using MEAs or voltage-sensing optical approaches.

Figure 5. Schematic overview of important cell types, tissues and functional units of the heart. Figure created with BioRender.com.
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Besides proarrhythmic effects, the impact on cardiac cellular 
contractility is a key element of cardiotoxicity risk assessment, 
therefore, altered contractility of CMs is addressed in several 
in vitro assays. Since the direct measurement of the force 
component of contractility in cell culture is technically chal-
lenging, indirect readouts like sarcomere shortening, Ca2+ flux 
or mitochondrial membrane potential changes are used.[316,317] 
Moreover, hiPSC-derived CMs are responsive to ionotropic 
drugs like norepinephrine and their beating frequency can be 
modulated via electrical stimulation.[318] Sharma et  al. recently 
established the cardiac safety index (CSI) as a measure 
to evaluate cardiotoxic chemicals in a HTS format in 384 
multiwells.[319] The CSI is based on several in vitro readouts for 
measuring chemical effects on contractility and cytotoxicity in 
hiPSC-derived CMs.

Although CM-based models are functional and widely 
applied in cardiotoxicity testing, the impact of multiple car-
diac cell types like fibroblasts, epithelial cells (epicardium), and 
endothelial cells (endocardium) on cardiotoxicity is neglected. 
Kurokawa et al. showed that the cardiotoxic effects of the ErbB2 
(HER2) inhibitor Trastuzumab can only be recapitulated in 
vitro within a coculture model of hiPSC-CMs and endothe-
lial cells, highlighting the relevance of organotypic, preferably 
3D models containing multiple cardiac cell types.[320] Chal-
lenges in recapitulating the cellular complexity of the heart 
in vitro with its continuous movement and perfusion by the 
cardiovasculature impedes the development of functional car-
diac organoids.[321] However, multicellular spheroids have been 
constructed from hiPSC-CMs, coronary artery endothelial cells, 
and cardiac fibroblasts using the hanging drop method.[322] 
Doxorubicin exposure evoked responses comparable to primary 
cardiac cultures, however, this system is not yet ready for high 
throughput cardiotoxicity testing. Within a high throughput 
approach, human 3D cardiac microtissues were assembled 
from the same cell types in 384 multiwell plates, exposed to 
known cardiotoxins and the mitochondrial membrane poten-
tial, endoplasmic reticulum integrity, and cell viability were 
used as readouts to evaluate the risk for cardiotoxicity.[323] 
Although the model could detect cardiotoxicity at clinically 
relevant concentrations, it is still lacking toxicological relevant 
cell types like smooth muscle fibers and the influence of shear 
stress caused by the continuous blood flow is neglected.

TdP can be modeled in human 3D cardiac tissue sheets 
(CTSs) which are constructed from hiPSC-CMs and non-
myocytes.[324] The arrhythmias are detected by simultaneous 
measurement of the extracellular field potential on MEAs and 
evaluation of the contractile movement by a high-precision live 
cell imaging system capturing the beating motion. Of note, TdP 
could predominantly be detected in multilayered 3D CTSs com-
posed of cell mixtures, highlighting the superiority of multicel-
lular 3D models for in vitro cardiotoxicity testing compared to 
pure CM 2D cultures.

Although stem cell-based in vitro assays have been success-
fully applied in cardiotoxicity testing, the available systems do 
not live up to the cellular and structural complexity of the heart 
and do not model the blood flow. A limitation of the widely used 
hiPSC-CMs is their insufficient maturity rather representing 
fetal CMs.[321] The choice of in vitro culture parameters like 
media supplementation or oxygen content significantly affect 

CM maturation. Glucose rich media promote anaerobic gly-
colysis in CM cultures, a metabolic phenotype observed in fetal 
hearts in vivo or under hypoxic condition. By contrast, glucose 
deprivation or HIF1α inhibition increase oxidative phosphoryla-
tion in CM cultures which is an indicator of metabolic matura-
tion observed in adult hearts in vivo.[325] Efforts have been made 
to accelerate hiPSC-CMs maturation but so far, no mature CMs 
have been established in vitro. However, the use of a testing bat-
tery of in vitro assays detecting specific cardiotoxic events like 
ion channel blockage, altered electrophysiology or contractility 
and cardio cytotoxicity could be a promising approach to cir-
cumvent the limitations of the individual assays.

2.6. Liver

Connecting the gastrointestinal tract with the systemic circula-
tion, the liver is of tremendous importance for the metabolism 
and elimination of first pass doses of drugs, food contaminants, 
microbial metabolites, and other xenobiotics. The structural 
unit of the liver is the hepatic lobule, which consists of hexago-
nally arranged hepatocytes infused by a network of liver sinu-
soids. Nutrient- and oxygen-rich blood coming from the portal 
vein and the hepatic artery, respectively, enters the lobule via 
the interlobular portal triad (i.e., hepatic arteriole, portal venule, 
and bile duct), passes the sinusoid network and drains into 
the central vein of the lobule. The resulting oxygen gradient, 
ranging from normoxic to hypoxic conditions, and the associ-
ated activation of signal transduction pathways, i.e., β-catenin 
and hedgehog signaling, contribute to the zonation of the liver, 
which critically determines spatial enzyme expression and cor-
responding metabolic activity.[326] In addition, hepatic blood 
flow through the liver sinusoids causes shear stress not only in 
the endothelial cells but also in the lining hepatocytes, which 
shapes various hepatic functions, including xenobiotic metab-
olism and hepatocyte maturation.[327] Liver zonation, shear 
stress, and other parameters, such as the crosstalk between 
hepatocytes and nonparenchymal cells, in particular sinusoidal 
endothelial cells, Kupffer cells, stellate cells, and lymphocytes, 
have a critical impact on hepatic functions and thus challenge 
the development and implementation of appropriate in vitro 
test systems for predictive hepatotoxicity testing (Figure 6).

In fact, hepatotoxicity is a major safety concern for the phar-
maceutical industry. Adverse drug reactions are responsible for 
a remarkable high attrition rate of new chemical entities of up 
to 90%,[328] with hepatotoxic effects being causative second to 
cardiovascular safety issues.[329] Moreover, drug-induced liver 
injury, which in severe cases may cause life-threatening acute 
liver failure, is the most frequent cause of postmarketing warn-
ings and withdrawals.[330,331] Thus, existing (preclinical) testing 
strategies, combining in vivo and in vitro studies as well as in 
silico predictions, are of obvious limited success.

Besides ethical considerations, animal studies face the chal-
lenge of considerable interspecies differences in the toxico-/
pharmaco-kinetics and -dynamics of a chemical or drug and 
thus often fail to predict human hepatotoxicity.[332,333] The cur-
rent gold standard for in vitro hepatotoxicity testing during 
drug development are human primary hepatocytes grown in 
monolayer culture. Obvious limitations of these cells are their 
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scarce availability, short life span, and tendency to rapidly dedi-
fferentiate in culture, which is associated with a substantial 
downregulation of phase I and phase II enzymes.[334] Other cell 
models that are widely employed to assess potential hepatotox-
icity are human hepatoma cell-lines, such as HepG2, Hep3B, 
and HepaRG. However, these cell-lines have a tumor back-
ground, rendering them less sensitive toward chemical threats, 
and lack the expression of major xenobiotic-metabolizing 
enzymes.[334]

The use of 3D in vitro models for hepatotoxicity testing is 
superior to monolayer cultures of hepatocytes or hepatoma cells, 
as these models, at least to some extent, resemble liver archi-
tecture and cellular diversity and thus are closer to liver phys-
iology. In fact, 3D culture maintains the viability and hepatic 
functionality of incorporated primary human hepatocytes or 
hepatoma cells for up to several weeks.[335] As thoroughly sum-
marized in various recent overview articles,[333,335,336] there is an 
ever-growing list of novel 3D liver models with each having its 
individual advantages and drawbacks. Today, several 3D liver 
models are on the market, an up-to-date list of commercially 
available models can be found here.[290] Liver spheroids, e.g., 
derived by the hanging drop technique, consisting of primary 
human hepatocytes or hepatoma cells are relatively easy to 
handle and are already more sensitive and specific in predicting 
hepatotoxicity and drug-induced liver injury than the corre-
sponding plain monolayer cultures.[333,337,338] Spheroid and 
higher organized organoid models allow the incorporation of 
nonparenchymal cell-types, which is of particular importance 
for the screening of complex adverse effects, such as inflam-
mation and fibrosis. The complex liver architecture and cellular 
complexity, including endothelial cells, can also be reconsti-
tuted by means of 3D bioprinting[339] and usage of organ-on-
a-chip-platforms, such as microfluidic biochips or microfluidic 
multiorgan chips, enabling a more physiologically relevant 
supply with nutrients, oxygen, and test compounds.[333,337] For 
instance, different approaches, including the generation of 3D 
hepatic zonal channels and biochips, enabling the mounting 
of an oxygen gradient (from normoxia to hypoxia) across 

hepatocytes, exists that mimic hepatic zonation and spatially 
distributed metabolic activities.[340–342]

However, most of these models depend on primary 
human hepatocytes with all their limitations. Hepatocyte-
like cells have been successfully differentiated from pluripo-
tent stem cells including iPSCs, and used for hepatotoxicity 
testing.[343,344] However, when cultured in 2D monolayers these 
cells lose morphology, proper cell–cell contact (tight junc-
tions), and metabolic capacity.[345] Self-organizing 3D hepatic 
organoid systems derived from PSCs or iPSCs may overcome 
these limitations by closely mimicking the hepatic microenvi-
ronment and physiology.[336] Stem cell-derived 3D liver models 
can be cultured for month or years without losing their meta-
bolic capacity or other hepatic functions. Several methodo-
logical approaches exist, including scaffold-free (decellularized 
liver matrices, spheroids, and organoids) and scaffold-based 
(nanofiber- and hydrogel-based, nanoscaffolds) setups.[333] 
Moreover, PSC/iPSC-derived 3D liver organoids can be gen-
erated by starting either with a coculture of cell-types, for 
instance, iPSC-derived endodermal, endothelial, and mesen-
chymal cells,[346] or with a homogeneous cell population that 
during the culture protocol differentiates into the different 
hepatic cell-lineages.[347,348] The use of PSCs/iPSCs allows to 
generate multicellular 3D models with all hepatic cell lineages 
incorporated being genetically identical.[336,347] Human iPSCs 
derived from fibroblasts, blood cells or any other cell-type of a 
donor, can be differentiated in all hepatic cell-types and thus 
present an unlimited pool of cellular material for diagnostic 
purposes or toxicity testing. The simultaneous generation of 
3D liver organoids from hiPSCs of different donors in com-
bination with high-throughput hepatotoxicity testing enables 
comparative compound testing, and thus tackles the issue of  
population diversity/interindividual susceptibility. In fact, a 
high-throughput approach with hiPSC-derived hepatocytes 
grown in 2D and 3D cultures assessing the impact of 48 sub-
stances on cell number, viability, nuclear integrity, mitochon-
drial membrane potential, apoptosis, and other parameters, 
demonstrated that hiPSC-derived 3D liver models are suitable 
for high-throughput testing.[349] Powerful gene engineering 
techniques, such as transcription activator-like effector  
nucleases (TALENs) and the CRISPR/Cas system, allow the 
introduction of point mutations, smaller deletions, etc. and 
thus the creation of hiPSC cultures, which in a 3D context may  
phenocopy functionally relevant single nucleotide polymor-
phisms (SNP) and rare mutations that frequently occur in 
genes coding for xenobiotic-metabolizing enzymes.[350] Stem 
cell-derived 3D liver organoids can also be used to model 
complex hepatic diseases. Ouchi et  al., for instance, success-
fully simulated the sequential pathogenesis of steatohepatitis, 
consisting of steatosis, inflammation, and fibrosis, by treating 
PSC-derived 3D models made of hepatocyte-, macrophage-, 
cholangiocyte-, and stellate-like cells with free fatty acids.[347] 
By incorporating human fetal liver mesenchymal cells into 
human ESC-derived expandable hepatic organoids, Wang and 
co-workers generated another intriguing test model, which is 
suitable to investigate the pathophysiology of alcoholic liver 
injury. Specifically, under ethanol treatment, the model allows 
to assess the generation of oxidative stress, steatosis, the 
secretion of inflammatory mediators, and fibrosis .[351]

Figure 6. Structural and functional aspects and cell-types of the liver. 
Abbreviations: BD, bile duct; CV, central vein; HA, hepatic arteriole; PV, 
portal venule. Figure created with BioRender.com.
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Even though there is an urgent need for the development, 
characterization, and validation of new in vitro models suit-
able for a solid prediction of the hepatotoxic properties of 
chemicals and drugs, the use of stem cell-derived 3D models 
still remains a challenging task. Besides improving the model 
systems toward hepatic functionality, for instance, by opti-
mizing hepatocyte polarization, oxygen and nutrient gradients 
and cell–cell interactions, it is also important to consider how 
simple or complex, for instance, in terms of the number of 
incorporated cell-types, a model should be to adequately pre-
dict a certain toxicological/pharmacological readout or address 
a specific scientific question. In order to get PSC-derived 3D 
liver models employed, i.e., accepted by industry and regula-
tory authorities, in the current test battery for hepatotoxicity, a 
proper standardization of the protocols and a comparison of the 
different protocols and models assessing the same adverse out-
come across laboratories is urgently needed.

2.7. Kidney

Kidney functions are closely linked with homeostasis of the 
inner body milieu, electrolyte and fluid balance, acid base 
handling, and retention of amino acids. Furthermore, kidneys 
are major players in the excretion of water-soluble waste prod-
ucts and xenobiotics, toxins, and “end-products” such as uric 
acid. At the same time kidneys achieve retainment of serum 
proteins and glucose within the body, a process that requires 
numerous active transport processes.[352] This plethora of func-
tions is achieved through the interplay of different kidney cell 
types, i.e., podocytes, parietal epithelial, mesangial, glomer-
ular endothelial, juxtaglomerular, specialized epithelial cells 
(proximal and distal tubules, loops of Henle, collecting ducts), 

interstitial, endothelial, stromal, dendritic and stem cells, that 
are organized in structural units, denoted nephrons (Figure 7). 
At the one end of the nephron a filtration barrier, the glomer-
ulus, produces a primary urine volume of 180 l per day into 
the Bowman’s capsule. This urine is further concentrated and 
processed within the renal tubular structures. The anatomy 
and transporter/ion channel distribution allows to distinguish 
five different nephron sections with individual functions, i.e., 
the proximal tubule, the thick part of Henle’s loop, the distal 
convolute, and the collecting ducts.[353] The tubules are lined 
by at least 20 different epithelial cell types that are highly dif-
ferentiated, linked through tight junctions and have a high 
oxygen consumption rate due to their metabolic activities, 
which demands constant high nutrition, oxygen, and energy 
supply. Which kidney structures transport renal malfunctions 
can be specified by shedding light on acute or chronic kidney 
injury, which are due to multiple causes with hypocirculatory, 
immune, and direct toxic effects being most frequent.[354] Tran-
sient interruptions of adequate blood supply in the course of 
blood volume contractions or vasoconstriction are common rea-
sons for acute kidney injury. These can originate from severe 
bleeding episodes or nonsteroidal anti-inflammatory drug 
applications, the latter inhibiting prostaglandin synthesis and 
abrogating the vasodilatory effects of endogenous prostaglan-
dins thereby reducing glomerular blood flow.[355] Some drugs 
are notorious for increasing the vascular tone with similar 
effects on blood flow especially on the afferent capillaries that 
enter the glomerular structures, e.g. calcineurin inhibitors often 
prescribed as immunosuppressive drugs in organ transplanted 
patients.[356] These “hypocirculatory” events result in regional or 
complete kidney ischemia with cellular damage incited in those 
cells that are most dependent on energy and oxygen supply, 
the tubular cells, which respond with necrosis and apoptosis. 

Figure 7. Schematic overview of important cell types and functional units of the kidney. Adapted under the terms of the Creative Commons Attribution 
license.[531] Copyright 2013, The Author(s). Published by Wiley (https://staging.onlinelibrary.wiley.com/page/journal/20011326/open-access-license-
and-copyright.html). Figure created with BioRender.com.
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At the cellular level the kidneys have the potential to recover 
from such acute kidney injuries by tubular cell proliferation 
and endocycle-related tubular cell hypertrophy.[357] Direct toxic 
effects of pharmaceutical compounds and environmental toxins 
are common phenomena and drug-induced kidney toxicity 
accounts for about 25% of the reported severe adverse drug 
reactions.[358] Drug- or toxin-induced kidney damage might 
occur in different nephron sections. For example, the heavy 
metal mercury induces proximal tubule dysfunction due to 
its uptake by the organic anion transporters OAT1 and OAT3, 
which are preferably expressed in the proximal tubule.[359] Flu-
oride yet acts on the ascending limb of the loop of Henle by 
interfering with chloride transport.[360] On the contrary, kidney 
toxicity induced by amphotericin B mainly targets the distal 
tubule. This seems to be due to the impaired cellular repair 
mechanism at low urine pH values that counteracts toxicity in 
the proximal tubule due to a higher urine pH at this part of 
the nephron.[361] Another phenomena in the kidney following 
tubular cell injury is an immunological response, such as tub-
ulointerstitial cell infiltration. The infiltrating immune cells 
release inflammatory cytokines that propagate fibrosis on the 
one side, and are thought to coordinate tissue reparative pro-
cesses on the other side.[362]

Keeping the aforementioned mechanisms of acute kidney 
injury in mind with a large cellular repertoire at risk, toxico-
logical studies have to address the aspects of cell-specific drug 
levels and adverse effects including phenotypic and func-
tional alterations. The number of different cell types within 
the glomerulus, the tubular structures and tubulointerstitial 
compartment are even growing with the advent of single cell 
sequencing.[363–365] Homogenous cell cultures of the respec-
tive cells have been established earlier. One success story in 
the early 2000s was the establishment of immortalized podo-
cyte cells that grow or differentiate in dependence of environ-
mental temperature.[366] However, economics should balance 
testing efforts and therefore compound testing across the at 
least 26 individual renal cell types identified so far[367] does 
not seem feasible – or physiological, as they are devoid of cell–
cell interactions and higher complex organization. Modeling 
different functional nephron sections with their complex 
architectures including cell–cell interactions, presence of cap-
illaries, differences in oxygen tensions and shear fluid stress 
in vitro remains challenging. To cover especially these com-
plex context-dependent changes in cellular compartments, 
fibrogenic niches, capillaries, pericapillary cells, mesangium 
or due to differing oxygen tensions, most studies dealing with 
kidney toxicity combine in vitro with in vivo approaches. In vivo 
studies concerning kidney using rodents bear the drawback 
of interspecies differences[368] when extrapolating to humans, 
and most former in vitro models do not picture the architec-
tural complexity of the kidney. Here, stem cell technology has 
been offering a sky-rocketing development toward organo-
typic cultures including hiPSC-derived kidney organoids and 
adult stem cell-derived tubuloids bridging the gap between 
traditional 2D cultures and animal models.[369] Although orga-
noids contain a large variety of renal cells, they are still largely 
devoid of mesangial cells, immune cells, glomerular endothe-
lium, principal and intercalated cells and their functionality  
has hardly been studied.[369] One example of a valuable  

development in the kidney organoid field is the establishment 
of reporter human pluripotent stem cell lines that encompass all 
kidney cell types of the glomerulus, proximal and distal tubule 
as well as an extensive endothelial network, and renal inter-
stitium. These “whole kidney organoids” enable live assess-
ment of kidney cell differentiation and organoid development 
in a toolbox format.[370] For phenotypic screening including tox-
icity testing, renal organoid production was also brought to the 
next level by setting up a robotic platform for miniaturizing and 
speeding up kidney organoid formation in microwell formats 
for high-throughput screening.[371] Some kidney organoids even 
produce renin,[372] an endopeptidase synthesized by juxtaglo-
merular cells, which is crucial for blood pressure regulation. 
Such functional aspects are valuable additions to the descrip-
tive nature of organoid cellular composition and structure. 
Protocols for kidney organoids derived from human inducible 
progenitor stem cells have proven successful to mimic late 
capillary loop stage nephrons on day 14 of cultures. Later on, 
some cells are not sufficiently supplied by oxygen and nutrients 
resulting in cell damage with ensuing fibrosis.[373] Despite these 
achievements in cellular differentiation and organizational 
features at the nephron level, significant challenges remain. i) 
Kidney organoids represent a very immature, i.e., fetal kidney 
system.[363] ii) Current protocols do not embrace the whole array 
of renal cells, especially heterogeneous stromal cell populations 
and the minimal requirement for kidney toxicity assessment is 
uncertain. iii) Functional vasculature and a common urinary 
collecting system are currently not depicted even in complex 
in vitro systems.[374] iv) More “physiological” culture conditions, 
e.g., with varying fluid shear stress or oscillating pressure[375] 
will be of paramount relevance to mimic the milieu of the 
kidney. Given the low oxygen tension in most parts of kidney 
tissue cell culture protocols with organoids also need to address 
the issue of reduced oxygen supply. Drug nephrotoxicity testing 
by kidney-on-a-chip testing has been adopted by some groups 
with experimental setups that also include fluid shear stress. 
Such test systems will likely revolutionize toxicity testing when 
they succeed to be standardized.[376–379]

2.8. Intestine

The intestine is comprised of subsections with substantial ana-
tomical and physiological heterogeneity in luminal pH, pres-
ence or abundance of cell types, and presence and composition 
of the microbiome. The intestine is an organ of superlatives: 
its epithelium is one of the fastest renewing tissues within the 
human body with a maximum cellular life span of 5 days.[380] 
It harbors the largest pool of microbial communities, which is 
contained by a semipermeable epithelial barrier forming one of 
the largest interfaces between the endogenous and exogenous 
environment. To safeguard the uptake of exogenous com-
pounds and to govern the host–microbiome interactions, vast 
numbers of immune cells reside along the gut, resulting in a 
major compartment of the immune system.[381] Apart from its 
most commonly known tasks, the regulation of water balance, 
digestion of food and nutrient absorption, the intestine is rec-
ognized for its impact on overall physical and mental health 
with endocrine activity, immune regulatory functions, and  

Small 2020, 2006252



www.advancedsciencenews.com www.small-journal.com

© 2020 The Authors. Small published by Wiley-VCH GmbHSmall 2020, 2006252 2006252 (15 of 31)

extensive neuronal network (reviewed in refs. [382,383]). Its basic 
structure folds into villi and crypts and is lined with a single 
layer of intestinal epithelial cells (IECs) of which enterocytes 
and goblet cells make up the majority, while Paneth cells, endo-
crine cells and Microfold cells account for the rest (Figure 8).  
All IECs develop from intestinal stem cell (ISC)-derived progeni-
tors and differentiate while traveling along the crypt-villus axis.

This complexity of the intestine is challenging to mimic 
experimentally, as summarized by Costa and Ahluwalia.[384] 
However, the availability of relevant intestinal models is indis-
pensable. Intestinal disorders, e.g., intestinal cancer, inflam-
matory bowel disease and infections, affect millions of people 
worldwide and present a substantial economic and societal 
burden.[385,386] Furthermore, oral toxicity testing is a require-
ment for pharmaceutical and chemical development.[387,388] 
The oral route is preferred for the application of pharmaceuti-
cals, but gastrointestinal adverse events (GI AE), e.g., diarrhea, 
abdominal pain, and nausea, are common side effects. Though 
hardly ever the reason for market removal or clinical attrition, 
AE can significantly affect treatment compliance.[389–391] To 
facilitate and standardize noxae investigations, the OECD has 
specified test guidelines for rodent (e.g., TG 408)[121] and non-
rodent species (e.g., TG 409).[392] Models of larger vertebrate 
species (e.g., dog and pig) as well as invertebrate organisms 
(e.g., zebrafish and C. elegans) are available, but the majority of 
studies is conducted in rodents. The most suitable way of expo-
sure is based on the intended application and physicochemical 
properties of the test substance. To address questions in non-
regulatory context, e.g., on intestinal inflammation, digestion, 
and the microbiome, specialized in vivo models are available 
(reviewed in refs. [393–395]). However, the predictive quality 
of animal models for intestinal effects in humans is increas-
ingly disputed as substantial anatomical, biochemical, and 

microbiological differences prevail.[396–398] Especially the role of 
the microbiome has been neglected with regard to preclinical 
reproducibility and clinical translation efficacy, which might be 
a factor in the low congruence in drug toxicity testing between 
humans and other animals.[9,399–401]

In context of the 3Rs, a variety of intestinal in vitro models 
has been developed in the last three decades, of which cancer-
derived cell lines are the most commonly applied system.[402–404] 
Although these cell lines are inherently diseased and do not 
fully match healthy tissue biochemically and genetically,[404,405] 
good correlations to human tissue were found.[406,407] Since 
then, highly sophisticated models have been developed by 
combining multiple cell types, mimicking the intestinal archi-
tecture, luminal flow or peristalsis, and even incorporating 
the microbiota.[408–410] In this context, hypoxia has emerged as 
potentially important factor for intestinal systems. Unlike other 
organs, the intestine is characterized by a substantial hetero-
geneity in oxygen levels to a nearly anaerobic environment in 
the lumen (reviewed by Zeitouni et al.[411]). Chen et al.[412] have 
developed a scaffold-based 3D coculture model, where the 
oxygen tension can be adapted to create micro- to anaerobic 
conditions within the lumen. As the group demonstrated, the 
consideration of oxygen levels in intestinal models may affect 
their applicability especially for studies on host–microbial 
interactions.[412–414] But also the toxicity of nanomaterials may 
change depending on the availability of oxygen.[415] However, 
many of these elaborate models stagnate at a proof of concept 
stage with little or no routine application in toxicity testing. 
Whereas strong agreement exists on the suitability of transwell 
cultures over undifferentiated monocultures, studies failed to 
demonstrate a clear advantage of more complex models.[416,417]

As GI AE still commonly occur at clinical stages and are 
frequent side effects of marketed drugs, the suitability and 

Figure 8. Structural and functional units of the intestine. Abbreviations: DC, dendritic cell; Mϕ, macrophage; IESC, intestinal epithelial stem cell. Figure 
created with BioRender.com.
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adequacy of existing models needs to be considered. The use 
of stem cells is investigated to improve the predictive quality  
of in vitro models for toxicity testing. Different approaches 
are available: i) the use of ISCs of isolated intestinal crypts, 
and ii) ESCs or iPSCs, which result in the formation of self-
organized 3D spheroids. The studies by Sato et  al.[418,419]  
are regarded as game changer in the field, as they enabled 
the long-term culture of primary intestinal cells in absence 
of mesenchymal tissue—until then the bottleneck for  
primary intestinal cultures.[420] Methods for the targeted differ-
entiation of human iPSC[421] or murine ESCs[422] into intestinal 
tissue further expanded the stem cell toolbox. It is noteworthy 
that the differentiation protocols for ESC and iPSC cultures 
are generally more complex and time intensive—requiring 
at least 28–34 days.[421,423] They span three differentiation 
stages: i) to definitive endoderm, ii) to hindgut-like tissue, and  
iii) toward organoids resembling intestine-like tissue.[421,423,424] 
In stem cell-derived organoids, all major IEC types are detect-
able, including enterocytes, goblet cells, Paneth cells, and endo-
crine cells. In iPSC-based models, ISC markers are only pre-
sent after an extensive differentiation time.[421] The resulting 
organoids were found to resemble fetal rather than mature 
adult tissue,[425] which might be a critical limitation.[426] To 
improve maturation, different approaches were reported, 
e.g., using interleukin 2,[427] cell sorting,[423,428] or in vivo 
engraftment.[424,425]

Notwithstanding these limitations, stem cell-derived intes-
tinal cultures have been applied for a range of research ques-
tions, including biological processes of intestinal tissue,[429] 
organ development,[430,431] intestinal pathologies,[423] and to 
lesser extent the toxicity of xenobiotics.[432,433] They appear to 
be a promising tool for the study of host–microbiome or host–
pathogen interactions, using passive colonization[434] or active 
microinjection into the lumen.[435] Although these models were 
found to be suitable to investigate drug transport and metabo-
lism, only few reports are available to date.[436–439] Their limited 
application in exposure studies may be due to the organoids’ 
physiology and morphology—a polarized status with the apical 
side facing inward. This restricts their suitability as the absorp-
tion of nutrients and drugs as well as the interaction with noxae 
and the microbiota are initiated from the apical side. Studies 
aimed to push these boundaries by luminal injection of orga-
noids,[435] establishment of flow through the lumen[440] or 
development of “apical-out” organoids.[441] Others have turned 
to approaches that break up the organoid structure to seed 2D 
barriers on transwells or microchips using the whole orga-
noid[442–444] or selected cell types.[445,446]

Altogether, stem cells have the potential to greatly advance 
the field of intestinal research, including toxicity testing. Apart 
from the use of physiologically healthy tissue, patient-specific 
organoids may be developed to investigate intestinal disease 
development and treatment strategies.[447] However, questions 
remain on the regional identity as well the maturity status of 
the stem cell-derived organoids.[425,448] Undoubtedly, the intes-
tine is important in itself, but its full impact only emerges in 
the interplay with other organs, e.g., the liver, the CNS, and the 
microbiome, which remains a shortcoming in these models.[447] 
Although the protocols are described as “highly efficient” and 
“robust,”[421,449] they greatly exceed the intricacy of most in vitro 

systems. Their superiority over these established, less complex 
models for toxicity and safety evaluations remains to be demon-
strated, and will likely determine their implementation rate and 
application range.

3. Genome Editing

Genome manipulation using zinc finger nucleases and 
TALENs[450,451] realized insertion of genetic elements into 
specific sites of the genome. The CRISPR revolution[452,453] 
substantially improved this procedure by making genome 
editing fairly easy to achieve. A comprehensive overview about 
the rapidly evolving field of applications and protocols of 
CRISPR/Cas and related genome editing tools is provided by 
the following review articles.[454–456] Toxicology benefits from 
such genome editing approaches in several ways. Reporter lines 
with fluorescent or luminescent reporters under endogenous 
promoter control can be used for following stem cell differentia-
tion and target cell toxicity, e.g., for neurons,[457] kidney cells[370]  
or CMs.[458] Also, genetically encoded indicators, e.g., for cal-
cium signaling, are useful tools for assessing calcium tran-
sients. These can be combined with other functional indicators 
as, e.g., for voltage. Such lines offer the possibility for func-
tional studies in target cells without the use of dyes like Fura-2 
and thus offer a great possibility for functional toxicity testing 
in high throughput formats using high content imaging.[459,460]

Besides value in generation of stem cell reporter lines, 
genome editing techniques can also be used for disease mod-
eling, in toxicology particularly relevant for studying gene–
environmental interactions. Human PSC knockout lines or 
the targeted integration of specific mutations for the estab-
lishment of isogenic disease models is definitely of great sig-
nificance for such applications with the combined effort of 
CRISPR in hiPSC-derived organoids representing cutting-edge 
toolsets.[461–464]

Also, in mechanistic toxicology the CRISPR/Cas system has 
already proven its great value. CRISPR/Cas-based approaches 
identified genes critically involved in determining the toxicity 
of various chemicals, including arsenic trioxide, formalde-
hyde, and paraquat.[465–467] For example, a CRISPR-based 
positive-selection screen identified the genes coding for CYP 
oxidoreductase, copper transporter ATP7A, and sucrose trans-
porter SLC45A4, as critical mediators of paraquat-induced 
cell-death.[466] Moreover, the study revealed CYP oxidoreduc-
tase as a major source for paraquat-induced oxidative stress. 
In another study, CRISPR/Cas technology was used to identify 
targets of anticancer small molecules by a mutagenesis scan-
ning of essential genes.[468] Hence, CRISPR/Cas-based func-
tional genomic screening approaches are suitable to provide 
unprecedented mechanistic insight in modern toxicology and 
pharmacology.[469]

Finally, combining genome editing with iPSC technology 
enables the integration of genetic variation, which may deter-
mine the interindividual susceptibility toward a given drug 
or xenobiotic, into modern toxicity testing. In fact, genome-
wide association studies have contributed to the identifica-
tion of a large number of SNPs and rare genetic variants in 
genes, amongst others encoding xenobiotic-metabolizing, 
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antioxidative, and DNA repair enzymes, which critically shape 
the adverse and/or beneficial outcome of a certain chemical or 
drug.[470,471] A well-known example is the human cytochrome 
P450 (CYP) 2D6 monooxygenase, which accounts for the 
metabolism of ≈15% of clinically used drugs, including opioids, 
beta-blockers, antiarrhythmics, and antidepressants.[472] More 
than 110 SNPs, some of them displaying allele frequencies of 
up to 32%, have been identified in the CYP2D6 gene to either 
enhance, attenuate or completely abolish its catalytic activity.[472] 
By generating iPSC-derived hepatocyte-like cells from hepato-
cytes of CYP2D6 polymorphic donors and subsequent analyses 
of the metabolism of CYP2D6 substrates, i.e., desipramine and 
tamoxifen, Takayama et  al. demonstrated that the application 
of iPSC-derived cells with different SNPs is suitable to predict 
the interindividual differences in the metabolism of drugs and 
associated biological effects.[473] In general, the use of donor 
cells with well-defined polymorphic genes for iPSC generation 
or the integration of mutations that resemble a certain SNP 
directly in the iPSC genome, would for sure improve the pre-
diction of drug-induced cardiotoxicity, liver injury, neurotox-
icity, and other frequent adverse drug reactions.[474,475] Besides 
CYP2D6, potential candidates for such a screening approach 
are genetic variants of glutathione S-transferases T1 and M1, 
N-acetyltransferase 2, and mitochondrial DNA polymerase-γ. 
In fact, the mentioned gene variants are not only associated 
with a reduced catalytic activity of the respective enzyme, but 
also increase the individual’s susceptibility to idiosyncratic 
drug-induced liver injury.[476–478] Along the same line, missense 
variants of genes encoding retinoic acid receptor-γ, CYP2C19, 
and multidrug resistance protein-2 have been identified to 
enhance the risk for anthracycline-induced cardiotoxicity.[479–481] 
Recent studies reporting the generation of genome-edited 
hiPSC-derived hepatocyte-like cells resembling CYP2C19 poor 
metabolizers,[482] and CMs carrying the retinoic acid receptor-γ 
missense variant S427L and exhibiting the associated enhanced 
sensitivity toward doxorubicin treatment,[481] illustrated the  
outstanding potential of genome-edited iPSC cells and organo-
typic models derived thereof for future compound testing in 
toxicology and pharmacology.

4. Biofabrication

4.1. Organ-on-a-Chip/Microphysiological Systems

Advances in material engineering and biofabrication enabled 
the development of highly adaptable microphysiological sys-
tems. Such systems integrate the biological complexity of 2D 
and 3D cell cultures with a defined spatial organization and a 
controlled microenvironment to closely mimic the in vivo situ-
ation, including naturalistic stimuli.[483] Microphysiological 
systems, such as OOAC systems, aim at reconstructing the 
complex mechanical and biochemical cellular environment of 
the human body. By complementing and enhancing standard 
cell culture models, these systems have the potential to improve 
toxicity testing, accelerate drug discovery, improve diseases 
modeling, and reduce the use of animal models. The high 
adaptability of OOACs allows their application in many dif-
ferent cell, tissue, and organ models.[483–487]

OOACs are extremely divers and customizable, thriving 
toward the reproducible generation of single cell cultures, 
cocultures or even complex 3D scaffolds. The option for the 
compartmentalized cultivation of different cell types and their 
supplementation with distinct media, massively extends the 
possible applications for such systems including organ cross-
talk. At the same time, OOACs require a very little amount of 
cell material, media, and test substances, thereby reducing cul-
tivation costs.

OOACs have already been adapted to fit a diversity of 
applications, such as modeling the BBB,[191,488] assessing and 
driving cellular maturation,[489,490] (patient-specific) modeling of  
diseases,[491,492] mimicking the capillary formation,[493] and the 
capillary flow,[494] assessing the effect of stretch and strain on 
tissues[495,496] and showing the applicability of OOACs for drug 
and substance exposures and development.[378,490,495,497] OOACs 
have even been applied to study nanoparticles, which are  
currently of great public concern[498] thus allowing to study 
indirect adverse effects. No large-scale toxicity testing has been 
done with OOACs, yet. However, smaller scale applications 
that aim at the establishment of testing platforms have been 
developed, mainly with human, but nonstem cell-based cell sys-
tems.[376,498–500] Some toxicity biomarkers that have already been 
utilized with OOACs are summarized by Cong et al.[376]

Even though the development of the OOACs for the field of 
toxicology is still heavily under construction, strong beneficial 
aspects can already be anticipated. The system will add com-
plexity to the conventional cell culture models by recapitulating 
the physiological forces, increasing the reproducibility due to 
the controllable environment and improving long-term viability 
by enhancing the nutrient and waste flux within the samples. 
By implementing human-based stem cell systems, the OOACs 
could help reduce animal experiments by providing relevant 
indication of substance MoA and their impact on toxicity in 
humans, prior to animal experiments or clinical testing. Mech-
anistic questions concerning MoAs can be investigated with 
OOACs by including molecular and cellular readout methods. 
Coexposures and cocultures are also easily implementable due 
to the modularity of most OOAC systems. This increases the 
predictivity for example in drug design and substance testing. 
Maoz et  al. developed a multichip system to model the BBB, 
which could be used to test the efficiency of drug flux across 
the BBB.[488]

The evaluation of organ crosstalk in vitro was long thought 
to be beyond the bounds of possibility, but these fast-devel-
oping OOAC systems and the option to combine them to form 
integrated body-on-a-chip (BOC) systems have opened up the 
unique opportunity to make the impossible possible. In BOC 
systems, organ chips can be connected to transfer flow-through 
from one chip to another, thereby not only transferring nutri-
ents, but also metabolites as well as waste- and by-products. 
BOCs could therefore give valuable insights into substance 
metabolization and toxicological effects across tissues.[377,501] 
Tsamandouras et al. developed a fluidic platform that allows for 
the study of pharmacokinetics in a multiorgan setting.[502] They 
successfully tested their platform using gut and liver inter-
connected chips. Another impressive study was performed by 
Oleaga et al.,[503] who generated a functional model to evaluate 
human multiorgan toxicity under continuous flow conditions. 
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The group tested their four integrated modules, namely car-
diac, muscle, neuronal and liver modules, for their pharmaco-
logical relevance, by evaluating their response to five drugs with 
known side effects. Their culture model exhibited a multiorgan 
toxicity response and the results were in general agreement 
with published toxicity data.

Besides the relatively high manufacturing costs and the usu-
ally medium to low scalability, one of the greater challenges 
with OOAC systems is the design of biocompatible materials 
that support cell survival and growth, and at the same time 
allow for the appropriate readouts. Although ready-to-use chips 
can be purchased from commercial manufacturers such as Tis-
sUse GmbH, Mimetas, and EmulateBio, the majority of the 
research community working in this field produce their own 
chips. Many OOACs so far rely on imaging methods to assess 
the culture, which requires a clear and thin imaging surface. 
Silicon-based and polydimethylsiloxane are currently used in 
the field,[504] however, the development is still striving forward. 
Additional points of consideration for substance testing in 
OOACs are the resistance of the material toward the uptake of 
the tested substances to avoid unintended postexposures, and 
the integration of endpoint-specific readouts needed for each 
specific model type. The material of the chip has to be biocom-
patible, meaning that it has to be resistant to leaching and must 
not interfere with the test compound thereby altering exposure 
concentrations. Moreover, most OOAC models are unsuitable 
for screening applications that require parallelization (96- and 
384-well plates). However, high-throughput modules that hold 
up to 96 microfluidic structures have been established and are 
commercially available (OrganoPlate, Mimetas). These modules 
are compatible with automation and HTS instruments and have 
already been tested using SCs as cell source.[505,506] In sum-
mary, OOAC and BOC models still need to be validated against 
established toxicity assays using a library of compounds with 
known toxicological effects. The biological functionalities of the 
chips must be highly reproducible and reliable to gain accept-
ance in toxicity studies. Moreover, they have to be user-friendly, 
cost-effective, and should be compatible with the standard cell 
culture equipment and HTS devices. Keeping this in mind, 
there are promising developments in the field of OOAC and 
BOC, that will very likely lead to a leap forward in toxicological 
testing, disease modeling and fundamental research.

4.2. Bioprinting

Bioprinting is a biofabrication technique to generate organo-
typic tissue or organ models. Goal of this strategy is to aug-
ment the complexity of the models to recapitulate the in vivo 
3D physiology in more detail than manually generated 3D 
models. There are a variety of printing technologies available, 
the most popular of which are inkjet-based, extrusion-based, 
and laser-assisted.[507] Each technology has its own advantages 
and disadvantages, e.g., concerning the bioink property require-
ments, printing resolution, possible cell densities, and shear 
stress effecting cell viability.[507] The printing process itself is 
influenced by three main variables: i) the material (bioink), 
ii) the cell source, and iii) biomechanical factors, such as vis-
cosity, elasticity, and stress relaxation.[508–510] The right choice of 

bioink is crucial to adequately mimic the cellular microenviron-
ment.[511] Widely used materials are natural hydrogels (gellan 
gum, alginate, chitosan) and synthetic hydrogels poly(ethylene 
oxide), poly(vinyl alcohol), poly(pro-pylene fumarate)). Their 
high water content and tunable properties render them ideal 
for 3D models.[512–515] The choice of material heavily depends 
on the cell type and the intended 3D differentiation or growth 
process. Studies looking at bioprinted models often focus on 
basic cellular processes within the printed gels (i.e., cell sur-
vival, cell growth, and differentiation), or aim at the highest 
possible accuracy in recapitulating the physiological in vivo 
situation.[516] Additionally, bioprinting rises great hopes to fab-
ricate vascularized tissues, thereby diminishing the dead core 
effect. Bioprinting of ES- and hiPSC-based models has been 
intensively reviewed in Romanazzo et al.[517] and Ong et al.,[518] 
discussing advantages, limitations, and future perspectives. 
In brief, ESCs and iPSCs are ideal cell sources for bioprinting 
applications. They are available in virtually unlimited quan-
tity and can proliferate and differentiate into various cell types 
within the bioink. Among others, SCs have been used for bio-
printing of cardiac,[519] neural,[520] and hepatic[521] tissues. An 
advanced printing strategy using a triculture of hiPSC-derived 
hepatic progenitors, human umbilical vein endothelial cells, 
and adipose-derived stem cells, developed an organotypic 3D 
liver model which recapitulates the native in vivo structure and 
is able to secrete products of liver metabolism.[339] Challenges 
of SC bioprinting include the search for suitable bioinks sup-
porting cell growth and differentiation, the need for printing 
parameters that the cells can withstand, and the optimiza-
tion of long-term cultivation parameters allowing adequate 
in- and efflux of nutrients and oxygen. However, these chal-
lenges also apply for other cell sources like primary cells and 
immortalized cell lines. Regarding a toxicological application, 
bioprinted organotypic models are very rarely intended to work 
in a high-throughput context, which is mandatory for screening 
approaches. Moreover, the influx and efflux of the test sub-
stance within the hydrogel as well as interactions with hydrogel 
components are difficult to predict. Nevertheless, the auto-
mated printing process provides a higher degree of consistency 
and decreased batch-to-batch variations compared to manual 
3D fabrication techniques, thereby increasing the reproduc-
ibility and reliability.

5. Challenges and Opportunities

With toxicology moving from apical endpoint testing in vivo 
to human cell-based in vitro assays, comprehensive cellular 
models are needed that cover the organ- and cell type-specific 
MoA for a large variety of toxicants. In this review article we 
discussed which structural and functional units of the skin, 
brain, thyroid system, lung, heart, liver, kidney, and intestine 
are targets of or mediate toxicity and disease and thus have 
to be modeled in vitro for human health prediction without 
using animals. Moreover, we summarized which preferably 
stem cell-based in vitro models have been developed for mod-
eling the respective organs and evaluate their coverage of all 
necessary functional and structural criteria discussed above. 
Additionally, we highlighted organotypic models can be taken 
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to the next level using cutting edge technologies like genome 
editing and bioprinting in combination with sophisticated cul-
turing methods (e.g., microfluidic systems and OOAC) with the 
final goal to facilitate high throughput/high content screening 
in the near future (Figure 9). Through targeted differentiation 
into multiple cell types, stem cell-based in vitro models can be 
accurate representations of human cell physiology and widely 
applied to study adversity on the cellular level in toxicity and 
disease without the necessity to rely on primary cells, tumor cell 
models or immortalized cell lines. They can even model func-
tional properties of the organ like hormone production[223,224] 
or generate complex 3D structures including multiple tissues 
and several functional units in one model.[170,372] The use of 
human instead of rodent cell cultures substantially decreased 
the uncertainties arising from species differences concerning 
cellular functions, cytoarchitecture, hormonal regulation, and 
sensitivity to internal/external stimuli or toxicants.[8,10,142,297,368] 
Moreover, hiPSCs-based techniques in combination with tar-
geted genome editing enable the development of patient-spe-
cific disease models and the generation of cell type-specific 
transgenes in a human genetic background.[226,453,457,458] How-
ever, human iPSC technology still struggles from issues such 
as variability among iPSC lines,[522] genomic instability,[523] low 

reprogramming efficiency,[524] which might be improved by 
keeping the cells under hypoxic conditions for a limited time 
span after reprogramming,[525] preservation of an epigenetic 
memory of the parental cell,[526] and difficulties in achieving 
a mature phenotype of iPSC-derived cells.[46] Cultivation tech-
niques have evolved quickly in the last decade with 2D mon-
olayer models representing the classical approach which is well 
established and documented by broad literature. 2D cultiva-
tion is rather inexpensive, highly reproducible, and advanta-
geous to study specific effects of factors on the individual cell. 
Coculturing of different cell types increases the complexity and 
predictivity of the model and enables the elucidation of cell–
cell interactions. However, the still limited complexity, lack of 
cell–ECM interactions and the insufficient representation of 
the complex in vivo cytoarchitecture of the respective organ, 
suggests limitations of the predictivity of 2D models for tox-
icity testing. The development of 3D organoid techniques led 
to models exhibiting highly complex organotypic cytoarchitec-
tures including cell–cell and cell–ECM interactions. Organoids 
enable the analysis of not only molecular but also functional 
readouts which strengthen the methods’ clinical and toxico-
logical relevance. However, increasing complexity comes with 
increased batch-to-batch variability, reduced reproducibility and 

Figure 9. Opportunities of stem-cell based models for future toxicological testing. Figure created with BioRender.com.
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decreased testing throughput. Moreover, organoid culture is 
technically challenging and more expensive than 2D monolayer 
culture. Although organoids comprise a complex organotypic 
cytoarchitecture, they still represent immature developmental 
stages of the respective organ (reviewed by Logan et  al.[527]). 
Lack of complexity common to all organs reviewed comprises 
missing immune cells and blood vessels. First steps for the 
incorporation of microvascular structures[101,185,186] and immune 
cells[171,172,188,268,408] have been made. However, the complex 
crosstalk between organs, the involvement of the nervous, 
endocrine, and immunological system, as well as the impact 
of the blood flow and serum components are barely covered. 
Recent approaches are moving to the multiorgan level by tissue-
on-a-chip methods enabling the evaluation of organ crosstalk in 
vitro.[410,444,494,498,500]

6. Conclusion

From a toxicological point of view, making systemic predictions 
based on cellular effects is challenging. Therefore, the AOP con-
cept was developed that helps placing cellular hazards into a 
systemic context.[528,529] Advanced pharmaco- and toxicokinetics 
including computational modeling are also needed to predict 
internal exposure as well as in vitro kinetics combining both by 
IVIVE (in vitro–in vivo extrapolation).[530] Another obstacle is 
the necessary willingness to consider innovative methods in the 
field. Although it is known that the predictivity of animal studies 
is limited, the year-long experience conveys a feeling of security 
in contrast to the use of alternative approaches, which are per-
ceived as bearing higher uncertainties due to their novelty.
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A B S T R A C T

Neurotoxicity is mediated by a variety of modes-of-actions leading to disturbance of neuronal function. In order

to screen larger numbers of compounds for their neurotoxic potential, in vitro functional neuronal networks (NN)

might be helpful tools. We established and characterized human NN (hNN) from hiPSC-derived neural pro-

genitor cells by comparing hNN formation with two different differentiation media: in presence (CINDA) and

absence (neural differentiation medium (NDM)) of maturation-supporting factors. As a NN control we included

differentiating rat NN (rNN) in the study. Gene/protein expression and electrical activity from in vitro developing

NN were assessed at multiple time points. Transcriptomes of 5, 14 and 28 days in vitro CINDA-grown hNN were

compared to gene expression profiles of in vivo human developing brains. Molecular expression analyses as well

as measures of electrical activity indicate that NN mature into neurons of different subtypes and astrocytes over

time. In contrast to rNN, hNN are less electrically active within the same period of differentiation time, yet hNN

grown in CINDA medium develop higher firing rates than hNN without supplements. Challenge of NN with

neuronal receptor stimulators and inhibitors demonstrate presence of inhibitory, GABAergic neurons, whereas

glutamatergic responses are limited. hiPSC-derived GABAergic hNN grown in CINDA medium might be a useful

tool as part of an in vitro battery for assessing neurotoxicity.

1. Introduction

For protecting human and environmental health, industrial, agri-

cultural and consumer products must be registered and approved by the

European Food Safety Authority (EFSA) or the European Chemical

Agency (ECHA) before entering the market. Neurotoxic effects are of

major scientific and socio-political concern, because they often result in

irreversible adverse outcomes (Costa et al., 2008; Aschner et al., 2017).

Neurotoxicity guideline studies (OECD, 1997; EPA, 1998) are currently

performed in vivo. These are resource-intensive regarding the time and

costs required (Bal-Price et al., 2008) and might not well reflect the

human situation because of inter-species variations (Matthews, 2008;

Leist and Hartung, 2013). Therefore, alternative in vitro testing strate-

gies based on human cells that reduce or replace animal experiments

(Russell et al., 1959) are of high interest for neurotoxicity research

(Coecke et al., 2006; Zuang et al., 2018). Medium- to high-throughput

in vitro testing requires a large amount of cell material. In contrast to

the use of human embryonic stem cells, which bear ethical concerns

(Kao et al., 2008; Singh et al., 2015; Mayer et al., 2018) human induced

pluripotent stem cells (hiPSC) are ideal for providing an ethically
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inoffensive and unlimited supply of material for in vitro neurotox-

icological evaluations (Takahashi et al., 2007; Robinton and

Daley, 2012; Zagoura et al., 2017). For screening larger numbers of

compounds for their neurotoxic potential, in vitro functional neuronal

networks (NN) derived from hiPSC might be helpful tools. Neural dif-

ferentiation, NN formation and establishment of functional signal

transmissions for neurotoxicity assessment based on hiPSC is thus very

auspicious, yet still barely studied (Odawara et al., 2014; Cotterill et al.,

2016; Kasteel and Westerink, 2017; Pistollato et al., 2017;

Paavilainen et al., 2018; Tukker et al., 2018; Izsak et al.,

2019Hyvärinen et al., 2019), especially in light of the multiple modes-

of-actions (MoA) initiating disturbance of neuronal functions

(Masjosthusmann et al., 2018a).

One method for studying electrophysiology of neurons and NN is

the microelectrode array (MEA) technology. MEAs record extracellular

local field potentials at different locations of neurons on a network-level

and provide data about their activity properties and patterns

(Johnstone et al., 2010). The MEA technology allows assessment of NN

electrical activity in real-time and evaluation of the dynamics of net-

work behavior under chemical manipulations (Odawara et al., 2014,

2016; Tukker et al., 2016, 2018). The use of MEAs in toxicological

testing is relatively new and has so far been mainly applied for rat NN

(rNN) (Hogberg et al., 2011; McConnell et al., 2012; Valdivia et al.,

2014; Brown et al., 2016; Cotterill et al., 2016; Frank et al., 2017;

Vassallo et al., 2017; Shafer et al., 2019Wagenaar et al., 2006Napoli

and Obeid, 2016).

In this study, we continue our previous work on neural induction of

hiPSC (Hofrichter et al., 2017) by establishing and characterizing

human NN (hNN) from hiPSC-derived neural progenitor cells (hiNPC)

by comparing hNN formation with two different differentiation media:

in presence (CINDA) and absence (NDM) of maturation-supporting

factors. As a NN control we included differentiating rNN. Gene and

protein expression and electrical activity from in vitro developing NN

were assessed at multiple time points and in presence and absence of

pharmacological compounds. In addition, microarrays were performed

for transcriptome analyses of hNN, which were compared to in vivo

transcriptomes of human developing brains.

2. Material and methods

2.1. Compounds used

γ-Aminobutyric acid (GABA), Glutamate and Domoic acid (DA)

were obtained from Sigma Aldrich (Saint Louis, USA). NBQX disodium

salt, DL-AP5 sodium salt and Bicuculline were obtained from Santa Cruz

Biotechnologies (Texas, USA). CytoToxOne Cytotoxicity Assay Kit was

obtained from Promega Corporation (Madison, USA). For detailed in-

formation and solvents see Supplementary Material.

2.2. Cell culture and neural induction

The hiPSC lines A4 (Wang and Adjaye, 2011) and IMR-90 (Clone-4,

WiCell,USA) were cultured in mTeSR1 medium (Stemcell Technologies,

Germany) on Matrigel (BD Bioscience, Germany). Medium was changed

every day and cells were passaged chemically in colonies with 0.5 mM

EDTA. hiPSC lines were regularly tested for their pluripotency and their

chromosomal integrity.

Neural induction of hiPSC lines was performed using the neural

induction medium (NIM) protocol according to (Hofrichter et al.,

2017). Briefly, hiPSC colonies were cut in 200 × 200 µm squares using

a passaging tool (STEMPRO EZPassage,Thermo Fisher Scientific) and

cultured on polyhema (Sigma Aldrich) coated dishes with NIM medium

(for detailed medium composition see Supplementary Material) for 7

days. Generated free-floating 3D-Spheres were transferred into new

polyhema dishes with NIM containing 10 ng/mL bFGF (R&D Systems,

Germany) for another 14 days. Afterwards they were referred to as

hiNPC and cultured in polyhema dishes with neural proliferation

medium (NPM, see Supplementary Material).

Primary rat NPC (rNPC) were prepared from full brains of Wistar

rats on postnatal day 1 as previously described (Baumann et al., 2014).

3D neurospheres were cultured free-floating in NPM and half of the

medium was changed every 2–3 days.

Proliferating NPC at a diameter of 400–500 µm were cut into

200 × 200 µm squares using a McIlwaine tissue chopper (Mickle

Laboratory, UK) to expand the culture (Fritsche et al., 2011;

Baumann et al., 2014). For experimental use, spheres were chopped 2

days before plating.

2.3. Neuronal differentiation and immunocytochemistry

Neuronal differentiation and immunocytochemistry were performed

as described previously by Hofrichter et al., 2017, using NDM and

CINDA medium, the latter consisting of NDM, creatine monohydrate,

interferon-γ, neurotrophin-3, dibutyryl-cAMP and ascorbic acid. For

detailed information and medium composition see Supplementary

Material.

Quantification of synapses and receptors was performed by ana-

lyzing neurite mass in µm2 and number of synapses (synapses/neurite

area (µm2)) using the Omnisphero software as previously described

(Hofrichter et al., 2017). Due to differences in TUBB3 intensities be-

tween rat and human cells, different structuring elements were used to

eliminate uneven backgrounds. Resulting images were thresholded with

the Otsu method (for detailed information see Supplementary Mate-

rial).

2.4. Quantitative reverse-transcription PCR

RNA was isolated using the RNeasy Mini Kit (Qiagen, Germany)

according to manufacturer's protocol. RNA of hiPSC (undifferentiated

controls), proliferating hiNPC and rNPC (30 neurospheres of 300 µm

diameter each) and human and rat NN after 7, 14, 21 and 28 days in

vitro (DIV) were prepared. For the latter, cells were chopped to 100 µm

aggregates and plated on poly-D-lysine (PDL)/laminin-coated 24-well-

plates in NDM or CINDA (hiNPC) or only NDM (rNPC). For reverse

transcription, 500 ng RNA was transcribed into cDNA using the

QuantiTect Reverse Transcription Kit (Qiagen, Germany). Quantitative

polymerase chain reaction (q-RT-PCR) was performed using the

QuantiFast SYBR Green PCR Kit (Qiagen, Germany) in the Rotor Gene Q

Cycler (Qiagen, Germany) following manufacturer's instructions.

Analysis was performed using standards of the gene of interest, al-

lowing to calculate copy numbers, and expression was normalized to β-

actin (Dach et al., 2017). Each experiment was performed at least three

times with three independent neural inductions. For primer sequences

see Supplementary Material.

2.5. NN differentiation on microelectrode arrays (MEA)

Electrical activities of NN were recorded as described in

Hofrichter et al., 2017. Briefly, we used 200 hiNPC or rNPC neuro-

spheres (100 µm diameter), seeded onto PDL/laminin pre-coated single-

well MEAs (Multichannelsystems (MCS), Germany) either in NDM or

CINDA medium. Recordings were performed with the MC-Rack (MCS,

Germany) from 2 to 15 weeks in vitro. After approximately 5 min of

equilibration, each recording consisted of a 5 min baseline recording of

spontaneous activity. For data analyses the first minute was cut off and

mean values of the mean firing rate (MFR), mean bursting rate (MBR),

spikes per burst and active electrodes (AE) of the last 4 min were cal-

culated. For statistical analyses see Supplementary Material.

2.6. NN characterization with pharmaceuticals

To characterize NN regarding their receptor composition MEA chips
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were equilibrated in the MEA-headstage 2 min prior to recording. To be

regarded as active, NN had to have a minimum of 3 AE. These were

defined by the detection of a minimum of 5 spikes/min. For treatment

analyses, a baseline measurement of active MEAs for 5 min was re-

corded. Afterwards, the respective receptor agonist/antagonist was

added to the well and allowed to equilibrate for 5 min (wash-in-phase),

followed by 5 min recording. Then MEAs were washed twice with

medium (wash-out-phase) and further cultivated in fresh medium.

Measurements of receptor treatment were performed twice a week

starting at day 7. The recordings and data analyses were done as de-

scribed in 2.5.

2.7. DA treatment on multi-well-MEAs (mwMEAs)

24-well MEA plates (MCS, Germany), each well containing 12 gold

electrodes were used. Wells were coated with PDL (0.1 mg/mL, 50 μL

for 48 h at 4 °C; Sigma Aldrich) washed with PBS and coated with

Laminin (0.01 mg/mL, 48 h at 4 °C, L2020, Sigma Aldrich). Afterwards,

50 hiNPC or rNPC spheres (100 µm diameter) were seeded into the

wells and incubated with NDM or CINDA medium, respectively.

MwMEAs were recorded with the Multiwell-Screen (MCS) and analyzed

with Multiwell-Analyzer (MCS, Germany). For details on hardware

settings and spike and burst detection parameters see Supplementary

Material. Active networks were defined as stated in 2.5. Individual re-

cordings were performed in week 2–6, in the absence (baseline) and

presence of the indicated concentrations of DA in NDM or CINDA for

15 min.

2.8. Affymetrix microarrays

For hiPSC and hiNPC (30 neurospheres of 300 µm diameter each)

isolation of RNA was performed using the RNeasy Mini Kit (Qiagen,

Germany) according to manufacturer's protocol. Therefore, cells were

chopped to 100 µm aggregates and plated on PDL/laminin-coated 6-

well-plates. After 5, 14 and 28 days of cultivation in CINDA medium

cells were harvested and RNA was isolated. cDNA synthesis and biotin

labeling of cDNA was performed according to the manufacturer's pro-

tocol (3´ IVT Plus Kit; Affymetrix, Inc.) and as previously described

(Masjostusmann et al., 2018b). For detailed information on the gene

expression analysis by microarrays see Supplementary Material.

2.9. Data analysis and statistics

Unless otherwise stated all statistical analyses were performed using

GraphPad Prism 6.00 for Windows (GraphPad, USA).

Immunocytochemical quantification and pharmaceutical data were

analyzed using one-way ANOVA, qRT-PCR and DA-treatment data were

analyzed using a two-way ANOVA followed by a Bonferroni test to

correct for multiple testing. The significance cut-off was set to p≤ 0.05.

3. Results

3.1. Molecular characterization of hiNPC-differentiated cultures

Differentiation of hiNPC was performed with NDM and maturation

supporting CINDA medium. Before plating, hiNPC stained positive for

the markers PAX6, NESTIN and SOX2 (Fig. S1). After 28DIV hiNPC

grown in NDM or CINDA medium and rNPC grown in NDM differ-

entiated into TUBB3+ neurons and GFAP+ astrocytes (Figs. 1 and 2A;

Fig. S2). Human neurons express the pre- and postsynaptic proteins

SYN1 and PSD95 as well as the receptor-specific proteins GABAARβ,

GluR1 and NMDAR1 with no significant differences between the tested

medium conditions, i.e. NDM and CINDA (Fig. 2A and B). To further

characterize the networks, mRNA expression analyses were performed

and gene copy numbers determined by product-specific standards. This

procedure enables comparison of gene expression across species and

has the advantage of giving information on magnitude of absolute gene

expression rather than relative gene changes as by using the ΔΔCT

method (Gassmann et al., 2010; Walter et al., 2019). Gene expression of

the NPC marker NESTIN was stably expressed in human cultures over

time, whereas its expression significantly decreased in rat cultures

starting at DIV14 (Fig. 3A). The expression of the mature astrocyte

marker AQP4 was significantly upregulated on DIV28 in CINDA- com-

pared to NDM-cultures, whereas Aqp4 expression in rat cultures in-

creased early starting at DIV7 (Fig. 3C). Expression of the glial fibrillar

astrocytic protein gfap/GFAP significantly increased from DIV7 in rNN

but exhibited only marginal changes in human cells (Fig. 3D). The

neuronal markerMAP2 increased in hNN from DIV7 and low expression

values for map2 were observed in rNN (Fig. 3E). To analyze the time of

synapse formation we used the pre- and post-synaptic markers SYN1

and DLG4, respectively, which are expressed after 7DIV in both species

(Fig. 3F–G). Expression of SLC17A7 (glutamate transporter vGLUT1)

and GAD1 (glutamic acid decarboxylase) differ remarkably. While

SLC17A7 copy numbers are extremely low (<1–5 copy numbers/

10,000 copies β-ACTIN), GAD1 is well expressed (>100 copy numbers/

10,000 copies β-ACTIN) suggesting predominantly GABAergic neuro-

transmission (Fig. 3H and I). Concerning neuronal subtypes, hNN show

an increasing expression of ACHE (acetylcholinesterase), GRIA1 (AMPA

receptor), and TH (tyrosine hydroxylase) over time with TH expression

being significantly induced on 14DIV in CINDA-NN compared to NDM-

NN (Fig. 3J), while similar to SLC17A7, GRIN1 (NMDAR, Fig. 3K) and

SLC6A4 (serotonergic neurons, Fig. S3) copy numbers are very low. In

contrast, rNN revealed very low expression of ache and th (<1 copy

numbers/10,000 copies β-actin) compared to human cells (Fig. 3J and

M).

3.2. Electrical activity of hiNPC–CINDA- and hiNPC–NDM-NN over time

We studied whether differentiation of neural cultures resulted in

generation of functional NN. Therefore, we examined multiple elec-

trophysiological parameters on MEA chips for single electrodes as well

as the entire network. Human NN exhibited spontaneous electrical ac-

tivity after 2 weeks in culture. Starting with the same number of MEA-

chips for both medium conditions, hNN grown in CINDA medium

(CINDA-NN) produced more active chips (Fig. 4; Fig. S4) and higher

electrical activities measured as MBR, spikes per burst and the number

of AEs than NDM-NN (Fig. 4B–D). In week 3 the mean value of all

recorded activities (except for the MFR) was significantly higher in

CINDA-NN compared to NDM-NN. NN generated from rNPC serve as

positive controls (Mack et al., 2014; Alloisio et al., 2015; Wallace et al.,

2015) and displayed higher bursting activity levels than hNN

(Fig. 4A–D). Over the entire differentiation time of 15 weeks (Fig. S4),

CINDA- and NDM-NN reached highest activity levels of all measured

parameters within the first 6 weeks with CINDA-NN exhibiting higher

MBR, spikes/burst and number of AEs than NDM-NN. In contrast, rNN

reached their maximum activity across all parameters measured within

7 to 11 weeks of differentiation.

3.3. Characterization of NNs with agonists and antagonists of neuronal

receptors

To study if differentiated NN contain functional GABAergic and

glutamatergic neurons, we treated NN with the GABA receptor

(GABAR) agonist GABA or the glutamate receptor agonist glutamate

(Fig. 5). NN of both species responded to GABA with a reduction in

MFR, MBR and number of spikes/burst (Fig. 5A–C and D) suggesting

presence of functional GABARs. Glutamate also decreased these para-

meters, yet to a lower extent indicating no functional excitatory glu-

tamatergic receptors. Treatment of NN with the GABAR inhibitor bi-

cuculline also reduced MFR and spikes/burst in NN not treated with

external GABA (Fig. 5A, C, and E) implying a minimal presence of

glutamatergic neurons in the networks. If the NN consisted of a
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comparable amount of glutamatergic and GABAergic neurons, one

would expect a strong increase in network activity after bicuculline

exposure (Xiang et al., 2007; Mack et al., 2014) that we did not observe.

In addition, the NMDAR and AMPAR antagonists, AP5 and NBQX, re-

spectively, exhibited no effects on NN except for AP5 reducing spike

frequency in the rNN which suggests the possible presence of NMDAR

in rNN (Fig. 5A).

3.4. NN response to the shellfish toxin DA

To determine if the NN assay based on hiNPC differentiated in

CINDA medium is a useful tool for acute neurotoxicity testing in vitro,

we treated CINDA- as well as rNN with the shellfish toxin and glutamate

analogue DA (Chandrasekaran et al., 2004; Watanabe et al., 2011;

Vassallo et al., 2017), which is a model compound previously used in a

multi-laboratory evaluation of MEA-based measurements of neural

network activity for acute neurotoxicity testing (Vassallo et al., 2017).

DA is an excitotoxicant which binds to postsynaptic glutamate receptors

with a 100-fold higher affinity than glutamate, causing receptor over-

activation, which leads to neuronal excitotoxicity, neuronal degenera-

tion and ultimately cell death (Watanabe et al., 2011; Magdalini et al.,

2019). For concentration-response analyses we used 24-well multiwell-

MEAs (mwMEAs) instead of single-well MEAs as a medium throughput

setup for compound testing. One well of a mwMEA contains 12 elec-

trodes, compared to 59 electrodes in a single well MEA (Fig 6A). The

distances between electrodes are 200 µm. Of the total of 72 and 96

wells measured with human and rat NN, respectively, 33 (45.8%) and

32 wells (44.5%) had 9–12 AE/well, 22 (30.6%) and 30 wells (31.3%)

had 5–8 AE/well, 13 (18.1%) and 28 wells (29.2%) had 1–4 AE/well,

and only 4 (5.6%) and 6 wells (6.3%) had no AE/well (Fig. 6B). Acute

exposure to increasing concentrations of DA for 15 min increased

spontaneous activity of hNN and rNN with significant effects only for

the total burst count in rNN (Fig. 6C) but did not cause cytotoxicity in

either of the networks up to 24 h after exposure (Fig. S5). Although not

statistically quantifiable, the firing pattern visualized in the re-

presentative Spike Raster Plots (SRP) reveals changes in activity pattern

in both species after treatment with 1 µM DA compared to baseline

activity (Fig. 6D). Additional activity parameters exhibited no sig-

nificant changes (Fig. S5).

3.5. Microarray analyses of CINDA-NN and a comparison to published in

vivo data

To monitor differentiation and maturation processes of hNN on the

transcriptome level, we analyzed mRNA expression profiles of hiPSC,

proliferating hiNPC, and hiNPC-derived NN differentiated for 5, 14, and

28DIV in CINDA medium using Human PrimeViewArrays from

Affymetrix. Microarray data was validated by qRT-PCR analyses for

representative genes (Fig. S6). Only genes that were at least 2-fold

significantly regulated (p ≤ 0.05) were used for subsequent analyses.

Fig. 1. Experimental set up. hiNPC were neurally induced from hiPSC or generated from rat brain (PND1) and cultivated as floating neurospheres. qRT-PCR analyses

and MEA recordings were performed weekly from day 0 until 15 weeks in vitro. Cells were fixed for immunocytochemical staining after 28 days of differentiation. For

MEA plating spheres were cut into 0.1 mm aggregates and 200 were seeded on PDL/laminin pre-coated MEA recording fields.
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Fig. 2. Immunocytochemical staining of hNN. (A) Representative pictures of hNN differentiated with NDM or CINDA medium for 28 days: neurons (TUBB3; red),

astrocytes (GFAP; green), pre- (SYN1) and post synapses (PSD95; green dots), GABA receptor (GABAARβ), glutamate receptor (GLUR1) and NMDA receptor

(NMDAR1; green dots). Nuclei were stained with Hoechst. Scale bars are 100 µm. B) Quantifications of synapses/receptors (mean+SEM) as ratio to total neurite area

(n = 3–6). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 3. mRNA expression profiles of hiPSC, hiNPC and hNN compared to rNPC and rNN. qRT-PCR analysis of different cell types for neural progenitor (NESTIN,

MAP2), astrocyte (S100β, AQP4, GFAP), synaptic (SYN1, DLG4) and neuronal subtype specific markers (SLC17A7, ACHE, GRIA1, GRIN1, GAD1, TH) differentiated for

28 DIV in NDM or CINDA medium. rNN serve as positive control. Data are presented as mean+SEM. *significant to NDM, #significant to NPC (n = 3, p < 0.05).
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Cluster- and principle component analyses (PCA) support the strong

differentiation potential of hiPSC (turquoise) into proliferating hiNPC

(green) and further neutrally differentiated hiNPC at DIV5 (blue),

DIV14 (red) and DIV28 (purple) with very small replicate variations

(Fig. 7A and B). In differentiating hiNPC a total of 2629 genes are

differentially expressed (DEX) across the three time points (Fig. 7C).

The number of DEX genes increased over differentiation time, from

1370 (DIV5) to 1793 (DIV14) and to 2368 (DIV28). The overlap of all

conditions was 43.3% (1139 genes), indicating that these genes might

be generally important during the transition from a proliferative neural

progenitor cell to neural effector cells. This is supported by an over-

representation of gene ontology (GO) biological processes related to cell

proliferation (e.g. GO:0007049~cell cycle, GO:0000280~nuclear divi-

sion or GO:0006260~DNA replication). In contrast, genes that are

regulated between 5 and 14, 14 and 28 as well as 5 and 28 days, control

processes related to neuronal differentiation and maturation (e.g.

GO:0007399 ~ nervous system development, GO:0048699 ~ genera-

tion of neurons, GO:0099537 ~ trans-synaptic signaling; Appendix I).

Overrepresentation analysis of GO biological processes of all regulated

genes (2629) summarize gene changes of proliferation-differentiation

transition as well as neural differentiation and neuronal network ma-

turation (Appendix II). These findings support the in vitro development

of hNN consisting of neurons and astroglia cells, forming synapses to

build a functional NN. To determine to which extent the gene changes

observed in vitro are representative of the developing human brain in

vivo, in vitro DEX genes (0vs28DIV) were compared to published DEX

genes of in vivo transcription profiles of the prefrontal cortex between

post-conceptional week 6 (embryonic) and 12 (fetal; (Kang et al.,

2011)). These timepoints were chosen based on a recent publication

mapping developing brain organoids to in vivo fetal brain samples

(Amiri et al., 2018). The comparison of in vivo vs. in vitro DEX genes

revealed that from more than 2837 in vivo DEX genes, 868 (44.1% in

vivo and 36.7% in vitro) are commonly regulated (Fig. 7D). DEX gene

groups over-represented in these data sets were identified by an over-

representation analysis (Appendix III). DEX genes within a selection of

manually selected GO-terms including the neural/neuronal specific

terms, i.e. neural proliferation (NP), astrocytic-, general glia cell- and

neuronal differentiation, synapse formation/plasticity, glutamatergic

Fig. 4. Spontaneous electrical activity of hNN- and rNN on MEA. Scatter plots of hNN (NDM/CINDA) and rNN differentiated for six weeks on MEAs. Plotted are the

(A) MFR, (B) MBR, (C) spikes per burst and (D) AEs, one dot represents the mean of one chip. Both hiNPC: n = 40 and rat: n = 43 at start of experiment. Black lines

represent the mean of all data points. *Significant to NDM, #significant within condition (p < 0.05). Note: For a better visualization all values between 0 and 0.1

were manually set to 0.1 so that the data points appear on the X-axis.
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neurons, GABAergic neurons, and radial glia (RG) differentiation (Ap-

pendix III) were compared between the in vitro and in vivo data sets. The

result indicates that in vivomore GO-terms are enriched, more genes are

generally regulated in each GO term and respective genes are mostly

stronger regulated in vivo than in vitro, yet transcriptomes of the in vitro

cultures reveal well-defined cellular differentiation processes (Fig. 7E,

Appendices II and III).

4. Discussion

Human hazard and risk assessment of potentially neurotoxic che-

micals is based on in vivo animal experiments (Bal-Price et al., 2008).

Those experiments are time and cost intensive and do not necessarily

reflect the human situation because of inter-species variations

(Leist and Hartung, 2013). Thus, alternative in vitro testing strategies

using human-based material are of special interest for neurotoxicity

testing (Coecke et al., 2006; Zuang et al., 2017). We previously estab-

lished the neural induction of hiPSC to hiNPC, cultured as 3D neuro-

spheres (Hofrichter et al., 2017) and now continued the work by

characterizing differentiating hiNPC for their ability of NN formation.

We composed the CINDA medium by adding agents to NDM, which

support (i) synapse formation, (ii) maturation of different neuronal

subtypes and (iii) spontaneous NN activity (Andres et al., 2008;

Belinsky et al., 2013; Dutta et al., 2015; Leipzig et al., 2010; Zhu et al.,

2012). Human cultures that differentiate over a time course of 28DIV

into neurons and astrocytes express NESTIN during the whole differ-

entiation time. Although NESTIN is down-regulated and replaced by

neurofilaments and GFAP during neuro- or gliogenesis in vivo

(Michalczyk and Ziman, 2005), as well as in the differentiating rat

cultures, it was reported by others that neurally differentiated hiNPC do

not down-regulate NESTIN over time (Pistollato et al., 2014;

Zagoura et al., 2017). In human stem cell-derived culture neurogenesis

occurs before astrogenesis (Nat et al., 2007; Liu and Zhang, 2011;

Yuan et al., 2011). Thus, the neuronal marker MAP2 already plateaus

after 7DIV with no differences between CINDA medium and NDM,

while it takes until 21DIV for the astrocyte marker AQP4 to reach

maximum expression. CINDA-NN seem to favor astrocyte differentia-

tion compared to NDM-NN as AQP4 is significantly higher expressed in

CINDA-NN compared to NDM-NN. In contrast, gfap expression already

levels after 7DIV in rNN followed by a continuous up-regulation of

map2 over the 28DIV. rNN are not produced from iPSC-derived NPC,

but are primary NPC prepared from rat postnatal day (PND) 1 pups.

These resemble a later developmental phase which might explain the

differences in timing (Baumann et al., 2014, Baumann et al., 2016,

Masjosthusmann et al., 2018a). Compared to the rat, human NDM-NN

express 25–100-fold less GFAP and CINDA-NN express little GFAP on

mRNA level, however, the immunostaining suggests the presence of

GFAP protein. One reason for this could be that astrocytes in hNN are

protoplasmic, which express far less GFAP than fibrous astrocytes

(Molofsky et al., 2012; Molofsky and Deneen, 2015). The significantly

stronger gfap expression in rNN is likely due to the presence of radial

glia in these cultures as suggested by their morphology. Molecular

analyses reveal the presence of pre- (SYN1) and post-synaptic (DLG4/

PSD95) structures as well as glutamate NMDA and AMPA receptors and

the GABAA receptor in developing NN with no differences between

NDM and CINDA medium. Despite receptor expression, glutamatergic

Fig. 5. Modifications of electrical activity by acute pharmacological treatment. Ratio of treatment/control of CINDA-NN and rNN treated with GABA [1 mM],

bicuculline [10 μM], glutamate [100 µM], AP5 [20 µM] and NBQX [10 µM]. Results are depicted as A) MFR, B) MBR and C) Spikes/Burst as mean+SEM. hiNPC:

n = 7–10, rNN: n = 6–10. D and E Representative 60 s SRP of hNN and rNN of baseline- and GABA (D) or bicuculline treatment (E). *Significant within condition (p

< 0.05).
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neurons seem to be absent in the cultures and neurons mainly seem to

be of GABAergic nature with presence of dopaminergic and cholinergic

neurons. Here, only TH expression was significantly higher expressed in

CINDA-NN on DIV14 compared to NDM-NN. Dopaminergic differ-

entiation might be promoted by cAMP in the CINDA medium

(Belinsky et al., 2013).

Only few groups have been analyzing electrical activity of hiPSC-

derived neural cultures on MEAs (Toivonen et al., 2013; Odawara et al.,

2014, 2016; Tukker et al., 2016; Hofrichter et al., 2017; Seidel et al.,

2017; Tukker et al., 2018; Izsak et al., 2019; Shimba et al., 2019). Some

studied spontaneous firing in hiPSC-derived pure neuronal cultures

(Toivonen et al., 2013) or in co-cultures with human (Tukker et al.,

2016, 2018) or rat astrocytes (Odawara et al., 2014; Seidel et al., 2017).

Astrocytes support neuronal function like signal transmission and ma-

turation, their presence should therefore be advantageous in vitro NN

(Clarke and Barres, 2013). However, when studying hNN, the use of

human instead of rat astrocytes is preferable (Oberheim et al., 2006;

Tjarnlund-Wolf et al., 2014). The differentiation protocol used in this

study yields hiPSC-derived neurons and astrocytes simultaneously. NN

differentiated in two different media, CINDA or NDM, lead to astrocyte

maturation and overall electrical network activity with a higher

number of AE, MBR and spikes/burst when cells were grown in CINDA

medium. Bursting activity is associated with enhanced synapse forma-

tion and long-term potentiation of neuronal connections (Maeda et al.,

1995; Lisman, 1997) indicating a certain degree of network maturity.

rNN were more mature than hNN during week 2–6, indicated by the

higher burst activities, possibly due to a faster development of this

species (Semple et al., 2013).

To test the functionality of neuronal receptors, we treated hNN,

grown in CINDA, and rNN with GABA or glutamate receptor agonists

and antagonists. Network data indicates presence of functionally active

GABAR that respond to GABA with NN inhibition in both species. In

contrast, glutamate receptors seem to be non-functional, as the ex-

citatory neurotransmitter glutamate did not increase spike frequency.

The small decrease in MFR upon glutamate treatment might be due to

astrocytic glutamate metabolism (Gegelashvili and Schousboe, 1998) to

glutamine that is then synthesized to GABA by GABAergic neurons in

the absence of glutamatergic neurons (Lujan et al., 2005; Walls et al.,

2015). That glutamatergic neurons are non-functional is further sup-

ported by a bicuculline treatment: As GABAR inhibitor, bicuculline

should increase the NN activity (Fukushima et al., 2016; Odawara et al.,

2014, 2016), which is not observed in this study. Very low mRNA

Fig. 6. Acute treatment of NN in mwMEAs with the shellfish toxin DA. (A) Representative phase-contrast images of hiNN on a singlewell- and multiwell-MEA

recording field. (B) Pie-diagram of the all wells of hiNN (blue, 72 wells, measured on day 18, 20 and 22) and rNN (red, 96 wells, measured on day 20 and 22) with

indication (color-code) of the numbers of AEs per well. (C) Acute treatment of hiNPC and rNN with DA. Mean+SEM of the spike rate [Hz] and the burst count

(number of total bursts) are plotted in percent of solvent control for the acute exposure time of 15 min. *significant to control (n = 3, p < 0.05). (D) Representative

15 min SRP of 1 µM DA of rNN and hiNN. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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expression of SLC17A7 (vGLUT1) supports these functional findings.

Antagonization of the glutamate receptors NMDA and AMPA with AP5

and NBQX, respectively, cause only small changes in hNN activity

levels. Presence of their gene products GRIN1 and GRIA1 as well as

their receptor proteins in combination with the functional data is in-

dicative of not fully matured glutamate receptors. Similar results were

(caption on next page)
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reported from Tang et al., 2013. Plating hiPSC-derived NPCs on laminin

for patch-clamp analyses revealed much larger GABA receptor currents

than glutamate receptor currents, while NMDA receptor currents were

very low in the examined time span of 60DIV. This was similar to

previous findings in rat embryonic neurons (Deng et al., 2007) making

the authors suggest an evolutionarily conserved role of GABA during

early neural development (Tang et al., 2013). However, rNN, which

resemble a later developmental stage compared to hNN, seem to possess

some functional NMDAR, as addition of AP5 strongly decreases network

activity. In the future, the differentiation of hiNPC into also glutama-

tergic neurons might be achieved by addition of the neurotrophic fac-

tors BDNF and GDNF (Izsak et al., 2019) or retinoic acid (Zhang et al.,

2013) to the CINDA medium.

It has been proposed that iPSC-derived cell models might be suitable

alternative models for future in vitro toxicological testings

(Jennings, 2015; Suter-Dick et al., 2015). Therefore, we adapted the NN

to a 24-well plate MEA testing format that allows higher throughput

testing than single well MEAs. Our data suggests that stability and re-

producibility of the multi-well MEAs is higher compared to single well

MEAs because the number of active chips and the percentage of AE is

higher in multi-well compared to single well MEAs. We used the

shellfish-toxin DA as a model compound for acute neurotoxicity testing

(Vassalo et al., 2017), which causes neuronal excitotoxicity, neuronal

degeneration and ultimately cell death (Magdalini et al., 2019;

Watanabe et al., 2011). SRP of both analyzed species indicate pattern

changes after acute DA exposure, yet only rNN display a significant

alteration of the total burst count at 1 µM. NN characterization suggests

an immature hNN glutamate receptor system, while rNN seem to pos-

sess at least some functional NMDAR that probably mediate the DA

effect on the burst count. In previous studies rNN from cortical cultures

responded to an acute treatment of 500 nM DA with a decrease of

network activity parameters (Hogberg et al., 2011; Wallace et al., 2015;

Vassallo et al., 2017), suggesting cytotoxicity of neurons due to hy-

perstimulation. The higher sensitivity of these cultures is probably due

to a higher maturity of primary rat neurons compared to rNN that were

differentiated from NPC in this study. So far, no data on DA treatment

of hNN in vitro is available. As recently shown, rNN grown on MEAs are

well suited for screening large amounts of neurotoxic compounds. This

is especially due to their low inter-experimental variability (Frank et al.,

2017; Shafer et al., 2019).

To compare the hNN in vitro system to developing brains in vivo, we

performed transcriptome analyses of hiPSC, hiNPC and further differ-

entiated NN at 5, 14 and 28 DIV. Different in vitro differentiation stages

clearly separate in the PCA analyses showing hiPSC differentiation

potential on a global gene expression level. Similar results were pub-

lished earlier e.g. for generating good manufacturing practice grade

hiNPC for therapeutic purposes (Rosati et al., 2018) as well as for

hiPSC-derived brain organoids (Amiri et al., 2018). The in vitro-in vivo

comparison relates DEX genes between 0 and 28DIV with DEX genes

between 6 and 12 weeks post conception from the previously published

data of in vivo prefrontal cortex samples (Kang et al., 2011). Of the 2837

DEX genes during early brain development in vivo, 868 are also regu-

lated in vitro indicating that as expected only a fraction of the neuro-

developmental processes that are regulated in the intact organ take

place in vitro. However, enriched GO-terms of the in vitro cultures reveal

presence of well-defined cellular differentiation processes.

5. Summary and conclusion

NN from hiNPC cultured as neurospheres consist of a co-culture of

neurons and astrocytes. Synapse-specific proteins, neuronal subtype-

specific receptors and enzymes are expressed and respective proteins

are present. While GABAR are shown to be functional, glutamate re-

lated receptors seem to be absent or lack maturity, which is a limitation

of this model. In contrast, at least the NMDAR seems to be functional in

rNN that are also responsive to GABA. The neuronal maturation

medium CINDA resulted in higher NN activity levels compared to NDM.

Formation of NN in this work relied on spontaneous, self-organized

hiNPC differentiation, maturation and synapse formation and is there-

fore highly variable. This is a critical hurdle for pharmacological or

toxicological applications. Use of multi-well MEAs compared to single

well MEAs seems to improve variability of MEA measurements, but

more optimizing work is needed before this system is ready for testing

application. Yet in the future GABAergic hNN grown in CINDA medium

might be useful as part of an in vitro battery for assessing neurotoxicity.
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1. Introduction

Ethical concerns, high costs, and low 
testing throughput have questioned the 
applicability of animal models in bio-
medical research and initiated a transi-
tion to the use of alternative human-based 
in vitro models. Moreover, experimental 
research revealed the restricted predictive 
power of animal experiments for humans, 
especially concerning the brain.[1] So far, 
2D cell culture models have been the 
main alternative to animal experiments, 
because they are relatively easy to handle, 
established in several functional assays, 
and scalable to high-throughput applica-
tions.[2] However, cells in 2D often elicit 
a nonphysiological cell morphology, there 
is a lack of tissue-specific structures and 
interactions as well as mechanical and bio-
chemical stimuli that influence cell prolif-
eration and differentiation.[3,4] Due to their 
more adequate representation of human 
physiology, 3D in vitro models gained 

For 3D neural cultures durable hydrogels are required, which persist over 

a long differentiation period and thus enable the maturation of neuronal 

networks (NN). Here, 3D models based on human induced pluripotent stem 

cell-derived neural progenitor cells that are embedded in hydrogels of either 

pure alginate or alginate functionalized with the extracellular matrix protein 

laminin 111 (L111) are established. This study analyzes material characteris-

tics such as porosity, L111 distribution and shear viscosity, cell compatibility 

of hydrogels by measuring viability and cytotoxicity, and neural function by 

monitoring cell migration, differentiation as well as NN formation and activity 

on multielectrode arrays. The addition of L111 increases neural migration and 

enhances differentiation into neurons and astrocytes as well as synaptogen-

esis in alginate hydrogels. NN formed in hydrogels are electrically active for 

up to 206 d and L111-supplementation further increases electrical activity, 

network maturation, and synchronicity compared to 2D controls and NN 

grown in pure alginate hydrogels. L111 addition to alginate gels further accel-

erates recovery of electrical activity after blockage of sodium channels with 

tetrodotoxin. In conclusion, NN grown in alginate-L111 hydrogel blends are 

promising models for future long-term applications in disease modeling, drug 

or chemical evaluation.
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increasing attention in biomedical research. They have been 
implicated as novel preclinical and toxicological test systems 
and are being developed for regenerative medicine. 3D models 
can be divided into nonengineered models such as neuro-
spheres and organoids as well as engineered models containing 
scaffolds, which are composed of different materials with dis-
tinct mechanical properties.[4–6] The addition of bioactive mole-
cules to hydrogel blends, such as the extracellular matrix (ECM) 
component laminin 111 (L111), positively affected proliferation, 
migration, and differentiation of neural progenitor cells (NPCs) 
into neural cells and the elongation of neurons in vitro.[7–13] 
In addition, interactions between laminin molecules and the 
hydrogel matrix influence the density, pore size, and stiffness 
of the gel.[9]

Depending on the analysis method and brain region, the 
human brain has a shear modulus between 0.4 and 1.4 kPa, 
making it the softest tissue of the human body.[14,15] Several 
in vitro studies on rodent and human cell models demon-
strated that especially hydrogels with low elastic moduli favor 
neuronal differentiation and neurite outgrowth.[16–19] More-
over, co-culture studies with neurons and astrocytes indicated 
that glial differentiation is supported by substantially higher 
elastic moduli than neuronal differentiation.[20–23] Godbe et  al. 
even demonstrated with human induced pluripotent stem cell 
(hiPSC)-derived neurons that dopaminergic neurons require a 
softer matrix (storage modulus of 0.05 kPa) than other beta-III 
tubulin (TUBB3)-positive neurons.[24] These cell-type-specific 
requirements in vitro complicate the co-cultivation of various 
neuronal subtypes together with glial cells, which is essential 
for an adequate representation of physiological and functional 
neural networks (NN).[25–28]

The electrophysiological analysis of NN is a key measure 
of neuronal function.[29,30] For this purpose, microelectrode 
arrays (MEAs) have been established as a reliable method, e.g., 
for neurotoxicological research applications with good intra- 
and interlaboratory reproducibility.[31,32] First established with 
rodent cells, in the last years, more and more laboratories suc-
cessfully developed NN formation assays based on human cell 
sources such as human embryonic stem cells (ESCs) and, more 
recently, hiPSCs.[33,34] Moreover, in an attempt to better repre-
sent human brain physiology, first electrophysiologically active 
scaffold-based 3D models have been developed.[35–38] However, 
long-term MEA cultures of more than 35 d have not been per-
formed in 3D hydrogels so far, which is too short for generating 
synchronized neuronal network activities.[39,40]

For the first time, we established 3D models of hiPSC-derived 
neural progenitor cells (hiNPCs) in alginate hydrogels on MEAs 
and differentiated them into electrically active NN over an 
extended period of 206 d. We chose alginate as matrix material 
because it is biocompatible, its mechanical properties can be 
adjusted to match the elastic modulus of human brain tissue, 
and it is suitable for long-term culture.[16,41–43] To increase the 
bioactivity of the matrix we further supplemented the hydrogel 
with L111 because it was reported to enhance neurite outgrowth 
and differentiation.[7,44] We added L111 in different concentra-
tions (0.0025%, 0.005%, and 0.01%) to the 1% alginate matrix 
and investigated effects on cell viability, migration as well as 
neuronal and glial differentiation. To assess the functionality 

of the formed NN, we recorded the electrical activity for up to  
206 d (> 6 months) by using MEAs and compared the perfor-
mance to respective hiPSC-derived 2D neural cultures.

2. Results

2.1. Addition of L111 Influences Pore Formation and Viscosity 
Behavior of Alginate Hydrogel Blends

To characterize the microstructural and rheological properties 
of the different alginate hydrogels, pore formation, viscosity, 
and L111 distribution were examined. The microstructures of 
alginate and alginate–L111 hydrogel blends were analyzed using 
scanning electron microscopy (SEM). Pores were present in all 
hydrogel blends, yet their size decreased with increasing L111 
concentration (Figure 1A). However, due to their high mag-
nification, only microstructural characteristics and no larger 
pore structures can be examined. Rheological characterization 
revealed that increasing L111 concentrations gradually decrease 
the viscosities of uncrosslinked gels at shear rates between 0.1 
and 1 s−1 (Figure  1B). The elevated flow consistency index (K) 
underlines this observation (Table 1). In addition, L111 supple-
mentation was found to reduce the shear thinning behavior of 
the mixture as indicated by the increasing flow behavior index 
(n). The L111 distribution within the 1% A–0.01% L111 hydrogel 
blend was monitored by confocal laser scanning microscopy 
(CLSM). The fluorescence of the antibody-stained L111 and the 
reflection of alginate revealed aggregate formation of L111, how-
ever, these aggregates were evenly distributed throughout the 
whole hydrogel blend (Figure 1C).

2.2. Alginate Hydrogel Blends Are Suitable for Differentiation 
of hiNPCs

After ensuring that the alginate–L111 hydrogel blends form a 
homogenous matrix for the cells, we pursued two strategies to 
laden the different hydrogels with hiNPCs. First, hiNPC neu-
rospheres were embedded in alginate hydrogels to enable the 
formation of interconnected micro-tissues with high cell den-
sities. Second, in view of a possible bioprinting application, 
singularized hiNPCs were embedded in hydrogels (Figure 2A). 
To examine the cytocompatibility of alginate and alginate–L111 
hydrogel blends, cell viability, and cytotoxicity were measured. 
Cell viability of embedded hiNPC neurospheres and single 
cells was confirmed by Alamar Blue assay on days 1, 7, and 
14 (Figure 2B,D). As controls, hiNPC neurospheres and single 
cells were seeded directly on poly-d-lysine (PDL)/L111 (2D) and 
embedded in Matrigel. The resorufin fluorescence of the 2D 
cultures measured on day 1 was set to 100%. The viability of 
embedded neurospheres in alginate hydrogels on day 1 was 47% 
(1% A), 48%  (1%  A–0.0025% L111), 43% (1% A–0.005% L111), 
and 41% (1% A–0.01% L111). A cultivation time of 14 d, however, 
increased cell viability up to 59% (1% A), 63% (1% A–0.0025% 
L111), 64% (1% A–0.005% L111), and 64% (1% A–0.01% L111). 
Viability of embedded singularized hiNPCs was 60% (1% 
A), 62% (1% A–0.0025% L111), 65% (1% A–0.005% L111),  
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and 63% (1% A–0.01% L111) on day 1 and decreased to 32% (1% 
A), 39% (1% A–0.0025% L111), 37% (1% A–0.005% L111), and 
39% (1% A–0.01% L111) on day 14. The relatively low viability 
was most likely not caused by impaired cell function, but due to 
insufficient diffusion of the resorufin during the Alamar Blue 
assay since the hydrogels exhibited higher fluorescence than 
the medium supernatant. Cytotoxicity of the hydrogels was 

assessed by measuring lactate dehydrogenase (LDH) release 
on day 1 (Figure  2C,E). As a reference, the LDH leakage of 
lysed cells was set to 100%. Cytotoxicity in 1% alginate and 1% 
alginate–L111 hydrogel blends was comparably low for neu-
rospheres and singularized hiNPCs and did not exceed 20% 
except for Matrigel-embedded hiNPCs (27%).

2.3. Supplementation of Alginate Hydrogels with L111 Leads to 
the Fusion of Neurospheres

Both single cell (cells migrating out of the sphere core) and 
neurosphere motility (whole spheres merging within the hydro-
gels) were assessed with live-cell imaging during the first day 
of cultivation (Figure 3A,B; Videos S1 and S2, Figure S2, Sup-
porting Information). Laminin presence determined initial 
cell and neurosphere motility. Single cells from neurospheres 

Figure 1. Material characterization of alginate and alginate–L111 hydrogel blends. A) SEM of freshly prepared hydrogels after fixation with glutaralde-
hyde. Samples were dehydrated in an ascending ethanol series followed by critical point drying in liquid CO2. B) Rheological characterization of pure 
(1% A) and L111 supplemented (0.0025%–0.01% L111) alginate solutions. Shear viscosity was measured using a rotary rheometer with a plate-cone 
setup and plotted as a logarithmic function of shear rate. C) Confocal laser scanning microscopy (CLSM) analysis of the hydrogel structure visualizes 
the L111 distribution. Hydrogels (1% A and 1% A–0.01% L111) were fixed with paraformaldehyde and incubated with antibodies against L111 (green 
dots, Alexa488). Pictures were taken in transmission (top row), reflection (middle), and fluorescence (bottom) mode. A, alginate; L111, laminin 111.

Table 1. Flow behavior (n) and flow consistency indexes (K) of native 
and L111-supplemented alginate.

1% alginate + L111

0.0000% 0.0025% 0.005% 0.01%

n 0.82 0.92 0.92 0.96

K [mPa s] 45.07 25.31 25.22 21.09
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embedded in 1% alginate without L111 were motile because 
they appeared in the space between the spheres, however, the 
spheres themselves showed no clear movement (Figure  3A). 
In contrast,  0.01%  L111 supplementation to 1% alginate gels 
facilitated entire neurospheres to move towards each other and 
fusing within less than 2 h (Figure 3B). To visualize the interac-
tion between neurospheres and hydrogel scaffold after longer 
embedding times, SEM was performed after 14 d of cultiva-
tion. Neurospheres were embedded and adhered to the alginate 
hydrogels regardless of the presence of L111. Pseudopodia or 
potential axonal or dendritic structures were also present in all 
hydrogel conditions (Figure 3B).

2.4. L111 Promotes Differentiation into GFAP-Positive Astrocytes

Previous studies showed that hiNPC neurospheres cultivated in 
2D on PDL/L111 matrices or in 3D in ADA-GEL or Alginate/
Gellan Gum/Laminin hydrogel blends differentiate into neu-
rons and astrocytes.[7,13,33] To assess the cell type composition 
within the pure alginate and alginate–L111 hydrogel models, we 
performed immunocytochemical staining and CLSM analyses 
of hiNPC neurospheres differentiated for 14 d in 1%  alginate 
with and without 0.0025%, 0.005%, and 0.01% L111. Neuro-
spheres in all hydrogel conditions expressed the neuronal 
markers TUBB3 and MAP2 (Figure 4A; Figures S3 and S6, 

Figure 2. Cytocompatibility of pure alginate and alginate–L111 hydrogel blends. A) Experimental setup: Neurospheres were chopped to 0.1 mm and 
either embedded directly in alginate and alginate–L111 hydrogel blends or singularized with accutase before embedding. B,D) Viability of embedded 
hiNPC neurospheres and single cells, respectively. Resazurin reduction to resorufin was measured on days 1, 7, and 14. Data are shown as mean ± 
SEM as percent of respective 2D cultures on day 1 (n = 3 with 4 technical replicates, p ≤ 0.05). C,E) Cytotoxicity analyses by measuring LDH release on 
day 1 after cell-laden hydrogel preparation with hiNPC neurospheres and single cells, respectively. Shown are mean ± SEM as percent of lysis control 
(n = 3 with 4 technical replicates, p ≤ 0.05). A, alginate; L111, laminin 111.
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Supporting Information). However, L111 promoted neuronal 
outgrowth thus increasing connections between the individual 
spheres. Within these connecting strands, TUBB3- and MAP2-
positive structures were clearly distinguishable from each other 

(Figure 4A, enlargements 1 and 2). The astrocytic marker GFAP 
was expressed in all alginate hydrogels but most prominently 
in the blend containing the highest L111 concentration (1% algi-
nate–0.01% L111, Figure 4B,C). This indicates a positive effect of 

Figure 3. Motility of embedded neurospheres in pure or laminin L111-supplemented hydrogel blends. A) Live-cell bright field image analysis of neu-
rospheres 24 h after embedding into 1% alginate and 1% alginate–0.01% L111 hydrogel blends. Cells detached from the spheres and built connecting 
paths in both hydrogels. Whole spheres only moved in alginate hydrogel blends supplemented with L111 (yellow arrow). Images show time-lapse 
pictures with an interval of 15 minutes between each. Representative original videos from the time period 24–42 h can be found in Videos S1 and S2 
(Supporting Information). B) Scanning electron microscopy (SEM) of alginate hydrogels with embedded neurospheres after 14 d of differentiation. A, 
alginate; L111, laminin 111.
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L111 on glial differentiation. In contrast to TUBB3, which was 
mainly expressed within the interconnecting strands, GFAP-
positive cells were also found within the spheres.

2.5. Differentiated Neurons Express Synaptic Proteins

As a prerequisite for electrically active neuronal networks, neu-
rons must be connected via synapses for chemical signal trans-
mission. Synapse formation of hiNPC-derived neurons in 3D 
alginate gels was analyzed by immunocytochemical stainings 
of the presynaptic marker synapsin 1 (SYN1) and the postsyn-
aptic marker PSD95 after 14 d of differentiation. Both proteins 
were expressed in hiNPC-derived neurons in pure as well as 
in L111-supplemented alginate hydrogel blends with a higher 
abundance of SYN1 in the 1% A–0.01% L111 gel blends. While 

SYN1 was mainly located at the neuronal strands between neu-
rospheres, PSD95 was localized within the neurospheres for the 
pure alginate gels and additionally at neurite bundle intercon-
nection points for the L111 supplemented hydrogels (Figure 5;  
Figure S4, Supporting Information).

2.6. L111 Promotes Alginate-Based 3D-NN Formation and 
Maturation

To investigate the functionality of the 3D-NN derived from 
hydrogel-embedded hiNPCs, electrical activity was measured 
using multiwell microelectrode arrays (mwMEAs, Figure 6; 
Figure S5, Supporting Information). For this purpose, sin-
gularized hiNPCs were embedded in 1% alginate (1%  A) or 
1% alginate–0.01% L111 (1% A–0.01% L111) gel blends. Human 

Figure 4. L111 supports neuronal outgrowth and astrocyte differentiation of hiNPC neurospheres cultured in 3D. Confocal laser scanning microscopy 
of immunostained neurospheres differentiated in alginate and alginate–L111 hydrogels for 14 d. Specimens were immunostained for TUBB3 (red, 
Alexa546) and A) MAP2 (green, Alexa488) or B) GFAP (green, Alexa488). Nuclei were counterstained with Hoechst (blue). Representative maximum 
intensity projections are shown. C) Quantification of GFAP fluorescence intensity. Shown are mean ± SEM of two to three pictures with five ROI each 
(p ≤ 0.05). A, alginate; L111, laminin 111.
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iNPCs cultivated in 2D on PDL/L111 served as controls. The 
2D controls were performed with two different cell numbers: 
i) cell numbers comparable to our previously published data 
(2D, Nimtz et al., 2020), ii) same cell numbers as used for the 
hydrogels, which is ten times higher than 2D (10*2D). NN 
formed under 10*2D and 1% A–0.01% L111 conditions showed 
spontaneous electrical activity after 14 d of differentiation. 
While the adherent cells stayed active, the NN differentiated in 
1% A–0.01% L111 were inactive for the following 10 d until they 
were active again on day 24. The NN formed under the other 
two conditions (2D and 1% A) were first electrically active on 
day 16. Both 2D controls (2D and 10*2D) had more active elec-
trodes than the 3D-NN, especially during the first two months 
of culture. The 2D control stopped its spiking activity after 
108 d because cells started to detach from the mwMEA sur-
face. The remaining NN stayed active until differentiation 
day 178 (10*2D), and 206 (1%  A and 1%  A–0.01%  L111). For 
the first 5 months, the mean firing rates (MFR) were similar 
in all conditions, but the MFR of the 1%  A–0.01%  L111-NN 
increased steadily thereafter and exceeded the activity of the 
10*2D-NN and the 1% A-NN significantly after six months 
in culture. While the 10*2D-NN exhibited higher burst rates 
than both 3D-NN during two and six months of cultivation, 
the extent of spikes contributing to a burst differed, which is 
a sign of a more mature network. More precisely, in the first 
2 months, the 10*2D-NN had significantly more spikes con-
tributing to individual bursts, however, from month 4 on, both 
3D-NN exhibited higher amounts of spikes contributing to 
bursts. Network bursts only occur in mature and synchronized 
NN. Their rate was highest in 1%  A–0.01%  L111 NN, while 
they were hardly present in the other conditions emphasizing 

that this hydrogel blend provides optimal conditions for NN 
maturation.

2.7. L111 Supplementation of Alginate Hydrogels Allows Faster 
Recovery from Tetrodotoxin (TTX) Exposure

Next, we applied the voltage-gated sodium channel (VGSC) 
blocker TTX (0.5 and 1 × 10−6 m) to the matured networks 
(10*2D, 3D–1% A, and 3D–1%  A–0.01%  L111) on day 128 for 
30 min, followed by a washout for studying acute effects on 
the NN as well as their recovery. In NN grown in 2D (10*2D) 
and in 3D–1% A hydrogels, the electrical activity (wMFR) was 
completely blocked with 0.5 × 10−6 m TTX, whereas for the 
3D–1% A–0.01% L111 NN total blockage of the electrical activity 
required 1 × 10−6 m TTX (Figure 7). The NN activities were 
measured again after 1, 8, and 11 d after the washout to study 
recovery from the TTX treatment. The 10*2D-NN were not 
active after 11 d (Figure  7), but regained activity 15 d after the 
TTX treatment and washout (Figure 6). Recovery of the 3D-NN 
was faster in comparison to 2D-NN with restored activity after 
8 d. Supplementation of hydrogels with L111 accelerated the 
recovery even further, leading to first NN activity already after 
one day. Here, enhanced performance was observed regarding 
all four measured parameters regarding electrical activity 
(wMFR), burst behavior (burst rate, spikes in bursts), and net-
work behavior (network burst rate, Figure 7A). It is to note that 
the baseline electrical activity of NN grown in 3D with L111 
is much higher and more robust than without L111. Our data 
on TTX-treated NN indicate that the electrical activity meas-
ured using the MEA technology is based on VGSC activity. 

Figure 5. hiNPC-derived neurons differentiated in alginate hydrogels express both pre- and postsynaptic markers. Neurospheres were embedded 
into the indicated hydrogels, differentiated for 14 d, and immunostained for TUBB3 (red, Alexa546) and either synapsin 1 (SYN1, green, Alexa488) or 
PSD95 (green, Alexa488). The nuclei were counterstained with Hoechst (blue). Representative maximum intensity projections of z-stacks are shown. 
A, alginate; L111, laminin 111.
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We observed that sodium transients measured as spikes are 
stronger when cells are grown in hydrogels in 3D compared 
to 2D and that 3D-NN have a shorter recovery time after 
VGSC blockage than 2D-NN, especially when L111 is added 
to the hydrogels. The synchronicity of the 3D-NN completely 
depended on L111 supplementation.

3. Discussion

Historically, in vitro cell models were based on 2D cultures 
grown on flat glass or plastic surfaces, which might be coated 
with ECM proteins to improve cell adhesion.[45] However, 
recent studies indicate that an artificial 2D environment alters 
the cell’s physiological properties.[46] This understanding initi-
ated the development of 3D cell cultivation techniques, which 
better resemble the physiological cell environment and enable 
complex cell–cell and cell–matrix interactions.[45–47] For neural 
models, hydrogels with a low modulus of elasticity and high 
water content are ideal 3D matrices mimicking human brain 
tissue.[4] Here, we demonstrate that alginate hydrogels supple-
mented with L111 facilitate the formation of electrically highly 
active and synchronous neuronal networks, which can be culti-
vated for up to 206 d in multiwell MEA plates.

L111 supplementation only caused minor microstructural and 
rheological alterations of the matrix material (Figure 1), slightly 
decreasing the pore network compared to native alginate, due 
to the increased polymer content present in the bulk volume. 
The decreasing flow consistency index (K) indicates a reduced 
zero shear viscosity of the alginate–L111 hydrogel blends. At 
the same time, the flow index (n) was trending toward 1 in the 
blend, which exhibited almost Newtonian flow behavior, com-
pared to shear thinning, native alginate. Ultimately, the even 
distribution of fluorescence-labeled L111 (Figure 1C) underlines 
the successful and homogenous integration of the biopolymer 
with the surrounding polysaccharide matrix.

A prerequisite for the applicability of a hydrogel blend for 3D 
cell culture models is continuous cell survival after the embed-
ding process. To determine, whether the alginate hydrogels 
fulfill this requirement of cytocompatibility for our hiNPCs 
single-cell and neurosphere cultures, cell viability and cytotox-
icity were assessed over a time course of 14 d and compared 
to 2D cultures. While cytotoxicity was neither observed in the 
2D nor the 3D cultures over a time course of 14 d, viability was 
reduced in the 3D compared to the 2D models. Most likely, this 
is due to insufficient diffusion of the assay reagents through 
the hydrogel and thus rather a technical issue than a result of 
reduced cytocompatibility. In line with that, alginate hydrogels 

Figure 6. Alginate-L111 hydrogel blends facilitate long-term electrical activity and synchronicity of neuronal networks for over six months. Singularized 
hiNPCs were seeded directly (2D, 10*2D), or embedded in 1% alginate hydrogels without (1% A) or with L111 (1% A–0.01% L111) onto L111-coated 
mwMEAs. Cells were cultivated in differentiation medium for up to 206 d. The neural network activities were evaluated by comparing A) mean firing rate 
(MFR), B) burst rate, C) percentages of spikes contributing to a burst, and D) network burst rate. Each data point represents the mean of all electrodes 
of one well with n = 24–36 for each month (month 1–6) or n = 6 (month 7). A, alginate; L111, laminin 111; MFR, mean firing rate.
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are amongst the most frequently used 3D matrices and their 
biocompatibility has been confirmed in various studies.[16,48,49] 
Since we observed optimal cell motility and functionality of 
the NN, we conclude that alginate-based hydrogels support 
the cultivation of the hiNPC-based cell models in 3D. The cells 
and spheres differentiated in Matrigel showed similar viability 
compared to the alginate blends, however, with much higher 
standard deviation. In addition, singularized cells grown in 
Matrigel showed significantly increased LDH release. For these 
reasons, as well as high batch-to-batch variability and unknown 
compositions of various growth factors and other proteins, 
the following experiments were only carried out with alginate 
hydrogels.[50–52]

Functionalization of the 1% alginate hydrogels with L111 
further promoted neurosphere motility and sphere fusion. We 
showed that time laps microscopy uniquely enables tracing of 
sphere movement and to the best of our knowledge, this is the 
first description of this phenomenon. We further hypothesize 
that the observed sphere movement is distinct from other cel-
lular movements like neurite outgrowth and cell migration that 
can be observed in hiNPC cultures at later time points. Binding 
of the ECM protein laminin by cell membrane-associated integ-
rins is crucial for cell migration and differentiation during brain 
development.[53,54] Integrins are heterodimeric surface proteins 
consisting of a α and β subunit, whereas the α3, α6, α7, β1, 
and β4 subunits are responsible for laminin binding.[11,55] We 

Figure 7. Hydrogel supplementation with L111 accelerates the recovery of NN activity after tetrodotoxin (TTX) treatment. TTX was applied to neuronal 
networks (NN) developed in 2D (10*2D), 1% alginate (1% A), and 1% alginate–0.01% L111 (1% A–0.01% L111) on differentiation day 128. A–D) min./
max. box plots of the indicated measurement parameters upon TTX treatment and after recovery for the indicated days. Each dot represents one elec-
trode. E+F) Representative spike trains of the NN electrical activity without treatment (baseline) and after treatment with 1 × 10−6 m TTX. A, alginate; 
B, Baseline; L111, laminin 111; TTX, Tetrodotoxin, wMFR, weighted mean firing rate.

Adv. Mater. Interfaces 2022, 2200580



www.advancedsciencenews.com

© 2022 The Authors. Advanced Materials Interfaces published by Wiley-VCH GmbH2200580 (10 of 15)

www.advmatinterfaces.de

recently demonstrated the significance of β1-integrin-L111 
interactions for the adhesion and migration of primary human 
NPCs.[56–58] In addition, the beneficial effect of L111 regarding 
cell migration, neuronal and glial differentiation was shown 
with diverse neural cell models cultivated in 2D and 3D.[9–11,59,60] 
Among L111, other laminin isoforms (e.g., L511 and L521) and 
short binding motifs of the laminin protein (e.g. IKVAV) pro-
mote cell viability, neural cell migration, and neuronal differ-
entiation.[8,61–66] Alginate–L111 blends further supported the 
differentiation of our hiNPC-derived neural cultures. Although 
all embedded hiNPCs differentiated into NN expressing neu-
ronal (TUBB3), astrocytic (GFAP), pre- (SYN1), and postsyn-
aptic (PSD95) markers, L111 clearly supported neuronal con-
nectivity—represented by enhanced staining for TUBB3, SYN1, 
and PSD95—and astrocyte differentiation (GFAP). Further 
experiments have to clarify whether the enhanced glial differen-
tiation is caused by the biological activity of L111 itself or by the 
altered microstructural, rheological, or viscoelastic properties of 
the blend. For instance, the microarchitecture, pore size, and 
relaxation behavior were shown to impact gene expression and 
thereby activate specific differentiation patterns.[9,67,68]

The increased expression of the synaptic markers SYN1 and 
PSD95 observed in hiNPCs differentiated in L111-supplemented 
hydrogels endorsed us to further investigate NN function-
ality. Having future biofabrication applications in mind, e.g., 
3D-bioprinting, a so-called bioink comprising single hiNPC 
within hydrogel blends was prepared.[69,70] Alginate-embedded 
singularized cells developed into functional NN, which were 
active for at least 206 d. Whereas 2D culture-derived NN were 
functional after two weeks of differentiation and up to 95% 
electrodes were active per well, the 3D cultures took three to 
four weeks to develop with about half the number of active 
electrodes compared to 2D cultures. This is in line with obser-
vations made with hydrogel-embedded hESCs[38] and can 
be explained by the direct contact of the 2D culture neuron 
monolayer with the electrodes, whereas in hydrogels, neurons 
are distributed in all three dimensions, which results in less 
cells with direct contact to the electrodes. Nevertheless, even-
tually also hydrogel-embedded hiNPCs had contact with suf-
ficient numbers of electrodes and ultimately exhibited higher 
mean firing and burst rates than 2D cultured neural networks. 
L111 supplementation increased these two parameters even fur-
ther, thus improving the functionality of the NN. Our observa-
tions are in line with studies on the 3D cultivation of rodent 
cells, which also showed increased mean firing and burst rates 
compared to respective 2D controls.[35–37] Moreover, the addi-
tion of L111 to alginate hydrogels resulted in a more mature 
bursting pattern and a higher synchronicity of the networks, 
which can be explained by the laminin-dependent promotion 
of neuronal differentiation[10,63] and synapse formation (present 
study). In rodent models, laminin improved synaptic activity 
since depletion or blocking of integrin β1 impaired long-term 
potentiation.[71–73] In our study, L111 supported glial differentia-
tion into GFAP-positive astrocytes as well as expression of pre- 
and postsynaptic markers already after 14 d of differentiation. 
If the accelerated astroglia differentiation contributes to the 
maturation of neurons by regulating synaptogenesis (synapse 
formation, elimination, and function) as well as axonal growth 
and guidance,[74–82] or if the enhanced neuronal maturation 

is a direct consequence of the L111, merits further investiga-
tions. So far, recent 2D neural in vitro studies, where neurons 
co-cultivated with astrocytes are electrically more active and 
show a more mature bursting pattern than neurons grown 
in absence of astrocytes,[26,83,84] promote the first hypothesis. 
Comparing the neuronal network activities achieved with our 
optimized alginate/L111 protocol to previously generated 2D 
in vitro hiPSC-derived NN reveals an up to ten times higher 
MFR.[25,26,39,40,85] Only two other studies achieved comparable 
high MFR values with 2D cultivated hiPSC-derived NN,[84,86] 
however, they used other cell lines, different cell culture media 
and protocols, and a different MEA recording system. To our 
knowledge, we are the first to study hiPSC-derived hydrogel-
based 3D-NN on MEA. The here reported hiPSC-derived NN 
are well suited not only for studying neuronal network activity 
but also NN synchronicity, a crucial readout for neuronal net-
work function.[87–90] Most importantly, the consistent high elec-
trical activity of the 3D models over a cultivation period of 206 d  
(30 weeks) is unique. So far, only two other studies reported 
comparable cultivation periods of 2D cultivated hiPSC-derived 
cerebral cortical neurons on MEAs (34  weeks)[39] and 3D cul-
tivated hiPSC-derived NN analyzed with calcium imaging  
(36 weeks).[91] Long-term cultures will increase the applicability 
of in vitro NN in disease modeling and long-term low con-
centration exposure studies of drugs or toxins. In addition to 
planar MEAs, as used in our study, various 3D MEA models are 
currently being developed. Although they differ in their design, 
the aim is to measure electrical signals in the Z dimension and 
improve applicability for 3D hydrogel cultures.[92–94]

To determine the involvement of VGSCs in the electrical 
activities recorded by the MEAs, we challenged matured NN 
with the sodium channel blocker TTX (0.5 and 1.0 × 10−6 m) on 
day 128 of differentiation. Independent of the culturing condi-
tions, TTX completely blocked NN activity as observed previ-
ously in NN generated from rat cortical cells, neurons/astro-
cytes co-cultures (iCell), hESCs, hiPSCs, blood-derived induced 
NPCs (BD-iNPCs), and hESC-derived cerebral organoids.[95–101] 
After washing out the TTX, we observed a particularly fast 
recovery of electrical activity in NN embedded in alginate with 
0.01% (w/v) L111, which is a further advantage of L111 supple-
mentation in hydrogels. In line with this, Gopalakrishna and 
co-workers reported a neuroprotective effect of soluble L111 and 
its peptide, YIGSR, in rat PC-12 cells.[102] They hypothesized 
that binding to the 67 kDa laminin receptor (67LR) causes inter-
nalization of L111 and activation of adenylyl cyclase (AC), thus 
increasing intracellular cAMP concentrations. Whether L111 
bound to alginate triggers a similar effect in differentiating 
hiNPCs remains to be investigated. Another explanation for 
the faster regeneration of the NN activity in presence of L111 
might be the increased number of astrocytes in the 1%  algi-
nate–0.01%  L111 hydrogel blends. Since it was shown, that 
rodent astrocytes prevent neuronal cell death upon TTX expo-
sure by releasing neuroprotective factors.[103–109] As these obser-
vations were derived from different cell systems concerning 
species and cell origin, it is only speculative if this mechanism 
is also responsible for the higher TTX resistance of neurons in 
hiNPC-derived alginate/L111 3D cultures. However, it is likely 
that the noncovalently incorporated L111 is no longer present 
after 128 d. This tends to support our second hypothesis, since 
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differentiation into astrocytes was initiated early in culture, as 
shown by immunocytochemistry after 14 d of differentiation.

Overall, our observations concerning the L111 supplemen-
tation of hydrogels support beneficial in vitro effects of this 
molecule reported in previous studies. For example, alginate/
gellan gum/laminin hydrogel blends support differentiation 
and spontaneous calcium transient generation of hiNPC.[13] 
The addition of laminin to methylcelluose hydrogel cultures 
enhanced migration of murine primary neurospheres[10] and 
supplementation of alginate dialdehyde-gelatin (ADA-GEL) 
hydrogels with L111 increased the number of migrated hiNPC-
derived neurospheres.[7]

4. Conclusion

By functionalization of alginate hydrogels with the ECM pro-
tein L111, we were able to differentiate hiPSC-derived NPCs 
into multicellular tissue-like structures that generate highly 
functional NN, which are suitable for long-term studies. L111 
not only promoted the migration of cells and expression of 
synaptic markers as a prerequisite for electrical activity, it fur-
ther increased differentiation into astrocytes, thereby further 
indirectly supporting neuronal function. Electrophysiological 
analyses confirmed a matured neuronal bursting behavior, 
long-term activity and increased synchronicity of the networks 
formed in L111-supplemented alginate hydrogels, thus high-
lighting the higher degree of network maturation. Moreover, 
L111 accelerated the recovery of network activity after blockage 
of VGSC by TTX treatment. By refining 3D cultivation tech-
niques for hiPSC-derived neural cells, we were able to con-
tribute to the establishment of human-based in vitro methods 
according to the 3R principles.[110] Application of such methods 
for long-term neural cultivation is manifold in biomedical sci-
ence ranging from disease modeling to drug development and 
toxicity testing.

5. Experimental Section

Preparation of Hydrogels: Laminin-111 (L111, 0.1% w/v in Tris-buffered 
saline, #L2020, Sigma-Aldrich, St. Louis, MO) was added to 3% (w v−1 
in water) BlueDrop alginate (#BD-003, Black Drop Biodrucker GmbH, 
Aachen, Germany) and mixed with CINDA differentiation medium (see 
Table S1, Supporting Information) to obtain the desired final hydrogel 
blends of 1%  alginate and 0–0.01% (w/v) L111 (1% A, 1% A–0.0025% 
L111, 1% A–0.005% L111, 1%, A–0.01% L111). The volumes for preparing 
50 µL hydrogel are listed in Table S2 (Supporting Information). 
Scaffolds (50 µL/well) were ionically crosslinked by the addition of 90 × 
10−3 m CaCl2 (#1023780500, Sigma-Aldrich, St. Louis, MO) for 5 min  
at room temperature (RT) and afterward washed twice with DPBS 
(#14040, ThermoFisher Scientific, Waltham, MA) (Figure S1, Supporting 
Information).

Rheological Characterization: The rheological behavior of uncrosslinked 
native and L111 supplemented alginate hydrogels was analyzed using a 
rotational rheometer (Kinexus Pro+, Malvern Instruments, UK). For each 
experiment, a sample volume of 1.2 mL was gently pipetted on the upper 
plate of the device. The opposing 4° cone-plate (PL6550905 SS, Malvern 
Instruments) was slowly lowered into the gel until a gap of 23.6 µm 
between the tip of the cone and the plate was reached. Excessive gel 
rests or gas bubbles were trimmed using a silicone spatula. The shear 
viscosity was measured during a shear rate sweep ranging from 0.01 

to 70 s−1. The measurements were conducted at 37 °C (±0.17 °C). Each 
experiment was repeated three times (n  = 3). To illustrate the results, 
shear viscosity was plotted over the logarithmic function of the applied 
shear rate. Finally, the flow consistency and flow behavior indexes were 
calculated from the plotted curve as described previously.[111]

Scanning Electron Microscopy: Hydrogel samples were washed with 
PBS (#L1825/L1835, Biochrom, Berlin, Germany) and fixed with 3% 
glutaraldehyde (#G5882, Sigma-Aldrich, St. Louis, MO) in PBS for 
1  h at RT, and stored at 4  °C until drying. Dehydration was achieved 
by incubation of gels in ascending ethanol series followed by critical 
point drying in liquid CO2. Prior to SEM imaging using the FEI-Philips 
XL30 ESEM FEG, a 12.5 nm palladium/gold (Science Services, Munich, 
Germany) film was deposited on the insulating surfaces using Leica EM 
SCD500 high vacuum sputter coater to avoid sample charging.

Cell Culture: All cells were maintained under humidified conditions 
at 37  °C and 5% CO2. hiPSC culture and neural induction were 
performed as described earlier.[33,112] In brief, hiPSCs were purchased 
(iPS(IMR90)-4; WiCell, Madison, USA) and cultivated on Matrigel-coated 
dishes (hESC-qualified matrix, LDEV-free, #354277, Corning, NY) in 
mTeSR1 medium (#05850, StemCell Technologies, Cologne, Germany). 
After preincubation with 10 × 10−6 m ROCK-inhibitor (Y-27632, #1254, 
Tocris Biosciences, Bristol, UK) in mTeSR1 medium for 1  h, hiPSC 
colonies were fragmented with a StemPro EZPassage tool (#23181010, 
ThermoFisher Scientific, Waltham, MA), transferred onto a poly(2-
hydroxyethyl methacrylate)-coated dish (30 mg mL−1, #P3932, Merck, 
Darmstadt, Germany) and cultured in neural induction medium (see 
Table S1, Supporting Information) supplemented with 10 × 10−6 m ROCK-
inhibitor. Half of the medium was changed three times per week. Upon 
first medium change, ROCK inhibitor was omitted from the medium. 
Seven days after the start of the induction, 10 ng mL−1 recombinant 
human FGF (#233-FB, R&D Systems, Minneapolis, MN) were added 
to the culture medium. Upon day 21, formed neurospheres (hiNPC, 
hiPSC-derived neural progenitor cells) were cultivated in proliferation 
medium (see Table S1, Supporting Information). Spheres were chopped 
approximately every week to 0.25 mm using a McIlwain Tissue Chopper 
(Ted Pella, Redding, CA).

Preparation of Cell-Laden Hydrogels and Neural Differentiation: Either 
single cells or 0.1 mm freshly chopped spheres were embedded into 
alginate hydrogels at a density of 1 × 107  cells mL−1 or 5000 spheres 
mL−1. For 2D controls, surfaces were coated with PDL (17 µg cm−2 on 
a multiwell plate, 35 µg cm−2 on glass; #P0899) and L111 (2  µg cm−2 
on a multiwell plate, 4.5 µg cm−2 on glass; #L2020, both Sigma-Aldrich, 
St. Louis, MO) and 500,000 cells or 500 freshly chopped spheres were 
seeded onto the coated surfaces. Single NPCs were generated by 
accutase treatment (#A1110501, ThermoFisher Scientific, Waltham, 
MA) of chopped 0.1 mm spheres. L111 (0.1% w/v in Tris-buffered 
saline) was added to 3% (w/v) alginate and vortexed. Single cells or 
sphere suspensions in CINDA differentiation medium were added to 
the hydrogel solution and carefully resuspended to mix all components 
and reach a final concentration of 1% (w/v) alginate and 0%, 0.0025%, 
0.005%, or 0.01% L111 (e.g., 1% A–0.01% L111) and 1 × 107 cells mL−1 or 
5000 spheres mL−1. The desired volumes for preparing 50 µL hydrogel 
are listed in Table S2 (Supporting Information). The resulting hydrogel 
cell suspensions were added into wells of a 96-well plate (50  µL/well) 
and ionically crosslinked by the addition of 90 × 10−3 m CaCl2 for 5 min 
at RT. After repeated rinsing in DPBS (#14040, ThermoFisher Scientific, 
Waltham, MA), CINDA medium was added and the cell-laden hydrogels 
were cultivated at 37 °C and 5% CO2 until analysis. Half of the medium 
was changed twice a week.

Cell Viability Assessment: Cell viability was measured by the ability 
of living cells to reduce resazurin to fluorescent resorufin using the 
CellTiter-Blue Assay (#G8080, Promega, Madison, WI) according to 
manufacturer’s instructions. After 2 h incubation time the fluorescence 
was measured with the Tecan infinite M200 Pro reader (ex: 540 nm; em: 
590 nm). For background correction, cell culture medium without cells 
was subtracted. The relative fluorescence unit (RFU) was calculated as 
percent of the 2D control on day 1. Three independent experiments with 
NPCs from two independent neural inductions were used.
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Cytotoxicity Assessment: Cytotoxicity was assessed by measuring 
LDH release into the medium using the CytoTox-ONE Homogeneous 
Membrane Integrity assay (#G7890, Promega, Madison, WI). LDH 
release was determined by a coupled enzymatic reaction that results in 
the reduction of resazurin to resorufin. As control, cells were lysed by 
adding Triton-X-100 (#T8787, Sigma Aldrich) to the culture medium for 
10 min at 37 °C and 5% CO2 to reach a final concentration of 0.2% (v/v). 
The resorufin fluorescence was measured with the Tecan infinite M200 
Pro reader (ex: 540 nm; em: 590 nm) and shown as percent of the lysis 
control. NPCs from two independent neural inductions were used for 
three independent experiments.

Live-Cell Imaging: Neurospheres were embedded and cultivated 
as described in the previous section in a 96-well plate (#89626, Ibidi, 
Gräfelfing, Germany). Four samples per condition were analyzed using 
a high content screening microscope (Evos FL Auto2, Life Technologies, 
Carlsbad, CA), focusing on selected embedded spheres to visualize 
movement of cells or spheres over a time period of 42 h in brightfield 
mode using the objective PL FL 4× LWD PH, 0.13 NA.

Confocal Laser Scanning Fluorescence Microscopy: To analyze L111 
presence and distribution, CLSM (TCS SP8, Leica Microsystems, 
Wetzlar, Germany) using the objective HC PL APO CS2 63×/1.40 OIL 
was performed with excitation at 488 nm and emission at 525–700 nm. 
Hydrogels were fixed in 4% paraformaldehyde (#P6148, Sigma-Aldrich, 
St. Louis, MO) in DPBS at 37 °C for 2 h and washed three times with 
PBS. Samples were blocked with 1% BSA/PBS for 4 h at RT and then 
incubated with anti-L111 (1:1000, rabbit polyclonal, #ARG10736, Arigo Bio) 
overnight at 4 °C. Samples were rinsed three times with PBS for 20 min 
at RT and subsequently incubated with anti-rabbit-Alexa488 (1:500, goat, 
#R37116, Invitrogen) in 1% BSA/PBS overnight at 4 °C. Hydrogels were 
washed three times in PBS and stored in PBS at 4  °C until analysis. 
For immunostaining of neuronal networks, cell-laden hydrogels were 
rinsed in prewarmed DPBS and fixed in 4% (w/v) paraformaldehyde/
DPBS at RT for 2 h. Samples were incubated overnight at 4 °C in anti-
TUBB3 (1:200, rabbit polyclonal, Sigma Aldrich, #T2200), anti-glial 
fibrillary acidic protein (GFAP) (1:200, mouse monoclonal, Merck, 
#MAB3402), anti-microtubule-associated protein 2 (MAP2) (1:500, 
mouse monoclonal, Sigma, #M4403), anti-Synapsin 1 (SYN1) (1:100, 
monoclonal mouse, Synaptic Systems, #106011), or anti-postsynaptic 
density protein 95 (PSD95) antibody (1:100, rabbit monoclonal, Abcam, 
#ab76115) in 10% (v/v) goat serum (#G9023)/0.1%  (v/v) Triton X-100 
(#T8787, all Sigma-Aldrich, St. Louis, MO)/PBS. After washing with 
PBS three times for 2  h at RT, specimens were incubated overnight at 
4  °C in anti-rabbit-Alexa546 (1:500, #A11010, Invitrogen), anti-mouse-
Alexa488 (1:500, Thermo Fisher Scientific, #A11001), and 1% Hoechst 
(bisBenzimide H33258, Sigma Aldrich, #B1155) in 2% goat serum/
PBS. Afterward, samples were washed three times with PBS at RT for 
2 h and directly imaged by CLSM using the objectives HC PL FLUOTAR 
5 × /0.15 DRY, HC PL APO CS2 10−/0.40 DRY, and HC PL APO CS2  
20 × /0.75 DRY. Maximum intensity projections of recorded z-stacks 
were constructed using Fiji Image J 1.52p.[113]

Quantification of Fluorescence Intensity: The expression of GFAP and 
MAP2 was analyzed using Fiji ImageJ (Version 1.53q). In each picture, five 
circular regions of interest (ROI) for background and for GFAP or MAP2 
expression were measured. The corrected total cell fluorescence (CTCF) 
was calculated with following formula and as described earlier:[114] CTCF  
=  Integrated density − (Area of ROI*Mean fluorescence of backround).

MEA Recordings and Analyses: Extracellular recordings of neuronal 
activity were performed using mwMEAs in a 24-well plate format with 
12 electrodes/well (PEDOT on glass surface, 30 µm electrode diameter, 
300 µm spacing; Multi Channel Systems/MCS, Reutlingen, Germany, 
#24W300/30G-288). mwMEAs were coated with PDL (15.41 µg cm−2) for 2 d  
at 4 °C, then washed with sterile water and layered with L111 (1.81 µg cm−2)  
for additional 2 d at 4 °C. Wells were rinsed once with DPBS and dried. 
Freshly chopped 0.1  mm neurospheres were accutase treated, and 
the cell suspension was prepared and incubated at 37  °C in CINDA 
differentiation medium (see Table S1, Supporting Information). For the 
2D controls, 50 000 (2D) or 500 000 (10*2D) cells in 50 µL differentiation 
medium were pipetted as one single drop directly onto the electrode 

field. In analogy, 50 µL hydrogels, 1% alginate, and 1% alginate–0.01% 
L111 (w/v) containing single cells at a density of 1 × 107 cells mL−1, were 
placed onto the electrodes. Six wells were seeded with 2D and 10*2D 
controls or hydrogels/condition obtaining 72 recording channels/
condition. CINDA medium (see Table S1, Supporting Information) 
was changed once a week and recording was performed once or twice 
each week for 30 min using the Multiwell-Screen (MCS) program, with 
only the last 20 min being analyzed. On days 127, 128, 149, and 177 the 
recording time was only 15 min. The recording was performed using a 
sampling rate of 20 000 kHz, second-order Butterworth high-pass filter 
of 300 Hz, and fourth-order Butterworth low-pass filter of 3500 Hz.  
Analysis was run on the software Multiwell-Analyzer 1.7.1.0 (MCS) 
using 300 Hz high-pass and 3500 Hz low-pass filters. Spike detection 
threshold was set to a signal amplitude of 10 segments at 500 ms ± 
5 standard deviations and a channel was considered as active when at 
least 5 spikes min−1 ( = 0.0833 Hz) were detected. Bursts were defined 
when a minimum of four spikes occurred within a duration of 50 ms. 
Neuronal network activity was defined as at least three electrodes 
bursting synchronously. Pharmacological treatment was performed 
with 0.5 and 1 × 10−6 m TTX, Sigma, #T8024, CAS 4368-28-9) on day 
128. Baseline, first concentration-response (0.5 × 10−6 m), and second 
concentration-response (1 × 10−6 m) of the compound were recorded for 
15 min and the whole recording was analyzed as described earlier. Before 
each measurement, there was a waiting period of 15 min to allow the 
TTX to equilibrate. The MEA parameters, number of active electrodes, 
MFR, burst rate, percentage spikes in burst, and network burst rate were 
analyzed. The first parameters refer to individual electrodes, while the 
network burst parameter includes all electrodes of the well and allows 
statements about the synchronicity of the network and hence network 
quality and maturation. For analyzing the NN activity over time, all 
electrodes of one well, and for evaluating the TTX treatment only active 
electrodes with a higher firing activity than 0.0833 Hz during the baseline 
measurement were included.

Statistics, Graphics, and Software: Unless otherwise stated data 
evaluation and statistical analyses were performed in GraphPad Prism 
8 for Windows (GraphPad, USA). Shown is the arithmetic mean of the 
acquired parameters of independent experiments ± standard error of the 
mean. Cytotoxicity, GFAP, and MAP2 quantification data were analyzed 
using one-way ANOVA and viability data were analyzed using two-way 
ANOVA. The significance cut-off was set to p ≤ 0.05. Image analysis was 
performed using Fiji ImageJ.[115] Plots and graphics were imported into 
Adobe Illustrator CC 2019 to generate vector graphic files.
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Supplementary Table 1. Cell culture media compositions. 

 Proliferation medium Differentiation medium 
CINDA

Basic medium:
DMEM high glucose/Ham’s F12 (2:1 ratio, #31966-021/ #31765-027, Thermofisher Scientific, 

Waltham USA),
1 % Penicillin-Streptomycin (#15140-122, Thermofisher Scientific, Waltham USA),

2 % B27™ supplement (serum



1 % N2 supplement (100x, 
#17502-048, Thermofisher 
Scientific, Waltham USA), 
20%(v/v) KnockOut™ 
Serum Replacement (#10828-
028, Thermofisher Scientific, 
Waltham USA),
0.2 % human recombinant 
epidermal growth factor 
(EGF, #PHG0313, 
Thermofisher Scientific, 
Waltham USA),
10µM SB-431542 hydrate 
(#S4317, Sigma-Aldrich, 
Taufkirchen Germany),
0.5µM LDN-193189 
hydrochloride (#SML0559, 
Sigma-Aldrich, Taufkirchen 
Germany). 

0.2 % human recombinant 
epidermal growth factor 
(EGF, #PHG0313, 
Thermofisher Scientific, 
Waltham USA),
    



 



1 % N2 supplement (100x, 
#17502-048, Thermofisher 
Scientific, Waltham USA), 
5 mM creatine monohydrate 
(#C3630, Sigma-Aldrich, 
Taufkirchen Germany),
100 U mL-1 human 
recombinant interferon-γ 
(#300-02, Peprotech, 
Hamburg Germany),
20 ng/mL human recombinant 
neurotrophin-3 (#450-03, 
Peprotech, Hamburg 
Germany),
300 µM N6,2´-O-
Dibutyryladenosine 3´,5´-
cyclic monophosphate sodium 
salt (Dibutyryl cAMP, 
#D0260, Sigma-Aldrich, 
Taufkirchen Germany),
   

 



Supplementary Table 2. Volumes for preparing 50 µl alginate blends. 

1% A 1% A – 
0.0025% 

L111

1% A + 
0.005% 

L111

1% A – 
0.01% 
L111

Alginate (3 % ) 16,67 µl 16,67 µl 16,67 µl 16,67 µl
Laminin 111 (0.1 % w v-1) - 1.25 µl 2.5 µl 5 µl
Differentiation medium CINDA 
(with or without cells/spheres)

33.33 µl 32.08 µl 30.83 µl 28.33 µl



Supplementary Figure 1. Size and form of alginate hydrogels crosslinked in a 96-
well plate. The hydrogel (1% alginate) was manufactured as described in the methods part. 
Briefly, 50 µl alginate was added into one well of a 96-well plate and 5 min ionically 
crosslinked with CaCl2 at RT. The CaCl2 was removed and the hydrogel was washed twice 
with DPBS. (A, B) For better visualization of the prepared hydrogel, it was transferred to a 
microscopy slide. (C) The cultivation area of a 24-well MEA plate (0.32 cm2) is similar to the 
area of a 96-well plate (0.29 cm2). (D) The prepared hydrogel with a volume of 50 µl covers 
the culture area of a 24-well MEA plate completely. Scale bar = 10 mm. 



Supplementary Figure 2. Cell movement analyses of neurospheres embedded in pure 
alginate or alginate-L111 hydrogel blends. Time lapse video analysis in bright field to analyse 
cell movement and neurosphere fusion. Shown are representative images at the start of 
recording and after 9 h. 





Supplementary figure 3: Quantification of MAP2 expression in different hydrogel 
blends. Shown is the fluorescence intensity as corrected total cell fluorescence as mean 

SEM of 3 to 5 pictures with 5 ROI each. 
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Abstract: The currently accepted methods for neurotoxicity (NT) testing rely on animal studies.
However, high costs and low testing throughput hinder their application for large numbers of
chemicals. To overcome these limitations, in vitro methods are currently being developed based on
human-induced pluripotent stem cells (hiPSC) that allow higher testing throughput at lower costs.
We applied six different protocols to generate 3D BrainSphere models for acute NT evaluation. These
include three different media for 2D neural induction and two media for subsequent 3D differentiation
resulting in self-organized, organotypic neuron/astrocyte microtissues. All induction protocols
yielded nearly 100% NESTIN-positive hiPSC-derived neural progenitor cells (hiNPCs), though with
different gene expression profiles concerning regional patterning. Moreover, gene expression and
immunocytochemistry analyses revealed that the choice of media determines neural differentiation
patterns. On the functional level, BrainSpheres exhibited different levels of electrical activity on
microelectrode arrays (MEA). Spike sorting allowed BrainSphere functional characterization with the
mixed cultures consisting of GABAergic, glutamatergic, dopaminergic, serotonergic, and cholinergic
neurons. A test method for acute NT testing, the human multi-neurotransmitter receptor (hMNR)
assay, was proposed to apply such MEA-based spike sorting. These models are promising tools not
only in toxicology but also for drug development and disease modeling.

Keywords: hiPSCs; organoids; neural induction; neural differentiation; brain; in vitro; neural
network; BrainSphere; multielectrode arrays (MEA); PARC

1. Introduction

The currently accepted methods for neurotoxicity (NT) testing rely on animal studies.
These are defined in the OECD test guidelines (TG) 418, 419, and 424 [1–3]. The draw-
backs of these TG studies are their resource intensities regarding money and time, their
high variability, their lack of mechanistic understanding, and their uncertainties due to
species differences [4,5]. Such species specificities between humans and rodents decrease
confidence in TG neurotoxicity testing as the human brain holds unique features [6,7]. The
human uniqueness of the brain is also reflected in the high attrition rates in central nervous
system-related drug development when moving from preclinical research to clinical drug
applications in humans [8,9]. Species-specific differences in pharmacokinetics and pharma-
codynamics are one reason for this poor human prognosis [10]. Moreover, there is a lack
of human-relevant neural disease models that also contributes to the high drug attrition
rate [11].

One of the main arguments for a paradigm change in human health risk assessment,
however, is the low testing throughput that has been leading to a large number of untested
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chemicals in our exposome [12]. There is international consensus that current testing needs
cannot be satisfied by animal guideline studies. Hence, regulatory agencies, industry, and
academia are currently promoting a change to mechanism-based new approach method
(NAM)-based next-generation risk assessment (NGRA) [13–17]. NGRA aims at replacing
apical endpoints measured in animals via broad biological coverage NAMs that establish
a point-of-departure (POD) based on compounds’ bioactivities, and comparison of those
PODs with exposure measures or their predictions, e.g., via physiological-based kinetic
modeling [18]. Uncertainties can be quantified using probability assessment [19]. NAMs
should address both general cellular targets and targets specific to the function of the
investigated organ system. Therefore, each method should be carefully examined for the
presence or absence of biological processes in order to thereby characterize a suitable appli-
cation domain (fit-for-purpose models) that is best defined by applying model substances or
performing case studies [20,21]. Since in vitro systems cannot represent an entire organism,
they should be contextualized, e.g., in an integrated approach for testing and assessment
(IATA) [13].

Since the nervous system is a very complex organ, it can be disrupted via a plethora
of modes-of-action (MoAs) involving amongst other neurotransmitter receptors and ion
transporters [22]. In general, these MoA affect neuronal function and communication by
inhibiting neurotransmitter synthesis or degradation, increasing or preventing neurotrans-
mitter release, blocking neurotransmitter receptors, or interfering with the multiple ion
channels [23–27]. Effects on neuronal function can be assessed by recording extracellular
local field potentials of cultured neurons on microelectrode arrays (MEAs), thus providing
functional readouts for neurotoxicity assessment [28]. Therefore, data on spike-, burst- and
network synchronicity-related parameters are generated [29]. MEAs have already been
successfully used for acute neurotoxicity studies with rodent cell cultures and genetically
engineered human induced pluripotent stem cell (hiPSC)-derived neurons and human
astrocytes [30–37]. Brain regions, neuronal subtypes, and individual neuronal units were
not evaluated in these studies. However, this is of particular importance regarding disease
modeling and drug screening, especially for diseases that only affect certain cell types, such
as Parkinson’s disease (PD, dopaminergic neurons), or brain regions, such as Huntington’s
disease (striatum) [38,39].

The reprogramming of somatic cells into hiPSCs [40,41] opened up new ways to gener-
ate self-organized human in vitro neural networks (NN) via ectodermal and further mixed
culture (neuronal and glia) differentiation [42]. To date, a plethora of 2D and 3D neural
induction and differentiation protocols are available that can be applied fit-for-purpose [43].
One promising way to neurally induce hiPSC in 2D and 3D cultures is dual SMAD in-
hibition, which induces neuroectodermal differentiation by altering bone morphogenic
protein (BMP) and transforming growth factor beta (TGFβ)1 signaling pathways [44–46].
Subsequent neural differentiation of hiPSC-derived neural progenitor cells (hiNPC) into
neurons and glial cells in vitro is performed with different neurotrophic factors and de-
privation of growth factors such as EGF [47–54]. Medium composition in the stem cell
differentiation process is critical [55]. For example, we recently showed that the addition of
creatine monohydrate, interferon-γ, neurotrophin-3, dibutyryl-cAMP, and ascorbic acid
enhances neuronal electrical activity [56]. Two-dimensional protocols for neural induction
and differentiation are highly efficient and reproducible due to the even distribution of the
provided media supplements; however, they lack formation of a complex three-dimensional
morphological architecture and cell–cell-contacts [45,57,58]. Brain organoid cultures over-
come this drawback by containing morphological organization; however, they require
long differentiation periods beginning from 1 up to 9 months and show high variability
between specimens [59,60]. Spheroid cultures, such as BrainSpheres, allow more complex
cytoarchitecture than monolayer cultures and form more cell–cell contacts than 2D cultures.
Moreover, they need shorter differentiation times than organoids, are less variable and are
hence suitable for medium-throughput testing in neurotoxicity studies, drug development,
or disease modeling [56,57,61–68].
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In this study, we compared the molecular and functional consequences of applying six
different cell culture medium protocols for BrainSphere generation by gene and protein
analyses as well as MEA recordings. As a reference for gene expression, 35-day differen-
tiated SynFire cells (NeuCyte, Mountain View, CA, USA), which represent a mixed cell
population of hiPSC-derived glutamatergic and GABAergic as well as primary human
astrocytes, were used. In addition, we set up a MEA-based NAM for acute neurotoxicity
testing by using spike sorting.

2. Materials and Methods

2.1. Cultivation of hiPSCs

To guarantee high-quality pluripotent cells, we banked our hiPSCs in a two-tiered pro-
cess containing a fully characterized master cell bank (MCB) and a partially characterized
working cell bank (WCB) as described in the work of Tigges et al., 2021 [69]. The characteri-
zation of the cells includes assays regarding cell morphology and identity, pluripotency,
karyotype stability, antigen and gene expression, viability, mycoplasma contamination,
and post-thaw recovery. In this work, the hiPSC line IMR90 (clone 4, WiCell, Madison,
WI, USA) was used and cultivated under humidified conditions at 37 ◦C and 5% CO2.
The cells were grown on laminin (5 µg/mL, #LN521, Biolamina, Sundbyberg, Sweden)-
coated 6-well plates in iPS-Brew XF medium (#130-104-368, Miltenyi Biotech, Bergisch
Gladbach, Germany) supplemented with 1% Penicillin/Streptomycin (#P06-07100, PAN
Biotech, Aidenbach, Germany). The medium was replaced on 6 out of 7 days per week,
and on the 7th day, the cells received the double amount of medium (“double feed”). The
hiPSC colonies were passaged with 0.5 mM EDTA (#15575020, Thermo Fisher Scientific,
Waltham, MA, USA), performing ‘colony-splitting’.

2.2. Neural Induction of hiPSCs into Human-Induced Neural Progenitor Cells (hiNPCs)

For each neural induction protocol, hiPSC-colonies were dissolved using the Gentle
Cell Dissociation Reagent (#100-0485, Stemcell Technologies, Vancouver, BC, Canada) for
10 min at 37 ◦C and 5% CO2. After centrifugation (300× g, 10 min), the cell pellet was
resuspended in the respective neural induction medium and the cells were seeded with a
cell density of 2 × 106 cells per well and cultivated under humidified conditions at 37 ◦C
and 5% CO2. During the neural induction, the cells were fed on 6 out of 7 days per week,
and on the 7th day, the cells were fed with twice the amount of medium.

2.2.1. 2D-NIM Protocol

The 2D-NIM protocol was adapted from our previously published 3D neural induction
protocol (NIM; refs. [56,70]) and modified as followed to achieve a 2D culture. The neural
induction medium consists of two parts DMEM (high glucose, #31966021, Invitrogen,
Carlsbad, CA, USA) and one part Ham’s F12 Nutrient Mix (#31765027, Invitrogen, Carlsbad,
CA, USA) supplemented with 1% Penicillin/Streptomycin (#P06-07100, PAN-Biotech,
Aidenbach, Germany), 2% B-27™ supplement (50×, serum-free, #17504044, Invitrogen,
Carlsbad, CA, USA), 1% N-2 supplement (100×, #17502048, Thermo Fisher Scientific,
Waltham, MA, USA), 20 ng/mL recombinant human EGF (#PHG0313, Gibco, Grand
Island, NY, USA), 20% Knockout Serum Replacement (#10828028, Thermo Fisher Scientific,
Waltham, MA, USA), 10 µM SB-431542 (#S4317, Sigma-Aldrich, St. Louis, MO, USA), and
0.5 µM LDN-193189 hydrochloride (#SML0559, Sigma-Aldrich, St. Louis, MO, USA). After
the above-described singularization, the hiPSCs were transferred to a polyethyleneimine
(PEI, 0.1%; #181978, Sigma-Aldrich, St. Louis, MO, USA)-laminin (15 µg/mL; #LN521,
Biolamina, Sundbyberg, Sweden)-coated 6-well plate and cultivated in 2D-NIM medium
supplemented with 10 µM Y-27632 (only for the first 24 h after passaging; #HB2297, Hello
Bio, Bristol, UK). On days 12 and 17, hiNPCs were passaged by enzymatic dissociation
with Accutase (#07920, Stemcell Technologies, Vancouver, BC, Canada) for 10 min at 37 ◦C
and 5% CO2 and transferred to a new PEI-laminin-coated 6-well plate. From day 12, the
cells were cultivated in neural progenitor medium based on 2D-NIM medium without
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the dual SMAD inhibitors SB-431542 and LDN-193189 and supplemented with 20 ng/mL
recombinant human basic FGF (#233-FB, R&D Systems, Wiesbaden, Germany) and 10 µM
Y-27632 (only for the first 24 h after passaging). On day 21, hiNPCs were singularized
with Accutase and frozen in neural progenitor medium containing 10% dimethyl sulfoxide
(DMSO, #A994.1, Carl-Roth, Karlsruhe, Germany) and 10 µM Y-27632.

2.2.2. GNEIB Protocol

The GNEIB neural induction protocol published by Hyvärinen et al., 2019 and Shi
et al., 2012 was applied with minor changes [46,48]: The hiPSC-colonies were singular-
ized as described above and resuspended in GNEIB neural induction medium based in
one part DMEM/F-12 (#31331028, Gibco, Grand Island, NY, USA) and one part Neu-
robasal™ medium (#21103049, Gibco, Grand Island, NY, USA) supplemented with 1%
Penicillin/Streptomycin (#P06-07100, PAN-Biotech, Aidenbach, Germany), 1% B-27™ sup-
plement (50×, serum-free, #17504044, Thermo Fisher Scientific, Waltham, MA, USA),
0.5% N-2 supplement (100×, #17502048, Thermo Fisher Scientific, Waltham, MA, USA),
0.5 mM GlutaMAX™ supplement (#35050061, Thermo Fisher Scientific, Waltham, MA,
USA), 0.5% MEM non-essential amino acids (100×, #11140050, Thermo Fisher Scientific,
Waltham, MA, USA), 2.5 µg/mL insulin (#I9278, Sigma-Aldrich, St. Louis, MO, USA),
50 µM beta-mercaptoethanol (#31350010, Thermo Fisher Scientific, Waltham, MA, USA),
10 µM SB-431542 (#S4317, Sigma-Aldrich, St. Louis, MO, USA), and 100 nM LDN-193189
hydrochloride (#SML0559, Sigma-Aldrich, St. Louis, MO, USA). The cells were transferred
onto a poly-L-ornithine (PLO, 100 µg/mL; #P4957, Sigma-Aldrich, St. Louis, MO, USA)-
laminin (15 µg/mL; #LN521, Biolamina, Sundbyberg, Sweden)-coated 6-well plate and
10 µM Y-27632 (#HB2297, Hello Bio, Bristol, UK) were added for the first 24 h. On days 12
and 17, hiNPCs were passaged with Accutase (#07920, Stemcell Technologies, Vancouver,
BC, Canada) and transferred to a new PLO-laminin-coated plate. From day 12, the hiNPCS
were cultivated in neural progenitor medium based on GNEIB medium without SB-431542
and LDN-193189, supplemented with 20 ng/mL recombinant human basic FGF (#233-FB,
R&D Systems, Wiesbaden, Germany) and 10 µM Y-27632 (only for the first 24 h after
passaging). On day 21, hiNPCs were singularized with Accutase for 10 min at 37 ◦C and
5% CO2 before they were frozen in neural progenitor medium supplemented with 10%
dimethyl sulfoxide (DMSO, #A994.1, Carl-Roth, Karlsruhe, Germany) and 10 µM Y-27632.

2.2.3. Stemdiff Protocol

The Stemdiff protocol was performed using the STEMdiff™ SMADi Neural Induction
Kit (#08581, Stemcell Technologies, Vancouver, BC, Canada) according to the manufac-
turer’s protocol with minor modifications. Briefly, the hiPSC colonies were singularized as
described above and resuspended in STEMdiff™ Neural Induction Medium supplemented
with STEMdiff™ SMADi Neural Induction Supplement and 1% Penicillin/Streptomycin
(#P06-07100, PAN-Biotech, Aidenbach, Germany). The cells were transferred to a PLO
(15 µg/mL; #P4957, Sigma-Aldrich, St. Louis, MO, USA)-laminin (10 µg/mL; #L2020,
Sigma-Aldrich, St. Louis, MO, USA)-coated 6-well plate with 10 µM Y-27632 (only for the
first 24 h after passaging; #HB2297, Hello Bio, Bristol, UK). The cells were passaged on day
6 using Accutase (#07920, Stemcell Technologies, Vancouver, BC, Canada) and transferred
to a new PLO-laminin-coated 6-well plate with a cell density of 1.5 × 106 cells per well.
On day 12, the hiNPCs were singularized with Accutase and frozen in STEMdiff™ Neural
Progenitor Freezing Medium (#05838, Stemcell Technologies, Vancouver, BC, Canada)
containing 10 µM Y-27632 (#HB2297, Hello Bio, Bristol, UK).

2.3. Thawing of hiNPCs

The vials of hiNPCs were quickly thawed in the palms of the hand and each vial
containing 4 × 106 cells was directly diluted in 10 mL of the respective neural progenitor
medium with 10 µM Y-27632 (#HB2297, Hello Bio, Bristol, UK). After centrifugation (300× g,
5 min), the cell pellet was resuspended in the respective neural progenitor medium with
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10 µM Y-27632 (#HB2297, Hello Bio, Bristol, UK). The cells of one frozen cryovial were
divided into three wells of a coated 6-well plate. The medium was replaced daily without
the addition of Y-27632 (2D-NIM and GNEIB protocol) or with 10 µM Y-27632 (Stemdiff
protocol).

2.4. Formation of BrainSpheres

On day 4 after thawing, the hiNPCs were singularized with Accutase for 10 min at
37 ◦C and 5% CO2 (#07920, Stemcell Technologies, Vancouver, BC, Canada) and centrifuged
(300× g, 10 min). After the cell pellet was resuspended in the respective neural progenitor
medium with 10 µM Y-27632 (#HB2297, Hello Bio, Bristol, UK), 2 × 106 cells were trans-
ferred into one well of a new 6-well plate (#83.3920, Sarstedt, Nürmbrecht, Germany) in
4 mL medium. Sphere formation took place in a gyrical shaking incubator (#LT-XC, Kuhner
Shaker GmbH, Basel, Switzerland) at 140 rpm, 12.5 mm diameter, 37 ◦C, 5% CO2, and
85% humidity for 7 days. On day 7, to equalize the size of the hiNPC spheres, they were
chopped to 250 µm (McIlwain tissue chopper, Mickle Laboratory Engineering Co., Ltd.,
Guildford, UK) as described previously [71].

2.5. Neural Differentiation

For neural differentiation, the BrainSpheres were chopped to 250 µm (McIlwain tis-
sue chopper, Mickle Laboratory Engineering Co. LTD., Guildford, UK) and transferred
to neural differentiation medium CINDA+ or Electro. CINDA+ consists of two parts
DMEM (high glucose, #31966021, Invitrogen, Carlsbad, CA, USA) and one part Ham’s
F12 Nutrient Mix (#31765027, Invitrogen, Carlsbad, CA, USA) supplemented with 1%
Penicillin/Streptomycin (#P06-07100, PAN-Biotech, Aidenbach, Germany), 2% B-27™ Plus
supplement (#A3582801, Thermo Fisher Scientific, Waltham, MA, USA), 1% N-2 supple-
ment (#17502048, Thermo Fisher Scientific, Waltham, MA, USA), 650 µg/mL creatine
monohydrate (#C3630, Sigma-Aldrich, St. Louis, MO, USA), 5 ng/mL human recombinant
interferon-y (IFN-y, #300-02, Peprotech, Hamburg, Germany), 20 ng/mL human recom-
binant neurotrophin-3 (#450-03, Peprotech, Hamburg, Germany), 20 µM L-ascorbic acid
(A5960, Sigma-Aldrich, St. Louis, MO, USA), and 3 mM N6,2′-O-Dibutyryladenosine 3′,5′-
cyclic monophosphate sodium salt (cAMP, #D0260, Sigma-Aldrich, St. Louis, MO, USA).
The Electro medium consists of 1:1 DMEM/F-12 (#31331028, Gibco, Grand Island, NY, USA)
and Neurobasal medium electro (#A14098-01, Gibco, Grand Island, NY, USA) supple-
mented with 1% Penicillin/Streptomycin (#P06-07100, PAN-Biotech, Aidenbach, Germany),
1% B-27 supplement electro (#A14097-01, Gibco, Grand Island, NY, USA), 0.5% N-2 sup-
plement (100×, #17502048, Thermo Fisher Scientific, Waltham, MA, USA), 0.5 mM Glu-
taMAX™ supplement (#35050061, Thermo Fisher Scientific, Waltham, MA, USA), 0.5%
MEM non-essential amino acids (100×, #11140050, Thermo Fisher Scientific, Waltham,
MA, USA), 2.5 µg/mL insulin (#I9278, Sigma-Aldrich, St. Louis, MO, USA), 50 µM beta-
mercaptoethanol (#31350010, Thermo Fisher Scientific, Waltham, MA, USA), 20 ng/mL
recombinant human brain derived neurotrophic factor (BDNF, #450-02, Peprotech, Ham-
burg, Germany), 10 ng/mL recombinant human glial cell line-derived neurotrophic factor
(GDNF, #212-GD-010, R&D Systems, Wiesbaden, Germany), 500 µM cAMP (#D0260, Sigma-
Aldrich, St. Louis, MO, USA) and 200 µM L-ascorbic acid (#A5960, Sigma-Aldrich, St. Louis,
MO, USA). The BrainSpheres were differentiated in a shaking incubator (#LT-XC, Kuhner
Shaker GmbH, Basel, Switzerland) at 37 ◦C, 5% CO2, 85% humidity, 140 rpm (12.5 mm
diameter) for 1, 2, or 3 weeks, and half of the medium was replaced twice a week.

2.6. Neural Differentiation on Microelectrode Arrays (MEA)

To access the neuronal electrical activity, the BrainSpheres were plated on 96-well
multielectrode arrays (MEA, #M768-tMEA-96B, Axion Biosystems, Atlanta, GA, USA)
after 3 weeks, 2 weeks, 1 week, or without 3D differentiation under constant shaking in
CINDA+ or Electro differentiation medium. The MEA was coated with specific matrices for
each differently generated and differentiated BrainSphere (see Supplementary Table S1).
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After coating with the respective matrix, one BrainSphere was placed in the middle of
each well of the MEA, except for BrainSpheres generated with the GNEIB protocol and
differentiated in Electro differentiation medium. Here, three BrainSpheres were placed per
well as they were smaller in size. The BrainSpheres were fed twice per week by replac-
ing half of the differentiation medium. Supplementary Figure S5B shows representative
placements of the BrainSpheres on the MEAs after 3 weeks of 3D-differentiation and a
further 3 weeks differentiated on the MEAs. The neuronal electrical activity was recorded
twice per week, and BrainSpheres were acutely exposed to L-glutamate (50 µM), DL-2-
Amino-5-phosphonovaleric acid (AP5, 50 µM), and NBQX disodium salt (NBQX, 50 µM),
bicuculline (3 and 10 µM), picrotoxin (5, 10 and 20 µM), haloperidol (1 and 10 µM), carbaryl
(5, 10, 20, 50, and 100 µM), and buspirone hydrochloride (5, 10, 20, 50, and 100 µM) after
2–6 weeks on the MEA. For the substance testing, the BrainSpheres were first exposed to the
neurotransmitters glutamate (50 µM) or GABA (10 µM) before the antagonists AP5 (50 µM)
and NBQX (50 µM) or bicuculline (10 µM) were added. The substances were removed with
a complete exchange of the medium and the neuronal networks were allowed to recover
for 2 to 3 h. After another baseline recording, the test compounds trimethyltin chloride
(TMT) and emamectin were consecutively added until the final concentration was reached.
Detailed information such as CAS registry numbers (CASRN), suppliers, and solvents is
available in Supplementary Table S2. The data for subtype characterization were derived
from 3 different MEA plates with 8 wells per condition and 8 electrodes per well, resulting
in 192 electrodes per condition. The data of the substance testing experiment with TMT,
emamectin, and quinpirole were derived from one MEA plate with 8 wells per condition
and subtype specification, resulting in 64 electrodes.

2.6.1. Recording and Data Analysis of MEA Neuronal Electrical Activity

Extracellular recording of the neuronal electrical activity was performed twice a week
for 15 min (baseline and each tested compound concentration) at 37 ◦C and 5% CO2 after
the cells were allowed to equilibrate for 15 min in the Axion Maestro Pro system (Axion
Biosystems, Atlanta, GA, USA). Data recording was operated by the Axion Integrated
Studios (AxIS) navigator software (version 3.1.2, Axion Biosystems, Atlanta, GA, USA)
with a sampling frequency of 12.5 kHz and a digital band-pass filter of 200–3000 Hz.
Subsequent spike detection was performed using the method “adaptive threshold crossing”
with a threshold of 6 root mean square (rms) noise on each electrode and a pre- and post-
spike duration of 0.84 ms and 2.16 ms, respectively, and an electrode was defined as active
with at least 2 spikes per min. Quantification of general electrical activity and neuronal
network activity was performed with the Neural Metric Tool software (version 3.1.7, Axion
Biosystems, Atlanta, GA, USA). If several spikes occur one after the other on the same
electrode and meet certain criteria, they are referred to as a burst. For burst detection, the
method “Inter-spike interval (ISI) threshold” was used with a minimum of five contributing
spikes and a maximum ISI of 100 ms. If bursts occur simultaneously on several electrodes
within a well, this is defined as a network burst. Network bursts were identified using the
algorithm “envelope” with a threshold factor of 1.25, a minimal inter-burst interval (IBI)
of 100 ms, at least 35% participating electrodes, and 75% burst inclusion. Parameters for
neuronal activity (percentage of active electrodes and weighted mean firing rate (wMFR))
as well as for network maturation and synchronicity (burst frequency and network burst
frequency) were analyzed.

2.6.2. Spike Sorting

For spike sorting, the AxIS generated .spk files of the baseline measurement and each
corresponding treatment concentration were concatenated and converted into .nex files
with a MATLAB (R2021b, R2022b, MathWorks, Natick, MA, USA) script. The generated
.nex files were sorted with the neural spike sorting software Offline Sorter (OFS, version
4.4, Plexon, Dallas, TX, USA) using the automatic clustering T-Distribution EM method
with 10 degrees of freedom (D.O.F) and 20 initial number of units. The sorted units were
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exported as per-unit and per-waveform data giving information about the number of spikes
per unit per baseline and substance concentration. For analysis, only units with at least
2 spikes/min during the baseline measurement were analyzed and they were considered
responding units when the fold change to the baseline was at least ±0.25 (increase or
decrease).

2.7. Cytotoxicity Assessment

Cytotoxicity was assessed by measuring the lactate dehydrogenase (LDH) release
from cells with damaged membranes using the CytoTox-ONE Homogeneous Membrane
Integrity assay (#7891, Promega, Madison, WI, USA). For this, parallel to the substance
testing on the MEA, one Brainphere was placed in the middle of each well of a coated
96-well plate (for coating see Supplementary Table S1) and differentiated in CINDA+ for
4 weeks. After acute treatment with the respective substance (15 min at 37 ◦C), 50 µL
medium from each well was transferred to a new 96-well plate and 50 µL CytoTox-ONE
reagent was added. As lysis control, neurospheres were treated with 10% Triton-X 100. The
medium without spheres was used to correct for background fluorescence. Fluorescence
was detected with the Tecan infinite M200 Pro reader (ex: 540 nm; em: 590 nm).

2.8. Cultivation of SynFire Cells

SynFire cells (SynFire Co-Culture Kit (MEA), #1010-7.5, NeuCyte, Mountain View,
CA, USA) were cultivated according to the manufacturer’s protocol and as described
in detail in Bartmann et al.’s work (preprint) [72]. Briefly, the cells were thawed, resus-
pended in seeding medium, and seeded on PEI (0.1%, #181978, Sigma-Aldrich, St. Louis,
MO, USA)-laminin (20 µg/mL, #23017015, Thermo Fisher Scientific, Waltham, MA, USA)-
coated 48-well MEA plates (#M768-KAP-48, Axion Biosystems, Atlanta, GA, USA) in a
ratio of 140,000 glutamatergic neurons, 60,000 GABAergic neurons, and 70,000 astrocytes
per well. On days 3 and 5, half of the medium was replaced with short-term medium. From
day 7 onwards, the medium was gradually replaced with long-term medium and the cells
were fed twice per week.

2.9. Flow Cytometry

Flow cytometry analyses were performed to confirm the success of the neural induc-
tions. Therefore, hiNPCs were singularized with Accutase (#07920, Stemcell Technologies,
Vancouver, BC, Canada) for 10 min at 37 ◦C and 5% CO2 before they were stained with
Fixable Viability Stain 510 (1:100, #564406, BD Horizon, Franklin Lakes, NJ, USA) for
15 min at room temperature (RT) in the dark. Afterwards, they were washed twice by
centrifuging (500× g, 5min, RT) and resuspending in Stain Buffer (#554656, BD Pharmin-
gen, Franklin Lakes, NJ, USA). Cells were fixed in Fixation Buffer (#554655, BD Cytofix,
Franklin Lakes, NJ, USA) for 20 min at RT in the dark, washed two times in DPBS (w/o
Mg2+ and Cl2+, #12559069, Gibco, Grand Island, NY, USA) and then permeabilized in Perm
Buffer III (#558050, BD Phosflow, Franklin Lakes, NJ, USA). After two additional washing
steps in Stain buffer, the hiNPCS were stained with PerCP-Cy5.5 mouse anti-OCT3/4 (1:20,
#51-9006267, BD Pharmingen, Franklin Lakes, NJ, USA), PE mouse anti-human PAX-6 (1:20,
#561552, BD Pharmingen, Franklin Lakes, NJ, USA), Alexa Fluor 647 mouse anti-NESTIN
(1:20, #560341, BD Pharmingen, Franklin Lakes, NJ, USA), and Alexa Fluor 488 mouse
anti-KI-67 (1:20, #558616, BD Pharmingen, Franklin Lakes, NJ, USA) for 30 min at RT in the
dark. To exclude unspecific staining, the isotype controls PerCP-Cy5.5 mouse IgG1, κ (1:10,
#51-9006272, BD, Franklin Lakes, NJ, USA), PE mouse IgG2α, κ (1:20, #558595, BD Phosflow,
Franklin Lakes, NJ, USA), Alexa Fluor 647 mouse IgG1, κ (1:20, #557732, BD Pharmingen,
Franklin Lakes, NJ, USA), and Alexa Fluor 488 mouse IgG1, κ (1:5, #557782, BD Phosflow,
Franklin Lakes, NJ, USA) were used. Data acquisition of 20,000 cells per sample was
performed with the BD FACSCanto II (BD, Bioscience, Franklin Lakes, NJ, USA). Dead
cells, cell debris, and doublets were discarded during the gating and analyzing process
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with FlowJo (version 10.8.1, Ashland, OR, USA). Flow cytometry analyses were performed
with hiNPCs derived from 3–4 independent neural inductions of each protocol (n = 3–4).

2.10. Quantitative Polymerase Chain Reaction (qPCR)

For gene expression analyses, samples were collected at different time points indicated
in Figure 1. Messenger RNA (mRNA) was isolated using the Rneasy Mini Kit (#74104,
Qiagen, Hilden, Germany) and transcribed into cDNA using the QuantiTect Reverse
Transcription Kit (#205311, Qiagen, Hilden, Germany). qPCR was performed in the Rotor-
Gene Q Cycler (#9001560, Qiagen, Hilden, Germany) using the QuantiFast SYBR Green
PCR Kit (#204056, Qiagen, Hilden, Germany). For quantification, standard curves of
all examined genes were generated for calculating copy numbers (CN) as described in
Walter et al.’s work, 2019 [73]. All steps were performed according to the manufacturer’s
instructions and CN of the gene of interest were normalized to β-actin expression. Primer
sequences are listed in Supplementary Table S3. The data were derived from three–four
independent experiments, each performed with a different batch of hiNPCs.
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Figure 1. Schematic overview of experimental timeline and characterization of the human-induced
neural progenitor cells (hiNPCs). (A) Overview of the three different neural induction protocols
used. The hiPSC line IMR90 was neurally induced with the 2D-NIM, the GNEIB, and the Stemdiff
protocol at least three times. The resulting hiNPCs were frozen on day 12 (Stemdiff protocol) or day
21 (2D-NIM and GNEIB protocol. (B) Flow cytometry analysis of hiNPCs on day 12 and day 21 of the
neural induction. All induction protocols generated hiNPCs expressing the neural progenitor markers
NESTIN, PAX6, and the proliferation marker KI-67, whereas the stemness marker OCT3/4 was not
expressed anymore. Data are represented as mean ± SEM of n = 3–4 independent experiments
(* p ≤ 0.05, *** p ≤ 0.001). (C) Experimental setup of BrainSphere formation and differentiation.
After thawing, the hiNPCs were cultivated in 2D to recover and proliferate. On day 4, they were
transferred to a shaking incubator, formed BrainSpheres (3D), and were differentiated in CINDA+
or Electro medium for 1 week (3D-1w), 2 weeks (3D-2w), or 3 weeks (3D-3w). Characterization of
gene expression (PCR), protein expression (ICC), and electrical activity (MEA) was performed at
the indicated time points. ICC, immunocytochemistry; MEA, microelectrode array. Created with
biorender.com.

2.11. Immunocytochemistry (ICC) of Adherent hiNPCs

On day 4 after thawing, hiNPCs were singularized with Accutase (10 min at 37 ◦C and
5% CO2), and 20,000 cells were transferred into each chamber of a coated 8-chamber slide
(#354118, BD Falcon, Franklin Lakes, NJ, USA) for another 3 days of cultivation before fixing
with 4% paraformaldehyde (PFA, #P6148, Sigma-Aldrich, St. Louis, MO, USA) for 30 min
at 37 ◦C. Unspecific binding sites were blocked by DPBS (w/o Mg2+ and Cl2+, #12559069,
Gibco, Grand Island, NY, USA) containing 2% bovine serum albumin (BSA, #11920.04,
Serva, Germany), 10% goat serum (GS, #G9023, Sigma-Aldrich, St. Louis, MO, USA), and
0.1% Triton X-100 (#T8787, Sigma-Aldrich, St. Louis, MO, USA) for 60 min at 37 ◦C. After
the hiNPCs were washed twice with DPBS, they were incubated with antibodies against
NESTIN (anti-NESTIN AF 647, 1:20, #560341, BD Pharmingen™, Heidelberg, Germany) and
KI-67 (anti-KI-67 AF488, 1:20, #558616, BD Pharmingen™, Heidelberg, Germany) in DPBS
containing 10% GS, 0.1% Triton X-100 and 1% Hoechst 34580 (#H21486, Thermo Fisher
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Scientific, Waltham, MA, USA) for 60 min at 37 ◦C. After removal of the staining solution,
cells were washed three times with DPBS before embedding with Aqua-Poly/Mount
(#18606-20, Polysciences Inc., Warrington, PA, USA) and a cover glass. Images were
acquired with the high content analysis (HCA) platform Cellinsight CX7 (Thermo Fisher
Scientific, Waltham, MA, USA). Quantification of NESTIN- and KI-67-positive cells were
performed using the HCS Studio Cellomics Scan software (version 6.6.1, Thermo Fisher
Scientific, Waltham, MA, USA) and the protocol TargetActivation.V4. KI-67-positive cells
were identified by setting an intensity threshold within the perimeter of the Hoechst-stained
nuclei as KI-67 is a nuclear protein. NESTIN-positive cells were identified by enlarging the
perimeter of the detected nuclei to include cytoplasmatic NESTIN signals near the nucleus,
without detecting the signal of neighboring cells.

2.12. ICC of BrainSpheres

After three weeks of differentiation under constant shaking, BrainSpheres were fixed
with 4% PFA (#P6148, Sigma-Aldrich, St. Louis, MO, USA) for 60 min at room temperature
(RT). Afterwards, they were washed twice with DPBS (w/o Mg2+ and Cl2+, #12559069,
Gibco, Grand Island, NY, USA) and unspecific binding sites were blocked with DPBS
containing 10% GS (#G9023, Sigma-Aldrich, St. Louis, MO, USA) for 30 min at 4 ◦C. The
blocking solution was removed and the first staining solution containing 2% GS, 0.1%
Triton X-100 (#T8787, Sigma-Aldrich, St. Louis, MO, USA), and the primary antibodies
against TUBB3 (1:250, anti-TUBB3, Mouse IgG2b, #T8600, Sigma-Aldrich, St. Louis, MO,
USA) and S100B (1:500, anti-S100B, rabbit IgG, #ab52642, Abcam, Cambridge, UK) or
MAP2 (1:1000 or anti-MAP2, mouse IgG1, #13-1500, Thermo Fisher Scientific, Waltham,
MA, USA) and TH (1:250, anti-TH, rabbit IgG, #ab112, Abcam, Cambridge, UK) were
added for 24 h at 4 ◦C. After the BrainSpheres had been washed twice with DPBS, the
second staining solution containing 1% Hoechst 34580 (#H21486, Thermo Fisher Scientific,
Waltham, MA, USA), 2% GS and the secondary antibodies (anti-mouse IgG, 1:500, AF488,
#A10680, Thermo Fisher Scientific, Waltham, MA, USA; anti-rabbit IgG, 1:1000, AF546,
#A11010, Thermo Fisher Scientific, Waltham, MA, USA) was added and incubated for 2 h
at 4 ◦C. After washing twice with DPBS, the BrainSpheres were transferred to a microscopy
slide, Aqua-Poly/Mount (#18606-20, Polysciences Inc., Warrington, PA, USA) was added,
and they were covered with a cover glass. Image acquisition was performed with the
confocal laser scanning system LSM 710 (Zeiss, Oberkochen, Germany) at the Center for
Advanced Imaging (CAi) of the Heinrich-Heine-University in Düsseldorf.

2.13. Statistical Analysis

All statistical analyses were performed with GraphPad Prism (version 8.4.3, Boston,
MA, USA). The MEA data were examined for significant differences between the SDs using
the Brown–Forsythe test. If the SDs were not significantly different, one-way ANOVA
followed by the post hoc Dunnett test were applied. If the SDs were significantly different,
Brown–Forsythe and Welch ANOVA followed by the post hoc Games–Howell test were per-
formed. Flow cytometry data were analyzed using a two-way-ANOVA followed by Tukey
test for correction of multiple comparisons. qPCR data were analyzed in two ways. For
media comparisons, an unpaired t-test with Welch’s correction was used. For comparison
to the first time point (2D or 3D), one-way ANOVA and the post hoc test Dunnett were used.
The calculated p-values for each comparison can be found in Supplementary Table S4.

3. Results

3.1. All Three Neural Induction Protocols Successfully Induce hiPSCs into the Neural Lineage

The hiPSC line IMR-90 (clone 4, WiCell, Madison, WI, USA) was quality-controlled
and banked as described in Tigges et al.’s work 2021 [69]. From a full quality-controlled
master cell bank (MCB), a quality-controlled working cell bank (WCB) was prepared to
ensure equal starting material for all experiments. The quality controls included the micro-
scopic assessment of colony and cell morphology, mycoplasma detection, STR genotyping,
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caryotype analysis, protein expression of stem cell markers, viability assessment, gene
expression analysis (only MCB), pluripotency assays (only MCB), and post-thaw recovery
analysis. The data are shown in Tigges et al.’s work 2021 [69]. Three different neural
induction protocols were compared for their capacity to generate human-induced neural
progenitor cells (hiNPCs). Two of them were modified from previously published protocols
(2D-NIM, [56]; GNEIB, [46,48]) and a third one was commercially available (Stemdiff). The
hiPS cell line IMR90 was neurally induced as described in Figure 1A and characteristic
molecular marker expression was analyzed using flow cytometry on day 12 (all three
protocols) and day 21 (2D-NIM and GNEIB) of the protocol (Figure 1B). The stemness
marker octamer-binding transcription factor 3/4 (OCT3/4) [40] was downregulated in all
protocols to under 4% positive cells. After 12 days of neural induction, the neural pro-
genitor cell marker NESTIN [74] was expressed in 97% (on day 21: 99%), 94% (on day 21:
98%), and 99% of hiNPCs generated with the 2D-NIM, GNEIB, and Stemdiff protocols,
respectively. Expression of the neural progenitor marker PAX6 [75] was unequally in the
three protocols, i.e., in 93% and 98% of the cells generated with the GNEIB (day 12) and the
Stemdiff protocol, respectively, but only in 58% of cells generated with the 2D-NIM (day
12) protocol. Additionally, the number of cells expressing PAX6 decreased on day 21 for
2D-NIM (15%) and GNEIB (67%). The proliferation marker KI-67 was expressed in 86%
(2D-NIM), 87% (GNEIB), and 95% (Stemdiff) of the cells on day 12 and decreased to 66%
(2D-NIM) and 67% (GNEIB) cells on day 21 of neural induction. After neural induction and
FACS evaluation, the hiNPCs were frozen in liquid nitrogen to start each protocol with the
same passage number and reduce inter-experimental variability. To ensure that the freezing
process did not change molecular marker expression, we confirmed NESTIN and KI-67
expression after thawing via immunocytochemistry (Supplementary Figure S1). For form-
ing BrainSpheres in 3D, the adherent hiNPCs were cultivated under shaking conditions in
6-well plates according to Honegger et al. 1979 and Pamies et al., 2017 [57,76] using the two
differentiation media, i.e., CINDA+ and Electro. These media were chosen for optimization
of BrainSphere electrical activity. Their potential to support oligodendrocyte differentiation
will be investigated in future studies. Spheres were characterized with regard to gene and
protein expression, as well as neuronal network activity on MEAs in the proliferating state
and after 1, 2 and 3 weeks of 3D differentiation (Figure 1C).

3.2. BrainSpheres Differ in Neural Marker Gene Expression Depending on the Applied Protocol

For characterizing BrainSpheres’ brain region specificity, developmental stage, neural
subtypes, neurotransmitter processing and astrocyte maturation gene expression analyses
were performed via qPCR at different time points as indicated in Figure 1. As markers for dif-
ferent brain regions, the genes FOXG1 (forkhead box G1, forebrain), LMX1A (LIM homeobox
transcription factor 1 alpha, midbrain), EN1 (engrailed homeobox 1, midbrain), and HOXA2
(homeobox A2, hindbrain) were analyzed (Figure 2, Supplementary Table S4) [43,77]. The
forebrain marker FOXG1 was significantly higher expressed in BrainSpheres generated
with the GNEIB protocol and almost not expressed in BrainSpheres generated with the
2D-NIM protocol. Although FOXG1 expression in Stemdiff-derived BrainSpheres was
the highest, its induction was not statistically significant due to high standard deviations.
The midbrain marker LMX1A was highest expressed in BrainSpheres generated with the
GNEIB protocol; however, this was not statistically significant. The midbrain marker EN1
was higher expressed in BrainSpheres derived from the 2D-NIM and GNEIB protocols
compared to BrainSpheres derived from the Stemdiff protocol, whose EN1 expression
decreased significantly during differentiation. The hindbrain marker HOXA2 registered the
highest expression in the early hiNPC stages of the 2D-NIM and GNEIB protocol, whereas
the expression decreased significantly during three weeks of differentiation.

The genes SLC12A2 (solute carrier family 12 member 2) and SLC12A5 (solute car-
rier family 12 member 5) are encoding for the two ion transporters, i.e., Na+-K+-2Cl−

cotransporter-1, (NKCC1) and K+-Cl− cotransporter (KCC2), respectively, that are key in
the postnatal shift from excitatory to inhibitory GABAergic neurons caused by a reduced
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expression of SLC12A2 and an increased expression of SLC12A5 [78]. While SLC12A2
expression did not decrease significantly, SLC12A5 significantly increased in BrainSpheres
derived from the 2D-NIM protocol; yet, with overall very low copy number expression.
For comparison, mRNA expression from a fairly mature, 35 days differentiated neuron-glia
mixed culture 2D network, i.e., the SynFire kit [72], was analyzed. SLC12A2 copy number
expression was much lower and SLC12A5 copy number expression was much higher in
the differentiated SynFire cells than in the BrainSpheres indicating prematurity of up to
3 weeks differentiated BrainSpheres independent of the applied protocol.

Expression of MAP2 (microtubule associated protein 2), which encodes for a dendritic
protein [79], significantly increased during BrainSphere differentiation generated with the
2D-NIM and GNEIB protocols. The pre-synaptic marker SYN1 (synapsin 1) registered the
highest expression in BrainSpheres generated with the 2D-NIM and the Stemdiff protocols
and differentiated in CINDA+; however, this increase is not statistically significant as in 2D-
NIM-BrainSpheres differentiated in Electro medium. The postsynaptic DLG4 (discs large
MAGUK scaffold protein 4) expression was abundant in all BrainSpheres even without
differentiation and reached similar or even higher expression levels (Stemdiff Electro) than
in 35-day differentiated SynFire cells during differentiation.

For analyzing the potential for BrainSphere glial differentiation, the genes GFAP (glial
fibrillary acidic protein), S100B (S100 calcium binding protein B) and AQP4 (aquaporin
4), which represent different stages of astrocyte maturation, were chosen [80]. GFAP was
only expressed in BrainSpheres generated with the 2D-NIM protocol and differentiated in
CINDA+ for at least 2 weeks. S100B was already expressed after one week of differentia-
tion with significantly increased expression in BrainSpheres generated with the 2D-NIM
(CINDA+) and the GNEIB protocol (both differentiation media), whereas both conditions
differentiated in CINDA+ reached higher expression levels than the 35-day differentiated
SynFire cells. AQP4, which denotes astrocytes with higher maturity, was hardly expressed
in all BrainSpheres, yet highly expressed in SynFire cells.

Expression of genes encoding for the glutamate receptors GRIA1 (glutamate ionotropic
receptor AMPA type subunit 1) and GRIN1 (glutamate ionotropic receptor NMDA type sub-
unit 1) were only significantly increased during differentiation in BrainSpheres generated
with the 2D-NIM protocol in both differentiation media; however, the GRIA1 expression
in Stemdiff BrainSpheres exceeded the expression of 35-day differentiated SynFire cells.
The expression of GABRA1 (gamma-aminobutyric acid type A receptor subunit alpha 1) in-
creased during differentiation in BrainSpheres generated with the 2D-NIM and the Stemdiff
protocols. The gene DRD2 encoding for the dopamine receptor D2 was not significantly
expressed; however, it registered higher expression levels in BrainSpheres generated with
the GNEIB protocol. The genes HTR1A (5-hydroxytryptamine receptor 1A) and CHRNA4
(cholinergic receptor nicotinic alpha 4 subunit), encoding for serotonin and choline recep-
tors, respectively, were scarcely expressed in all conditions. All receptors were expressed in
the SynFire cells.
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Figure 2. Expression profiles of genes distinguishing different brain regions (FOXG1, LMX1A, EN1,
HOXA2), ion transporters defining the stage of the postnatal GABA shift (SLC12A2, SLC12A5),
marker for neuronal (MAP2, SYN1, DLG4) and glial (GFAP, S100B, AQP4) cells, neurotransmitter (NT)
receptors (GRIA1, GRINA1, GABRA1, DRD2, HTR1A, CHRNA4), NT synthesis enzymes (GLS, GAD1,
TH, TPH1, CHAT), NT transporters (SLC17A6, SLC17A7), or NT cleavage enzymes (ACHE). Shown
are the copy numbers (CN) of the genes normalized to CN of β-actin (ACTB). Data are represented
as median of n = 3–4 independent experiments with three technical replicates each (* p ≤ 0.05,
** p ≤ 0.01, *** p ≤ 0.001). The p-values resulting from statistical analyses of the comparisons between
undifferentiated hiNPCs (2D-hiNPC or 3D-hiNPC) and differentiated BrainSpheres (3D–1w to 3D–3w)
and between the six different protocols are listed in Supplementary Table S4.
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In addition to neurotransmitter receptors, synthesis and transport of neurotransmitters
are also crucial for neural functioning. The enzyme glutaminase (GLS) is necessary for glu-
tamate synthesis [81] and the encoding gene was already expressed in the undifferentiated
BrainSpheres and increased significantly only in GNEIB-BrainSpheres during differen-
tiation in CINDA+, whereas the gene for vesicular glutamate transporter 1 (SLC17A7)
registered the highest expression levels in Stemdiff BrainSpheres after 2 and 3 weeks of
differentiation in CINDA+; however, this was not statistically significant. The expression
of vesicular glutamate transporter 2 (SLC17A6) did not strongly increase during differ-
entiation. Glutamate decarboxylase 1 (GAD1), which catalyzes a critical step in GABA
synthesis [82], registered the highest expression levels in BrainSpheres generated with the
2D-NIM protocol and the expression significantly increased during maturation. The high-
est expression levels of tyrosine hydroxylase (TH) and tryptophan hydroxylase 1 (TPH1)
were found in GNEIB-BrainSpheres differentiated in CINDA+. The genes CHAT (choline
acetyltransferase) and ACHE (acetylcholinesterase) were hardly expressed in all Brain-
Spheres but highly so in the SynFire cells. Additionally, SLC17A7, GAD1, TH, and TPH1
registered higher expression levels in some BrainSpheres than in the 35-day differentiated
SynFire cells.

3.3. Neural Induction and Differentiation Protocols Determine the Potential of BrainSpheres to
Differentiate into Astrocytes and Dopaminergic Neurons

Immunofluorescence stainings of BrainSpheres differentiated for 3 weeks revealed
their differentiation potentials into astrocytes (S100B) and dopaminergic neurons (TH).
BrainSpheres neurally induced with the 2D-NIM protocol differentiated into an abundance
of S100B-positive cells that formed a dense layer underneath the TUBB3-positive neurons,
regardless of the differentiation medium used. In contrast, BrainSpheres derived from
the other two neural induction protocols generated only a few or no cells of the astrocytic
lineage (Figure 3A). Furthermore, BrainSpheres generated with the GNEIB protocol and
differentiated in CINDA+ generated the most TH-positive dopaminergic neurons followed
by BrainSpheres generated with the 2D-NIM protocol (CINDA+ and Electro) (Figure 3B).
The other BrainSphere conditions showed no or only a few TH-positive neurons. Further-
more, the BrainSpheres had different sphere and neuron morphologies. Especially of note,
GNEIB-BrainSpheres differentiated in Electro medium showed a more inhomogeneous
distribution of neurons.
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Figure 3. Immunocytochemical characterization of 3-week-differentiated BrainSpheres that were
neurally induced with the 2D-NIM, GNEIB, or Stemdiff protocol before they were chopped to 250 µm
before being 3D differentiated in CINDA+ or Electro medium. The presence of (A) neurons (TUBB3,
yellow) and the astrocytic lineage (S100B, magenta) or (B) neurons (MAP2, dendritic marker, yellow)
and dopaminergic neurons (TH, magenta) were analyzed. Nuclei were counterstained with Hoechst
34580 (blue). Shown are representative images. Scale bar = 50 µM.
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3.4. Neural Induction and Differentiation Media Determine Neuronal Activity and Neural
Network Function of BrainSpheres on MEAs

MEAs are powerful tools to evaluate the electrical activity of neuronal networks pro-
viding information on, e.g., the number of active electrodes, the rate of action potentials per
electrode (weighted mean firing rate; wMFR), the clustering of spikes to bursts as a sign of
neuronal maturation (burst frequency) and the neuronal network activity mirroring syn-
chronous communication between different neurons within the neuronal network (network
burst frequency). To evaluate and compare the functionality of the neural networks (NN),
BrainSpheres were plated on MEAs either without or after 3D differentiation on a gyrical
shaker for 1, 2, or 3 weeks, and the electrical activity was measured twice a week for 7 addi-
tional weeks. In general, the most active electrodes and the highest wMFR were observed
after 3 weeks of 3D differentiation before plating BrainSpheres on the MEAs (Figure 4,
Supplementary Figures S2–S4). Therefore, all of the following experiments were performed
with this condition. The number of active electrodes is a valuable parameter as we observed
that an inactive electrode does not necessarily indicate that neurons are not growing across
the electrode; however, a non-electrically active cell may cover it (Supplementary Figure S5).
The NN generated with the 2D-NIM induction protocol and 3D differentiated in CINDA+
medium showed the most active wells (83%) and electrodes (58%) with the highest wMFR
of 6.86 Hz after 7 weeks on MEAs (Figure 4, Table 1). BrainSpheres derived from the GNEIB
protocol differentiated in CINDA+ had the second most active wells (83%), electrodes (31%),
and wMFR (6.30 Hz), but also had the highest variance with a standard error of mean (SEM)
of 1.25 Hz. Both NN showed a similar mean burst frequency (2D-NIM: 0.31 Hz, GNEIB:
0.36 Hz) and an increasing activity over the course of 7 weeks on the MEAs. In contrast, NN
derived from BrainSpheres either neurally induced with the 2D-NIM or GNEIB protocol
and differentiated in Electro medium, or neurally induced with the Stemdiff protocol and
differentiated in CINDA+ medium showed a decrease in the wMFR and burst frequency
over the 7 weeks starting from 4 weeks on the MEAs. The NN derived from BrainSpheres
neurally induced with the GNEIB protocol and differentiated in CINDA+ had the highest
network burst frequency with 0.15 Hz. The percentages of spikes contributing to a network
burst (network burst percentage) were similar for all conditions that generated network
bursts after 7 weeks on MEA, but highest for the NN generated with the Stemdiff neural
induction protocol and subsequent differentiation in Electro medium (48.02%, Table 1). In
general, neural induction of hiPSCs using the 2D-NIM and GNEIB protocols followed by
BrainSphere differentiation in CINDA+ for 3 weeks generated the most functional NNs
with the most active electrodes and highest wMFR, burst frequencies and network burst
frequencies, indicating that these protocols are favorable for the generation of mature NN
from BrainSpheres.
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ffFigure 4. Comparison of electrical activity of 3-week 3D differentiated BrainSpheres for 7 weeks
on microelectrode arrays (MEA). The neuronal functionality was measured twice per week and the
parameters active wells and active electrodes (A), weighted mean firing rate (wMFR, (B)), burst
frequency (C), and network burst frequency (D) were analyzed. Each dot represents the mean of one
well containing eight electrodes and the black, grey (A), and red (B–D) bars represent the mean of all
wells resulting from three independent MEA experiments each (* p ≤ 0.05, ** p ≤ 0.01, *** p ≤ 0.001).
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Table 1. Summary of MEA and spike sorting data of 3-week 3D differentiated BrainSpheres.

Mode Parameter
2D-NIM GNEIB Stemdiff

CINDA+ Electro CINDA+ Electro CINDA+ Electro

General electrical activity after
7 weeks on MEA

Active Wells [%] 83 0 83 25 54 25

Active electrodes [%] 58 0 31 5 16 11

wMFR [Hz] (±SEM) 6.86
(±0.82)

- 6.29
(±1.25)

1.94
(±0.65)

0.84
(±0.29)

4.3
(±0.63)

mean burst frequency [Hz]
(±SEM)

0.31
(±0.04) - 0.36

(±0.06)
0.009
(±0)

0.06
(±0.02)

0.25
(±0.03)

mean network burst frequency [Hz] (±SEM) 0.08
(±0.02) - 0.15

(±0.03)
- 0.04

(±0.02)
0.11

(±0.02)

mean network burst percentage [%] (±SEM) 42.86
(±5.04) - 42.28

(±6.32) - 41.68
(±14.39)

48.02
(±3.13)

Glutamatergic response

units responding to 50 µM glu with an increase (as
% of unsorted units) 20 27 30 43 15 26

mean fold change in responding units to 50 µM glu
with an increase (±SEM)

3.98
(±1.12)

4.73
(±2.28)

5.43
(±2.18)

7.71
(±2.23)

2.12
(±0.42)

1.80
(±0.20)

units responding to 50 µM glu with a decrease (as %
of unsorted units) 57 54 37 27 77 52

mean fold change in responding units to 50 µM glu
with a decrease (±SEM)

0.16
(±0.03)

0.13
(±0.06)

0.32
(±0.05)

0.13
(±0.05)

0.10
(±0.03)

0.50
(±0.06)

units responding to 50 µM glu and 50 µM
AP5/NBQX (as % of unsorted units) 9 12 16 40 15 26

mean fold change in responding units to 50 µM glu
and 50 µM AP5/NBQX (±SEM)

0.23
(±0.08)

0.33
(±0.18)

0.23
(±0.05)

0.03
(±0.01)

0.04
(±0.02)

0.17
(±0.07)

GABAergic response

units responding with an increase to 10 µM bic (as
% of unsorted units) 25 45 36 21 16 17

mean fold change in responding units with an
increase to 10 µM bic (±SEM)

3.45
(±0.60)

3.7
(±0.85)

4.17
(±0.99)

8.58
(±6.48)

1.99
(±0.20)

1.92
(±0.2)

units responding with a decrease to 10 µM bic (as %
of unsorted units) 46 29 35 48 59 33

mean fold change in responding units with a
decrease to 10 µM bic (±SEM)

0.43
(±0.02)

0.50
(±0.07)

0.37
(±0.04)

0.33
(±0.08)

0.37
(±0.04)

0.42
(±0.09)

units responding with an increase to 10 µM ptx (as
% of unsorted units) 28 62 30 27 28 45

mean fold change in responding units with an
increase to 10 µM ptx (±SEM)

4.19
(±1.81)

2.66
(±0.36)

6.69
(±2.05)

2.25
(±0.35)

3.06
(±0.89)

2.47
(±0.59)

units responding with a decrease to 10 µM ptx (as %
of unsorted units) 23 15 28 13 31 12

mean fold change in responding units with a
decrease to 10 µM ptx (±SEM)

0.47
(±0.04)

0.48
(±0.11)

0.39
(±0.04)

0.39
(±0.07)

0.40
(±0.08)

0.46
(±0.07)

Dopaminergic response

units responding with an increase to 1 µM halo (as
% of unsorted units) 20 0 16 6 15 9

mean fold change in responding units with an
increase to 1 µM halo (±SEM)

3.23
(±0.53) - 7.82

(±1.88)
10.25
(±0)

1.71
(±0.26)

1.99
(±0.44)

units responding with a decrease to 1 µM halo (as %
of unsorted units) 57 85 65 89 73 47

mean fold change in responding units with a
decrease to 1 µM halo (±SEM)

0.28
(±0.02)

0.15
(±0.05)

0.21
(±0.02)

0.13
(±0.04)

0.29
(±0.04)

0.32
(±0.06)

Serotonergic response

units responding with a decrease to 5 µM bsp (as %
of unsorted units) 26 88 52 29 63 38

mean fold change in responding units to 5 µM bsp
(±SEM)

0.44
(±0.02)

0.26
(±0.07)

0.26
(±0.03)

0.39
(±0.10)

0.41
(±0.06)

0.59
(±0.05)

units responding with an increase to 5 µM bsp (as %
of unsorted units) 31 13 23 14 8 15

mean fold change in responding units with an
increase to 5 µM bsp (±SEM)

2.49
(±0.24)

1.51
(±0.26)

2.67
(±0.47)

2.56
(±0)

2.56
(±1.17)

1.63
(±0.06)
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Table 1. Cont.

Mode Parameter
2D-NIM GNEIB Stemdiff

CINDA+ Electro CINDA+ Electro CINDA+ Electro

Cholinergic response

units responding with a decrease to 5 µM crb (as %
of unsorted units) 22 33 30 33 11 13

mean fold change in responding units with
decreased wMFR to 5 µM crb (±SEM)

0.47
(±0.03)

0.10
(±0)

0.48
(±0.04)

0.44
(±0.05)

0.71
(±0.03)

0.72
(±0.01)

units responding with an increase to 5 µM crb (as %
of unsorted units) 34 0 22 0 25 7

mean fold change in responding units with
increased wMFR to 5 µM crb (±SEM)

2.14
(±0.10) -

2.11
(±0.49) - 2.35

(±0.33)
1.47
(±0)

The culture conditions with the strongest responses to each treatment are highlighted in bold. wMFR, weighted mean
firing rate; glu, glutamate; bic, bicuculline; ptx, picrotoxin; halo, haloperidol; bsp, buspirone hydrochloride; crb, carbaryl.

3.5. Neural Induction and Differentiation Media Determine BrainSpheres’ Neuronal
Subtype Differentiation

For characterization of the NN not only the general electrical activity is important but
also the responses to specific pharmacological modulators which highly depends on the
occurrence of different neuronal subtypes. Therefore, we addressed the presence of gluta-
matergic, GABAergic, dopaminergic, serotonergic, and cholinergic neurons in 3-week 3D
differentiated BrainSpheres after 2 to 6 weeks on MEAs. Quantification of neuronal units’
wMFR responding to pharmacological modulation was possible due to spike sorting with
the software Offline Sorter (Figure 5A). This allowed the identification of specific responses
of individual neurons within the integrated neuronal activities of single electrodes. Neural
units reacting to the modulation with a change of at least ±25% in comparison to the base-
line measurement were defined as responding (glutamatergic, GABAergic, dopaminergic,
serotonergic, or cholinergic) units. The percentage of responding units, their fold-change to
the untreated baseline measurement (colored), and the comparison to the fold-changes of
the unsorted (grey) units were analyzed.
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Figure 5. Neuronal network characterization via acute pharmacological modulation to assess gluta-
matergic response. (A) Spike sorting of MEA recordings enables the distinction of individual units
on the same electrode. Left: Waveforms detected on one electrode. Right: Spike raster plots of the
baseline measurement and measurements after exposure to (i) 50 µM glutamate and (ii) 50 µM AP5
and 50 µM NBQX (AP5/NBQX). Each line represents one spike and the length of each measurement
is 15 min. Shown are exemplary data of NN derived from BrainSpheres generated with the 2D-
NIM/CINDA+ media. Top: Unsorted. Bottom: Spike-sorted signals broken down to the individual
units. (B) BrainSpheres were 3-week 3D differentiated before plated on MEAs and consecutively
exposed to glutamate and AP5/NBQX. Shown are the fold changes to the untreated baseline mea-
surements of all units (unsorted) and the responding units after spike sorting. Data are represented
as mean ± SEM of three independent MEA experiments with eight wells per condition (*: significant
to unsorted (grey), #: significant to 50 µM glutamate (blue), */# p ≤ 0.05, ** p ≤ 0.01, ### p ≤ 0.001).
The numbers above the bars represent the number of units that responded accordingly. Created with
biorender.com.
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First, the glutamatergic response was measured by applying the neurotransmitter
glutamate followed by the application of the two glutamate receptor antagonists AP5
(antagonizes NMDA receptors) and NBQX (blocks AMPA receptors) [83]. It is expected
that glutamate increases the electrical activity as an excitatory neurotransmitter. With-
out spike sorting, glutamate-dependent increased electrical activity was only measured
in NN derived from BrainSpheres differentiated with GNEIB/Electro media, whereas
BrainSpheres derived from the other five protocols showed no clear positive response or
even a decreased wMFR upon acute glutamate exposure (Figure 5B). After spike sorting,
glutamate-responsive units from BrainSpheres produced with the 2D-NIM and GNEIB
protocols produced the highest response to glutamate. Half of glutamate-responding neu-
ronal units in 2D-NIM/CINDA+ and GNEIB/CINDA+ BrainSpheres also responded with
a decline in the wMFR to subsequent glutamate receptor inhibition by AP5/NBQX. In
contrast, wMFRs of all neuronal glutamate-responsive units from BrainSpheres produced
with Stemdiff/CINDA+ and Stemdiff/Electro were inhibited by AP5/NBQX. However,
the latter two protocols per se produced very few responding units with minor changes
in the wMFR amplitude (Figure 5B, Table 1). In addition to the fold changes shown in
Figure 5B, the raw values of the wMFR are presented in the supplementary material
(Supplementary Figure S6).

To characterize the GABAergic response, the GABA receptor antagonists bicuculline
and picrotoxin were applied. Bicuculline binds to GABAA receptors, whereas picrotoxin
targets GABAA and GABAC receptors [84,85]. It is expected that upon treatment with the
GABA receptors antagonists, mature GABAergic neurons post the GABA switch respond
with an increased activity, e.g., wMFR, while immature GABAergic neurons before the
GABA switch respond with a decreased firing. Without spike sorting, none of the Brain-
Sphere cultures derived from any of the six protocols produced changes in NN activity
upon GABA receptor antagonism (Figure 6). After spike sorting, neuronal units of all
BrainSphere protocols were identified that contained increased or decreased wMFR upon
bicuculine and picrotoxin treatment; yet, most of the responses showed considerable vari-
ation in magnitude of responses and thus lacked statistical significance. Only NN from
BrainSpheres generated with 2D-NIM/CINDA+, 2D-NIM/Electro, Stemdiff/CINDA+ and
Stemdiff/Electro significantly increased the wMFR upon bicuculine treatment, with NN
from 2D-NIM/Electro generated BrainSpheres being the least sensitive with the earliest
response at 10 µM. In response to picrotoxin only the BrainSpheres generated with 2D-
NIM/CINDA+ (5 µM) significantly induced the wMFR of NN. Neuronal units responding
with an increased wMFR towards the GABA receptor antagonists ranged between 16%
(Stemdiff/CINDA+) and 62% (2D-NIM/Electro) of all active neurons. However, the 2D-
NIM/CINDA+ media generated the highest absolute number of positively responding
neuronal units (Figure 6). In addition to the units reacting to the GABA antagonists with
increased wMFR, some units responded with a decreased activity. This is in line with
the low gene expression of SLC12A5, which encodes for the ion receptor KCC2 (Figure 2).
KCC2 increases its expression after the postnatal GABA switch from excitatory to inhibitory
GABAergic neurons. Therefore, without spike sorting, the pre-mature and the more ma-
ture GABA receptor containing units compensated each other and resulted in no visible
response to the antagonists. BrainSpheres generated with 2D-NIM/CINDA+ media pro-
duced the highest absolute numbers of neuronal units responding with an inhibitory and
decreased wMFR towards the GABA receptor antagonists. Regarding the Stemdiff neural
induction differentiated in CINDA+, in relation to all firing units, 31% (picrotoxin) to 59%
(bicuculline) of BrainSphere-derived units responded with a decrease in activity towards
GABA receptor antagonism (Figure 6). The raw values of the wMFR after exposure to
bicuculline an picrotoxin are shown in Supplementary Figures S7 and S8.

Inhibitory dopaminergic D2 receptors were addressed by applying the antagonist
haloperidol to the cultures, which should increase the wMFR [86,87]. Without spike
sorting, haloperidol enhanced the wMFR in GNEIB/CINDA+ (Figure 7). After spike
sorting, all protocols derived units responding with an increased and decreased wMFR
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after exposure to haloperidol, except for BrainSpheres from 2D-NIM/Electro media, which
only resulted in units with decreased activity. Haloperidol decreased the wMFR of neuronal
units in NN generated with 2D-NIM/CINDA+ and GNEIB/CINDA+ BrainSpheres most
effectively with significant wMFR reductions at 1 µM haloperidol in 57% and 65% of all
neuronal units, respectively. In addition, NN generated with the GNEIB/CINDA+ protocol
showed the strongest increased activity at 1 µM. However, most BrainSphere neurons
differentiated with 2D-NIM/CINDA+ media seem to express inhibitory D2 receptors as
20% of all recorded neuronal units responded to 1 µM haloperidol with an increased activity
(Figure 7). Rising haloperidol concentrations decrease the number of units responding with
an increase in wMFR, while the number of units reacting with decreased wMFR enhances
under the treatment. The raw wMFR values of the unsorted and the responding units after
exposure to haloperidol are shown in Supplementary Figure S9 and Table 1.

Buspirone, which agonizes the inhibitory serotonin 5-HT1A receptor, was applied to
investigate the presence of serotonergic responses in the NN [88]. Without spike sorting,
buspirone did not cause significant changes in neuronal activity in any of the BrainSpheres.
However, after sorting, it decreased the wMFR of NN generated with 2D-NIM/CINDA+
and GNEIB/CINDA+ BrainSpheres most effectively with significant wMFR reductions
at 5 µM buspirone. In BrainSpheres produced using these protocols, 26% and 52% of
all neuronal units responded to the compound with a decreased activity, respectively.
BrainSpheres differentiated in Electro medium overall produced fewer serotonergic neu-
rons than CINDA+ differentiated spheres with all neural induction protocols. However,
with 88% of all units, neurons derived from BrainSphere generated with 2D-NIM/Electro
media exhibited the highest percentage of neurons responding to buspirone with a de-
creased activity (Figure 8, Table 1). All protocols generated lower percentages of units
responding with an increased wMFR to buspirone compared to a decreased activity except
for BrainSpheres generated with 2D-NIM/CINDA+, where 31% of units responded with
an increase. In addition to the fold change, the raw values of the wMFR are shown in
Supplementary Figure S10.
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Figure 6. Neuronal network characterization via acute pharmacological modulation to assess
GABAergic response. BrainSpheres were 3-week 3D differentiated before plated on MEA and
consecutively exposed to (A) bicuculline (bic) or (B) picrotoxin (ptx). Shown are the fold changes to
the untreated baseline measurements of all units (unsorted) and the sorted responding units (colored).
Data are represented as mean ± SEM of three independent MEA experiments with eight wells per
condition (*: significant to unsorted, * p ≤ 0.05, ** p ≤ 0.01, *** p ≤ 0.001). The numbers above the
bars represent the number of units that responded accordingly.
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Figure 7. Neuronal network characterization via acute pharmacological modulation to assess
dopaminergic responses. BrainSpheres were 3-week 3D differentiated before plated on MEAs and
exposed to haloperidol (halo). Shown are the fold changes to the untreated baseline measurement of
all units (unsorted, grey) and the responding units after sorting (colored). Data are represented as
mean ± SEM of three independent MEA experiments with eight wells per condition (*: significant
to unsorted, * p ≤ 0.05, ** p ≤ 0.01, *** p ≤ 0.001). The numbers above the bars represent the total
number of units that respond accordingly.

Cholinergic signal transduction was modulated with the insecticide carbaryl, which
inhibits the enzyme acetylcholinesterase (AChE) [89] and binds to nicotinic acetylcholine
receptors (nAChR) [90]. While AChE blockage increases, binding to nAChR decreases
cholinergic neuronal activity [91]. Without spike sorting, no significant change in wMFR
was observed after exposure to 5 µM carbaryl (Figure 9). After spike sorting, carbaryl
decreased the wMFR in NN generated with 2D-NIM/CINDA+ and GNEIB/CINDA+
BrainSpheres most effectively with significant wMFR reductions at 5 µM carbaryl and
22–30% of all neuronal units responding to the compound. Both Stemdiff/CINDA+ and
Stemdiff/Electro protocols produced BrainSpheres with the lowest number of (11 and
13%, respectively) and least sensitive (50 and 10 µM carbaryl, respectively) responding
neuronal units (Figure 9A, Table 1). NN derived from BrainSpheres generated with the
2D-NIM/CINDA+ and GNEIB/CINDA+ protocols also exhibited the highest absolute
number of neuronal units reacting with the highest increased activity in wMFR to carbaryl
(Figure 9B). In addition, 2D-NIM BrainSpheres were overall the most sensitive to wMFR
modulation in both directions, significantly responding at 5 µM (Figure 9). Interestingly,
rising carbaryl concentrations increased the number of neuronal units that responded with
a decrease in wMFR, while the number of units reacting with enhanced wMFR decreased
under the treatment. In addition to the fold change, the raw values of the wMFR are shown
in Supplementary Figure S11.

3.6. Set-Up of a New NAM for Acute Neurotoxicity Testing Using MEAs and Spike Sorting, the
Human Multi-Neurotransmitter Receptor (hMNR) Assay

With the well-characterized BrainSpheres, we propose the set-up of a test method as a
NAM for acute neurotoxicity testing using MEAs and spike sorting. While general MEA
activity can provide an overview of the general changes in NN activity, its resolution is not
high enough to understand individual neuronal responses. Spike sorting in combination
with neuronal subtype-specific model compounds seems to be a valuable solution for
neuronal subtype identification in BrainSpheres on MEAs. To study if this system is
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suitable for acute neurotoxicity assessment, we set up a standard operating procedure
combining neuronal unit identification with consecutive compound testing (Figure 10A).
With this setup, as a proof-of-concept, we measured the effects of two compounds, i.e., TMT,
which enhances gluatamate release, and emamectin, a GABA-receptor agonist [92,93], on
glutamatergic and GABAergic neuronal units in differentiated BrainSpheres (Figure 10B).
These compounds are the first substances of a chemical training set for the test method and
were selected from the mode-of-action analyses in Masjosthusmann et al.’s work 2018 [22].
BrainSpheres generated with the 2D-NIM/CINDA+ protocol were used due to the resulting
higher number of active electrodes and lower variance in comparison to the other protocols.
Neural units reacting to neurotransmitter and antagonist with a change of at least ±25%
in comparison to the baseline measurement were defined as responding glutamatergic or
GABAergic units (Supplementary Figure S12A).
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Figure 8. Neuronal network characterization via acute pharmacological modulation to assess sero-
tonergic responses. BrainSpheres were 3-week 3D differentiated before plated on MEAs and exposed
to buspirone (bsp). (A) Decreased and (B) increased responses after exposure to bsp were detected.
Shown are the fold changes to the untreated baseline measurement of all units (unsorted, grey)
and the responding units after sorting (colored). Data are represented as mean ± SEM of three
independent MEA experiments with eight wells per condition (*: significant to unsorted, * p ≤ 0.05,
** p ≤ 0.01, *** p ≤ 0.001). The numbers above the bars represent the total number of units that
respond accordingly.
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Figure 9. Neuronal network characterization via acute pharmacological modulation to assess cholin-
ergic responses. BrainSpheres were 3-week 3D differentiated before plated on MEA and exposed to
carbaryl (crb). (A) Decreased and (B) increased responses after exposure to crb were detected. Shown
are the fold changes to the untreated baseline measurement of all units (unsorted, grey) and the
responding units after sorting (colored). Data are represented as mean ± SEM of three independent
MEA experiments with eight wells per condition (*: significant to unsorted, * p ≤ 0.05, ** p ≤ 0.01,
*** p ≤ 0.001). The numbers above the bars represent the number of units that respond accordingly.

After exposure to TMT and respective spike sorting, TMT caused an increased wMFR
in glutamatergic units in the sub-micromolar range with a decreasing effect starting at
2.22 µM TMT (Figure 10B). This expected increasing effect in wMFR due to enhanced
glutamate release by TMT [93] was not observed in the unsorted and GABAergic units.
Additionally, the highest TMT concentration (20 µM) also decreased the wMFR of the un-
sorted and the GABAergic units. Treatment with the GABAA and GABAC receptor agonist
emamectin [92] decreased the wMFR of all unsorted and sorted units in a concentration-
dependent manner. However, the effect was strongest in sorted GABAergic units with
a reduction to a fold change of 0.34 at 30 nM (Figure 10B). That the emamectin effects
can even be observed in the unsorted units can be explained by the high abundance of
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GABAergic units in these particular BrainSpheres, with 80 to 95% of the units reacting to
GABA and bicuculline.

Unspecific cytotoxic effects of the two test compounds were excluded by measuring
LDH release (Supplementary Figure S12B).
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Figure 10. Test method set-up for the NAM assessing neuronal subtype-specific acute neurotoxicity
using MEA and spike sorting. (A) Schematic workflow for acute neurotoxicity testing. After the first
baseline recording (baseline 1), first, the indicated neurotransmitter (glutamate or GABA), followed
by the corresponding antagonist (AP5/NBQX or bicuculline), was applied. The pharmacological
modulators were removed via a complete washout and the neuronal networks were allowed to
recover for 2 to 3 h. After a second baseline measurement (baseline 2), the test substances TMT
and emamectin were applied in increasing concentrations. (B) 2D-NIM BrainSpheres were 3 weeks
3D-differentiated in CINDA+. After 4 subsequent weeks of differentiation on the MEA, they were
used for the described acute neurotoxicity testing. Shown are the fold changes of the wMFR to the
respective untreated baseline measurements of all units (unsorted) or pre-sorted responding units
(colored). The horizontal bar under each graph indicates the percentages of units responding to
the modulation with neurotransmitter and antagonist and were thus defined as glutamatergic or
GABAergic units. Data are represented as mean ± SEM (*: significant compared to the baseline,
* p ≤ 0.05, ** p ≤ 0.01, *** p ≤ 0.001). Created with biorender.com.
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4. Discussion

In recent years, industry, regulators, and academia have agreed on the need for
NAMs to test chemicals with higher throughput, lower costs, and better predictivity for
humans [13,15]. For this task, human cell systems designed for a specific purpose should
preferably be used and combined with other in vitro and in silico methods to cover multiple
endpoints [94,95]. Human in vitro models for acute neurotoxicity testing that examine
neurotransmission mainly refer to effects of total neural networks by measuring spike-,
burst-, and network-related parameters. While these parameters provide valuable informa-
tion, they do not necessarily account for a large variety of neurotoxic MoA [31,37,96–100].
The low granularity of the classical MEA evaluation by studying integrated signals over
single electrodes is accompanied by a high dependence on the NN composition. As hiPSC-
derived NN are especially fairly variable [43], high uncertainty might be involved in using
spontaneously formed NN from hiPSC for in vitro neurotoxicity studies. Therefore, we
characterized mixed culture BrainSpheres [57] for setting up a multiplexed test method
for acute neurotoxicity evaluation with the goal of adding multiple neurotoxicity MoA
to the established parameters measured with MEAs. First, we characterized six different
BrainSphere models resulting from three adherent neural induction protocols combined
with two different media for subsequent differentiation. All neural induction protocols
showed low variability and high efficiency by resulting in at least 97% cells expressing the
neural progenitor marker NESTIN [45,74]. However, hiNPC generated with the 2D-NIM,
yet not with the GNEIB protocol, contained less KI-67 positive cells on day 21 of neural
induction. This might be the consequence of asymmetrical cell division into proliferative
and non-proliferative daughter cells [101]. PAX6 controls various processes regarding the
neuroectodermal fate in a concentration-dependent manner and, if absent, leads to asym-
metric cell division and thus to neurogenesis [75,102,103]. Hence, the low PAX6 expression
in 2D-NIM hiNPCs could explain the decrease in proliferating cells and indicate a more
developed state in comparison to the other two protocols.

After the successful neural induction, hiNPCs were frozen in liquid nitrogen. This
allows each subsequent experiment to be performed with the same hiNPC passage number,
reduces variability and saves time and money. We confirmed that this additional step does
not alter the expression of NESTIN and KI-67.

Gene expression data at various differentiation times showed that BrainSpheres pro-
duced in different media differ in genes referring to distinct brain regions, synapse forma-
tion, astrocyte differentiation, receptors, and neuronal subtypes. Interestingly, the neural
induction media influence gene expression more strongly than the differentiation media.
Moreover, gene expression comparison to the SynFire neural cells, which are cell ratio-
controlled, pre-differentiated excitatory and inhibitory neurons and astrocytes forming
functional and highly synchronous neural networks over 35 days in culture, revealed that
the BrainSpheres are still fairly immature after 3 weeks of differentiation (e.g., compar-
ing MAP2, SYN1, DLG4, AQP4 expression). This is supported by the low expression of
the K+-Cl−-co-transporter (KCC2, SLC12A5) we observed in BrainSpheres compared to
the SynFire cells. The increase in KCC2 expression together with the decrease in expres-
sion of the Na+-K+-2Cl−-co-transporter (NKCC1, SLC21A2) initiates the postnatal switch
from excitatory to inhibitory GABA signaling [78]. The presence of mature and immature
GABAergic neurons was also supported by the MEA measurements after exposure to
the GABA antagonists bicuculline and picrotoxin, which resulted in both increases and
decreases in wMFR. We observed very low expression of genes encoding for serotonin
receptor (HTR1A), choline receptor (CHRNA4), and choline synthesis enzyme (CHAT);
however, the MEA analysis revealed functional receptors. Previous studies showed that
some neuronal subtype-specific markers were only expressed in mature neurons, which
can take up to 16 weeks to achieve with hiPSC-derived NN [49,104]. Therefore, such gene
expression data in mixed cultures have to be regarded with caution as gene expression
measured is an integration of cellular expression and cell abundance in the cultures. Hence,
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protein analyses using immunocytochemistry combined with functional studies, e.g., using
MEAs, are needed for proper test system characterization.

Immunocytochemical stainings for different neuronal and astrocytic markers revealed
different potentials of the distinct neural induction/differentiation protocols for differen-
tiation into S100B-positive cells of the astrocyte lineage, with the 2D-NIM/CINDA+ and
GNEIB/CINDA+ protocols being the most effective, while GNEIB/Electro and Stemd-
iff/Electro BrainSpheres only differentiated into very few or no S100B positive cells. These
data were supported by the gene expression analyses. Astrocytes are essential for NN
maturation and function since they play an important role in synaptogenesis, neuronal
survival and outgrowth, phagocytosis, and NT uptake from the synaptic cleft [105,106].
However, spatiotemporal astrocyte marker expression has to be considered when analyzing
astrocytes in vitro. Data from human in vivo investigations reveal that GFAP, a marker
most commonly used in in vitro studies, should not be used as a general and sole astrocytic
marker [80]. Therefore, immunocytochemical analyses supported by qPCR results using
a panel of astrocytic lineage markers (e.g., GFAP, S100B, and AQP4) seem reasonable.
Astrocyte presence is also important concerning the effects of chemicals, as neurons and
astrocytes might react differently to toxic substances [107–109]. Moreover, astrocytes might
be the mediators of neuronal toxicity [110,111] or even neuroprotective [112,113]. Hence,
astrocytes’ presence in mixed co-cultures is thought to enhance the applicability domain
compared to pure cultures.

Not only do astrocytes and neurons respond differently to certain chemicals, but toxic
effects on individual neuronal subtypes are also frequent causes of neurotoxicity [22,59,114].
Prominent examples are the pesticide rotenone, which acts specifically on dopaminergic
neurons [115], or the acetylcholinesterase inhibitor parathion targeting cholinergic neu-
rons [116]. In that regard, it might be of interest to generate fit-for-purpose BrainSpheres
enabling the study of distinct neuronal subtypes depending on the scientific or regulatory
question. Here, for example, ICC stainings revealed that BrainSpheres generated with
the 2D-NIM (both differentiation media) or the GNEIB/CINDA+ protocols generated the
highest numbers of TH-positive dopaminergic neurons, while in Stemdiff BrainSpheres,
they were much fewer. However, besides cell type-specific marker expression, for a physio-
logically relevant neural test systems, the formation of a functional neuronal network and
adequate responses to model compounds have to be demonstrated.

In addition to the mRNA and protein expression data, BrainSpheres were charac-
terized for their performance on MEAs. Similar to the expression analyses, the applied
induction and differentiation protocols determined the BrainSphere’s activities on the
MEAs. BrainSpheres induced in 2D-NIM and GNEIB media differentiated in CINDA+
showed the most active electrodes, the highest wMFRs, and the highest burst frequencies.
The wMFR and bursting behavior depend on various factors, predominantly the presence
of astrocytes and the ratio of excitatory to inhibitory neurons [31,32,34]. According to the
expression data, these two protocols express the highest levels of the astrocytic lineage
marker S100B. Hence, astrocyte presence might be responsible for the abundant firing
activity of these BrainSpheres. In contrast to BrainSpheres neurally induced with the 2D-
NIM and GNEIB media, BrainSphers generated with Stemdiff medium displayed higher
electrical activity when subsequently differentiated with the Electro medium. This indicates
that the combination of neural induction and differentiation media highly influences NN
functionality. To date, only the influence of different neural induction protocols or various
differentiation conditions have been analyzed; however, a combination of both has not
been examined so far [53,56,117,118].

While spike, burst, and network parameters provide important information on general
network function, their level of granularity is not particularly high. Therefore, we applied
the method of spike sorting to the MEA data [119]. Spike sorting enables the identification
of single active neuronal ‘units’ within the signal of one MEA electrode using curve
progression analyses. These units can be evaluated individually and hence quantified
across multiple electrodes. We challenged the NN with model compounds targeting
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glutamate, GABA, dopamine, serotonin and nACh receptors, as well as acetylcholine
esterase to identify different neuronal subtype signalling.

Without spike sorting, glutamate did not significantly increase wMFR signals on MEAs.
After spike sorting, neuronal units were identified that increased or decreased their activity.
Neuronal response of increased activity was expected for an excitatory neurotransmitter.
The opposite effect might be attributed to presynaptic metabotropic glutamate receptors
(mGluR) that can act as a negative feedback loop and inhibit glutamate release [120–124]
possibly in early developing neurons as a counterpart to immature excitatory GABAergic
neurons [125]. Such opposite glutamate effects were observed earlier in other neural in vitro
models [32,56].

Spike sorting of MEA activity after exposure to the GABA receptor antagonists bicu-
culline and picrotoxin revealed that all established NN contain both excitatory and in-
hibitory GABAergic neurons. This was not visible in the whole electrode recordings, since
the two opposite reactions cancel each other out. Excitatory action of GABA is a physiologi-
cal response before the GABA switch [78]. Hence, all NN also contain immature neurons
that precede the GABA switch in addition to inhibitory GABAergic neurons. GABAA and
GABAC receptors seem to mature differently as picrotoxin, which binds to GABAA and
GABAC receptors [85], increases the increase/decrease ratios of neuronal units compared to
bicuculline, which only interacts with GABAA receptors [84], suggesting higher maturation
states of GABAA receptors. The gene expression for the two ion transporters NKCC1 and
KCC2, which marks the switch from pre-mature excitatory to mature inhibitory GABAergic
neurons, supports these functional data.

All BrainSphere models also responded to haloperidol, buspirone, and carbaryl, by
directly or indirectly acting on baseline transmission of dopaminergic, serotonergic, and
cholinergic receptors, respectively. Overall, differentiation in CINDA+ seems to produce
higher numbers of these neuronal subtypes compared to differentiation in Electro medium,
possibly due to the higher number of active electrodes these CINDA+ BrainSpheres pro-
duce in total. Haloperidol and buspirone bind to dopaminergic and serotonergic receptors,
respectively. Haloperidol is an antagonist for the inhibitory dopamine D2 receptor [86,87];
thus, we observe an increasing effect of this drug on the wMFR of neuronal units. Interest-
ingly, all NN contained more units responding with a decreased electrical activity, which is
in line with the results of previous in vitro studies that observed only inhibitory reactions
after acute treatment [126–130]. Görtz and colleagues suggested that this effect may occur
due to a direct blockage of ion channels [126], which explains the rising number of units
responding with decreased activity at the highest haloperidol concentration. Buspirone’s
primary MoA is binding to presynaptic inhibitory 5-HT1A receptors as an agonist [88],
thus producing an inhibitory action as we observe for most units within the NN in vitro.
Carbaryl inhibits the enzyme acetylcholine esterase, thereby leading to an accumulation of
choline in the synaptic cleft [89]. However, the second MoA of this insecticide is binding to
nACh receptors [90,91,131]. Interestingly, previous in vitro studies only showed decreased
electrical activity after exposure to carbaryl [132–135]. In this study, all NN exhibit neuronal
units that respond in both directions, thereby covering both MoA. This might be due to
an abundance of nACh receptor expression independent of the cholinergic synapse on
GABAergic neurons [136].

Finally, we used the BrainSpheres in combination with spike sorting for setting up a test
method, the human multi-neurotransmitter receptor (hMNR) assay for acute neurotoxicity
testing that aims at enlightening the neurotoxic MoA for unknown test compounds in the
future. As a small proof-of-concept study, we exemplified the use of this test method by
studying the effects of the compounds TMT and emamectin with previously-described
MoA for glutamatergic and GABAergic neurons. The hMNR confirmed the two MoA of
the test compounds: (1) the enhanced glutamatergic activity by TMT-induced glutamate
release [93]; (2) the reduced GABAergic neurotransmission caused by the GABAA and
GABAC agonist emamectin [92]. Long-term exposure studies showed that TMT also affects
synaptic vesicle fusion and recycling [137,138]. This could be a possible explanation for
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the wMFR reduction at higher TMT concentrations. Although the effect of emamectin was
strongest in the GABAergic units, it was also observed in the unsorted and glutamatergic
units. This is probably due to the high abundance of GABAergic units in these particular
BrainSpheres, with 80 to 95% of the units reacting to GABA and bicuculline.

As this is a rather restricted case study, respective proof-of-concept studies for the
applicability of the hMNR assay also have to be devised for the other neuronal subtypes.
However, this small setup already demonstrates a high sensitivity for the two model
compounds by detecting the compounds’ effects in the nM range. In the end, we envision
a test method setup that identifies all five different neurotransmitter receptors in the first
identification phase followed by compound exposure with unknown substances. Spike
sorting will identify compounds’ MoA through this effort and hence deliver a neurotoxic
MoA profile for each tested compound. The advantage of this system is that one analyzes
neuronal units in a mixed neuronal/glia network context; however, information on the
individual neuronal level is assessed.

Additional applications for acute substance testing in hiPSC-based BrainSpheres
combined with spike sorting analyses are disease modeling and drug development. The
pathophysiology of several neurological disorders such as Rett syndrome, autism spectrum
disorders, schizophrenia, Down syndrome, and fragile X involves, amongst others, a dis-
rupted GABA switch during brain development leading to an inhibitory/excitatory imbal-
ance [139–142]. Moreover, they are suited as Parkinson’s disease model and for untargeted
disease modeling, revealing, to date, unstudied disease mechanisms and gene–environment
interactions [62,143]. Another application can be envisioned in drug development for safety
or efficacy evaluation, e.g., for seizure liability assessment [68,144–146]. In addition, inter-
ference of compounds with neurotransmitter systems might also be an indication of their
developmental neurotoxicity (DNT) potential. Therefore, in the future, this test method
might also be a valuable addition to the current DNT in vitro testing battery [147] as test
methods for substances’ effects on neuronal subtypes were identified as one gap in current
NAM-based DNT evaluation [148].

5. Summary and Conclusions

Taken together, we generated six different BrainSphere models by combining 2D neural
induction protocols with 3D differentiation methods and showed distinguished neural
differentiation patterns, although all protocols were based on dual SMAD inhibition. This
emphasizes the importance of thorough characterization of each cell model and highlights
the difficulties in comparing studies that use different media compositions. The different
gene and protein expressions regarding neural subtype and receptor expression were also
reflected in the functionality of the BrainSpheres measured on MEAs. To overcome the
mixed signals of different neuronal subtypes, we applied spike sorting, which allowed
us to distinguish between glutamatergic, GABAergic, dopaminergic, serotonergic, and
cholinergic responses. Finally, this led us to introduce the hMNR assay which has possible
applications beyond acute neurotoxicity for DNT testing, including in the field of disease
modeling and for safety and efficacy evaluation in drug development.
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1. Supplementary Tables

Supplementary Table S1. Coatings used for neural differentiation of BrainSpheres generated with different neural induction proto-
cols. 

Neural in-
duction 
protocol 

Differentiation 
medium 

coating Order number and supplier 

2D-NIM 
CINDA+ 0.1 mg/mL PLO1 / 50 µg/mL laminin 

PLO: #P4957, Sigma-Aldrich, St. Louis, MO, USA 
laminin: #LN521, Biolamina, Sundbyberg, Sweden 

Electro 0.1 % PEI2 / 50 µg/mL laminin 
PEI: #181978, Sigma-Aldrich, St. Louis, MO, USA 

laminin: #LN521, Biolamina, Sundbyberg, Sweden 

GNEIB 
CINDA+ 25 µg/mL laminin laminin: #LN521, Biolamina, Sundbyberg, Sweden 

Electro 0.015 mg/mL PLO1 / 50 µg/mL laminin 
PLO: #P4957, Sigma-Aldrich, St. Louis, MO, USA 
laminin: #LN521, Biolamina, Sundbyberg, Sweden 

Stemdiff 
CINDA+ 50 µg/mL laminin laminin: #LN521, Biolamina, Sundbyberg, Sweden 

Electro 0.1 mg/mL PLO1 / 50 µg/mL laminin 
PLO: #P4957, Sigma-Aldrich, St. Louis, MO, USA 
laminin: #LN521, Biolamina, Sundbyberg, Sweden 

1PLO: poly-L-ornithine; 2PEI: polyethyleneimine 

Supplementary Table S2. Information about used compounds and their solvents. 

Compound CASRN Order number and supplier solvent effect 
Bicuculline 485-49-4 #0130, Tocris, Bristol, UK DMSO GABAA antagonist 

Buspirone hydrochloride 33386-08-2 
#HY-B1115, MedChemExpress, South Bruns-

wick, NJ, USA 
DMSO 5-HT1A agonist 

Carbaryl 63-25-2 #32055, Sigma-Aldrich, St. Louis, MO, USA DMSO 
inhibits acetylcholines-

terase 
DL-2-amino-5-phos-

phonovaleric acid (AP5) 
76326-31-3 

#SC-201503, Santa Cruz Biotechnology Inc., 
Dallas, TX, USA 

H2O NMDA antagonist 



2 of 2 

Emamectin benzoate 155569-91-8 #31733, Merck, Darmstadt, Germany DMSO 
GABAA and GABAC ag-

onist 

Haloperidol 52-86-8 
#HY-14538, MedChemExpress, South Bruns-

wick, NJ, USA 
DMSO D2 antagonist 

L-glutamate 6106-04-3 #49621, Sigma-Aldrich, St. Louis, MO, USA H2O Neurotransmitter 
NBQX disodium salt 

(NBQX) 
479347-86-9 

#SC-222048, Santa Cruz Biotechnology Inc., 
Dallas, TX, USA 

DMSO AMPA antagonist 

Picrotoxin 124-87-8 
#SC-202765, Santa Cruz Biotechnology Inc., 

Dallas, TX, USA 
DMSO 

GABAA and GABAC an-
tagonist 

Trimethyltin chloride 
(TMT) 

1066-45-1 #146498, Merck, Darmstadt, Germany H2O 
Increases glutamate re-

lease 
γ-Aminobutyric acid 

(GABA) 
56-12-2 #A5835, Sigma-Aldrich, St. Louis, MO, USA H2O Neurotransmitter 

Supplementary Table S3. Primer sequences. 

Gene Forward primer sequence (5’ →  3’) Reverse primer sequence (5’ →  3’) 
ACHE GTCCAGACTAACGTACTGCT ATGCGATACTGGGCCAAC 
ACTB CAGGAAGTCCCTTGCCATCC ACCAAAAGCCTTCATACATCTCA 
AQP4 TGGACAGAAGACATACTCATAAAGG GGTGCCAGCATGAATCCC 
CHAT GCCCATAGTATTGCTTCATGC ACCAGCTGAGGTTTGCAG 

CHRNA4 CTCGCGGGCTCTAGATG CCACAGGAGAAGACGAACC 
DLG4 CCAGAAGAGTACAGCCGATTC CTTGGTCTTGTCGTAATCAAACAG 
DRD2 ACGGCGAGCATCCTGAACTT GCCGGGTTGGCAATGATGCA 
EN1 CTGGGTGTACTGCACACGTTAT TACTCGCTCTCGTCTTTGTCCT 

FOXG1 TCCATCCGCCACAATCTGTC CCCAGCGAGTTCTGAGTCAA 
GABRA1 ACAACACTTACGCTCCAACA TTTCGGGCTTGACCTCTTTAG 

GAD1 GACCCCAATACCACTAACCTG GCTGTTGGTCCTTTGCAAG 
GFAP CACTGTGAGGCAGAAGCTC CCTCCAGCGACTCAATCTTC 
GLS CAGTTCCAAGATCATTAACAGCA CGATTTGTGGGGTGTGTCT 

GRIA1 CTTAATCGAGTTCTGCTACAAATCC GTATGGCTTCGTTGATGGATTG 
GRIN1 CTCCTGGAAGATTCAGCTCAA GTGGATGGCTAACTAGGATGG 
HOXA2 CACCACGTCTACGGGCAAGAAC AGCTGCTGATGCTGACTTCTGA 
HTR1A TGTCGCTTCTCACAAACTCTC CTTCTCCTCTTTCTCTCTGCTC 
LMX1A CGGGTCATCTTGGACAGGTTT CAGAAGCAGCTCAGGTGGTA 
MAP2 TGCCTCAGAACAGACTGTCAC AAGGCTCAGCTGTAGAGGGA 
S100B CACATTCGCCGTCTCCATC CACAAGCTGAAGAAATCCGAAC 

SLC12A2 ACAAAGTTGAGGAAGAGGATGGC CCTGATCTGCCGGTATGTCTTGG 
SLC12A5 CCGATGACAATTACCCATGGA CTGTCTACATCAGCTCCGTTG 
SLC17A6 CCTCTACCCTAAATATGCTAATTCCA TTGCTCCATATCCCATGACAT 
SLC17A7 CAGAAAGCCCAGTTCAGC ACAATAGCAAAGCCGAAAACTC 

SYN1 GTGCTGCTGGTCATCGAC CCACAAGGTTGAGATCAGAGAA 
TH GGTCTCTAGATGGTGGATTTTGG TGCTAAACCTGCTCTTCTCC 

TPH1 TGTCTCACATATTGAGTGCAGT CCACAATTGGAAGATGTCTCC 
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„Risikobewertung der nächsten Generation“ (





         





      

        

   

      

        

     

        





 



         

       















         







       

         

        



          

          

         



         



 

      

         

         



      





 





      





         













          









            





            

         

          



         

          

        

        

        

     





  





           

        







             











   



         



         

          

          







          

       





 

          

        

         





        



       



(Pașca 2018; Logan et al. 2019)
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nach Anwendungskontext das passende Modell angewendet wird („ “) 
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Algorithmus „automatische “ (engl.  
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