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Abstract

The subject of this thesis is the well-posedness theory of two hierarchies of higher-
order nonlinear dispersive partial differential equations (PDEs).

The first of these hierarchies is the nonlinear Schrödinger (NLS) hierarchy, which
is anchored in the classical cubic NLS equation

i∂tu+ ∂2xu± |u|2u = 0, u(x, 0) = u0(x).

It is well known that, being completely integrable, it possesses an infinite number
of conservation laws. We start by deriving a general representation of the structure
of the higher-order Hamiltonian PDEs associated with these conservation laws.

Using tools from Fourier analysis, bi- and tri-linear refinements of Strichartz es-
timates are derived. These can subsequently be used to prove local well-posedness
of the Cauchy problems associated with all higher-order equations in the NLS hi-
erarchy in the non-periodic setting. As data spaces we cover the classical L2-based
Sobolev spaces Hs(R), which, despite being a natural choice of data space, turn
out not to be well suited for achieving well-posedness close to critical regularity.
We therefore also consider alternative classes of data spaces: the Fourier-Lebesgue
spaces Ĥs

r (R), s ∈ R, 2 ≥ r > 1, and the modulation spaces Ms
2,p(R), s ∈ R,

2 ≤ p <∞.
Combined with a-priori estimates derived from the complete integrability of the

hierarchy equations taken from the literature we are able to extend our L2-based
local solutions to global in time solutions.

Concluding this first part of the thesis we also prove that, within the framework
of tools we are using (deriving well-posedness with fixed-point methods), we have
obtained optimal results up to the endpoint, the critical regularity, in our respective
classes of data spaces. Furthermore we show that fixed-point methods are not
applicable in the periodic setting.

In the second part of the thesis we consider a different hierarchy of PDEs based
on the infinite number of conservation laws of the derivative nonlinear Schrödinger
(dNLS) equation

i∂tu+ ∂2xu− i∂x(|u|2u) = 0, u(x, 0) = u0(x),

another completely integrable model. We again derive a workable representation
of the higher-order PDEs in this dNLS hierarchy, and even go one step further by
determining, for a subset of nonlinear terms appearing in the higher-order equa-
tions, the coefficients appearing in front of them. This is necessary to establish the
effectiveness of a gauge-transformation that will rid the equation of what we call
‘bad’ cubic terms in the nonlinearity. A similar detailed analysis of the coefficients
of a hierarchy of integrable PDEs has not yet been undertaken.

The local well-posedness theory for the dNLS hierarchy equations follows similar
arguments as for the NLS hierarchy equations, reusing the smoothing estimates
from earlier. However, an additional difficulty arises due to an extra derivative in
nonlinear terms of the equations. The smoothing estimates alone are not sufficient
to derive well-posedness. We resort to additional smoothing resulting from the
structure of the nonlinear terms, expressed through their resonance relation.

For the extension of the local L2-based well-posedness results to global in time
ones, no equivalent to the NLS hierarchy a-priori estimates is available. We there-
fore have to resort to proving that it is possible to derive sufficient a-priori estimates
from the conservation laws associated with the dNLS hierarchy equations.

Finally we again establish optimality of our results within the framework we are
using and rule out the possibility of developing a similar theory for the periodic
setting (using fixed-point methods).
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1. Introduction

In recent decades the study of Cauchy problems for nonlinear dispersive partial
differential equations (PDEs) has become a popular field of research within analysis.
Combining methods from harmonic analysis, PDE theory, more recently probability
theory and the inverse scattering transform. The goal of this thesis is to contribute
to this field, studying the well-posedness theory of two hierarchies of higher-order
nonlinear dispersive PDEs.

A dispersive PDE is an evolution equation that is characterised by (its linear
part) enabling plane wave solutions of different frequencies to propagate at different
speeds. This has the effect, that if one starts with highly concentrated initial data,
over time, the dispersion will cause the solution to spread out. Unfortunately this
dispersive effect is not enough to have a strong regularising effect on solutions
unlike, say, parabolic PDEs, making studying them difficult.

As often dispersive PDEs are motivated by physical applications, it is natural to
consider a Hilbert space setting for their initial data. The most common choice of
data space is the scale of classical Sobolev spaces Hs(X), s ∈ R, X ∈ {Rn,Tn}.1

Overall goal, or measure of improvement in result, in the study of well-posedness
of dispersive PDEs is to require as little regularity of the initial data as possible,
while still deriving well-posedness results. This is motivated by the fact that nat-
ural a-priori estimates, which often also have physical interpretation, are usually
available at low regularities. Mass (L2 norm), energy (H1 norm) or momentum

(H
1
2 norm) conservation laws are typical examples of such. In addition, physically

motivated dispersive PDEs are often Hamiltonian equations, where it is natural to
consider the equation posed with initial data in its corresponding energy space, as
in other PDE disciplines.

Originating in a physical context and having a plethora of conservation laws,
makes it unsurprising that such equations are also often invariant with respect to
symmetry transformations. Of particular importance for us is invariance under
a scaling symmetry. These give further motivation to consider the low-regularity
well-posedness question of these equations, because such a scaling symmetry allows
one to define a notion of critical regularity. This is the regularity s ∈ R at which
the data space Hs (more precisely its homogeneous variant) is also invariant under
the same scaling symmetry as the equation. The critical regularity is interpreted
as the point where one expects to lose control over the lifespan of the solution with
respect to the size of the initial data. In turn, this is the point where one expects
a dispersive PDE to be ill-posed in any lower regularity space. Regularities above
the scaling critical are deemed subcritical and below are said to be supercritical.

Typical examples of dispersive PDEs are the Korteweg-de Vries (KdV) equa-
tion, its modified variant (mKdV), higher-dimensional generalisations of these (e.g.
Kadomtsev-Petviashvili and Novikov-Veselov equations), the cubic nonlinear Schrö-
dinger (NLS) equation and the derivative nonlinear Schrödinger (dNLS) equation.
The latter two of which we will be building on in this thesis.

1.1. Deriving well-posedness. Initial studies of the well-posedness question for
nonlinear dispersive PDEs, see [10, 11], relied on what has become known as the
energy method. For this technique ε-parabolic regularisation is used together with
energy estimates that, uniformly in ε > 0, give control over the Hs norm of a
solution of the regularised equation. Constructing solutions uε for such a regularised
equation is simple, since strong smoothing effects derived from presence of the
parabolic term are now available. Last step is to send ε→ 0 and proving, using the

1We will abbreviate classical Sobolev spaces as Hs, s ∈ R, for the remainder of this introduction
to signify independence of the underlying geometry.
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energy estimates, that the solution sequence converges and the limiting solution
u := limε→0 uε also satisfies the original equation.

An advantage of this technique is that it works independently of the underlying
geometry of the equation, quickly deriving local well-posedness in both periodic
and non-periodic settings at sufficiently high initial regularity of the data. Also one
usually obtains unconditional2 well-posedness results.

The sufficiently high regularity is dictated though by the Sobolev embedding
theorem and the number of derivatives appearing in the nonlinearity of the equation.
This means that the lower limit for local well-posedness using the energy method
is usually comparatively high (especially for higher dimensional equations). Taking
the KdV equation as an example, well-posedness using the energy method can be
derived for s > 3

2 , far from its critical regularity at s = − 3
2 . For other equations,

like the cubic NLS equation, the gap is smaller, with the lower limit for local well-
posedness using the energy method being s > 1

2 and s = − 1
2 its critical regularity.

With the energy method providing unsatisfactory results, with regard to the gap
between well-posedness and critical regularity or available a-priori estimates, one
turns to employing the dispersive effects of the PDE. Such dispersive effects can be
formalised through the use of space-time norms as in Strichartz estimates derived
with, for example, Fourier analysis or stationary phase methods.

Strichartz estimates, which capture a time-averaged version of dispersion pro-
vided by the equation using Lp

tL
q
x-norms, can then be used in a fixed-point argu-

ment to derive well-posedness for the equation. This works for semi-linear dispersive
equations, where the nonlinearity can still be thought of as a perturbation of the
linear equation. If the nonlinear effects become too strong though (i.e. the equation
is of quasi-linear character) this approximation breaks down.

Such smoothing estimates may be further refined to bi- or in general multilinear
estimates, that capture the interaction of multiple solutions. These multilinear
refinements of Strichartz estimates allow one to capture smoothing effects that
may not be present in a linear evolution, but are present, say, in the interaction of
two (frequency separated) solutions of the equation.

In some cases, prominently the KdV and dNLS equations, (multilinear) smooth-
ing effects expressed in mixed Lp-norms alone do not suffice in order to derive
well-posedness. This warrants the introduction of Bourgain (also called Fourier-
restriction) spaces Xs,b, s, b ∈ R, which are also used in the context of a fixed-point
argument.

These spaces are defined in a way adapted to the linear part of the equation.
Besides use of smoothing effects already known for the equation, they allow one
to peek into the structure of a nonlinear term and use additional smoothing by
way of the so called resonance relation. Use of the resonance relation allows one
to distinguish between, for example, polynomial nonlinear terms of the same order,
that only differ in their distribution of complex conjugates. They are also helpful in
situations, notably periodic problems, where there are no smoothing effects because
of the compactness of the underlying domain. For our investigation of the dNLS
hierarchy equations, despite the availability of Strichartz type smoothing effects,
we will need to utilise this additional advantage of Bourgain spaces in order to deal
with the many derivatives present in their nonlinear terms.

In comparison with the energy method use of fixed-point methods has an ad-
ditional advantage beyond a lower regularity threshold for the initial data: the
estimates proven for use in the application of a fixed-point theorem are also strong

2Unconditional well-posedness refers to the solution of an evolution equation being unique in
the space of continuous functions with values in the data space, rather than in some continuous
subspace of this.
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enough to establish smoothness of the flow of the PDE. With the energy method
the flow’s mere continuity is derived. However unconditional well-posedness now
has to be derived with an additional argument and is no longer automatic.

These different levels of regularity of the flow became part of the overall notion
of well-posedness that was to be proven for a given dispersive PDE. In turn ill-
posedness could be established by analysing the minimal regularity of the initial
data required that well-posedness of a PDE necessitates. Ruling out the applica-
bility of fixed-point methods as described above, such ill-posedness results have be-
come commonplace for underlining the optimality of well-posedness results. We also
resort to this approach to show that we have achieved best possible well-posedness
results in our chosen data spaces in the non-periodic setting and completely rule
out the applicability of fixed-point methods in the periodic setting.

Two approaches for ruling out smoothness of the flow are common. Formally
differentiating the flow and proving the necessary estimates that would establish
its k-times continuous differentiability are, in general, false, was pioneered in [14].
Another is using soliton solutions3 that are often available for dispersive PDEs. Here
one aims to construct a situation where two pieces of initial data only differing in
phase, but not in support, have respective solutions that propagate at different
speeds so that their supports separate fast enough. Hence initially the difference
between solutions is small, but quickly enlarges as the solutions separate. First
demonstrated in [60], this can be used to rule out uniform continuity of the flow, a
stronger result than Ck ill-posedness. We employ both techniques in this thesis.

1.2. Alternative function spaces. Though the classical Sobolev spaces are a nat-
ural choice for the initial data of dispersive PDEs (or physically motivated models
in general), they are not however always well-suited for achieving well-posedness
close to or in the critical space. Often there will be a gap in regularity between
the best possible well-posedness result on the Hs scale (indicated by complemen-
tary ill-posedness results as described at the end of the preceding subsection) and
the Sobolev space of critical regularity. Moreso, for some equations, prominently
the Benjamin-Ono equation, no well-posedness result in Sobolev spaces can be
achieved at all using fixed-point methods, as the equation is ill-posed in any Sobolev
space [66,73] in the sense that the flow cannot be C2 or even uniformly continuous.

This necessitates the consideration of alternative scales of function spaces, that
at least incorporate the classical Sobolev spaces within them, but also allow for im-
proved well-posedness results. Examples of such spaces that have been successfully
employed in the dispersive PDE community are weighted Sobolev spaces, Besov
spaces, Fourier-Lebesgue spaces and modulation spaces. Except for the weighted
spaces, which are an unfortunate choice, because they are ususally not compati-
ble with off-the-shelf smoothing/Strichartz estimates and are most often employed
when using the inverse scattering transform, these examples are (in general) not
Hilbert spaces. This is a tradeoff that is made in order to achieve well-posedness
closer to a space that is comparable with the Sobolev space of critical regularity
of the equation. More precisely, some of these scales of function spaces (or their
homogeneous variants) will also be compatible with transformations of scale, which
enables one to pinpoint a space of critical regularity for these scales of spaces too.

Another disadvantage of moving to these alternative spaces is that a-priori es-
timates derived from conservation laws, which are often available for dispersive
PDEs, usually do not transfer to these spaces easily. Leading to a much less well
understood global well-posedness theory in these alternative spaces.

3These are exact solutions of the nonlinear PDE that are highly concentrated in support around
a point, that, through the flow of the PDE, is pushed through space.
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Pioneering this approach in the context of low-regularity well-posedness theory
of dispersive PDEs were [17, 93] where nonlinear Schrödinger equations were con-
sidered.

Sometimes though transitioning to these alternative spaces can lead to im-
proved smoothing estimates, as was already observed in [26], where an analogue
of Strichartz estimates for what amounts to Fourier-Lebesgue spaces were derived.
Only much later were these then actually employed in the well-posedness theory of
the NLS equation [93].

Since this phenomenon of a large gap between the optimal well-posedness on
the Hs scale and the critical regularity is also prevalent in the NLS and dNLS
hierarchies, we will also consider well-posedness in Fourier-Lebesgue spaces Ĥs

r (R),
s ∈ R, 2 ≥ r > 1, and modulation spaces Ms

2,p(R), s ∈ R, 2 ≤ p < ∞. These have
been known to lead to much improved results for closely related equations [18, 19,
38–40,63,77,80,93].

1.3. Completely integrable models. The examples of dispersive PDEs men-
tioned above are not just of interest because they serve as models in physics, but
because they also possess rich algebraic structure. Being a completely integrable
model (a term of art that has no exact definition) usually entails the equation hav-
ing a Lax pair, infinitely many conservation laws and soliton solutions. This is true
of all examples mentioned thus far.

It was discovered in the 1960s, while trying to solve the KdV equation using the
inverse scattering transform, that the KdV equation possesses an infinite number of
conservation laws [1,25,70]. KdV being a Hamiltonian equation, it is only natural to
also consider the higher-order PDEs resulting from these (higher-order) conserved
quantities. This was later also investigated for the cubic nonlinear Schrödinger
equation, where a general method of associating a hierarchy of Hamiltonian PDEs
to a completely integrable model was developed. These may be interpreted as
higher-order corrections to the original equation. It is these associated equations
that we mean by higher-order hierarchy equations.

Determined goal of this thesis is to establish local well-posedness, and in certain
cases to extend this to global well-posedness, for the higher-order equations in the
hierarchies associated with the cubic NLS and dNLS equations in spaces that are as
close as possible to what constitutes critical regularity in the non-periodic setting4.
Since we are able to derive that the higher-order hierarchy equations are ill-posed in
classical Sobolev-spaces of regularities far exceeding their critical regularity, we also
turn to employ both Fourier-Lebesgue spaces and modulation spaces in order to
close this gap. Using these spaces we are able to prove well-posedness of the higher-
order hierarchy equations in the entire subcritical range of parameters of these scales
of spaces and complement these results with ill-posedness results (both in the sense
of Ck and uniform continuity, as discussed above) showing we have achieved best
possible bounds on the lowest regularity necessary for local well-posedness.

1.4. The NLS hierarchy. Starting point of our investigation in this thesis will
be the cubic NLS equation

i∂tu+ ∂2xu± |u|2u = 0, u(x, 0) = u0(x),

which is a model for various wave propagation phenomena in nonlinear optics and
plasmas, see [85] for an introduction to the topic. Its well-posedness theory is
already well understood, having been studied over more than the past 30 years.

4As it turns out, the higher-order equations are ill-posed in the periodic setting in classical
Sobolev-spaces, making an approach with fixed-point methods unfeasible.
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We give [37,76] and the references therein as an introduction to the state of the art
results regarding NLS well-posedness.

As implied above, the cubic NLS equation is a completely integrable model. It
has ample well-known conservation laws, including the L2-norm of a solution u,

momentum:

∫

R

u∂xudx and energy:

∫

R

|∂xu|2 ±
1

2
|u|4dx.

The cubic NLS equation is the Hamiltonian PDE associated with its energy conser-
vation law given above. Using the techniques developed in [1, 5, 25, 82] we extend
this to an infinite family of conserved quantities, which in turn, by associating a
corresponding Hamiltonian PDE leads to what we refer to in the title of this thesis
as the NLS hierarchy.

We begin our well-posedness analysis by deriving new multilinear refinements
of smoothing estimates for the higher-order hierarchy equations. These, together
with well-known estimates from the relevant literature5, allow us to prove local well-
posedness with a smooth flow for all higher-order hierarchy equations. Looking, at
first, only towards classical Sobolev spaces, we establish that the jth NLS hierarchy
equation (with j = 1 corresponding to the cubic NLS equation itself) is locally well-

posed in Hs(R) for s ≥ j−1
2 , j ≥ 2. On this scale of function spaces this result is

optimal6 in the sense that for any lower regularity of initial data the flow cannot be
uniformly continuous any more. In order to prove this we construct explicit families
of soliton solutions for the higher-order equations.

Using a-priori estimates from the literature, that are derived from the equations’
complete integrability, we are able to extend these solutions (for the full range

s ≥ j−1
2 ) globally in time.

Considering the scaling critical regularity for all hierarchy equations is s = − 1
2

this is a considerable gap between our well-posedness result and the space of critical
regularity. Thus we move on to Fourier-Lebesgue spaces Ĥs

r (R). The critical space

on this alternative scale of function spaces is Ĥ0
1 (R). Our local well-posedness

results in this case covers the entire subcritical range of parameter 1 < r ≤ 2
and s ≥ j−1

r′
, again with a smooth flow. Complementing our result in the same

way as above with failure of uniform continuity of the flow (for 1 < r ≤ 2 and

− 1
r′
< s < j−1

r′
) we show that our result is optimal up to the endpoint.

Finally we also look at the higher-order hierarchy equations posed with initial
data in modulation spaces Ms

2,p(R). Here there is a less well-defined notion of
criticality, as there is no homogenous variant of modulation spaces, but comparisons
(via embedding theorems) with Fourier-Lebesgue spaces suggest, that these spaces
become critical for p→ ∞, s staying fixed.

Our analysis results in local well-posedness with a smooth flow for the higher-
order hierarchy equations with data in Ms

2,p(R), so long as s = j−1
2 and 2 ≤ p <

∞. Again covering what can be considered the entire subcritical range, up to the
endpoint. We complement this positive result with a theorem proving failure of
uniform continuity of the flow for any lower initial regularity, that is 0 ≤ s < j−1

2
and 2 ≤ p ≤ ∞. Again, this uses the previously constructed families of soliton
solutions for the higher-order equations.

Additionally, our arguments are general enough for allowing us to establish well-
posedness for a great many variants on the actual hierarchy equations. For example,

5Here we are referring to Kato smoothing and maximal function estimates.
6We prove this ill-posedness result not for the actual jth hierarchy equation but for an equation

that has the same structure (though possibly different coefficients) as the hierarchy equations.
This is harmless with regard to establishing the optimality of our result as we do not take the
structure/choice of coefficients into account when proving our well-posedness result. Information
on the coefficients of the hierarchy equations is simply not available.
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we can allow for much lower initial regularity of the data (in either the Fourier-
Lebesgue or modulation space setting) while still retaining the same well-posedness
result, if one eliminates cubic nonlinear terms from the equations. We leave the
details to later sections.

1.5. The dNLS hierarchy. Having dealt with the NLS hierarchy equations, in
the second part of this thesis we move on to another completely integrable hierarchy,
which is associated with the dNLS equation

i∂tu+ ∂2xu− i∂x(|u|2u) = 0, u(x, 0) = u0(x).

This equation is a model for the propagation of Alfvén waves in magnetized plasma
and of ultra-short pulses in optical fibers. It has (among others) an associated
conservation law that can be interpreted as the energy of a solution

∫

R

|∂xu|2 +
3

2
Im(|u|2u∂xu) +

1

2
|u|6dx.

The reader may consult [4,6,72,91] as an introduction to the origin and derivation
of the equation.

Between the cubic NLS equation and the dNLS equation there is already a
considerable additional difficulty in their respective analysis regarding local well-
posedness. Specifically we are referring to the fact that the dNLS equation itself
is not amenable to a direct treatment with (even multilinearly refined) smoothing
estimates7. One first has to use a gauge-transformation8

G± : u(x, t) 7→ v(x, t) := exp

(
±i
∫ x

−∞

|u(y, t)|2dy
)
u(x, t)

in order to remove a ‘bad’ cubic nonlinear term from the equation. The dNLS
equation in terms of an unknown function u transforms to its gauged version

i∂tv + ∂2xv + iv2∂xv +
1

2
|v|4v = 0, v(x, 0) = v0(x),

for the unknown function v. Here the previously present |u|2∂xu is now missing.
One now instead has to deal with the new quintic term |v|4v, though this is an
innocuous term, because it is of higher order than cubic. In applying the gauge-
transformation one also loses some (knowledge of) regularity of the flow for the
Cauchy problem of the dNLS equation. As it is only well-known that the gauge-
transformation is Lipschitz continuous between relevant function spaces, a well-
posedness result for the gauge-transformed equation, even with smooth flow, only
translates to well-posedness with Lipschitz continuous flow for the dNLS equation
itself.

Specifically, one only knows of the Lipschitz continuity of the gauge-transfor-
mation between Sobolev spaces, or more generally Fourier-Lebesgue spaces. We
extend the literature by providing the first proof of the Lipschitz continuity of the
gauge-transformation between certain modulation spaces. This is a fact that has
seen use in well-posedness results in modulation spaces for the dNLS equation in
the literature, but so far no proof had been provided.

This downgrade in regularity of the flow is usually only a minor problem since
supplementary ill-posedness results concern the failure of uniform continuity of the
flow, a strictly weaker property than its Lipschitz continuity.

7The smoothing estimates between the NLS (hierarchy) equation and the dNLS (hierarchy)
equation do not differ, since they share their linear part.

8Our well-posedness results all concern the non-periodic case. Therefore we focus on this
also when discussing the gauge-transformation. There is however also a more complicated gauge-
transformation available for the periodic case, that essentially achieves the same, see [47].
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A similar problem arises when developing a local well-posedness theory for the
higher-order dNLS hierarchy equations. These also contain (higher-order versions)
of such ‘bad’ cubic terms9. Unfortunately it is far from obvious if this/any gauge-
transformation is capable of similarly amending the higher-order hierarchy equa-
tions in order to be able to develop a satisfactory well-posedness theory.

After again using techniques from the inverse scattering literature, we derive a
general form of the hierarchy equations associated with the conservation laws of
the dNLS equation. This is in line with our work regarding the NLS hierarchy
equations. Though this time we have to go a step further and also deduce specific
knowledge of the coefficients appearing in front of ‘bad’ cubic nonlinear terms in the
higher-order dNLS hierarchy equations. Such fine-grained insight into the structure
of a hierarchy of completely integrable equations is yet to be found in the literature.

Knowledge of these coefficients then allows us to prove that the classic gauge-
transformation, as it does for the dNLS equation, also eliminates all ‘bad’ cu-
bic terms in the higher-order hierarchy equations, replacing them with innocuous
higher-order terms that can be dealt with more easily.

This preparation of the dNLS hierarchy equations takes up a considerable chunk
of the second part of this thesis.

Having set the stage we are able to tackle the local well-posedness problem for the
gauge-transformed higher-order dNLS hierarchy equations. Though still, mere use
of the refined smoothing estimates we derived in the context of the NLS hierarchy
equations does not suffice in order to close a fixed-point argument. We resort to
utilising the additional smoothing present in the nonlinear equations, derived from
the specific structure of the nonlinear terms by way of their resonance relation.
These additional arguments beyond what was used for the NLS hierarchy equations
then allow us to establish local well-posedness with a Lipschitz continuous flow for
all higher-order dNLS hierarchy equations.

On the scale of Sobolev spaces there is a considerable gap again between our
local well-posedness result and the scaling critical regularity s = 0. Specifically, we
establish local well-posedness with initial data in Hs(R) for s ≥ j

2 . A failure of

thrice continuous differentiability of the flow for regularities of initial data s < j
2

suggests this result to be optimal, if one relies on fixed-point methods.
To close this gap we again move on to Fourier-Lebesgue spaces where we are

able to cover the entire subcritical range10 s > 1
2 + j−1

r′
and 2 ≥ r > 1 with our

local well-posedness theory. This is again complemented by a similar ill-posedness
result as for the scale of Sobolev spaces at any lower regularity, showing our result
is optimal up to the endpoint.

For modulation spaces we are able to establish the local well-posedness with
initial data in Ms

2,p(R) for s ≥ j
2 and 2 ≤ p <∞ with ill-posedness in the sense that

the flow can no longer be thrice continuously differentiable at any lower regularity
s < j

2 and 2 ≤ p ≤ ∞.
For the dNLS hierarchy equations no general a-priori estimates at an arbitrary

regularity level are available in the literature. That is, at least none that would
help us extend our local solutions to global in time solutions. There have been
recent efforts [65] where a-priori estimates for the dNLS equation were derived for
0 < s < 1

2 . It is reasonable to expect these to also transfer to the higher-order
hierarchy equations.

9The exact definition of ‘bad’ cubic term is discussed later, suffice to say they are the ones
where none of the derivatives appearing in the term fall on u.

10For the dNLS hierarchy equations set in Fourier-Lebesgue spaces the critical space is Ĥ
1
2
1
(R).

Closest approximation (again via embedding theorems) to a critical space in the scale of modula-

tion spaces is M
j
2
2,∞

(R).
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We turn instead to the L2-based conservation laws associated with the hierarchy
equations. Using the Gagliardo–Nirenberg inequality we construct a-priori esti-
mates at positive integer regularity levels k ∈ N, enabling us to extend our local
solutions in Sobolev spaces Hk(R) to global in time ones.

1.6. Open questions and recent developments. To conclude the introduction
to this thesis we would like to discuss some recent developments with regard to the
well-posedness theory of dispersive hierarchy equations (not just in relation to NLS
and dNLS type equations) and also highlight some open questions that we haven’t
been able to answer entirely within the scope of this thesis.

To begin, we would like to highlight a particular interest of the author: so far
only a subset of the coefficients of the higher-order dNLS hierarchy equations have
been uncovered. It would certainly be an interesting question to derive the complete
coefficient structure of the dNLS hierarchy. A natural extension of this is, if for
integrable hierarchies of PDEs there is a general method of deriving the complete
coefficient structure.

This would open up the possibility of forming well-posedness results that rely on
a more detailed analysis of the interplay between different nonlinear terms of the
same order, particularly cubics, which turn out to be the most difficult to deal with.
It would be conceivable that, given the right interaction between these terms, one
could derive well-posedness results that improve upon the ones presented in this
thesis. On the other hand it might allow improved ill-posedness results. We point
out that our ill-posedness results regarding the uniform continuity of the flow (for
the NLS hierarchy) concern equations that only share the same structure (which
nonlinear terms appear in the equation) as the NLS hierarchy equations. This
does not weaken our result, since we do not rely on interactions between nonlinear
terms to prove well-posedness, but finding families of soliton solutions for the actual
hierarchy equations would be an interesting improvement.

Another possibility in extending our results would be to move to a scale of
function spaces that combines the advantages of Fourier-Lebesgue spaces and mod-
ulation spaces, as was done in [20]. Here the authors improve upon the state of
the art well-posedness theory for the complex-valued mKdV equation in the non-
periodic case by using a scale of function spaces that interpolates between the two
mentioned scales of spaces. Although one has to note that the improvement is on
the order of less than an ε in regularity of the initial data.

Moving on to the question of global well-posedness, we have only been able to
demonstrate global well-posedness for our hierarchy equations with initial data in
L2-based Sobolev spaces. As was shown in [37] for the dNLS equation, a variant on
Bourgain’s splitting argument (also known as the Fourier truncation method) can
be used to derive global well-posedness for the dNLS equation in Fourier-Lebesgue
spaces, when r < 2. After initial investigations by the author, this method also
seems applicable to the (d)NLS hierarchy equations. Because of the many more
nonlinear terms present in the hierarchy though, there is a considerable amount of
work to be done in order to derive the necessary estimates for this method to work.
Initial calculations suggest that it is reasonable to expect global well-posedness for
the fourth-order NLS hierarchy equation in Ĥ1

r (R) for r > 4
3 , which would not

yet be an improvement over the global result in H
1
2 (R) if one compares using an

embedding theorem.
Generally, interest in the well-posedness of hierarchies of dispersive PDEs is a

current topic, with the recent results of [64]. There the authors show well-posedness
of the KdV hierarchy equations with a continuous flow in H−1(R) strongly relying
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on the complete integrability of the KdV equation11. A similar program for the
(d)NLS hierarchy equations is reasonable, though such results would not immedi-
ately be an improvement over the ones presented in this thesis, because of the much
lower regularity of the flow (when relying on the complete integrability).

Regarding recent developments in the well-posedness theory for (among others)
the fourth-order NLS hierarchy equation in the periodic case we would like to
mention [51]. There the author uses a normal form reduction and a cancellation
property between nonlinear terms to derive well-posedness in H1(T). This not only
shows that, using alternatives to fixed-point methods, the higher-order hierarchy
equations are also amenable to well-posedness results in the periodic case, but also
that specific knowledge of the structure of the nonlinear terms can be used to derive
such results. This complements points of interest we have raised at the beginning
of this section.

Besides the use of a normal form reduction it is also reasonable to expect a
refinement of the energy method to be able to derive well-posedness for the higher-
order hierarchy equations in the periodic case. This approach was introduced in [66],
where Strichartz/smoothing estimates were used in order to lower the regularity
requirement for initial data in an application of the energy method. Unfortunately
this approach would also suffer from proving only mere continuity of the flow, if a
well-posedness result is derived.

11In the same paper the authors also derive well-posedness in the periodic case for nth hierarchy
equation in Hn−2(T).
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Part 1. Well-posedness of the NLS hierarchy

The following part of this thesis is an independent paper written by the author.
It has since been published in a peer-reviewed journal, see [2]. We reproduce it here
as it appears in the published version, with the difference that its bibliography is
included in the overall bibliography of this thesis. Its abstract reads:

We prove well-posedness for higher-order equations in the so-called NLS hierar-
chy (also known as part of the AKNS hierarchy) in almost critical Fourier-Lebesgue
spaces and in modulation spaces. We show the jth equation in the hierarchy is lo-
cally well-posed for initial data in Ĥs

r (R) for s ≥ j−1
r′

and 1 < r ≤ 2 and also in

Ms
2,p(R) for s = j−1

2 and 2 ≤ p <∞. Supplementing our results with corresponding
ill-posedness results in Fourier-Lebesgue and modulation spaces shows optimality.
Using the conserved quantities derived in [69] we argue that the hierarchy equations

are globally well-posed for data in Hs(R) for s ≥ j−1
2 .

Our arguments are based on the Fourier restriction norm method in Bourgain
spaces adapted to our data spaces and bi- & trilinear refinements of Strichartz
estimates.

2. Introduction

The cubic nonlinear Schrödinger (NLS) equation
{
i∂tu+ ∂2xu = ±2|u|2u
u(t = 0) = u0

(2.1)

with initial data u0, has over the past 30 years become one of the canonical objects
of study in the well-posedness theory of dispersive PDEs. We direct the interested
reader to [12, 16, 88] and the references therein for an overview of developments in
its study.

Contemporary research is more and more leaning into the fact that the NLS
equation possesses a rich internal structure that may be exploited in order to prove
new well-posedness results or a-priori bounds on solutions. We are, of course, refer-
ring to the fact that the NLS equation is considered to be a completely integrable
system [1,5,25,69,79] – an exact definition of which though escapes the literature.
Usually one considers the fact that there exists an infinite sequence of non-trivial
conserved quantities one of the markers of complete integrability. A fact that is
also true for the NLS equation. The first few of these conserved quantities are

Mass: H0 =

∫
|u|2 dx

Momentum: H1 = −i
∫
u∂xu dx

Energy: H2 =

∫
|∂xu|2 ± |u|4 dx

More precisely, the NLS equation is a Hamiltonian equation that is induced by its
energy H2. (Induced in what way we will make more precise in Section 3.) This
begs the question: do the higher-order conserved quantities H3, H4, . . . also induce
any interesting dispersive PDE12?

Yes, in fact the fourth conserved quantity

H3 = i

∫
∂xu∂

2
xu+ 3|u|2u∂xu dλ

12The mass H0 and momentum H1 also induce PDE, namely of phase shifts and of translations.
Though these are not dispersive and thus are of no interest to us.
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induces the also well-known modified Korteweg-de-Vries (mKdV) equation13

{
∂tu+ ∂3xu = ±2∂x(|u|2u)
u(t = 0) = u0

(2.2)

see [23,55,69] for an overview.
The next higher-order equation is not quite as well known as the NLS and/or

mKdV equations, though it has also appeared independently in the literature [28,
29].

To the author’s best knowledge there is no complete description of all conserved
quantities of NLS available. It is though a simple, but tedious, task to calculate
them. See Appendix A, where we list more of the conserved quantities and their
associated equations.

We want to mention at this point, that the pattern of even-numbered conserved
quantities H2k, k ∈ N inducing NLS-like equations and odd-numbered ones H2k+1,
k ∈ N inducing mKdV-like equations continues [38, 69]. This sequence of NLS-like
equations is what is referred to in the title of this paper as the NLS hierarchy14.
We will give a more precise definition of the NLS hierarchy in Section 3.

Aim of this paper is to deal with questions of low-regularity well-posedness for
the NLS hierarchy equations in classical Sobolev spaces Hs(R), Fourier-Lebesgue

spaces Ĥs
r (R) (sometimes written as FLs,r′(R), where the integrability exponent is

conjugated) defined by the norm

‖u‖Ĥs
r
= ‖u‖FLs,r′ = ‖〈ξ〉sû‖Lr′

and modulation spaces Ms
2,p(R) defined by the norm

‖u‖Ms
2,p

= ‖‖�nu‖Hs‖ℓpn(Z)
with a family of isometric decomposition operators (�n)n∈Z. Precise definitions
of the function spaces and an overview of associated embeddings are given in Sec-
tion 2.2.

While we embrace the rich integrability structure of these equations for their
derivation and conservation laws, we will not be making use of their integrability to
argue our local well-posedness results. This has the advantage that our arguments
work for a rather large class of equations, but the disadvantage that we also cannot
utilise any special structure that may be present in the NLS hierarchy equations,
that could aid the well-posedness.

Moreover our arguments will be based on the contraction mapping principle in
versions of Bourgain spaces Xs,b adapted to our data spaces, in combination with
bi- and trilinear refinements of Strichartz estimates.

Acknowledgements. This work is part of the author’s PhD thesis. He would like
to greatly thank his advisor, Axel Grünrock, for suggesting this line of problems
and his continued and ongoing support.

The author would also like to thank the second anonymous reviewer for his
suggested corrections and additions. In particular asking a question about the
influence of the distribution of complex conjugates in quintic and higher-order terms
in the Fourier-Lebesgue space setting that lead to Remarks 4.5 and 6.4.

13There is a caveat to this that is discussed in Appendix A. In short, when looking at the
complex mKdV equations a slightly different nonlinearity is produced when one follows the con-
struction of the NLS hierarchy in [5], as we do. When looking at the real valued mKdV equation
there is no discrepancy.

14The NLS hierarchy is a part of what is often called the AKNS hierarchy, after the names of
the authors that played a considerable role in developing the inverse scattering transform, see [1].
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2.1. Organisation of the paper. In the next and final subsection of this intro-
duction we will establish the general notation and function spaces that we will be
using throughout the rest of this paper. The acquainted reader may skip immedi-
ately to Section 3.

Following that we will define exactly what we mean by NLS hierarchy (and its
generalisations) in Section 3.

We give an overview of prior work related to the well-posedness study of hi-
erarchies of PDEs, a statement of our main results and a discussion of these in
Section 4.

In Section 5 we collect general smoothing estimates based on the dispersion
present in the equations we are dealing with. This includes linear estimates we
will be citing from the literature, some new bilinear estimates adapted to the case
of higher-order Schrödinger equations, so-called Fefferman-Stein estimates (which
generalize Strichartz estimates to the Fourier-Lebesgue spaces we will be using), and
trilinear estimates. The new bi- and trilinear refinements as well as the Fefferman-
Stein estimates are based on [38].

Then in Section 6 we will follow up with the nonlinear estimates needed to prove
Theorems 4.1 and 4.3. First we deal with estimates regarding well-posedness in
Fourier-Lebesgue spaces, following up with the same for modulation spaces.

Finally in Section 7 we will deal with the question of ill-posedness. In this section
we will see that, on the line, our methods lead to optimal results in the framework
that we use. Also we will deal with the fact that a fixed-point theorem based
approach cannot work in the same generality on the torus, as it does on the line.

2.2. Notation and function spaces. We use the notation A . B to mean A ≤
CB for a constant C > 0 independent of A and B, and A ∼ B denotes A . B and
A & B, while A ≪ B means A ≤ εB for a small constant ε > 0. For a given real
number a ∈ R we will denote by a+ and a− the numbers a + ε and a − ε for an
arbitrarily small ε > 0, respectively. The so called Japanese brackets denote the
quantity 〈x〉 = (1 + x2)

1
2 .

We use the following conventions regarding the Fourier-transform: the Fourier-
transform of a function u : Rx × Rt → C with respect to the space-variable x is
given by

Fxu(ξ, t) =
1√
2π

∫

R

u(x, t)eixξ dx.

The Fourier-transform with respect to the time-variable is defined analogously,
though the Fourier-variable corresponding to t shall be called τ . We will also use
the notation û to denote the Fourier-transform with respect to either one or both
of those variables, but it will be clear from context which of those cases we are
referring to, specifically from the use of spatial- and time-Fourier variables rather
than their physical-space counterparts.

For two functions f and g we use the notation
∫

∗

f(ξ1)g(ξ2) dξ1 =

∫

R

f(ξ1)g(ξ − ξ1) dξ1

to represent the integral under the convolution constraint ξ = ξ1 + ξ2. This gener-
alises naturally to an arbitrary number of functions.

Given s ∈ R we define the Bessel potential operator Js through its Fourier
transform FJsu(ξ) = 〈ξ〉sû(ξ) for a function u, and similarly the Riesz potential
operator Is as FIsu(ξ) = |ξ|sû(ξ).

Next we define the frequency projections that we will be utilizing. Given a dyadic
number N ∈ 2N let PN denote the Littlewood-Paley projector onto the (spatial)
frequencies {ξ ∈ R | |ξ| ∼ N}. The special case P1 shall mean the projector onto the
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(spatial) frequencies {ξ ∈ R | |ξ| . 1}. We direct the reader to [34] for a reference
on Littlewood-Paley theory.

For n ∈ Z, let the uniform (or isometric) frequency decomposition operators �n

be defined by

�̂nf(ξ) = ψ(ξ − n)f̂(ξ),

where ψ : R → R is a smooth cut-off function with the properties suppψ ⊂ [− 1
4 ,

5
4 ]

and ψ(ξ) ≡ 1 on [0, 1].
For these operators it is well known that, for any 1 ≤ q ≤ p ≤ ∞, one has

‖PNf‖Lp . N
1
q
− 1

p ‖f‖Lq and ‖�nf‖Lp . ‖f‖Lq .

When dealing with estimates of products of frequency localized functions, to
simplify notation, we will adhere to the following convention: for n ∈ Z or a
dyadic number N ∈ 2N we write un = �nu or uN = PNu respectively. Complex
conjugation has higher precedence than this notation, so that un = (u−n). Different
indices on different factors will not cause confusion, as we will not mix dyadic and
uniform frequency localisation. Also, for ease of presentation, subscripts referring
to frequency localisation may suppress other indices of functions, i.e. using uℓumun
to refer to (�ℓu1)(�mu2)(�nu3).

Next let us define the Fourier-Lebesgue spaces Ĥs
r (R

n) (also referred to as hat-
spaces for obvious reasons), for s ∈ R and 1 ≤ r ≤ ∞, to be the subspace of
functions u ∈ S ′(Rn) such that the norm

‖u‖Ĥs
r
= ‖〈ξ〉sû‖Lr′ (Rn)

is finite. In the case s = 0 one may resort to the slightly different notation Ĥ0
r = L̂r.

And similarly we define the modulation spaceMs
q,p(R

n), for s ∈ R and 1 ≤ p, q ≤ ∞,
as the subspace of functions u ∈ S ′(Rn) such that the norm

‖u‖Ms
q,p

= ‖〈n〉s‖�nu‖Lq(R)‖ℓpn(Z)
is finite.

Though we will not be exhaustive with the properties that these spaces have, we
do want to emphasize an embedding connecting Fourier-Lebesgue and modulation
spaces. For p ≥ 2 one has Ms

2,p(R) ⊃ Ĥs
p′(R). This embedding can be utilised

to gain a notion of criticality in modulation spaces (that are otherwise not well-
behaved with respect to transformations of scale because of the isometric frequency
decomposition). Also we mention, that in the periodic setting these data spaces

actually coincide, i.e. Ms
2,p(T) = Ĥs

p′(T).
Furthermore we note, that both Fourier-Lebesgue and modulation spaces behave

in a natural way with respect to complex interpolation and duality. Let θ ∈ [0, 1],
s, s0, s1 ∈ R and 1 < r, r0, r1, p, p0, p1 ≤ ∞. Then for s = (1 − θ)s0 + θs1 one has
the following interpolation identities

[
Ĥs0

r0
, Ĥs1

r1

]
[θ]

= Ĥs
r for

1

r
=

1− θ

r0
+

θ

r1
as well as

[
Ms0

2,p0
,Ms1

2,p1

]
[θ]

=Ms
2,p for

1

p
=

1− θ

p0
+

θ

p1
.

as long as (p0, p1) 6= (∞,∞). Under the additional constraint that p < ∞ the
following duality relationships

(
Ĥs

r

)′ ∼= Ĥ−s
r′ and

(
Ms

2,p

)′ ∼=M−s
2,p′

also hold. We mention [8,27] as references for embedding, duality and interpolation
results regarding modulation spaces.
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In order to prove local well-posedness we have a necessity for spaces that are more
well-adapted to performing a contraction mapping argument. In [12, 13] Bourgain
introduced the now almost classical Xs,b spaces dependent on a phase function
ϕ : Rn → R and s, b ∈ R, defined by the norm

‖u‖Xs,b
= ‖〈ξ〉s〈τ − ϕ(ξ)〉bû‖L2

xt
.

Using these spaces to study the local well-posedness of dispersive PDEs has
since become known as the Fourier restriction norm method. It was later refined
and built upon in [32,58,59] to arrive at its current use state.

In connection with the Xs,b spaces we also define the operator Λb through its
Fourier transform as FΛbu(ξ, τ) = 〈τ −φ(ξ)〉bû(ξ, τ) for a function u. The quantity
σ = τ − φ(ξ) is referred to as the modulation.

In the following, we define Xs,b spaces adapted to the Fourier-Lebesgue Ĥs
r and

modulation spaces Ms
2,p we will be using as data spaces. For papers dealing in the

same spaces see e.g. [39, 40,77].
For s, b ∈ R and 1 ≤ r ≤ ∞, we denote the Bourgain spaces adapted to Fourier-

Lebesgue spaces by X̂r
s,b. They are defined as the subspace of S ′(R2) induced by

the norm
‖u‖X̂r

s,b
= ‖〈ξ〉s〈τ − ϕ(ξ)〉bû‖Lr′

xt
= ‖JsΛbu‖

L̂r
xt
,

so that the classical Xs,b spaces can be recovered by setting r = 2. Note the lack
of inverse Fourier transformation. Recall that for 1 ≤ r ≤ ∞ we have the following
embedding:

X̂r
s,b →֒ C(R; Ĥs

r (R)) if b >
1

r
.

The contraction mapping argument leading to well-posedness will be carried out in
their respective time restriction norm spaces

X̂r
s,b(δ) =

{
u = ũ|

R×[−δ,δ] | ũ ∈ X̂r
s,b

}

endowed with the norm

‖u‖X̂r
s,b

(δ) = inf
{
‖ũ‖X̂r

s,b
| ũ ∈ X̂r

s,b, ũ|R×[−δ,δ] = u
}
.

Similarly, for s, b ∈ R and 1 ≤ p ≤ ∞ we define the Bourgain spaces adapted
to modulation spaces Xp

s,b (note the missing circumflex compared to the Fourier-

Lebesgue based spaces). In this case they are the subspace of S ′(R2) induced by
the norm

‖u‖Xp
s,b

=
∥∥〈n〉s‖�nu‖X0,b

∥∥
ℓ
p
n
.

Again, p = 2 corresponds to the classical case. The embedding giving us the
persistence property is paralleled by

X
p
s,b →֒ C(R;Ms

2,p(R)) if b >
1

2
.

for 1 ≤ p ≤ ∞. In the same fashion as for the Fourier-Lebesgue adapted spaces, we
have time restriction norm spaces Xp

s,b(δ).

Remark 2.1. We fix q = 2 in the modulation space setting, because of the lack of
available good (i.e. time independent) linear estimates in the q 6= 2 case, see [8,63].

Having defined the spaces we will be using it is time to mention some of their
properties. Among other things what makes Bourgain spaces useful is the ability to
transfer estimates of free solutions in (mixed) Lp spaces or their Fourier-Lebesgue

cousins L̂r to estimates in X̂r
s,b spaces. This is commonly known as a transfer

principle. For a proof in the classical spaces we direct the reader to the self-
contained exposition in [35]. The arguments for transferring (multi)linear estimates

to the Fourier-Lebesgue variants X̂r
s,b are contained within [36].
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Also contained in [36] is a general local well-posedness theorem for X̂r
s,b spaces. A

similar result, though for the modulation space variants Xp
s,b, can be found in [77],

though which can easily be derived from the classics [32, 33]. Using these general
well-posedness theorems we will establish our well-posedness theorems with mere
proofs of necessary multilinear estimates.

As we will also be using complex multilinear interpolation and duality arguments
we shall state the relevant properties of our solution, and data spaces. For this let
θ ∈ [0, 1], s, s0, s1, b, b0, b1 ∈ R and 1 < r, r0, r1, p, p0, p1 ≤ ∞. Then for s =
(1− θ)s0 + θs1 and b = (1− θ)b0 + θb1 one has the following complex interpolation
relations

[
X̂r0

s0,b0
, X̂r1

s1,b1

]
[θ]

= X̂r
s,b when

1

r
=

1− θ

r0
+

θ

r1
and

[
X

p0

s0,b0
, X

p1

s1,b1

]
[θ]

= X
p
s,b when

1

p
=

1− θ

p0
+

θ

p1
,

at least if (p0, p1) 6= (∞,∞). Moreover, with respect to the L2 inner-product, their
dual spaces are given by

(
X̂r

s,b

)′ ∼= X̂r′

−s,−b and
(
X

p
s,b

)′ ∼= X
p′

−s,−b

if one imposes the additional constraint p <∞.
Finally we recall some common inequalities that will be useful in piecing together

multilinear estimates that we can establish in L2-based Xs,b spaces:

‖uN‖Xq
s,b

. Nmax(0, 1
q
− 1

p
)‖uN‖Xp

s,b
and

∑

N≥1

N0−‖uN‖Xp
s,b

. ‖u‖Xp
s,b
. (2.3)

3. The NLS hierarchy in detail

In describing what we refer to as the NLS hierarchy we most closely follow [5],
where the general structure of nonlinear evolution equations that arise as zero-
curvature conditions is described. Though there are many more good references for
this topic (see for example [25, 79]), the chosen work [5] concisely contains all the
details we need about the NLS hierarchy.

3.1. From linear scattering to NLS. We start out in a geometric context, where
we have an N × N matrix of differential one-forms Ω depending on a so-called
spectral parameter ζ ∈ C. For this matrix one can express a linear scattering
problem [5, eq. (1.1)]

dv = Ωv. (3.1)

Associated with this scattering problem is the zero-curvature (or integrability) con-
dition [5, eq. (1.2)]

0 = dΩ− Ω ∧ Ω, (3.2)

which for the right choice of Ω will result in the NLS hierarchy equations (and many
other classical dispersive PDE).

In particular, as in [5, eq. (1.3)], we will use the Ansatz Ω = (ζR0+P ) dx+Q(ζ) dt
with

R0 =

(
−i 0
0 i

)
and P =

(
0 q

r 0

)
.

We leave the choice of Q open for now, but will refer back to it at a later point.
After a lengthy calculation, that we will not reproduce for brevities sake, it

is established that the zero-curvature condition (3.2) can under our Ansatz be
equivalently expressed as [5, eq. (2.3.5)]

d

dt
u = J

δ

δu
H, (3.3)
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where u = ( rq ) is a vector of the “potentials”15, J = −2
(
0 −i
i 0

)
, δ

δr
is a functional

derivative and H is the Hamiltonian of the system, defined by

H = 2

∞∑

n=0

αn(t)In+1. (3.4)

In this sum the In+1 represent the sequence of conserved quantities of our system,
i.e. up to constant factor, what was referred to in the introduction as Hn. With [5,
eqns. (3.1.6) and (3.1.7)] we are given explicit expressions for calculating these
conserved quantities recursively

In =

∫

R

qYn dx and Yn+1 =
1

2i

[
∂xYn − rδ0,n + q

n−1∑

k=1

Yn−kYk

]
(3.5)

with Y0 = 0.
The αn(t) are the choice of Q we left open previously. Referring again to [5], the

αn control the weight of each individual flow (induced each by In+1) in the overall
equation (3.3). Thus by choosing the coefficients αn(t) appropriately we will be
able to recover NLS and the other equations that are part of the NLS hierarchy.

It is important to mention that, as we are working under the assumption r = +q
in the context of the NLS hierarchy, our choice of coefficients αn(t) are subject to
the constraints

α2n = −α2n and α2n+1 = α2n+1 (3.6)

as layed out in [5, Section 3.2.3].

3.2. Defining the NLS hierarchy. Having established the general origin of the
NLS hierarchy equations we are now ready to give an exact definition, i.e. fix a
choice of (αn)n∈N0

. From there on we will derive the general structure of the equa-
tions in the NLS hierarchy by means of (3.5). This strictly larger class of equations
will be very broad in the nonlinearities contained within, but still sufficiently small
for us to be able to carry out our further analysis in this generalised context.

Definition. For j ∈ N, we define the jth (defocusing) NLS hierarchy equation
to be the Hamiltonian equation for the potential q(x, t) in (3.3), where we choose
α2j ≡ −i22j−1 and αn ≡ 0 for n 6= 2j in (3.4). We identify occurrences of the
potential r(x, t) with the complex conjugate of q(x, t), i.e. r = +q.

Remark 3.1. A few remarks are in order:

(1) Note that our choice of α2j aligns with the constraint in (3.6). Since we only
have a single non-zero αn a simple rescaling (and possible time reversion) of
the equation would lead to any arbitrary choice of α2j that aligns with (3.6).

(2) Since we are only interested in a single component of (3.3) we may simplify.
The jth NLS hierarchy equation thus reads

qt = −22j+1 δ

δr

∫

R

qY2j+1 dx (3.7)

with Y2j+1 defined in (3.5), keeping in mind the identification r = +q.
(3) The first NLS hierarchy equation (j = 1) corresponds to the classical defo-

cusing cubic NLS equation. In the notation of the previous display it reads

iqt = −qxx + 2q2r = −qxx + 2|q|2q.
Later we will switch to the more common notation of calling the unknown
function u instead of q.

15Potentials are what we would usually refer to as the solution of, say, NLS. In the context of
NLS we have the additional assumption r = ±q. They are referred to as potentials in [5], as they
are the objects along which scattering happens in (3.1).
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(4) Above we only defined the defocusing NLS hierarchy, corresponding to the
+-sign in (2.1). There is also an equivalent focusing NLS hierarchy (that
builds on the focusing cubic NLS, corresponding to the −-sign in (2.1)).
Its equations can be derived in the same way, though with the identification
r = −q. This possibility is also mentioned in [5, Section 3.2.3].

(5) No complete description of the NLS hierarchy, i.e. the choice of coefficients
for the nonlinear terms, is known. A lengthy calculation leads to Appen-
dix 7, where we list the first few conserved quantities and the associated
equations.

It would certainly be an interesting problem to derive a general formula
describing the jth NLS hierarchy equation in detail.

(6) Instead of a choice of (αk)k, where only even numbered αk are non-zero,
going the opposite route and having only a single αk non-zero with k uneven
results in the real mKdV hierarchy.

There is a caveat to this, that is also discussed in Appendix A, where
the identification r = ±q does not lead to the (de)focusing complex mKdV
hierarchy. Using r = q (which is also a compatible choice with the model,
see [5, Section 3.2.2]) one arrives at the real mKdV hierarchy, which was
discussed in [38]. This fact is also mentioned in [64, Appendix B].

(7) Contained within this calculus of hierarchies is another well-known one, the
KdV hierarchy. Choosing r = 1 (which is also a compatible choice in this
model, see [5, Section 3.2.1]) results in its equations. This is also remarked
in [64, Appendix B].

Having defined the NLS hierarchy equations we may now reason about their
general structure. We claim the following proposition.

Proposition 3.2. For n ∈ N the terms Yn have the following properties:

(1) Yn is a sum of monomials in q, r and their derivatives.
(2) The polynomial Yn is homogeneous in the order of monomials, where the or-

der (of a monomial) is defined as the sum of the total number of derivatives
and number of factors in the monomial.

(3) In every monomial of Yn the total number of factors of r and its derivatives
is one greater than the total number of factors q and its derivatives.

(4) The coefficients of Yn are an integer multiple of (2i)−n.
(5) In Yn there is a single monomial with only one factor. It is (2i)−n∂n−1

x r.

Proof. All of the claims in this proposition are trivially true for Y1 = −1
2i r. For all

higher-order Yn they follow inductively using the recursion formula (3.5). �

It is only a small step from the polynomials Yn to the conserved quantities In
and their associated, via (3.7), evolution equations. Having derived the properties
of Yn mentioned in Proposition 3.2 we are ready to state the general structure of
the NLS hierarchy equations. In doing so we switch back to the more common
notation of calling the unknown solution u (instead of q).

Theorem 3.3. For j ∈ N, there exist coefficients ck,α ∈ Z for every α ∈ N
2k+1
0

with |α| = 2(j − k), for 1 ≤ k ≤ j, such that the jth NLS hierarchy equation can be
written as

i∂tu+ (−1)j+1∂2jx u =

j∑

k=1

∑

α∈N
2k+1
0

|α|=2(j−k)

ck,α∂
α1
x u

k∏

ℓ=1

∂α2ℓ
x u∂α2ℓ+1

x u. (3.8)

Proof. Of course, we heavily rely on the structure of Y2j+1 established in the pre-
ceding proposition.
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First we deal with the linear part of equation (3.8): all monomials part of Y2j+1

have a coefficient, that is an integer multiple of (2i)−(2j+1) = −i2−2j−1. Keeping
in mind, that the “leading term” of Y2j+1 is ∂2jx r and reminding the reader of the
formula for calculating functional derivatives: For a smooth function f : CN+1 → C

and a functional

F [φ] =

∫

R

f(φ, ∂xφ, ∂
2
xφ, . . . , ∂

N
x φ) dx one has

δF

δφ
=

N∑

k=0

(−1)k∂kx
∂f

∂(∂kxφ)
, (3.9)

we may now establish, that the linear part of the equation must read

i∂tu+ (−1)j+1∂2jx u = 0

and we may ignore the rest of the coefficients of the nonlinearity, as they are only
integers.

Using (2) and (3) from Proposition 3.2 and the fact that (3.9) reduces the number
of factors ∂kxr, for a 0 ≤ k ≤ 2j, by one, it is clear that the nonlinear terms must
have between three and 2j+1 factors. Of these, now there must be one more factor
u (or its derivatives) compared to u (or its derivatives), as the functional derivative
reduces the number of factors u (or its derivatives) by one.

The homogeneity of these nonlinear terms fixes the number of total derivatives
to 2(j − k), if there are 2k + 1 factors.

Since (3.8) covers all possible nonlinearities that fulfil these restrictions we have
established the claim of this theorem. �

In our later dealings we will not be relying on any more information about the
structure of the NLS hierarchy equations than is given in the previous theorem.
Thus it makes sense to give a name to this general class of equations.

Definition. For j ∈ N, we call an equation a (higher-order) NLS-like equation,

if there exist coefficients ck,α ∈ Z for every α ∈ N
2k+1
0 with |α| = 2(j − k), for

1 ≤ k ≤ j, such that the equation can be written as (3.8).

Remark 3.4. In a previous remark we mentioned the possibility of differentiating
between the defocusing and focusing NLS hierarchy. Since the difference between the
two is solely in the distribution of signs in the nonlinearity, both the defocusing and
focusing NLS hierarchy equations are higher-order NLS-like equations, according to
the above definition.

Remark 3.5. A natural question is whether there are further hierarchies of dis-
persive PDE arising as zero-curvature conditions (3.2), possibly stemming from a
different Ansatz than Ω = (ζR0 + P ) dx+Q(ζ) dt, the one we used.

Indeed, this question is discussed in a follow-up paper [82] to [5], where the Ansatz
Ω = (ζ2R0+ζP ) dx+Q(ζ) dt is used to derive the derivative nonlinear Schrödinger
(dNLS) equation

i∂tu+ ∂2xu = ±i∂x(|u|2u).
and more generally its associated hierarchy of PDEs.

The dNLS equation itself is an interesting object of study in the field of disper-
sive PDE, see for example [24,44,61,65] for some recent results and the references
therein. The additional derivative in the nonlinearity, compared to the NLS equa-
tion (2.1), introduces considerable difficulty in its analysis.

A paper dealing with the well-posedness theory of the dNLS hierarchy equations
is in preparation by the author.

Remark 3.6. Having established the structure of NLS-like equations (3.8), we
would like to note their associated critical regularity sc(j). This will guide us as a
heuristic on our investigation of the well-posedness theory of said equations.
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In line with the scaling law of NLS, a solution u of an NLS-like equation is
invariant under the transformation of scale uλ(x, t) = λu(λx, λ2jt), i.e. uλ is a
solution of the same equation, but now with initial data u0,λ = λu0(λx).

This leads to all NLS-like equations being critical in the same space Ḣ− 1
2 in the

family of L2-based Sobolev spaces as NLS itself, i.e. sc(j) = − 1
2 . In fact, this is

also true for the mKdV hierarchy [38].

Remark 3.7. As it will turn out though, no positive well-posedness results will be
possible using the contraction mapping principle near the critical regularity in L2

based Sobolev spaces. All our well-posedness results in the scale of spaces Hs will
be at fairly high regularity, supplemented by corresponding ill-posedness results to
show optimality.

Thus we turn to other scales of function spaces, in which we may keep this
notion of criticality, though are able to obtain positive well-posedness results for the
whole sub-critical range of spaces. In particular, we turn to Fourier-Lebesgue spaces
Ĥs

r and modulation spaces Ms
2,p. Utilising these spaces for initial data has become

commonplace for dispersive equations, as they allow to widen the class of functions
for which well-posedness may be proven, inching further towards criticality. See [19,
24,36–40,63,77] for some examples where these spaces were successfully deployed.

Especially for Fourier-Lebesgue spaces there is a well-defined notion of homoge-
neous space, in which one may ask the question of critical regularity for our NLS
hierarchy equations. Using the equations’ invariance, mentioned in Remark 3.6, we
establish that all NLS-like equations are critical in the spaces Ĥs

r for sc(j, r) = − 1
r′

for 1 ≤ r ≤ ∞.
For modulation spaces though there is a much less clear notion of criticality, as

the spaces are not invariant under transformations of scale, due to the isometric
decomposition operators (�n)n∈Z. Often the embedding Ms

2,r′ ⊃ Ĥs
r , for r ≤ 2,

is used as guidance in the absence of criticality. Even under this notion though,
we are unable to establish well-posedness with our techniques in or near the space
M0

2,∞ (which corresponds to the critical case), paralleling results already known for
the mKdV equation [19, 77].

3.3. Generalising further. Our later well-posedness arguments sometimes do not
even rely on the particular structure of the nonlinearity in (3.8), regarding the
complex conjugation of factors. It is only when cubic nonlinear terms are involved,
or when we are in Fourier-Lebesgue spaces, that the number of complex conjugated
factors in the nonlinearity is of importance for our analysis.

We thus generalise further to an even larger class of equations.

Definition. We call an equation a generalised (higher-order) NLS-like equation, if

for j ∈ N there exist coefficients ck,α,b ∈ R for every α ∈ N
2k+1
0 with |α| = 2(j − k)

and b ∈ {+,−}2k+1
, for 1 ≤ k ≤ j, such that it can be written as

i∂tu+ (−1)j+1∂2jx u =

j∑

k=1

∑

b∈{±}2k+1

α∈N
2k+1
0

|α|=2(j−k)

ck,α,b∂
α1
x vb1

k∏

ℓ=1

∂α2ℓ
x vb2∂

α2ℓ+1
x vb3 , (3.10)

where each v± is to be identified with u or u respectively.

In short, allowing arbitrary complex conjugation in the nonlinearity of a NLS-like
equation leads to the definition of generalised NLS-like equation.
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Remark 3.8. Note that the behaviour of the equations under transformations of
scale does not change with this generalisation. Thus we keep the previously estab-
lished critical regularity sc(j, r) = 1

r
− 1 in the family of Fourier-Lebesgue spaces

Ĥs
r as laid out in Remarks 3.6 and 3.7.

4. Statement of results

4.1. Prior work on higher-order equations. Before we move on to state our
main results, let us review related work. We try to be brief and thus focus on
results concerning only higher-order NLS/(m)KdV equations. Giving a complete
account of the history of well-posedness theory for the NLS and (m)KdV equations
is beyond our scope, though we will mention some important comparative results
in the two sections following the current.

Already in [83] global existence of solutions to the jth KdV hierarchy equation
was proven, with data in high regularity Sobolev spaces Hk, k ≥ j, using a-priori
estimates provided by the structure of the hierarchy equations, together with par-
abolic regularisation. Positive results could be achieved in both geometries R and
T, though due to the techniques used, full on well-posedness was not proven, as
uniqueness was left unclear.

Later, in [56, 57], well-posedness even for a more general class of higher-order
KdV like equations was proven. This was still at a comparatively high level
of regularity for the initial data and was achieved using a gauge-transformation
combined with linear smoothing estimates. As data spaces the weighted spaces
Hk(R) ∩Hm(|x|2 dx), for k,m ∈ N large enough, were used. It was already noted
in [56] that one can drop the weight, if only cubic or higher-order terms appear in
the nonlinearity.

The weighted spaces (or similar alternative spaces, like Fourier-Lebesgue ones)
though turn out to be indispensable in the study of the KdV hierarchy using the
contraction mapping principle. This was shown in [81], where it was established
that the higher-order equations (j ≥ 2) of the KdV hierarchy cannot have twice
continuously differentiable flow16. In the same work it was also proven (using the
contraction mapping principle), that higher dispersion KdV-like equations with
quadratic nonlinearities are locally well-posed in an intersection of Hs(R), for s >
2j + 1

4 , with a weighted Besov space.
Most closely resembling our results and techniques is [38], where well-posedness

for the mKdV hierarchy equations (mentioned above) was derived in Fourier-Lebes-

gue spaces Ĥs
r (R), for s(j, r) = 2j−1

2r′ with 1 < r ≤ 2, inching right up to the critical

endpoint space L̂1(R). These results were established using a contraction mapping
argument in appropriate versions of Bourgain spaces that we use too. A partial
transfer of these results to higher-order KdV type equations was possible, and
appears natural due to the Miura map.

A positive result, again independent of the underlying geometry, was also proven
in [52]. Here the authors established well-posedness for all higher-order (j ≥ 2) KdV
hierarchy equations in Hs for s > 4j − 9

2 . The result relies on a modified energy
estimate using lower order correction terms for the energy, thus it isn’t susceptible
to the barrier when trying to prove well-posedness using the contraction mapping
principle mentioned above.

In recent years it has also become more fashionable to utilise the underlying
integrability structure of the equations in order to derive a-priori estimates. We
mention [69], where a-priori estimates for solutions of both the mKdV and NLS

16Technically this consequence for the KdV hierarchy was noted [38], as [81] deals only with
quadratic nonlinearities. The non-quadratic nonlinear terms though are well-behaved, so failure
of smoothness of the flow carries over to the KdV hierarchy.
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equations were derived, building on the earlier works [67, 68] by the same authors.
See also [62] for a general approach to conservation laws for integrable PDE.

Most recently published was the seminal work [64], where, relying on the inte-
grability structure of the equations, the well-posedness of the entire KdV hierarchy
in the space H−1(R) was proven, as well as in Hj−2(T) for the jth equation (with
dispersion order 2j + 1) in the hierarchy.

Focusing on just a single equation of the NLS hierarchy (besides NLS itself),
there are only few papers dealing with low regularity well-posedness. In [28, 29]
the author derives global well-posedness for data in Hs(R) for s ≥ 4 an integer17.
More recently in [49] it was proven that the fourth order equation is locally well-
posed in Hs(R) for s ≥ 1

2 under a non-resonance condition on the coefficients of
the nonlinearity. Managing to improve to local well-posedness in Hs(R) for all
s ≥ 1

2 (without a non-resonance condition) for generalised fourth-order NLS-like
equations we mention [48, Theorem 1.3]. The same paper also contains some results
on fourth-order dNLS-like equations.

There also exists a rich body of literature that deals with equations that are re-
ferred to as higher-order Schrödinger equations, but differ fundamentally from what
we refer to as NLS-like equations. Usually only the order of dispersion is increased
or one generalises to a higher power nonlinearity |u|p−1u, p > 3, compared to NLS,
specifically without increasing the number of derivatives in the nonlinearity. We
note the introduction of an ever increasing number of derivatives in the nonlinear-
ity makes the analysis considerably more difficult, compared to merely upping the
dispersion18; this is what we focus on as our goal is covering (at least) the equations
contained within the NLS hierarchy itself.

4.2. Main results. As we have now established, dealing with higher-order (or
higher dispersion) equations is nothing new. Though what is missing from the lit-
erature is a low-regularity well-posedness theory dealing with (generalised) higher-
order NLS-like equations (i.e. that mixes higher dispersion with an appropriate
number of derivative in the nonlinearity).

We hope to close this gap, at least partially, with the following theorems. For
this, consider a general Cauchy problem{

i∂tu+ (−1)j+1∂2jx u = F (u),

u(t = 0) = u0
. (4.1)

Theorem 4.1. Let j ≥ 2 and (4.1) be a higher-order NLS-like equation (3.8).
Then

(1) if 1 < r ≤ 2 and s ≥ j−1
r′

, the Cauchy problem (4.1) for u0 ∈ Ĥs
r (R) is

locally well-posed in the analytic sense,
(2) if 1 < r ≤ 2, s > − 1

r′
and additionally c1,α = 0 for all α ∈ N

3
0 (i.e. the

equation contains no cubic nonlinear terms), the Cauchy problem (4.1) for

u0 ∈ Ĥs
r (R) is locally well-posed in the analytic sense.

For j = 1 this result corresponds to well-posedness of NLS in Fourier-Lebesgue
spaces and is already known [37]. The case of periodic initial data was dealt with
by different authors in [76].

Remark 4.2. If we restrict ourselves to the classic Sobolev spaces Hs(R) only, we
can generalise further in Theorem 4.1 part (2). Because Proposition 6.2 allows an

17We suspect there to be a typo in the the cited works as the fourth order NLS hierarchy
equation given there differs slightly from the ones given by us in Appendix A.

18Increasing just the power in the nonlinearity, at constant dispersion and if one remains in
the realm of algebraic nonlinearities, also leads to more well-behaved equations. This is mirrored
by our Theorem 4.1 part (2).
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arbitrary number of factors in the nonlinear terms to be complex conjugates, it is
also true that any generalised higher-order NLS-like equation (3.10) that contains
no cubic terms in the nonlinearity is locally well-posed in Hs(R) for s > − 1

2 .

Besides Fourier-Lebesgue spaces we are also able to prove a general well-posed-
ness result for modulation spaces Ms

2,p. In the following theorem we rely less on the
distribution of complex conjugates in the nonlinearity compared with Theorem 4.1.
The attentive reader will note, that Theorem 4.3 deals with any generalised higher-
order NLS-like equation, so long as the cubic term corresponds to the usual uuu,
ignoring derivatives.

Theorem 4.3. Let j ≥ 2 and (4.1) be a generalised higher-order NLS-like equa-
tion (3.10), where c1,α,b = 0 for all b 6= (+,−,+) and α ∈ N

3
0. Then for 2 ≤ p <∞

and s = j−1
2 , the Cauchy problem (4.1) for u0 ∈ Ms

2,p(R) is locally well-posed in
the analytic sense.

Again, for j = 1 this result is essentially19 already known [41, 63, 80] and in the
periodic case from [76].

Remark 4.4. For Theorem 4.3 a similar second part as with Theorem 4.1 could be
stated, though here seems of much less value. It would be that, if (4.1) is a gener-
alised higher-order NLS-like equation, but contains no cubic terms (i.e. c1,α,b = 0

for all b ∈ {±}3 and α ∈ N
3
0) and s > 1

4k − 2k+1
2k

1
p
, the Cauchy problem (4.1) for

u0 ∈Ms
2,p(R) is locally well-posed in the analytic sense.

Remark 4.5. Of note is the differing influence of the distribution of complex con-
jugates on the well-posedness results we state in the above theorems. To quickly
recap: for the cubic terms the canonical |u|2u (ignoring derivatives) is necessary in
both Fourier-Lebesgue and modulation space settings. For the higher-order nonlin-
ear terms though the distribution of complex conjugates can be chosen arbitrarily
in the modulation space setting, whereas in Fourier-Lebesgue spaces the canonical
distribution was stated necessary in Theorem 4.1.

This is more restrictive than would be necessary considering our proof of Theo-
rem 4.1, in particular Proposition 6.3. Looking into the details, one finds that in
fact also in the Fourier-Lebesgue space setting an arbitrary distribution of complex
conjugates for the higher-order nonlinear terms okay. More details on the neces-
sary changes to the arguments given in the proof of Proposition 6.3 are given in
Remark 6.4.

For proving our well-posedness theorems we rely on multilinear estimates in
X̂r

s,b (see Proposition 6.1 and Corollary 6.5) and X
p
s,b (see Proposition 6.7 and

Corollary 6.9) spaces which combined with the contraction mapping theorem lead
to local well-posedness in these spaces. Using such estimates to derive local well-
posedness results is a well-known technique, so we omit the specifics. They were
pioneered in [12,13] and we direct the interested reader to [35,36] for a self-contained
review of such techniques in more contemporary notation.

Contrasting the positive results above, we are also able to prove the following
ill-posedness results for initial data in Fourier-Lebesgue spaces.

Theorem 4.6. For j ≥ 2, 1 < r ≤ 2 and − 1
r′
< s < j−1

r′
there exists a NLS-like

equation (i.e. choice of coefficients ck,α,b ∈ R) such that for the Cauchy prob-

lem (4.1) the flow-map S : Ĥs
r (R)× (−T, T ) → Ĥs

r (R) cannot be uniformly contin-
uous on bounded subsets.

19Particularly for large p ≥ 3 the continuity of the solution is an issue. This was pointed out
in [80], where at least for 1 < p < 3 continuity of the solutions was established.
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And with initial data in modulation spaces, the situation is similar.

Theorem 4.7. For j ≥ 2, 2 ≤ p ≤ ∞ and 0 ≤ s < j−1
2 there exists a NLS-like

equation (i.e. choice of coefficients ck,α,b ∈ R) such that for the Cauchy prob-
lem (4.1) the flow-map S : Ms

2,p(R) × (−T, T ) → Ms
2,p(R) cannot be uniformly

continuous on bounded subsets.

Thus far we have only stated results about the well-posedness theory on the
line R. Regarding the torus T, it seems no positive result is possible without
additional arguments, like renormalizing the equation or moving to a weaker sense
of well-posedness.

Theorem 4.8. For any 1 ≤ r ≤ ∞ and s ∈ R the flow-map S : Ĥs
r (T)×(−T, T ) →

Ĥs
r (T) of the Cauchy problem for the fourth-order NLS hierarchy equation (j = 2)

cannot be three times continuously differentiable.

Looking at lower regularities only, we may generalise to large j as well. In this
case the flow becomes even more irregular:

Theorem 4.9. For j ≥ 2, 1 ≤ r ≤ ∞ and s < j−1 there exists a NLS-like equation
(i.e. choice of coefficients ck,α,b ∈ R) such that for the Cauchy problem (4.1) the

flow-map S : Ĥs
r (T)×(−T, T ) → Ĥs

r (T) cannot be uniformly continuous on bounded
subsets.

4.3. Global well-posedness for the NLS hierarchy.

Theorem 4.10. The solutions constructed in Theorem 4.1 for initial data u0 ∈
Hs(R), for s ≥ j−1

2 , extend globally in time.

Proof. In order to prove this theorem we rely on the scale of conserved quantities
constructed in [69]. Specifically referring to Theorem 1.1 and Corollary 1.2 therein,
there exist conserved quantities, for all s > − 1

2 , such that the norm of a solution
remains bounded if the norm of the initial data was finite under the flow of NLS
and complex mKdV.

We must argue that the same holds for all flows in the NLS hierarchy. Combined
with our local result in Theorem 4.1 this will prove the Theorem. Referencing the
construction of the conserved quantities in [69, eqns. (2.12) and (2.13)], one notices
that these solely rely on the so-called transmission coefficient. This quantity arises
in the scattering problem we reference in (3.1), translating between two Jost solu-
tions of ∂xv = (ζR0+P )v, see [5, eqns. (2.1.6) and (2.1.25)ff.] and [69, eqns. (2.5)ff.].

Key insight is, that the transmission coefficient is always the same, independent
of which equation in the hierarchy one is interested in. This is also reflected in
the fact that our choice of Q (see the paragraph after (3.5)) does not influence the
transmission coefficient. The importance of the transmission coefficient for at least
polynomial conservation laws was also already recognized in [5, eqn. (2.1.29)]. �

4.4. Discussion. Before moving on we would like to discuss our positive and neg-
ative results laid out in the preceding subsection.

First let us mention that our Theorem 4.6 establishes that, within the realm of
the technique we utilise, our well-posedness result in Theorem 4.1 is optimal. In
the sense that no direct application of the contraction mapping theorem will lead
to well-posedness at a lower initial regularity s ∈ R than stated in Theorem 4.1,
since this would lead to the flow being analytic.

This of course does not preclude the possibility of different arguments, more
heavily relying on the integrability of the hierarchy, similar to [64] for the KdV

hierarchy, leading to well-posedness in Hs(R) for some s < j−1
2 .
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We extend previous results regarding the fourth order equation: in [49] it was
shown that the fourth order NLS equation is locally well-posed in Hs(R), for s ≥ 1

2 ,
under a non-resonance condition on the coefficients in the nonlinearity. This non-
resonance condition could be removed by different authors in [48]. We are also able
to remove this condition (using different underlying function spaces) and extend
the well-posedness result to all higher-order Schrödinger equations. Also, the global
result in [28, 29] we extend all the way down to our local result using the a priori
estimates from [69].

Not included in our well-posedness result is the critical space on our scale of

function spaces L̂1(R). Though this comes at no surprise as this space contains some
nasty initial data, including the Dirac delta δ0. For this, shown in [60, Theorem 1.5],
it is known that no suitable notion of solution may be defined in the case of NLS.
We mention the ongoing effort of extending well-posedness results (under weakened
continuity assumptions on the flow) to ever greater spaces comparable to the critical

H− 1
2 or L̂1. See [7] for recent developments and an overview.

In connection with Theorem 4.6 we would also like to mention, that our argu-
ments do not establish ill-posedness for the actual NLS hierarchy equations. Rather
looking at a set of related equations, the first of which we give in (7.4).

Next we argue our interest in the other scale of function spaces that we deal
with, modulation spaces. Recall that in [41, 80] it was shown, that NLS is locally
well-posed in M0

2,p(R) for 2 ≤ p < ∞. This exhausts the entire subcritical range

suggested by the scaling heuristic (where the critical space is H− 1
2 ) and the embed-

ding Ms
2,p ⊃ Ĥs

p′ for p ≥ 2. In the Fourier-Lebesgue space setting similar results

were shown in [37], establishing local well-posed of NLS in L̂r for 1 < r <∞.
For mKdV local well-posedness was also established in almost critical Fourier-

Lebesgue spaces. Specifically in [40] it was shown that mKdV is locally well-posed

in Ĥs
r (R) for s = 1

2 − 1
2r and 2 ≥ r > 1. In the modulation space setting though

a gap of a quarter20 derivative between the scaling heuristic and the optimal result
appears. To be exact, in [19, 77], it was shown that mKdV is locally well-posed in

M
1
4
2,p(R) for 2 ≤ p ≤ ∞ and that this is optimal in the sense that the flow fails to

be uniformly continuous for s < 1
4 .

Our Theorem 4.3 parallels this development for the higher-order equations, i.e.
for every step to the next equation in the NLS hierarchy another half-derivative
regularity of the initial data is necessary for our positive result21.

Moving on to results for the torus T, Theorem 4.8 establishes that no well-
posedness results may be established using the contraction mapping principle di-
rectly in the data spaces we use, at least for the next higher-order equation. This
is in stark contrast to NLS, where well-posedness in L2(T) was established in [12].

It is reasonable to believe that the further NLS hierarchy equations are ill-posed
in a similar manner and do not allow direct treatment with the contraction mapping
principle. Even worse though at low regularities: here Theorem 4.9 establishes a
milder form of ill-posedness, but in this case for an NLS-like equation of arbitrarily
high (dispersion) order.

20It is a quarter of a derivative keeping in mind we accept the embedding M0

2,∞
⊃ L̂1 as our

guidance for criticality in the modulation space setting.
21Note that the half-derivative increase is for stepping from one NLS hierarchy equation to the

next. Looking also at the mKdV hierarchy equations in modulation spaces would be an interesting
feat. The author expects that well-posedness would be achieved in modulation spaces differing by
a quarter derivative from the corresponding NLS hierarchy results.
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In such cases, where the proper model fails to have a well-behaved local theory, it
sometimes helps to look at a renormalized/gauge-transformed version of the equa-
tion. For example, with NLS below L2(T), considering the so-called Wick ordered
NLS equation

i∂tu+ ∂2xu = ±
(
|u|2 − 1

π

∫

T

|u|2 dx
)
u (4.2)

has lead to some success. See [74] for a review. Transitioning to a renormalised
equation (via a gauge-transformation) is also a common approach with the deriva-
tive NLS equation [37,39,46,78,86].

For our NLS hierarchy equations such a renormalisation might also lead to pos-
itive well-posedness results. Though it is not clear if such an approach would yield
well-posedness only for the NLS hierarchy equations or for a general class, like in
our results on the line.

Another viable path to approaching well-posedness on the torus (but also on the

line in Hs(R) for some s < j−1
2 ) is to rely on the integrability of the equation, as

was done for the KdV hierarchy in [64]. This has the disadvantage of definitely
not working for similar, but non-integrable, variants of higher-order NLS-like equa-
tions.

5. Linear and multilinear smoothing estimates

In the following section we will be collecting and proving smoothing estimates
for free solutions of equation (4.1), i.e. with F = 0. To shorten notation, con-

sider solutions u(x, t) = e(−1)jt∂2j
x u0(x), v(x, t) = e(−1)jt∂2j

x v0(x) and w(x, t) =

e(−1)jt∂2j
x w0(x) with initial data u0, v0 and w0 respectively when proving estimates

involving free solutions. Likewise u, v and w will refer to functions in appropriate
Xs,b space variants when talking about estimates in these spaces.

5.1. Linear estimates. The following linear estimates are essentially known in
the literature. Our proof of Proposition 6.2 relies heavily upon them.

Proposition 5.1. Let b > 1
2 , then the following inequalities hold

(1) for 2 ≤ q ≤ ∞ and σ > 1
2 − 2j

q

‖u‖L∞

x L
q
t
. ‖u‖Xσ,b

(5.1)

(2) for 2 ≤ p ≤ ∞ and σ = − 2j−1
2 (1− 2

p
)

‖u‖Lp
xL

2
t
. ‖u‖Xσ,b

(5.2)

(3) for 4 ≤ p ≤ ∞ and σ > 1
2 − 1

p

‖u‖Lp
xL

∞

t
. ‖u‖Xσ,b

(5.3)

Proof. These linear estimates are interpolated variants of a Kato-type local smooth-
ing estimate (for (5.1) and (5.2)) and a maximal function estimate (for (5.3)).

From [53, Theorem 4.1] we know for large frequencies

‖(id− P1)u‖L∞

x L2
t
. ‖(id− P1)u0‖Hσ , for σ = −2j − 1

2
. (5.4)

For small frequencies we may use a Sobolev-embedding in the space variable, where
we may ignore the loss of derivatives. So we also know (5.4) without the projector
(id − P1). Using the transfer principle on this bound and interpolating with the
trivial bounds

‖u‖L∞

xt
. ‖u‖X 1

2
+,b

and ‖u‖L2
xt

. ‖u‖X0,0 for b >
1

2
(5.5)

results in estimates (5.1) and (5.2) above respectively.
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For the maximal function estimate we cite [53, Theorem 2.5], where

‖(id− P1)u‖L4
xL

∞

t
. ‖(id− P1)u0‖

H
1
4

is established, again only for high frequencies. The same estimate was also inde-
pendently found in [84]. Taking care of low frequencies as above and interpolating
with the first bound in (5.5) results in estimate (5.3) above. �

5.2. Bilinear estimates. Before we can go about proving any bilinear estimates,
we will first define the bilinear operators which we will use. We will need two
bilinear operators, the estimates for which will also differ if complex conjugation is
applied to one of the factors, since our phase function is even. This is in contrast to
the mKdV hierarchy in [38], where the phase function is odd, and thus Xs,b norms
are invariant under complex conjugation.

So for j ∈ N and 1 ≤ p ≤ ∞ define the pair of bilinear operators I±p,j by their
Fourier transform:

FxI
±
p,j(f, g)(ξ) = c

∫

∗

k±j (ξ1, ξ2)
1
p f̂(ξ1)ĝ(ξ2) dξ1.

Their symbol is given by

k±j (ξ1, ξ2) = |ξ1 ± ξ2|(|ξ1|2j−2 + |ξ2|2j−2).

Comparing with the linear estimates above, this bilinear operator is a refinement
in the sense that we now have access to the symbol of the not-quite-derivative
|ξ1 ± ξ2|. The following proposition establishes a corresponding estimate:

Proposition 5.2. Let j ≥ 1 and 1 ≤ q ≤ r1, r2 ≤ p ≤ ∞ with 1
p
+ 1

q
= 1

r1
+ 1

r2
.

Then one finds

‖FxI
±
p,j(u, v±)(ξ, ·)‖L̂p

t

. (|û0|p
′ ∗ |v̂0|p

′

(ξ))
1
p′

and

‖I±p,j(u, v±)‖L̂q
xL̂

p
t

. ‖u0‖̂L
r1
x

‖v0‖̂L
r2
x

,

where v+ = v and v− = v.

Proof. We will only write down the details for the +-case, the proof of the −-case is
similar and we omit the details. Let us begin by calculating the Fourier transform
only in the space-variable:

FxI
+
p,j(u, v)(ξ, t) =

∫

∗

k+j (ξ1, ξ2)
1
p eit(ξ

2j
1 −ξ

2j
2 )û0(ξ1)v̂0(ξ2) dξ1.

And now for the complete Fourier transform, substituting x = ξ1 − ξ
2

FI+p,j(u, v)(ξ, t) =
∫

∗

k+j (ξ1, ξ2)
1
p δ(τ − ξ

2j
1 + ξ

2j
2 )û0(ξ1)v̂0(ξ2) dξ1 (5.6)

=

∫

∗

k+j

(
ξ

2
+ x,

ξ

2
− x

) 1
p

δ(τ − g(x))û0

(
ξ

2
+ x

)
v̂0

(
ξ

2
− x

)
dx (5.7)

=

∫

∗

(∑

n

δ(x− xn)

|g′(xn)|

)
k+j

(
ξ

2
+ x,

ξ

2
− x

) 1
p

û0

(
ξ

2
+ x

)
v̂0

(
ξ

2
− x

)
dx, (5.8)
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where the sum
∑

n is over the simple solutions of the equation τ−g(x) = 0 involving
the function

g(x) =

(
ξ

2
+ x

)2j

−
(
ξ

2
− x

)2j

=

2j∑

k=0

(
2j

k

)(
ξ

2

)2j−k

(xk − (−x)k)

= 2

j∑

l=1

(
2j

2l − 1

)(
ξ

2

)2(j−l)+1

x2l−1 = ξx

j∑

l=1

(
2j

2l − 1

)(
ξ

2

)2(j−l)

x2(l−1).

By our choice in the definition of the symbol of our bilinear operator we have the
following lower bound on the absolute value of the derivative of g(x)

|∂xg(x)| ∼ |ξ|
j∑

l=1

(
2j

2l − 1

)(
ξ

2

)2(j−l)

x2(l−1) & k+j

(
ξ

2
+ x,

ξ

2
− x

)
.

Now g(x), as a sum of monotone functions, only admits a single (real) solution
of τ − g(x) = 0. Calling this solution y ∈ R we can bound, except on a ξ set of
measure zero

(5.8) . k+j

(
ξ

2
+ y,

ξ

2
− y

)− 1
p′

û0

(
ξ

2
+ y

)
v̂0

(
ξ

2
− y

)
.

In order to now calculate the Lp′

τ -norm of this expression we substitute the measure
dτ = |g′(y)| dy, since we have τ = g(y), which causes the symbol of the operator to
disappear and we arrive at

‖FxI
+
p,j(u, v)(ξ, ·)‖L̂p

t

=

∫

R

∣∣∣∣û0
(
ξ

2
+ y

)
v̂0

(
ξ

2
− y

)∣∣∣∣
p′

dy = |û0|p
′ ∗ |v̂0|p

′

(ξ).

This proves our first claim. In order to now extend this to an L̂
q
xL̂

p
t result we

make use of Young’s convolution inequality. For this choose ρ′ = q′

p′
, ρk =

r′k
p′

for

k ∈ {1, 2}, so that 1
ρ
= 1

ρ1
+ 1

ρ2
. Then

‖I+p,j(u, v)‖L̂q
xL̂

p
t

.

(∫ ∣∣∣|û0|p
′ ∗ |v̂0|p

′

(ξ)
∣∣∣
q′

p′

dξ

) 1
q′

= ‖|û0|p
′ ∗ |v̂0|p

′‖
L

ρ′

ξ

.

[
‖|û0|p

′‖
L

ρ′1
ξ

‖|v̂0|p
′‖

L
ρ′2
ξ

] 1
p′

= ‖u0‖̂L
r1
x

‖v0‖̂L
r2
x

as claimed and the proof is complete. �

Using the transfer principle for X̂r
s,b spaces mentioned in Section 2.2 we may now

conclude:

Corollary 5.3. Let 1 ≤ q ≤ r1, r2 ≤ p <∞ and bi >
1
ri

. Then we have

‖I±p,j(u, v±)‖L̂q
xL̂

p
t

. ‖u‖X̂r1
0,b1

‖v‖X̂r2
0,b2

, (5.9)

where v+ = v and v− = v.

Throughout dealing with the cubic terms we will also make heavy use of inequal-
ities that can be interpreted as the duals of those in (5.9). For this view the bilinear
operators as maps

u 7→ I±p,j(u, v±), X̂r1
0,b1

→ L̂
q
xL̂

p
t

i.e. as a multiplication with v± with operator norm . ‖v‖Xr2
0,b2

. By duality we also

have the continuity, except in the endpoint case, of the map

w 7→ I
±,∗
p,j (w, v∓), L̂

q′
x L̂

p′

t → X̂
r′1
0,−b1
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with the same upper bound for the operator norm. Note how we now multiply with
v∓ instead of v±. A straightforward calculation gives the associated symbols of the
operators I±,∗

p,j as

k
+,∗
j (ξ1, ξ2) = |ξ1|(|ξ1|2j−2+ |ξ2|2j−2), k

−,∗
j (ξ1, ξ2) = |ξ1+2ξ2|(|ξ1|2j−2+ |ξ2|2j−2).

We collect the new estimates in the following

Corollary 5.4. Let 1 < q ≤ r1, r2 ≤ p < ∞ with 1
p
+ 1

q
= 1

r1
+ 1

r2
and bi >

1
ri

.

Then the estimate

‖I±,∗
p,j (u, v∓)‖

X̂
r′1
0,−b1

. ‖u‖̂
L

q′

x
̂
L

p′

t

‖v‖X̂r2
0,b2

(5.10)

holds. If alternatively 0 ≤ 1
ρ′

≤ 1
r′

and β < − 1
ρ′

we have

‖I±,∗
ρ′,j (u, v∓)‖X̂r

0,β
. ‖u‖

L̂r
xt
‖v‖

X̂
ρ′

0,−β

. (5.11)

In both cases v+ = v and v− = v.

Proof. The first estimate follows from above arguments, for the second inequality
we first mention the endpoint of Young’s convolution inequality

‖uv∓‖L̂r
xt

. ‖u‖
L̂r

xt
‖v‖

L̂∞

xt
.

which we will use in the form

‖I±,∗
∞,j(u, v∓)‖X̂r

0,0
. ‖u‖

L̂r
xt
‖v‖X̂∞

0,0
. (5.12)

Setting q = r1 = r2 = p = r′ in (5.10) results in

‖I±,∗
r′,j (u, v∓)‖X̂r

0,−b
. ‖u‖

L̂r
xt
‖v‖X̂r′

0,b
for b >

1

r′
. (5.13)

Now applying Stein’s interpolation theorem between (5.12) and (5.13) results in
the desired bound (5.11). �

5.3. Fefferman-Stein estimate. For later interpolation arguments we need a gen-
eralization of the Fefferman-Stein [26] inequality for higher-order phase functions.

Proposition 5.5. Let 4 < q <∞ and 1
r
= 1

2 + 1
q
. For σ = j−1

2 one has

‖Iσu‖L4
tL

q
x
. ‖u0‖L̂r

x
.

Proof. We at first assume, that û0(ξ) = χ(0,∞)(ξ)û0(ξ). Furthermore let v = Iσu,
then

‖Iσu‖4L4
tL

q
x
= ‖|v|2‖2

L2
tL

q
2
x

. ‖Iε|v|2‖2L2
xt

= ‖FIε|v|2‖2L2
xt
,

where we have ε = 1
2 − 2

q
. Calculating the Fourier transform and substituting

x = ξ1 − ξ
2 we get

F(Iεvv)(ξ, τ) ∼
∫

R

|ξ|εδ(g(x)− τ)û0

(
ξ

2
+ x

)
û0

(
ξ

2
− x

)
dx. (5.14)

In order to rid ourselves of the Dirac delta present in the integral we derive a lower
bound on the derivative of its argument:

g(x) = ξ
2j
1 − ξ

2j
2 =

j∑

l=1

(
2j

2l − 1

)(
ξ

2

)2(j−l)+1

x2l−1

|g′(y)| ∼ |ξ|
j∑

l=1

(2l − 1)

(
2j

2l − 1

)(
ξ

2

)2(j−l)

x2l & |ξ|y2(j−1) (5.15)
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In (5.15) y refers to the single real solution that g(x) − τ = 0 admits, as a sum of
monotone functions. With this we can simplify (5.14) to

F(Iεvv)(ξ, τ) . |ξ|ε− 1
2
y−(j−1)

√
|g′(y)|

û0

(
ξ

2
+ y

)
û0

(
ξ

2
− y

)
.

Thanks to our assumed condition on the support of u0 we only have a contribution
if ξ

2 + y ≥ 0 and − ξ
2 + y ≥ 0 which allows us to write 2y = ( ξ2 + y) + (− ξ

2 + y) =

| ξ2 + y| + | ξ2 − y|. Thus we control the arguments of û0 and û0 and with that the
derivatives on these terms via y.

.
|ξ|ε− 1

2√
|g′(y)|

Fx(I
− j−1

2 u0)

(
ξ

2
+ y

)
(FxI

− j−1
2 u0)

(
ξ

2
− y

)

Piecing the L2
ξτ -norm together and substituting the measure dτ = g(y) dy and

z± = y ± ξ
2 gives

‖FIε|v|2‖2L2
xt

.

∫ |ξ|2ε−1

|g′(y)|

∣∣∣∣Fx(I
− j−1

2 u0)

(
ξ

2
+ y

)
(FxI

− j−1
2 u0)

(
ξ

2
− y

)∣∣∣∣
2

dξ dτ

.

∫
|z+ − z−|2ε−1|û0(z+)û0(z−)|2 dz+ dz−.

An application of the Hardy-Littlewood-Sobolev inequality requires 0 < 1− 2ε < 1
and 4

r′
+1−2ε = 2, which is equivalent to 4 < q <∞ and 1

r
= 1

2 +
1
q
. So HLS gives

us the desired upper bound. The support condition on û0 can be lifted by noting
that both norms on the left and right hand side of the inequality are invariant with
respect to complex conjugation. �

Interpolating the above proposition with the endpoint of the Riemann-Lebesgue
lemma ‖u‖L∞

xt
. ‖u‖

L̂∞

xt
gives

Corollary 5.6. Let 1
r
= 2

p
+ 1

q
, 0 < 1

q
< 1

4 and 0 ≤ 1
p
≤ 1

4 . Then one finds that

‖I
2(j−1)

p u‖Lp
tL

q
x
. ‖u0‖L̂r

x
.

The diagonal case p = q = 3r is of special interest and the only one we will make
use of. Using the transfer principle we have the estimate

‖I
2(j−1)

3r u‖L3r
xt

. ‖u‖X̂r
0,b

(5.16)

as long as b > 1
r

and 0 ≤ 1
r
< 3

4 .

5.4. Trilinear estimates. Particularly in the realm of r ≪ 2 we rely on a trilinear
refinement of a Strichartz type estimate in order to derive our local well-posedness
result. Specifically we rely on it in proving the trilinear estimates leading to The-
orems 4.1 and 4.3. Though in contrast to the mKdV hierarchy, we may prove our
trilinear estimate in a more general setting, not relying on a specific frequency con-
stellation; see [38, Section 3.2]. This parallels the j = 1 case, see for example [37].

Proposition 5.7. Let 1 < p1 < p < p0 <∞, p < p′0,
3
p
= 1

p0
+ 2

p1
and 2

p1
< 1+ 1

p
.

Then we have the estimate

‖uvw‖
L̂

p
xt

. ‖u0‖̂L
p0
x

‖I−
j−1
p v0‖̂L

p1
x

‖I−
j−1
p w0‖̂L

p1
x

. (5.17)

Proof. We begin by taking the Fourier transform in both space- and time-variable
of the product uvw and substituting ξ2,3 = ξ−ξ1

2 ± x

F(uvw)(ξ, τ) ∼
∫

∗

δ(g(ξ1;x)− τ)û0(ξ1)v̂0

(
ξ − ξ1

2
+ x

)
ŵ0

(
ξ − ξ1

2
− x

)
dξ1 dξ2,
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where in the argument of the Dirac delta

g(ξ1;x) = ξ
2j
1 + ξ

2j
2 − ξ

2j
3 = ξ

2j
1 +

2j∑

k=0

(
2j

k

)(
ξ − ξ1

2

)2j−k

(xk − (−x)k)

= ξ
2j
1 + (ξ − ξ1)

j∑

l=1

(
2j

2l − 1

)(
ξ − ξ1

2

)2(j−l)

x2l−1.

As a sum of monotone functions g(ξ1;x) only admits a single (real) solution with
respect to x of g(x)− τ = 0, which we will call y ∈ R. We can bound the derivative
of g from below at this root by

|g′(ξ1; y)| = |ξ − ξ1|
j∑

l=1

(2l − 1)

(
2j

2l − 1

)(
ξ − ξ1

2

)2(j−l)

y2(l−1)

& |ξ − ξ1|(|ξ − ξ1|2(j−1) + y2(j−1)).

Having estimated |g′(ξ1, y)| we may move back to proving our trilinear estimate.
An application of Hölder’s inequality splits the integral into two parts:

F(uvw)(ξ, τ) =

∫
û0(ξ1)v̂0(

ξ−ξ1
2 + y)ŵ0(

ξ−ξ1
2 − y)

|g′(ξ1; y)|
dξ1 (5.18)

≤
(∫ |û0(ξ1)|p dξ1

|ξ − ξ1|(1−θ)p

) 1
p

(∫ |v̂0( ξ−ξ1
2 + y)ŵ0(

ξ−ξ1
2 − y)|p′ |ξ − ξ1|p

′

|ξ − ξ1|θp′ |g′(ξ1, y)|p′
dξ1

) 1
p′

.

(5.19)

To estimate the first factor in (5.19) we use the weak Young inequality to deal with

the Lp′

ξ -norm

‖|û0|p ∗ | · |(θ−1)p‖
1
p

L

p′

p
ξ

.


‖|û0|p‖

L

p′0
p

ξ

‖| · |(θ−1)p‖
L

1
(θ−1)p

,∞

ξ




1
p

. ‖u0‖̂L
p0
x

.

Its application calls for

0 < (1− θ)p < 1, 1 <
p′0
p
<

1

1− (1− θ)p
, θ =

1

p′0

which are all fulfilled thanks to our requirements for the Hölder exponents.
Moving on to the second factor in (5.19), where we rely on our bound on the

derivative |g′(ξ1; y)| & |ξ − ξ1|(|ξ − ξ1|2(j−1) + y2(j−1)), we may estimate

(∫ |v̂0( ξ−ξ1
2 + y)ŵ0(

ξ−ξ1
2 − y)|p′ |ξ − ξ1|p

′

|ξ − ξ1|θp′ |g′(ξ1, y)|p′
dξ1

) 1
p′

(5.20)

.

(∫ |(FxI
− j−1

p v0)(
ξ−ξ1
2 + y)(FxI

− j−1
p w0)(

ξ−ξ1
2 − y)|p′

dξ1

|ξ − ξ1|θp′−1|g′(ξ1, y)|

) 1
p′

. (5.21)

Now taking the Lp′

τ -norm of the preceding line and then substituting both the

measure dτ = g′(ξ1; y) dy and z± = ξ−ξ1
2 ± y we arrive at

(∫ |(FxI
− j−1

p v0)(z+)(FxI
− j−1

p w0)(z−)|p
′

dz+ dz−
|z+ + z−|θp′−1

) 1
p′

(5.22)

. ‖I−
j−1
p v0‖̂L

p1
x

‖I−
j−1
p w0‖̂L

p1
x

, (5.23)
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where we used the Hardy-Littlewood-Sobolev inequality, noting that θ = 3
p′
− 2

p′

1
∈

(0, 1) by our conditions on the Hölder exponents and thus that θp′ − 1 ∈ (0, 1),
2
p′

1
+ θp′ − 1 = 2 and p′1 > 1. This concludes the proof of the trilinear estimate. �

In order for this trilinear estimate to actually be useful (we want the same L̂r
x-

norm on all factors) we must interpolate this estimate with the Fefferman-Stein
inequality from the previous subsection.

Corollary 5.8. Let 1 < r ≤ 2, then there exist s0, s1 ≥ 0 such that s0+2s1 = 2(j−1)
r

and

‖uvw‖
L̂r

xt
. ‖I−s0u0‖L̂r

x
‖I−s1v0‖L̂r

x
‖I−s1w0‖L̂r

x
.

In addition, if b > 1
r

then

‖uvw‖
L̂r

xt
. ‖I−s0u‖X̂r

0,b
‖I−s1v‖X̂r

0,b
‖I−s1w‖X̂r

0,b
. (5.24)

Proof. Using Hölder’s inequality we derive

‖uvw‖L2
xt

. ‖u‖
L

3q0
xt

‖v‖
L

3q1
xt

‖w‖
L

3q1
xt

(5.25)

. ‖I−
2(j−1)

3q0 u0‖̂L
q0
x

‖I−
2(j−1)

3q1 v0‖̂L
q1
x

‖I−
2(j−1)

3q1 w0‖̂L
q1
x

, (5.26)

where q0, q1 >
4
3 are chosen such that 1

2 = 1
3q0

+ 2
3q1

. Furthermore interpolating

with the trilinear estimate (5.17) leads to the additional constraints 1
r
= 1−θ

p
+ θ

2 =
1−θ
p0

+ θ
q0

= 1−θ
p1

+ θ
q1

. The derivative gain on the factors is thus s0 = 2(j−1θ)
3q0

on the first and s1 = 2(j − 1)( 1−θ
2p + θ

3q1
) on the other two, for a grand total of

s0 + 2s1 = 2(j−1)
r

as claimed. �

Remark 5.9. It is at this point we would like to discuss the applicability of our
estimates, particularly Corollary 5.8, to other problems only tangentially related to
NLS-like equations. We refer to the recently published work [15], in which the cubic
fractional Schrödinger equation (fNLS)

i∂tu = Iαu+ |u|2u (5.27)

was studied on both the real line and the torus22. There, the local well-posedness in
Hs(R) for 2−α

4 ≤ s < 0 with α > 2 and in Hs(T) for the same range of regularities
was established. The local solutions could be extended globally in time for the range
2−α
4 ≤ s < 0 on the line and for 2−α

6 ≤ s < 0 on the circle.
In [15, Remark 1.12] the question of well-posedness of (5.27) in Fourier-Lebesgue

spaces was posed. Assuming, as is usual, the resonant interaction high × high ×
high → low is the culprit, our trilinear estimate from Corollary 5.8 suggests that
(5.27) is well-posed in Ĥs

r (R) for 2−α
3r ≤ s, 1 < r ≤ 2 and α

2 ∈ N≥2. This would

already cover a big chunk of the subcritical regime up to sc(r) =
2−αr
2r , where r → 1.

22On the torus the equation stated above (5.27) is in fact not well-behaved at negative Sobolev
regularities s < 0. In order to achieve positive results on the circle the equation has to be
renormalised to

i∂tu = Iαu+

(
|u|2 −

1

π

∫

T

|u|2 dx

)
u

using a gauge-transformation to eliminate a certain set of resonant interactions.
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6. Well-posedness results

Now we have all our smoothing estimates together we can deal with the necessary
multilinear estimates that lead to Theorems 4.1 and 4.3. We separate out the cases
dealing with Fourier-Lebesgue and modulation spaces.

For both families of spaces the cubic nonlinear terms are strictly less well be-
haved, so dealing with them requires separate analysis. In contrast the quintic
and higher-order terms are more tame and we are thus able to prove a general
multilinear estimate for these.

The latter estimates, specifically Corollaries 6.5 and 6.9, we establish by multilin-
ear interpolation between an Xs,b (corresponding to the case r = 2 or equivalently
p = 2) and an (almost) endpoint estimate in the respective class of spaces.

6.1. Multilinear estimates in X̂r
s,b spaces.

6.1.1. Estimates for cubic nonlinearities.

Proposition 6.1. Let 1 < r ≤ 2, s = j−1
r′

, α ∈ N
3
0 with |α| = 2(j − 1) then there

exist b′ > − 1
r′

, b > 1
r

and one has

‖∂α1
x u1∂

α2
x u2∂

α3
x u3‖X̂r

s,b′
.

3∏

i=1

‖ui‖X̂r
s,b
. (6.1)

Proof. We divide the proof into different cases, depending on the size of the inter-
acting frequencies.

(1) Low frequency case |ξmax| ≤ 1: Here, using the trivial estimate suffices,
since s ≥ 0:

‖∂α1
x u1∂

α2
x u2∂

α3
x u3‖X̂r

s,b′
. ‖u1u2u3‖L̂r

xt
.

3∏

i=1

‖ui‖L̂3r .

3∏

i=1

‖ui‖X̂r
s,b
.

(2) Non-resonant interaction |ξmax| ≫ |ξmin|: If there is at least one small
frequency then without loss of generality we may assume that |ξ1 + ξ2| & |ξ1| (oth-
erwise swap the factors u1 and u3). This in turn allows us to estimate k+j (ξ1, ξ2) &

|ξ1|2j−1 and k
+,∗
j (ξ1 + ξ2, ξ3) & |ξ1|2j−1. Applied to the quantity to be estimated

this gives

‖∂α1
x u1∂

α2
x u2∂

α3
x u3‖X̂r

s,b′
. ‖(Js+2(j−1)u1)u2u3‖X̂r

0,b′

. ‖I+r,j(Js+ 2j−1
r′

−1u1, u2)u3‖X̂r
0,b′

. ‖I+,∗
ρ′,j (I

+
r,j(J

s+(2j−1)( 1
r′

− 1
ρ′

)−1
u1, u2), u3)‖X̂r

0,b′
,

where ρ′ is to be chosen later, according to the constraints set forth in the following.
First, we want to assume (2j − 1)( 1

r′
− 1

ρ′
)− 1 ≤ 0, which allows us to reshuffle the

derivatives and apply estimate (5.11):

. ‖I+,∗
ρ′,j (I

+
r,j(J

su1, u2), J
(2j−1)( 1

r′
− 1

ρ′
)−1

u3)‖X̂r
0,b′

. ‖I+r,j(Jsu1, u2)‖L̂r
xt
‖J (2j−1)( 1

r′
− 1

ρ′
)−1

u3‖X̂ρ′

0,−b′

For this to hold we must have 1 < r <∞, ∞ ≥ ρ′ ≥ r′ and b′ < − 1
ρ′

. Now for the

first factor we may apply estimate (5.9) on the condition that b > 1
r

and for the

second factor we use a Sobolev-embedding style estimate assuming that b′+b > − 1
ρ′

and 2(j−1)
r′

− 2(j−1)
ρ′

< s. This is also the point where our argument breaks down

for the classic cubic NLS, with s = 0. After choosing ρ′ appropriately the proof for
this case is complete.
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(3) Resonant interaction |ξ1| ∼ |ξ2| ∼ |ξ3| & 1: Now we may utilise our
trilinear smoothing estimate. As is mentioned above we do not rely on a specific
frequency constellation (their signs, see [38, Section 3.2]) for its application, so
choosing s0, s1 ≥ 0 so that (5.24) is applicable we may directly estimate

‖∂α1
x u1∂

α2
x u2∂

α3
x u3‖X̂r

s,b′
. ‖(Js+s0u1)(J

s+s1u2)(J
s+s1u3)‖L̂r

xt
.

3∏

i=1

‖ui‖X̂r
s,b
,

which concludes the proof. �

6.1.2. Estimates for quintic and higher-order nonlinearities. The following proposi-
tion is theXs,b estimate we will later interpolate with, as mentioned in the beginning
of this section. Because its proof does not rely on the specific number of factors
that are complex conjugates it is responsible for the remark following Theorem 4.1.

Proposition 6.2. Let 2 ≤ k ≤ j, s > − 1
2 , α ∈ N

2k+1
0 with |α| = 2(j − k). Then

there exists a b′ > − 1
2 such that for all b > 1

2 with b′ + 1 > b one has

‖
2k+1∏

i=1

∂αi
x ui‖Xs,b′

.

2k+1∏

i=1

‖ui‖Xs,b
. (6.2)

Additionally for an arbitrary subset of the factors on the left hand side these may
be replaced with their complex conjugates.

Proof. Without loss of generality assume that the frequencies are sorted in descend-
ing order of magnitude i.e., |ξ1| ≥ |ξ2| ≥ . . . ≥ |ξ2k+1|. We distinguish two cases for
the magnitude of the resulting frequency |ξ|.

(1) |ξ| ∼ |ξ1|. Here we can make proper use of the − 1
2+ derivatives that lie

on the product. First we apply the dual form of Kato’s smoothing estimate (5.2)
and redistribute derivatives, introducing δ > 0, in order to at a later point use
the maximal function estimate (5.3). After using Hölder’s inequality, we make use
of (5.2) again (this time literally). Finally we apply the maximal function estimate,
where the magnitude of δ ensures we had previously gained enough derivatives:

‖
2k+1∏

i=1

∂αi
x ui‖Xs,b′

. ‖J 2j−1
2 −(J2(j−k)+s− 2j−1

2 +δ+u1)

2k+1∏

i=2

J− δ
2k ui‖X0,b′

. ‖(J2(j−k)+s− 2j−1
2 +δ+u1)

2k+1∏

i=2

J− δ
2k ui‖L1+

x L2
t

. ‖J 2j+1
2 −2k+s+δ+u1‖L∞

x L2
t

2k+1∏

i=2

‖J− δ
2k ui‖L2k(1+ε)

x L∞

t

. ‖u1‖Xs,b

2k+1∏

i=2

‖J
1
2−

1
2k(1+ε)

− δ
2k ui‖X0,b

.

2k+1∏

i=1

‖ui‖Xs,b

This holds as long as δ + 1 < 2k and 1
2 − 1

2k(1+ε) − δ
2k < s = − 1

2+, which can be

achieved by choosing ε > 0 sufficiently small.
(2) |ξ| ≪ |ξ1|. In this case we argue there must be at least one factor that

also has large frequency magnitude compared to ξ1, since |ξ| is small. Thus we
know |ξ1| ∼ |ξ2|. Though there must also be another factor with comparatively
small frequency magnitude, because if all frequencies had comparable magnitude
the resulting frequency ξ must also be large since we have an uneven number of
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factors. Hence also |ξ1| ≫ |ξ2k+1|. We now argue

‖
2k+1∏

i=1

∂αi
x ui‖Xs,b′

. ‖(Jj−1u1)(J
− 1

2u2k+1)(J
j−1u2)

2k∏

i=3

J
−1+ 1

4(k−1)ui‖Xs,b′

. ‖I±2,j(J− 1
2u1, J

− 1
2u2k+1)(J

j−1u2)

2k∏

i=3

J
−1+ 1

4(k−1)ui‖L1+
xt
,

where we used the Sobolev embedding theorem and may freely make use of the
bilinear operator I+2,j since |ξ1 ± ξ2k+1| ∼ |ξ1|. Next, setting r = 2(k− 1)(2+ ε), we
use Hölder’s inequality

. ‖I+2,j(J− 1
2u1, J

− 1
2u2k+1)‖L2

xt
‖Jj−1u2‖L∞

x L2+
t

2k∏

i=3

‖J−1+ 1
4(k−1)ui‖Lr

xL
∞

t

For the first factor we used the bilinear estimate (5.9), for the second the interpo-
lated Kato’s smoothing (5.2) and for the rest the maximal function estimate (5.3),
in order to arrive at our desired bound.

For the latter estimate to lead us into the correct Xs,b-space we need

−1 +
1

4(k − 1)
+

1

2
− 1

4
= −1

2
+

1

4(k − 1)
− 1

2(k − 1)(2 + ε)
< s = −1

2
+

which can be achieved by choosing ε > 0 small enough.
In both cases every factor passes through a norm that is invariant under complex

conjugation, or we have the freedom to use I−2,j over I+2,j , so fulfilling the additional
claim that an arbitrary number of the factors can be complex conjugated is also
dealt with. �

Unfortunately, when transitioning to Fourier-Lebesgue spaces, one loses the free-
dom to choose arbitrarily the number of factors in the nonlinearity that may be
complex conjugates of the solution u.

Proposition 6.3. Let 2 ≤ k ≤ j and α ∈ N
2k+1
0 with |α| = 2(j − k). Then there

exists an r0 > 1 such that for all 1 < r < r0 and s > j−k
kr′

there exists a b′ > − 1
r′

such that for all b > 1
r

with b′ + 1 > b one has

‖
2k+1∏

i=1

∂αi
x vi‖X̂r

s,b′
.

2k+1∏

i=1

‖ui‖X̂r
s,b
, (6.3)

where exactly k of v1, v2, . . . , v2k+1 are equal to the complex conjugate of ui and
otherwise just equal to ui.

Proof. We assume, without loss of generality, that the magnitudes of the frequencies
are sorted i.e., |ξ1| ≥ |ξ2| ≥ . . . |ξ2k+1|. Distinguish cases based on the number of
high-frequency factors that are present in the product:

(1) |ξ4| & |ξ1|. So we have at least four high-frequency factors which is enough
for us to make use of the Fefferman-Stein estimate (5.16). We start by choosing
r0 > 1 such that s < 1

r
. Next fix s1 > 1

4 (2(j − k) + s + (2k − 3)( 1
r
− s)) and

s2 < s − 1
r
< 0 fulfilling 4s1 + (2k − 3)s2 = 2(j − k) + s. Then we can estimate

using the Hausdorff-Young inequality

‖
2k+1∏

i=1

∂αi
x vi‖X̂r

s,b′
. ‖

4∏

i=1

Js1vi

2k+1∏

i=5

Js2vi‖L̂r
xt

. ‖
4∏

i=1

Js1vi

2k+1∏

i=5

Js2vi‖Lr
xt

.

4∏

i=1

‖Js1ui‖L4r
xt

2k+1∏

i=5

‖Js2ui‖L∞

xt
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For every factor in the second product we can now use ‖f‖L∞

xt
. ‖f‖

L̂∞

xt
followed

by a Sobolev style embedding, where we end up with s2 +
1
r
− 1

∞+ space- and 1
r
+

time-derivatives. The first four factors can be dealt with by the diagonal case of
the Fefferman-Stein inequality (5.16). So that we end up in the correct X̂r

s,b-norm

we need s > s1 +
1−2(j−1)

4r , which we can achieve for every s > j−k
kr′

(by choosing s1
near enough 1

4 (2(j − k) + s+ (2k − 3)( 1
r
− s))) as claimed.

(2) |ξ| ∼ |ξ1| ≫ |ξ2|. With only a single high-frequency factor vi we must
distinguish if it is a complex conjugate or not. Without loss of generality we assume
v1 = u1 and that (since we know exactly k of the factor are complex conjugates) we

are dealing with a product of the form u1(
∏2k−3

i=2 vi)u2k−2u2k−1u2ku2k+1 (omitting
the derivatives). The arguments for the alternate cases is similar, we omit the

details. Having only |ξ1| large gives us control over the symbols of I−,∗
ρ′,j and I+r,j

when applied as in

‖
2k+1∏

i=1

∂αi
x vi‖X̂r

0,b′

. ‖I+r,j(J2(j−k)− 2j−1
r u1, u2k)u2k+1

2k−1∏

i=2

vi‖X̂r
0,b′

. ‖I−,∗
ρ′,j (I

+
r,j(J

2(j−k)− 2j−1
r

− 2j−1
ρ′ u1, u2k)

2k−1∏

i=2

vi, u2k+1)‖X̂r
0,b′

. ‖I−,∗
ρ′,j (I

+
r,j(J

2(j−k)

r′
−

2(j−1)

ρ′ u1, u2k)
2k−1∏

i=2

J− 1
r
−vi, J

− 1
r
+ 1

ρ′
−
u2k+1)‖X̂r

0,b′

Now choosing ρ ∼ r such that 2(j−k)
r′

− 2(j−1)
ρ′

≤ 0 we get for a b′ < − 1
ρ′

. ‖I+r,j(u1, u2k)
2k−1∏

i=2

J− 1
r
−vi‖L̂r

xt
‖J− 1

r
+ 1

ρ′
−
u2k+1‖X̂ρ′

0,−b′

. ‖I+r,j(u1, u2k)‖L̂r
xt

2k−1∏

i=2

‖J− 1
r
−vi‖L̂∞

xt
‖J− 1

r
+ 1

ρ′
−
u2k+1‖X̂ρ′

0,−b′

Using a the bilinear estimate (5.9), a Sobolev style embedding and Young’s inequal-
ity we arrive at the desired upper bound, at least in the case s = 0.

(3) |ξ1| ∼ |ξ2| ≫ |ξ3| or |ξ1| ∼ |ξ3| ≫ |ξ4|.
subcase: v1 = u1 and v2 = u2. If there are two or three high-frequency factors we
proceed similarly as to the case where there is only a single one, though paren-
thesizing differently with the bilinear operators. Here further cases can be made
depending on if the high-frequency factors are complex conjugates or not, though
these are remedied by using I−r,j rather than I+r,j and vice versa (dito for the dual

operators). The arguments are very similar to the preceding cases, so we omit the
details.

We proved the inequality for s = 0 in the latter two cases, thus it also holds for
every s ≥ 0.

�

Remark 6.4. Let us discuss what influence the distribution of complex conjugates
has on the estimate proven in Proposition 6.3. In the first case, where we have
‘enough’, that is four or more, high-frequency factors, whether the terms in the
nonlinearity are complex conjugates or not is irrelevant. Inspecting the proof for
the subsequent cases, where there are three or fewer high-frequency factors, we point
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out that 2k−2 of the factors pass through a L̂∞
xt norm and thus, if these are complex

conjugates or not is irrelevant.
Also in these cases, since u1 is a high-frequency factor and u2k has low frequency,

which of the symbols of either bilinear operators I±r,j we gain does not matter. Hence

we are not restricted in the sense that the ‘partner’ of u1 in the application of I±r,j
has a complex conjugate or not. (This is also independent of whether u1 is a complex

conjugate, because I±r,j passed through a L̂r
xt norm.)

What would remain to argue is why one also has free choice to apply either
of the dual bilinear operators I±,∗

ρ′,j and hence again, that if the ‘partner’ (u2k+1

in the argument given in the proof) is a complex conjugate or not, is irrelevant.
This is slightly more delicate and one must vary the ‘partner’ in application of the
dual bilinear operator between u2k+1 and one of the other high-frequency factors,

if the total frequency of I+r,j(v1, v2k)
∏2k−1

i=2 vi (ignoring derivatives) is small. (This

product having small frequency can only happen in case there are multiple (but fewer

than four) high-frequency factors.) In such a case the symbol of, say, I+,∗
ρ′,j is small

and one can thus not fully exploit the gain in derivative this operator would offer. To
remedy this one can swap out u2k+1 with one of the high-frequency factors besides
u1 to ensure the symbol of both bilinear operators is large again.

We deem adding such a case by case analysis to the proof of Proposition 6.3
would distract from the overall argument, so we leave working out further details to
the reader.

Finally we may use multilinear interpolation to interpolate between the esti-
mates in Propositions 6.2 and 6.3 in order to establish the corollary from which
Theorem 4.1 follows.

Corollary 6.5. Let 2 ≤ k ≤ j and α ∈ N
2k+1
0 with |α| = 2(j − k). Then for

1 < r ≤ 2 and s > − 1
r′

there exists a b′ > − 1
r′

such that for all b > 1
r

we have

‖
2k+1∏

i=1

∂αi
x vi‖X̂r

s,b′
.

2k+1∏

i=1

‖ui‖X̂r
s,b
, (6.4)

where exactly k of v1, v2, . . . , v2k+1 are equal to the complex conjugate of ui and
otherwise just equal to ui.

6.2. Multilinear estimates in X
p
s,b spaces. Before we dive into the proofs that

will lead to Proposition 6.7 and Corollary 6.9, which in turn imply Theorem 4.3, we
would like to give the reader a run down of extra conventions we will be using when
dealing with estimates of frequency localised functions. As in the previous section,
we will be proving our estimates separately for different frequency constellations on
a case by case basis.

Let us first mention that, even though we are in modulation spaces, we will not
need the added control the associated uniform frequency localisation may give us.
In particular we will only rely on this additional control in the resonant case for
the cubic nonlinear term. For all other cases a more common dyadic frequency
decomposition will suffice, which we may sum to arrive in the correct modulation
space using, for example, (2.3).

Furthermore, in order to save vertical space and give a more compact presenta-
tion of our estimates, we will play loose with the description of the set over which we
will be summing in some cases. Implicitly it is understood that we are always sum-
ming over all dyadic frequencies N,N1, N2, . . . or integer frequencies n, n1, n2, . . .
that appear in the expression we want to estimate, subject to the restrictions im-
plied by the case we are currently estimating. An example of the suppression of
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information in a sum, would be the following two sums being equivalent

∑

N1&N3

∫

R2

uN1
uN2

uN3
vN dx dt =

∑

N,N1,N2,N3≥1
N1&N3

∫

R2

PN1
u1PN2

u2PN3
u3PNv dx dt,

where additional we have made clear the convention mentioned in Section 2.2 that
indices denoting frequency decomposition may suppress other indices.

We also introduce the notation ξmax, ξmin and Nmax, Nmin referring to the
largest and smallest element of the sets of all frequencies {|ξi| | 1 ≤ i ≤ 2k + 1} and
of all dyadic frequencies {Ni | 1 ≤ i ≤ 2k + 1}, where 2k+1 is the total number of
factors in a nonlinear term.

One last ingredient: the following lemma will help us piece together uniform-
frequency localized functions. It had previously appeared in [77, eq. (2.7)], without
proof, but we include its proof here for the reader’s convenience.

Lemma 6.6. Let (am)m∈Z and (bn)n∈Z be two sequences. Then for 1 ≤ p ≤ ∞
and every ε > 0 one has

∑

m,n∈Z

m 6=n

ambn

|m− n|〈n〉ε .ε ‖am‖ℓpm(Z)‖bn‖ℓp′n (Z)
.

Proof. We apply Hölder’s inequality and Young’s convolution inequality

∑

m,n∈Z

m 6=n

ambn

|m− n|〈n〉ε =
∑

m∈Z

am
∑

n∈Z

bn

〈n〉ε · χm 6=n

|m− n|

. ‖am‖ℓpm
∥∥∥∥
b·

〈·〉ε ∗ χ·6=0

| · |

∥∥∥∥
ℓp

′

. ‖am‖ℓpm‖bn〈n〉−ε‖ℓqn‖χn 6=0|n|−1‖ℓrn

. ‖am‖ℓpm‖bn‖ℓp′n ‖〈n〉−ε‖
ℓ
q̃
n
‖χn 6=0|n|−1‖ℓrn .ε ‖am‖ℓpm‖bn‖ℓp′n ,

where 1 + 1
p′

= 1
q
+ 1

r
and 1

q
= 1

p′
+ 1

q̃
. The last inequality becomes true, if we

choose ε̃ > 0 small enough and then set 1
r
= 1

1+ε̃
, as well as 1

q̃
= ε̃

1+ε̃
. �

6.2.1. Estimates for cubic nonlinearities. In the proof of the following Proposi-
tion 6.7 we assume s = j−1

2 , though because of the inequality 〈ξ〉 . 〈ξ1〉〈ξ2〉〈ξ3〉 for

ξ = ξ1 + ξ2 + ξ3 the derived estimate also holds true for s > j−1
2 .

Proposition 6.7. Let j ≥ 2, 2 ≤ p < ∞, s = j−1
2 , α ∈ N

3
0 with |α| = 2(j − 1).

Then there exist b′ < 0 and b′ + 1 > b > 1
2 such that one has

‖∂α1
x u1∂

α2
x u2∂

α3
x u3‖Xp

s,b′
.

3∏

i=1

‖ui‖Xp
s,b
.

Proof. Again, the proof is a case by case analysis of different frequency interactions.
We prove the estimate in each case by duality:

(1) Low frequency case |Nmax| . 1: In this case we may deduce that the
frequency of the product N is also small. So we use Hölder’s inequality, Sobolev
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embeddings and (2.3) for the sum

∑

Nmax,N.1

∫

R2

∂α1
x uN1∂

α2
x uN2∂

α3
x uN3N

svN dx dt

.
∑

Nmax,N.1

Ns+2(j−1)+1+
max ‖uN1‖L2

xt
‖uN2‖L∞

t L2
x
‖uN3‖L∞

t L2
x
‖vN‖L2

xt

.
∑

Nmax,N.1

N
s+2(j−1)+1+ 3

2−
3
p
+

max ‖vN‖
X

p′

0,−b′

3∏

i=1

‖uNi
‖Xp

s,b

This is a finite sum (remember, our dyadic frequencies are Ni ∈ 2N), so we may

bound the final expression by our desired ‖v‖
X

p′

0,−b′

∏3
i=1 ‖ui‖Xp

s,b
.

(2) Non-/Semi-resonant interaction Nmax ≫ Nmin: Here there are two
subcases to be dealt with, depending on which frequencies are of similar magnitude
to Nmax, but with opposite sign, if any. The arguments in both cases are the same
(just with the roles of some of the factors interchanged), so we will only present
one of the cases.

Say we have |ξmax| = |ξ1| ≫ |ξ3| = |ξmin|. Then either |ξ1 + ξ2| ∼ |ξ1| or
|ξ1 + ξ| ∼ |ξ1|. In the former case, both |ξ1 + ξ2| and |ξ3 + ξ| are comparable to
|ξmax| and in the latter it is both |ξ1 + ξ| and |ξ2 + ξ3| that are comparable. For
other choices of ξmax and ξmin one may argue similarly.

Observe the argument for the case with |ξmax| = |ξ1| ≫ |ξ3| = |ξmin| and
|ξ1 + ξ2| ∼ |ξ1|: first we use Hölder’s inequality

∑

N1≫N3

∫

R2

∂α1
x uN1

∂α2
x uN2

∂α3
x uN3

NsvN dx dt (6.5)

.
∑

N1≫N3

Ns+2(j−1)
max ‖uN1

uN2
‖L2

xt
‖uN3

vN‖L2
xt

(6.6)

Next we would like to apply our bilinear estimate (5.9) with q = p = 2 to both terms
in the L2 norm. Though because we are estimating by duality simply using (5.9)
as-is would leave us with vN in the wrong space X0,b for b > 1

2 . To remedy this we
interpolate (5.9) with the much simpler bound

‖I+2,j(u, v)‖L2
xt

. ‖(Jσu)(Jσv)‖L2
xt

(6.7)

. ‖Jσu‖L∞

t L2
x
‖Jσv‖L2

tL
∞

x
. ‖u‖X

σ, 1
2
+
‖v‖X

σ+1
2
+,0
, (6.8)

where σ = 2j − 1 and we used Hölder’s inequality and Sobolev embeddings. Using
our interpolated bound we may proceed with estimating (6.6):

.
∑

N1≫N3

Ns−1
max‖I+2,j(uN1

, uN2
)‖L2

xt
‖I+2,j(uN3

vN )‖L2
xt

.
∑

N1≫N3

Ns−1+
max (N1N2N3)

−s+‖vN‖
X

p′

0,−b′

3∏

i=1

N0−
i ‖uNi

‖Xs,b

.
∑

N1≫N3

N
− 1

2−
1
p
+

1 (N2N3)
−s+ 1

2−
1
p
+N0−‖vN‖

X
p′

0,−b′

3∏

i=1

N0−
i ‖uNi

‖Xp
s,b
.

At this point it becomes important, that j 6= 1, because otherwise s = 0 and
we wouldn’t be able to sum up. For j ≥ 2 though, one has s ≥ 1

2 so that

N
− 1

2−
1
p
+

1 (N2N3)
−s+ 1

2−
1
p
+ . 1 and we can close our argument with a final ap-

plication of (2.3).
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(3) Resonant interaction Nmax ∼ Nmin: Here we will have to utilize the
added control modulation spaces give us with the unit cube decomposition. We
distinguish between the following subcases:

1. ∀(i, j) : |ξi + ξj | & |ξi − ξj |: This means that all frequencies have the same
sign. Since we have separate control over the symbols |ξi + ξj | and |ξi − ξj | we may
argue simpler than in [77]. The estimate in this subcase may be proven analogously
to the non-/semi-resonant case.

2. |ξ1 − ξ2| ≥ |ξ1 + ξ2|:
2.1. |ξ1 + ξ2| . 1 and min(|ξ2 + ξ3|, |ξ2 − ξ3|) . 1: Without loss of generality we

will assume |ξ2 − ξ3| . 1, the other case may be argued analogously. So here we
have the following frequencies for the individual factors and their product

n1 = −ℓ+O(1), n2 = ℓ, n3 = ℓ+O(1), n = ℓ+O(1)

for a fixed ℓ ∈ Z. We may restrict ourselves to proving the diagonal case, where
−n1 = n2 = n3 = n = ℓ hold exactly. This is because after having established
the inequality for the diagonal case, the general case may be proven by switching
to a different family of isometric decomposition operators (�̃n)n∈Z and using the
inequality for the diagonal case. We omit the details.

After using Hölder’s inequality we use our trilinear estimate (5.24) to bound the
contribution in this case:

∑

ℓ∈Z

〈ℓ〉s+2(j−1)

∫

R2

u−ℓuℓuℓvℓ dx dt .
∑

ℓ∈Z

〈ℓ〉s+2(j−1)‖u−ℓuℓuℓ‖L2
xt
‖v−ℓ‖L2

xt

.
∑

ℓ∈Z

〈ℓ〉s+2(j−1)‖u−ℓuℓuℓ‖L2
xt
‖v−ℓ‖L2

xt
.
∑

ℓ∈Z

‖u−ℓ‖3Xs,b
‖v−ℓ‖X0,−b′

Using the trivial embeddings ℓ2 ⊃ ℓp
′

and ℓ3p ⊃ ℓp we arrive at our desired bound:

. ‖v−ℓ‖Xp′

0,−b′

3∏

i=1

‖ui‖X3p
s,b

. ‖v‖
X

p′

0,−b′

3∏

i=1

‖ui‖Xp
s,b

2.2. |ξ1+ξ2| . 1 and |ξ2±ξ3| ≫ 1: In this case we have the following frequencies:

n1 = −ℓ+O(1), n2 = ℓ, n3 = m+O(1), n = m+O(1).

for fixed ℓ,m ∈ Z. Also we may note, that |ℓ±m| & 1, as well as |m| ∼ |ℓ| because
we are in a resonant case. By symmetry we may additionally assume |m + ℓ| ≥
|m − ℓ|. Again it suffices to deal with the diagonal case, where −n1 = n2 = ℓ and
n3 = n = m exactly. As usual we begin with an application of Hölder’s inequality:
∑

ℓ,m∈Z

〈m〉s+2(j−1)

∫

R2

u−ℓuℓumvm dx dt .
∑

ℓ,m∈Z

〈m〉s+2(j−1)‖umuℓ‖L2
xt
‖u−ℓvm‖L2

xt

Being left in a similar situation to (6.6), we argue with the same interpolated
inequality (between (5.9) and (6.8)) to arrive at

.
∑

ℓ,m∈Z

〈m〉s+2(j−1)‖um‖X0,b
‖u−ℓ‖X0,b

‖u−ℓ‖X0,b
‖v−m‖X0,−b′

〈m〉2j−2−
√
|m− ℓ| · |ℓ+m|

.

Here we may use |m+ℓ| ≥ |m−ℓ| and then apply Lemma 6.6, which is again reliant
on the fact s > 0:

.
∑

ℓ,m∈Z

1

|m− ℓ|〈ℓ〉2s− ‖um‖Xs,b
‖u−ℓ‖Xs,b

‖u−ℓ‖Xs,b
‖v−m‖X0,−b′

.
∥∥‖u−ℓ‖Xs,b

‖u−ℓ‖Xs,b

∥∥
ℓ
p
2
ℓ

·
∥∥∥‖um‖Xs,b

‖v−m‖X0,−b′

∥∥∥
ℓ

p
p−2
m
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Finally for the first factor we utilise Hölder’s inequality, for the second we send

‖um‖Xs,b
to X∞

s,b and then use the embeddings ℓ∞ ⊃ ℓp and ℓ
p

p−2 ⊃ ℓp
′

to arrive at
our desired bound for this case.

2.3. ∀i 6= j : |ξi ± ξj | ≫ 1: This subcase starts similarly to the preceding one,
where we first apply Hölder’s inequality and then our interpolated bilinear estimate
(between (5.9) and (6.8)) in order to place vn in the correct space X0,−b′ .

∑

n1+n2+n3=n

|n|s+2(j−1)

∫

R2

un1
un2

un3
vn dx dt

.
∑

n1+n2+n3=n

|n|s+2(j−1)‖un1un2‖L2
xt
‖un3vn‖L2

xt

.
∑

n1+n2+n3=n

|n|s+‖un1
‖X0,b

‖u−n2
‖X0,b

‖un3
‖X0,b

‖v−n‖X0,−b′√
|n1 + n2| · |n3 + n|

Now at least one of |n1 + n2| or |n3 + n| is comparable to |n|, so assuming without
loss, that |n3+n| ∼ |n| we may split the factor |n|s+ and apply Hölder’s inequality:

.
∑

n1+n2+n3=n

‖un1
‖Xs,b

‖u−n2
‖Xs,b√

|n1 + n2||n|
1
2−

‖un3
‖Xs,b

‖v−n‖X0,−b′

|n|j−1

. sup
n,n3

(∑

n2

〈n2〉−1+‖un1
‖Xs,b

‖u−n2
‖Xs,b

)
·
∑

n,n3

‖un3‖Xs,b
‖v−n‖X0,−b′

|n3 ± n|〈n〉0+

.‖v‖
X

p′

0,−b′

3∏

i=1

‖ui‖Xp
s,b
,

where in the final step we used Lemma 6.6 again.
3. |ξ2 − ξ3| ≥ |ξ2 + ξ3|: One can deal with this case in the same way as the

previous with the roles of ξ1 and ξ3 swapped. �

6.2.2. Estimates for quintic and higher-order nonlinearities.

Proposition 6.8. Let 2 ≤ k ≤ j, s > 1
4k , α ∈ N

2k+1
0 with |α| = 2(j − k). Then

there exist b′ < 0 and b′ + 1 > b > 1
2 such that one has

‖
2k+1∏

i=1

∂αi
x ui‖X∞

s,b′
.

2k+1∏

i=1

‖ui‖X∞

s,b
. (6.9)

Additionally for an arbitrary subset of the factors on the left hand side these may
be replaced with their complex conjugates.

Proof. In the proof of this proposition we again assume that the frequencies of the
factors in the nonlinearity are ordered in decending order |ξ1| ≥ |ξ2| ≥ · · · ≥ |ξ2k+1|.
There are essentially two cases to be dealt with, depending on if ξ1 is cancelled out
by ξ2 or not. We estimate both cases by duality:

(1) |ξ1| ∼ |ξ|: Here ξ1 is not cancelled by ξ2, but the factor corresponding to the
product vN must thus have high frequency. The contribution from this case may
be bounded by first using Hölder’s inequality

∑

N∼N1

∫

R2

NsvNN
2(j−k)
1

2k+1∏

i=1

uNi
dx dt

.
∑

N∼N1

N
s+2(j−k)
1 ‖vN‖L∞−

x L2
t
‖uN1‖L∞

x L2
t

2k+1∏

i=2

‖uNi
‖
L2k+

x L∞

t
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Now we use Kato’s inequality (5.2) for both vN and uN1 and the maximal function
estimate (5.3) 2k times for the remaining uNi

.

.
∑

Ns+1−2k+
1 ‖vN‖X0,−b′

‖uN1
‖X0,b

2k+1∏

i=2

N
1
2−

1
2k++

i ‖uNi
‖X0,b

.

(
2k+1∏

i=1

‖u‖X∞

s,b

)
‖v‖X1

0,−b′

∑
N

3
2−2k+
1

2k+1∏

i=2

N
1− 1

2k−s+
i .

Finally we make use of the embedding ℓ2 ⊃ ℓ1 and (2.3), where we lose half a
derivative using the endpoint estimate. The last term is summable, since we may
distribute the 2k− 3

2− derivatives gain from the first factor and 1− 1
2k −(1− 3

4k−)−
s+ < 0 can be achieved for s > 1

4k .
(2) |ξ1| ≫ |ξ|: In this case we must have |ξ1| ∼ |ξ2|. To bound this case’s contri-

bution we use a Sobolev-embedding for the factor vN and Kato’s inequality (5.2)
for the two high frequency factors uN1

and vN after an application of Hölder’s
inequality.

∑

N≪N1

∫

R2

NsvNN
2(j−k)
1

2k+1∏

i=1

uNi
dx dt

.
∑

N
s+2(j−k)
1 ‖vN‖L2

xL
∞−

t
‖uN1

‖L∞

x L2+
t
‖uN2

‖L∞

x L2+
t

2k+1∏

i=3

‖uNi
‖
L

2(2k−1)
x L∞

t

.
∑

Ns+1−2k+
1 ‖vN‖X0,−b′

‖uN1
‖X0,b

‖uN2
‖X0,b

2k+1∏

i=3

N
1
2−

1
2(2k−1)

+

i ‖uNi
‖X0,b

For all other factors we applied the maximal function estimate (5.3). We close this
case by (2.3) for the uNi

and using the embedding ℓ2 ⊃ ℓ1 for the factor vN .

.

(
2k+1∏

i=1

‖u‖X∞

s,b

)
‖v‖X1

0,−b′

∑
N2−2k−s+

1

2k+1∏

i=3

N
1− 1

2(2k−1)
−s+

i

The final sums converge, because for every i = 3, 4, . . . , 2k + 1 we have an addi-

tional gain of 2(k−1)+s

2k−1 − derivatives and one can easily check that

1− 1

2(2k − 1)
− s− 2(k − 1) + s

2k − 1
+ < 0 ⇐⇒ s >

1

4k
.

�

Again, as in Corollary 6.5, the following corollary is derived from a multilinear
interpolation between Proposition 6.2 and the endpoint estimate in Proposition 6.8
we just proved.

Corollary 6.9. Let 2 ≤ k ≤ j and α ∈ N
2k+1
0 with |α| = 2(j − k). Then for

2 ≤ p ≤ ∞, s > 1
4k − 2k+1

2kp , and b′ + 1 > b > 1
2 we have

‖
2k+1∏

i=1

∂αi
x ui‖Xp

s,b′
.

2k+1∏

i=1

‖ui‖Xp
s,b
. (6.10)

Additionally for an arbitrary subset of the factors on the left hand side these may
be replaced with their complex conjugates.
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7. Ill-posedness results on R and T

After now dealing with the positive results regarding the NLS hierarchy in this
paper, let us now move focus to negative results. First we will establish The-
orems 4.6 and 4.7, that shows our Theorems 4.1 and 4.3 to be optimal in the
framework we are using. To do so we first exhibit a family of solutions to equations
of type (3.7).

Lemma 7.1. For j ≥ 2 let us choose

δ0 =

j∑

n=0

(−1)n+1N2(j−n)

(
2j

2n

)
and c0 =

j−1∑

n=0

(−1)nN2(j−n)−1

(
2j

2n+ 1

)

and set uN (x, t) = exp(i(Nx + δ0t)) sech(x − c0t). Then for every N > 0 the
function uN is a solution of a higher-order NLS-like equation (3.10).

Before we prove this Lemma, let us note that the one-parameter family uN of
solutions will not suffice for our ill-posedness argument. Luckily, due to the scaling
invariances of the equations we are looking at, we can extend this family:

Corollary 7.2. The family of solutions in Lemma 7.1 can be extended to a two-
parameter family vN,ω of solutions by setting vN,ω(x, t) = ωuN

ω
(ωx, ω2jt).

Proof of Lemma 7.1. To simplify notation in the forthcoming proof we will use
f = sech. Similarly to the argument in [38] we begin with calculating the time
derivatives of our supposed solution:

i∂tuN (x, t) = exp(i(Nx+ δ0t))(−δ0f − ic0f
′)

Turning to the space derivatives, a slightly more lengthy calculation yields

∂2jx uN (x, t) = (−1)j exp(i(Nx+ δ0t))

j∑

m=0

f2m
j∑

n=m

(−1)ncn,mN
2(j−n) · · ·

· · ·
[(

2j

2n

)
f − i

N

(
2j

2n+ 1

)
(2m+ 1)f ′

]
,

where we have omitted the arguments to f (which are always equal to x− c0t) and
the coefficients cn,m are taken from the identities

f (2n)(x) =

n∑

m=0

cn,mf
2m+1(x) and f2n+1(x) =

n∑

m=0

cn,m(2m+ 1)f2mf ′. (7.1)

Of these coefficients we will only need to know the exact value cn,0 = 1. One
may easily derive these identities from the well-known fact f ′2 = f2 − f4 and
f ′′ = f − 2f3.

Now the parameters δ0 and c0 were chosen specifically such that the linear part
of the equation (3.10) would vanish, so

(i∂t + (−1)j+1∂2jx )uN (x, t) = exp(i(Nx+ δ0t))

(
−

j∑

m=1

f2mΣm

)
, (7.2)

where we set

Σm =

j∑

n=m

(−1)ncn,mN
2(j−n)

[(
2j

2n

)
f − i

N

(
2j

2n+ 1

)
(2m+ 1)f ′

]

for readability.
What is left to argue now, is that the right-hand side of (7.2) can in fact be

expressed by inserting our supposed solution uN into a nonlinear term, that is part
of the family described by (3.10).
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Though this can be achieved by the same argument that is used at the end of
the proof of [38, Lemma 8]. We merely give the two tables of (nonlinear) terms
appearing in the double sum (7.2). The rest of the details are left to the reader.

In (7.2) one may notice “that the last term is missing”, i. e. there are only
2(j − m) + 1 terms per line, for a total of j2 in the whole table (as opposed to
(j + 1)2 terms in [38]):

n = 1 n = 2 n = 3 n = 4 · · · n = j

m = 1 N2(j−1)f3 N2(j−1)−1f2f ′ N2(j−2)f3 N2(j−2)−1f2f ′ · · · f3

m = 2 N2(j−2)f5 N2(j−2)−1f4f ′ · · · f5

...
. . .

...
m = j f2m+1

Finally the nonlinear terms of the resulting equation that uN will solve is given:

|u|2∂2(j−1)
x u (∂x|u|2)∂2(j−1)−1

x u (∂2x|u|2)∂
2(j−2)
x u (∂3x|u|2)∂

2(j−2)−1
x u · · · (∂

2(j−1)
x |u|2)u

|u|4∂2(j−2)
x u (∂x|u|4)∂2(j−2)−1

x u · · · (∂
2(j−2)
x |u|4)u

. . .
...

|u|2ju
Note that these align with the expectation of the equation uN solves belonging to
the family described in (3.10). �

Now with knowledge of our family of solutions from Corollary 7.2 we may reuse
an argument given in [38, Proposition 1], based upon [60], in order to prove Theo-
rem 4.6.

Proof of Theorem 4.6. The same argument as given in [38, Proposition 1] works
here, just that one has to modify the choices made at the start of the proof. We
choose N1, N2 ∼ N but fulfilling |N1 −N2| = C

T
Nsr′−2(j−1) for a constant C > 0.

(We keep N → ∞ and ω = N−sr′ .)
When checking the details the astute reader should note, that we have the bound

− 1
r′
< s < j−1

r′
on the regularity of the data and the propagation speed of a solution

is of the order of N2j−1
k (instead of N2j

k ), for k = 1, 2. �

Though our family of solutions is not just useful for proving ill-posedness in
Fourier-Lebesgue spaces. We may reuse it again for the proof of Theorem 4.7.
We adapt an argument from [77, Lemma 4.1], which is also based on [60], to our
situation.

Proof of Theorem 4.7. The proof of this theorem is similar in spirit to that of Theo-
rem 4.6, only that one has to be more careful in estimating the difference of solutions
at a time T > 0. This is due to the fact, that the argument relies on the separation
of (essential) support of two solutions in physical space, but this “conflicts” with
the isometric decomposition used in the definition of modulation spaces.

Let us begin by stating some parameter choices that we will use down the line.
Since s < j−1

2 we can fix a θ > 0 such that 4s− 2(j − 1) + 2θ < 0. Let N ≫ 1 and

N1, N2 ∼ N but fulfilling the separation condition |N1−N2| = C
T
N2s−2(j−1)+2θ for

a positive time T > 0 and constant C > 0. Finally let ω = N−2s. Later we will
look at the limiting behaviour N → ∞.

The next step is establishing bounds on our family of solutions in modulation
spaces. We reuse the same arguments as in [77, eqns. (4.7) through (4.10)] estab-
lishing ‖vNk,ω(·, t)‖Ms

2,p
∼ 1 uniformly in t ∈ R and N,N1, N2 ≥ 1.
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For the bound on the difference of solutions at time t = 0, we may use the
embedding Ms

s,p ⊃ Hs and [60, eqn. (3.5)] to estimate

‖vN1,ω(·, 0)− vN2,ω(·, 0)‖Ms
2,p

. N2s|N1 −N2| ∼ T−1N4s−2(j−1)+2θ,

which converges to zero, for N → ∞.
Next up is bounding the difference of solutions at a positive time T > 0. This

is the point where an extra argument is necessary in the modulation space setting.
One resorts to looking at frequency contributions to the norm in the vicinity of N ;
in |ξ −N | ≪ Nθ to be precise.

Noting our increased propagation speed of the solutions, we may argue analo-
gously to [77, eqn. (4.12)] and establish

|〈�nvN1,ω(·, T ),�nvN2,ω(·, T )〉| .
1

N2(j−1)|N1 −N2|T
. T−1N−2s−2θ, (7.3)

which we now utilise in said bound on the difference of solutions at T > 0. Following
along the lines of [77, eqn. (4.14)], but using our new bound (7.3), we may establish

‖vN1,ω(·, T )− vN2,ω(·, T )‖Ms
2,p

& 1− T−1N
2
p
θ+2sN−2θ−2s = 1− T−1N

−2θ 1
p′ .

Letting N → ∞ we have thus established the theorem. �

As mentioned above in the discussion of results in the introduction, the equations
leading to ill-posedness on R are not in general the NLS hierarchy equations. This
is of course reflected in the statement of Theorem 4.6.

For the interested reader though we give the family of fourth-order equations
(j = 2) for which a solution was constructed in Lemma 7.1. Let λ ∈ R, then the
solution for j = 2 that was constructed in Lemma 7.1 solves the equations

i∂tu− ∂4xu =λ|u|2∂2xu+ (44− 3λ)u2∂2xu+ (6λ− 80)|∂2xu|u (7.4)

+ (56− 4λ)(∂xu)
2u+ (40− 2λ)|u|4u.

Next we may deal with the Propositions leading to forms of ill-posedness on the
torus T, i.e. Theorems 4.8 and 4.9.

Proposition 7.3. The flow S : Ĥs
r (T) × (−T, T ) → Ĥs

r (T) of the fourth-order
equation (j = 2) in the NLS hierarchy

iut − ∂4xu = −2u2∂2xu− 8|u|2∂2xu− 4|∂xu|2u− 6(∂xu)
2u+ 6|u|4u

cannot be C3 for any 1 ≤ r ≤ ∞ and s ∈ R.

Proof. Following an argument by Bourgain [14], assume the flow is indeed thrice
continuously differentiable. For a datum u0(x) = δφ(x), where δ > 0 and φ ∈ Hs(T)
for any s ∈ R are to be chosen later, we will evaluate the third derivative of the
flow at the origin. So let u denote the corresponding solution to u0, then

∂3u

∂δ3

∣∣∣∣
δ=0

∼
∫ t

0

U(t− t′)N3(U(t′)u0)dt
′,

where we have used the notation N3(u) to denote solely the cubic terms of the
nonlinearity and U(t) the linear propagator of the equation.

We may now write the integrand as its Fourier series to arrive at

=

∫ t

0

∑

k∈Z

k1+k2+k3=k

eikxei(t−t′)k4

eit
′(k4

1−k4
2+k4

3)φ̂(k1)φ̂(−k2)φ̂(k3)n3(k1, k2, k3)dt
′

=
∑

k∈Z

k1+k2+k3=k

eikx+itk4

φ̂(k1)φ̂(−k2)φ̂(k3)n3(k1, k2, k3)

∫ t

0

e−it′(k4−k4
1+k4

2−k4
3)dt′.
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Here n3(k1, k2, k3) = (k1 + k2)
2 + 3

2 (k1 + k3)
2 is the symbol corresponding to the

terms in N3. We may now choose φ̂(k) = k−s(δk,N + δk,N0), where N0 ≪ N . The
choice of the N0 parameter is not important as long as it is, say, fixed. For all
further calculations the reader may assume N0 = 1. We then observe ‖φ‖Ĥs

r
∼ 1

independent of the two parameters.
Inserting this into the above expression we note that it suffices to look at the

terms that produce a resulting frequency of k = N . There are three such choices for
the tuple (k1, k2, k3), namely (N,−N,N), (N,−N0, N0) and (N0,−N0, N). Note
that for each of these three choices the resonance relation k4 − k41 + k42 − k43 cancels
and the integral in the formula above is equal to t and the symbol of our nonlinearity
has size on the order of N2.

These frequency choices thus produce Fourier coefficients (at frequency N) on
the order of tN2−3s (for the first one) and tN2−s (for the second and third). The
remaining five frequency constellations cannot cancel these contributions as they
are of lower order in N .

This leaves us with the following lower bound for the Sobolev norm of the oper-
ator that is the derivative of the flow:

∥∥∥∥
∂3u

∂δ3

∣∣∣∣
δ=0

∥∥∥∥
r′

Ĥs
r

& Nsr′ · tr′N (2−s)r′(1 +N−2sr′) ≥ tr
′

N2r′

for 1 < r ≤ ∞. If r = 1 we still have a lower bound of tN2 though with a simpler
argument. Letting N → ∞ we can now see, that the flow cannot be C3 for any
s ∈ R. �

The previous proposition shows that an approach with (just) a fixed-point the-

orem to prove well-posedness must fail at any regularity in Ĥs
r (T). As is stated in

Theorem 4.9 the situation is much more dire at lower regularities. Its proof lies in
the following proposition.

Proposition 7.4. Let j ∈ N, 1 ≤ r ≤ ∞ and s < j − 1. The flow S : Ĥs
r (T) ×

(−T, T ) → Ĥs
r (T) of the Cauchy problem

i∂tu+ (−1)j+1∂2jx u = |u|2∂2j−2
x u with u(t = 0) = u0 ∈ Ĥs

r (T), (7.5)

cannot be uniformly continuous on bounded sets.

We want to point out, that equation (7.5) is in fact a higher-order NLS-like
equation according to (3.10). More so it even fits the structure of an NLS hierarchy
equation (3.8), though it is unlikely to be one because of its simple nonlinearity.

Proof of Proposition 7.4. We follow a similar argument to the one used in, for ex-
ample, [75, Appendix A.2].

The reader may verify that our equation (7.5) has the two-parameter family of
solutions

uN,a(x, t) = N−sa exp(i(Nx−N2jt+N2j−2−2s|a|2t)).
We fix a ∈ R at two different values and will only deal with the two solution families
un(x, t) = uNn,1(x, t) and ũn(x, t) = uNn,1+

1
n
(x, t) depending on n ∈ N. Nn will be

chosen later. We find that

‖un(·, 0)‖Ĥs
r
, ‖ũn(·, 0)‖Ĥs

r
. 1 and ‖un(·, 0)− ũn(·, 0)‖Ĥs

r
∼ 1

n
,

where the implicit constant is independent of n ∈ N. Now choosing

tn =
πN2s+2−2j

n

(1 + 1
n
)2 − 1
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and Nn large enough, such that tn ≤ 1
n
, we may then observe that

‖un(·, tn)− ũn(·, tn)‖Ĥs
r
=

∣∣∣∣exp(iN2j−2−2s
n (1− (1 +

1

n
)2)tn)− (1 +

1

n
)

∣∣∣∣ = 2 +
1

n
.

Letting n→ ∞ this shows that the flow is not uniformly continuous. Such a choice
is possible, if 2s+ 2− 2j < 0 or equivalently s < j − 1 as stated. �

Appendix A. The first few NLS hierarchy equations

For the reader’s convenience and future reference we will list the first few con-
served quantities Ik derived from (3.5) and their associated nonlinear evolution
equations (3.7) in terms of the potentials q and r. In this form both the focusing
and defocusing variants of the (NLS) hierarchy can be derived by the identifications
r = +q or r = −q respectively.

Though we will not just give the even numbered equations, corresponding to
the NLS hierarchy, but also those corresponding to the mKdV hierarchy. Using
the identification r = q one arrives at the real mKdV hierarchy discussed in [38].
Deriving a complex mKdV hierarchy (of which again there is a defocusing and
focusing variant) is also possible (again using the identifications r = ±q). But
there are two problems:

(1) Identifying r = ±q for the equation induced by I4, see (7.6), does not lead to
the well known form of the complex mKdV equation given in (2.2). Rather
the nonlinearity is replaced by ±6|u|2∂xu, up to a choice of α3. For our
local well-posedness theory this does not make a difference, as we are able
to estimate both nonlinearities equally well. Though for a treatment relying
more on the structure of the equation (e.g. for cancellation properties) this
may be a relevant difference.

When looking at the real mKdV hierarchy, i.e. using r = q, this problem
does not present itself.

(2) If one wishes to use the identification r = −q the compatibility condition

for the coefficients α2j+1 reads α2j+1 = −(α2j+1), as in (3.6). Meaning
α2j+1 is imaginary23 and thus introducing a factor i that is usually not
present in complex mKdV-like equations.

Again, looking at the real mKdV hierarchy this is a non-issue, see also [5,
Section 3.2.2].

Not choosing an identification r = ±q or r = q also has the advantage, that
we may derive the equations in the KdV hierarchy by setting r = −1, see [5,
Section 3.2.1]

Finally we note that our conserved quantities may differ from those given else-
where in the literature, as these are only determined up to (repeated) partial inte-
gration and simplification. The equations though only differ up to a choice of αk.

A similar listing is given in [69, Appendix C] and [64, Appendix C].

(1) n = 1, 2. Phase shifts & Group of translations

I1 = − 1

2i

∫
qr dx and I2 = −

(
1

2i

)2 ∫
qrx dx

qt = 2α0q and qt = iα1qx

23It is non-zero, as otherwise this would lead to a trivial equation.
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(2) n = 3. cubic nonlinear Schrödinger equation

I3 =

(
1

2i

)3 ∫
qxrx + q2r2 dx

qt =
α2

2
(−qxx + 2q2r)

(3) n = 4. modified Korteweg-de-Vries equation

I4 =

(
1

2i

)4 ∫
qxrxx + qqxr

2 + 4q2rrx dx

qt =
−α3

4
(qxxx − 6qqxr) (7.6)

(4) n = 5. fourth order NLS hierarchy equation

I5 =

(
1

2i

)5 ∫
−qxxrxx + qxxr

2 + 6qqxrrx + 5q2r2x + 6q2rrxx − 2q3r3 dx

qt =
−α4

8
(−qxxxx + 8qqxxr + 2q2rxx + 4qqxrx + 6q2xr − 6q3r2)

(5) n = 6. fifth order mKdV hierarchy equation

I6 =

(
1

2i

)6 ∫
− qrxxxxx + qqxxxr

2 + 8qqxxrrx + 11qqxr
2
x + 12qqxrrxx

+ 18q2rxrxx + 8q2rrxxx − 6q2qxr
3 − 16q3r2rx dx

qt =
iα5

24
(qxxxxx − 10qqxxxr − 10qqxxrx − 10qqxrxx − 20qxqxxr − 10q2xrx

+ 30q2qxr
2)

(6) n = 7. sixth order NLS hierarchy equation

I7 =

(
1

2i

)7 ∫
− qrxxxxxx + qqxxxxxr

2 + 10qqxxxrrx + 19qqxxr
2
x

+ 52qqxrxrxx + 20qqxxrrxx + 20qqxrrxxx + 19q2r2xx

+ 28q2rxrxxx + 10q2rrxxxx + 5q4r4

− 6qq2xr
3 − 8q2qxxr

3 − 64q2qxr
2rx − 50q3rr2x − 30q3r2rxx dx

qt =
α6

25
(−qxxxxxx + 12qqxxxxr + 2q2rxxxx + 18qqxxxrx + 22qqxxrxx + 8qqxrxxx

+ 30qxqxxxr + 20q2xrxx + 20q2xxr + 50qxqxxrx + 20q4r3

− 20q3rrxx − 50q2qxxr
2 − 10q3r2x − 60q2qxrrx − 70qq2xr

2)
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Part 2. Well-posedness of the dNLS hierarchy

The following part of this thesis is an independent paper written by the author,
that has been submitted for publication to the Journal of Fourier Analysis and
Applications. We reproduce it here as it appears on a pre-print server, see [3], with
the difference that its bibliography is included in the overall bibliography of this
thesis. Its abstract reads:

We prove well-posedness for higher-order equations in the so-called dNLS hier-
archy (also known as part of the Kaup-Newell hierarchy) in almost critical Fourier-
Lebesgue and in modulation spaces. Leaning in on estimates proven by the author
in a previous instalment [2], where a similar well-posedness theory was developed
for the equations of the NLS hierarchy, we show the jth equation in the dNLS hier-
archy is locally well-posed for initial data in Ĥs

r (R) for s ≥ 1
2 + j−1

r′
and 1 < r ≤ 2

and also in Ms
2,p(R) for s ≥ j

2 and 2 ≤ p <∞. Supplementing our results with cor-
responding ill-posedness results in Fourier-Lebesgue and modulation spaces shows
optimality.

Our arguments are based on the Fourier restriction norm method in Bourgain
spaces adapted to our data spaces and the gauge-transformation commonly asso-
ciated with the dNLS equation. For the latter we establish bi-Lipschitz continuity
between appropriate modulation spaces and that even for higher-order equations
‘bad’ cubic nonlinear terms are lifted from the equation.

8. Introduction

The derivative nonlinear Schrödinger (dNLS) equation

{
i∂tu+ ∂2xu = i∂x(|u|2u)
u(t = 0) = u0

(8.1)

with initial data u0, is a canonical object of study in the field of well-posedness
theory for dispersive PDE. It arises as a model in various branches of physics,
ranging from the propagation of circularly polarized Alfvén waves in magnetized
plasma to the propagation of ultra-short pulses in optical fibers. We direct the
interested reader to [4, 6, 72,91] for an overview of its origins.

Its analysis, in the sense of low-regularity well-posedness, compared with its
closely related cousin, the (de)focusing cubic nonlinear Schrödinger (NLS) equation

i∂tu+ ∂2xu = ±2|u|2u, (8.2)

is considered to be strictly more difficult, because of the additional derivative in
the nonlinearity. In particular, one of the nonlinear terms |u|2∂xu in (8.1) is much
less well behaved than the remaining term u2∂xu.

One way to absolve the equation of this ‘issue’ and still be able to achieve well-
posedness within the framework of the Fourier restriction norm method, or more
generally by fixed-point arguments, is by utilising the gauge-transformation

u(x, t) 7→ v(x, t) := exp

(
−i
∫ x

−∞

|u(y, t)|2 dy
)
u(x, t) (8.3)

which removes the ill-behaved |u|2∂xu by translating (8.1) to the equation

i∂tv + ∂2xv = −iv2∂xv −
1

2
|v|4v (8.4)
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for an unknown function v. (The initial value is also adapted in an appropriate
fashion.) The continuity properties of the gauge-transformation then ensure essen-
tially24 the equivalence of Cauchy problems associated with both (8.1) and (8.4).
See [37, 42, 45, 86] and the references therein, where this approach has successfully
been applied in a variety of function spaces.

Though even after transformation, solely using energy or smoothing estimates
does not suffice to prove (near optimal) local well-posedness results. As was layed
out in [37], for certain frequency constellations one is forced to exploit the resonance
relation to eke out a fraction (in the L2-based setting) of a derivative in order to
close a contraction argument. So there is certainly some added complexity when
dealing with the dNLS equation in comparison to the NLS equation.

Furthermore, the dNLS equation is a completely integrable system, which entails
but is not limited to possessing an infinite hierarchy of conserved quantities and
being induced by (one of) the first of these quantities. Subsequent equations may
be induced in a similar fashion to produce what we refer to in the title of this paper
as the dNLS hierarchy. As the NLS equation is also completely integrable, one can
analogously look at an NLS hierarchy. (How these conserved quantities are derived
for dNLS and what is meant by ‘induce’ will be made more precise in Section 9.)

Grounded in the recently published paper [2] by the author, in which the well-
posedness theory of the NLS hierarchy is studied, the natural question arises what
a similar theory would look like for the dNLS hierarchy, keeping in mind its added
complexities?

Goal of the present paper is to (at least partially) answer this question. More
precisely we will be proving low-regularity well-posedness results for a general class
of PDE, encompassing all equations in the dNLS hierarchy, in classical Sobolev
spaces Hs(R), Fourier-Lebesgue spaces Ĥs

r (R) (sometimes written as FLs,r′(R) in
the literature) and modulation spaces Ms

2,p(R) defined by the norms

‖u‖Ĥs
r
= ‖u‖FLs,r′ = ‖〈ξ〉sû‖Lr′ and ‖u‖Ms

2,p
= ‖〈n〉s‖�nu‖L2‖ℓpn(Z) (8.5)

respectively, with a family of isometric decomposition operators (�n)n∈Z. We refer
to the author’s previous work [2, Section 1.2] for precise definitions and an overview
of properties, i.e. embeddings, interpolation and duality theory of these function
spaces.

While of course we embrace the integrability structure of the dNLS hierarchy
equations for their derivation, we will not be making use of it for proving our well-
posedness results. Rather we welcome the fact that our techniques enable us to
prove well-posedness for a much larger class of PDE (that nevertheless includes the
dNLS hierarchy equations), due to their robustness towards changes in the PDE
that lead to them no longer being completely integrable.

The techniques we will be using to argue well-posedness are the Fourier restric-
tion norm method in appropriate Bourgain spaces Xs,b adapted to our data spaces,
together with bilinear refinements of Strichartz estimates. We will also be heavily
leaning in on the estimates proven for the NLS hierarchy equations in [2] by the
author and general smoothing estimates of Kato type. As a convenience we recall
all necessary estimates in Section 11.

8.1. Notation and function space properties. As the present paper may be
viewed as a continuation or extension of the author’s previous work on the NLS
hierarchy, we will refrain from (re)defining our notational conventions and instead
refer the reader to [2, Section 1.2] for reference on such matters.

24Using the gauge-transformation muddies the uniqueness properties of the solution. See
Remark 10.4 where this issue is further discussed.
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In addition, we will be using some estimates for modulation spaces not yet given
in [2] so we will use this opportunity to cite these from the literature. Of particular
use will be a Sobolev-type embedding adapted to modulation spaces, a proof of
which may be found in [18, Prop. 2.31]: Let s1, s2 ∈ R and 1 ≤ p, q1, q2 ≤ ∞ then

‖f‖Ms1
p,q1

(Rn) . ‖f‖Ms2
p,q2

(Rn) if and only if s1 − s2 >
n

q2
− n

q1
> 0. (8.6)

The other estimates we will be needing are all with regard to multiplication
of modulation space functions. We start by mentioning the well known fact that
M∞,1 is a Banach-Algebra, see [18, Prop. 4.2]. In fact, as is also mentioned after
that Proposition, since Ms

p,q(R
n) continuously embeds into M∞,1(R

n), if q = 1 and
s ≥ 0, or if q > 1 and s > n

q′
, we know Ms

p,q(R
n) also to be an algebra in those

cases.
More generally we have a form of generalised Leibniz rule for modulation spaces:

Let s ≥ 0 and 1 ≤ p, p1, p2, p̃q, p̃2, q, q1, q2, q̃1, q̃2 ≤ ∞, such that 1
p
= 1

p1
+ 1

p2
=

1
p̃1

+ 1
p̃2

and 1
q′

= 1
q′1

+ 1
q′2

= 1
q̃′1

+ 1
q̃′2

, then

‖fg‖Ms
p,q(R

n) . ‖f‖Ms
p1,q1

(Rn)‖g‖Mp2,q2 (R
n) + ‖f‖Mp̃1,q̃1 (R

n)‖g‖Ms
p̃2,q̃2

(Rn). (8.7)

Taking the uniform-decomposition definition of modulation spaces as known, as
simple proof is as follows: We rewrite �m(fg) as

∑
k+ℓ=m(�kf)(�ℓg) using knowl-

edge of the support of convolutions.

‖fg‖Ms
p,q

= ‖‖〈m〉s�m(fg)‖Lp‖ℓqm(Z) . ‖‖〈m〉s
∑

k+ℓ=m

(�kf)(�ℓg)‖Lp‖ℓqm(Z)

. ‖
∑

k+ℓ=m

(〈k〉s + 〈ℓ〉s)‖(�kf)(�ℓg)‖Lp‖ℓqm(Z)

After applying the triangle inequality 〈m〉s . 〈k〉s+ 〈ℓ〉s we use Hölder’s inequality
depending on which weight is present. Finishing the proof with applications of the
triangle and Young’s inequality we arrive at the desired upper bound.

. ‖
∑

k+ℓ=m

〈k〉s‖�kf‖Lp1 ‖�ℓg‖Lp
2
‖ℓqm(Z) + ‖〈ℓ〉s‖�kf‖Lp̃1 ‖�ℓg‖Lp̃2 ‖ℓqm(Z)

. ‖f‖Ms
p1,q1

‖g‖M0
p2,q2

+ ‖f‖M0
p̃1,q̃1

‖g‖Ms
p̃2,q̃2

.

For further properties of modulation spaces we recommend consulting [8, 18].
In addition we will be using the classic Gagliardo-Nirenberg inequality in deriv-

ing a-priori bounds for the dNLS hierarchy equations. We take advantage of the
phrasing from [30]: Let 1 ≤ r, p, q ≤ ∞, ℓ ∈ N0, k ∈ N and ℓ

k
≤ θ ≤ 1 such that

1

r
− ℓ

n
= θ

(
1

p
− k

n

)
+ (1− θ)

1

q
(8.8)

holds. Then one has the inequality

‖∇ℓf‖Lr(Rn) . ‖∇kf‖θLp(Rn)‖f‖1−θ
Lq(Rn) (8.9)

under the additional constraints that θ < 1 if r = ∞ and 1 < p < ∞; or f is
vanishing at infinity if q = ∞, k < n

p
and ℓ = 0.

8.2. Organisation of the paper. In Section 9 we will be deriving and defining
what is referred to in the title of this paper as the dNLS hierarchy. We will also
review what is known about the gauge-transformation associated with the dNLS
equation. In addition we will prove its continuity as a map between appropriate
modulation spaces and argue that applied to the higher-order dNLS hierarchy equa-
tions it also leads to more well-behaved models. We will be referring to these more
well-behaved models as gauged dNLS equations and make reference to them in our
well-posedness theorems.
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Then in Section 10 we quickly review prior work associated with (higher-order)
dNLS equations before stating our main results, followed by a discussion of the
latter.

Moving towards proofs of the theorems, in Section 11, we give an overview of
the linear and multilinear estimates from [2] that we will be using to argue well-
posedness for higher-order dNLS hierarchy/gauged dNLS equations, for the reader’s
convenience. In addition we will be making use of an estimate for the resonance
relation which we take from the literature.

The proofs for Theorems 10.5 and 10.6 are contained in Section 12, where first we
deal with estimates regarding well-posedness in Fourier-Lebesgue spaces, followed
by the same for modulation spaces. The Theorems 10.1 and 10.3 regarding well-
posedness of the dNLS hierarchy equations themselves follow from the former and
use of the gauge-transformation.

In Section 13 we give proofs of our ill-posedness results associated with higher-
order dNLS equations. These show that our well-posedness results are optimal
(up to the endpoint) and that within the framework of techniques we are using,
no lower threshold of initial regularity of the data is possible, while still achieving
local well-posedness results.

To wrap up, in Appendix A we list the first few equations of the dNLS hierarchy
together with their gauge-transformed variants where appropriate. This shall serve
as a point of reference and give the interested reader an overview of what typical
nonlinearities in the hierarchy look like.

Acknowledgements. This work is part of the author’s PhD thesis. He would like
to greatly thank his advisor, Axel Grünrock, for suggesting this line of problems
and his continued and ongoing support.

9. Description of the dNLS hierarchy

Keeping in line with the literature we referenced in [2] describing the derivation
of the NLS hierarchy equations, we stick to [5, 82] for the dNLS hierarchy equa-
tions. For literature dealing more generally with completely integrable systems we
recommend the reader consult [25,79] and references therein.

In the forthcoming subsections we describe how dNLS and associated higher-
order equations arise as a compatibility condition for a linear scattering problem
and how these equations are amenable to being recast in a more well-behaved class
using the gauge-transformation (8.3). We will also touch on why this transformation
leaves the well-posedness question (mostly) intact, specifically we are referring to
the regularity of the gauge-transformation itself.

9.1. Deriving dNLS hierarchy equations. The general setting we start out in
is a linear scattering problem [5, eq. (1.1)] of the form

dv = Ωv (9.1)

involving an N ×N matrix of differential one-forms Ω depending on a spectral pa-
rameter ζ ∈ C. Its zero-curvature (also called integrability) condition [5, eq. (1.2)][82,
eq. (2.3)] reads

0 = dΩ− Ω ∧ Ω (9.2)

and, for appropriate choice of Ω, leads to various well-known nonlinear evolution
equations. Choosing the right Ansatz for Ω decides which particular set of equations
one manages to derive. In [2] and [5] the Ansatz Ω = (ζR0+P ) dx+Q(ζ) dt, where
the dx part of Ω depends only linearly on the spectral parameter ζ ∈ C, was chosen.
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One picks the involved matrices as

R0 =

(
−i 0
0 i

)
and P =

(
0 q

r 0

)
, (9.3)

where we leave Q open for the time being. The entries q and r (which are functions
depending on x and t) are referred to as potentials along which the scattering
in (9.1) happens.

This Ansatz leads to (for example) the NLS and (m)KdV hierarchies of equa-
tions25, depending again on the particular choice of relation between the two po-
tentials q and r and matrix Q. In order to derive the dNLS hierarchy equations we
follow [82, eq. (2.4)] and now instead choose Ω = (ζ2R0 + ζP ) dx + Q(ζ) dt with
the same matrices R0 and P as previously, again leaving Q unspecified for now.

A prolonged calculation that we will not reproduce for brevity’s sake then shows
that the compatibility condition (9.2) has an equivalent formulation as a Hamilton-
ian equation for our two potentials q and r

d

dt
u = J

δ

δu
H, (9.4)

see [82, eq. (4.11)]. In this equation u = ( rq ) is a vector containing our potentials and
J = −2i ( 0 1

1 0 ) ∂x is an operator (different from the one involved in the derivation
of the NLS hierarchy, cf. [2, eq. (2.3)]). What is left is to define the Hamiltonian H
that is namesake to (9.4).

The Hamiltonian H has a strikingly similar form as for the NLS hierarchy equa-
tions

H =

∞∑

n=0

αn(t)In, (9.5)

see [2, eq. (2.4)] for comparison. The αn(t) are derived from the choice of Q we
left open previously, and the In are conserved quantities of the equations in the
dNLS hierarchy, in particular dNLS itself. Appropriate choices of the αn(t) will
thus yield the dNLS hierarchy equations, for which (individually) the In are the
Hamiltonians.

Last thing is to state the individual Hamiltonian In: In [82, eqns. (3.3) and (3.4)]
we are given explicit expressions for deriving these conserved quantities/Hamilto-
nians recursively

In =

∫

R

qYn dx and Yn+1 =
1

2i

[
∂xYn + q

n∑

k=0

Yn−kYk

]
with Y0 = − r

2i
. (9.6)

The resemblance between (9.6) and [2, eq. (2.5)] is undeniable, though the discern-
ing reader will note that the initial condition for this recursion is different, as well
as the sum going up to k = n (rather than k = n− 1).

For later reference we would like to give a lemma describing elementary properties
of the Yn all of which may be verified by a simple inductive argument, so we omit
the proof.

Lemma 9.1. For n ∈ N the terms Yn have the following properties:

(1) Yn is a sum of monomials in q, r and their derivatives.
(2) Yn as a polynomial is of homogeneous order, where we define the order of a

monomial to be sum of twice the total number of derivatives and the number
of factors in it. The order of any monomial in Yn is 2n+ 1.

25The astute reader will note, that both the NLS and mKdV equations are embedded within
the Ablowitz-Kaup-Newell-Segur (AKNS) hierarchy, a name more commonly used in the inverse
scattering community literature, see for example [1, 25].
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(3) Every monomial in Yn has a total number of factors r, or its derivatives,
one greater than the total number of factors q, or its derivatives.

(4) The coefficients of the monomials in Yn are a positive integer multiples
of (−1)k(2i)k−2n−1, where k is the total number of derivatives in a given
monomial.

(5) Yn has a single term that consists of just one factor, it is −(2i)−n∂nx r.

We are now ready to give the definition, i.e. fix a choice of coefficients αn in (9.5),
of what is referred to in the title of this paper as the dNLS hierarchy.

Definition. For j ∈ N we define the jth dNLS hierarchy equation to be the Hamil-
tonian equation for the potential q(x, t) in (9.4), where we choose α2j−1 = 22j−1

and αn = 0 for n 6= 2j − 1 in (9.5). We identify occurrences of the potential r(x, t)
with the complex conjugate of q(x, t), i.e. r = +q.

Having defined what we deem to be the dNLS hierarchy equations we may quickly
establish an equivalent theorem to [2, Theorem 2.3] that describes the general form
of such an equation. We leave its proof to the reader as it differs only in details
from the one in [2].

Note that this is also the point where we switch back to the more common
notation of calling the unknown function u (instead of q or r). This is not to be
confused with the vector of potentials u = ( rq ) used in (9.4).

Theorem 9.2. For j ∈ N there exist coefficients ck,α ∈ Z+ iZ for every α ∈ N
2k+1
0

with |α| = 2j−k−1, for 1 ≤ k ≤ 2j−1, such that the jth dNLS hierarchy equation
may be written as

i∂tu+ (−1)j+1∂2jx u =

2j−1∑

k=1

∑

α∈N
2k+1
0

|α|=2j−k−1

ck,α∂x

(
∂α1
x u

k∏

ℓ=1

∂α2ℓ
x u∂α2ℓ+1

x u

)
. (9.7)

Remark 9.3. We give some points of interest and remarks:

(1) Breaking the definitions down in order to better uncover the structure of the
dNLS hierarchy equations, we note that for n = 2j − 1 the jth dNLS equation is
given by

i∂tu = 2αn∂x
δ

δu

∫

R

uYn dx. (9.8)

(2) The main difference between the equations of the NLS and dNLS hierarchies
is that the latter has an additional derivative on each nonlinear term. This is what
makes its analysis more difficult, as the nonlinear term |u|2∂xu and its higher-order
variants (where none of the derivatives fall on the complex conjugated factor u) are
quite ill-behaved. This is the reason we will be using the gauge-transformation, on
which we will give more details in the next subsection.

(3) The first dNLS hierarchy equation (j = 1) corresponds to the classical dNLS
equation (8.1). The higher-order equations, beyond the dNLS and fourth-order (j =
2) equation, do not, to the author’s best knowledge, appear in the literature. We
list the first few equations of the hierarchy in Appendix A. A further (interleaving)
sequence of higher-order PDEs (with odd order of dispersion) can be defined and
corresponds to non-zero choices of αn, for n 6= 2j − 1, j ∈ N. We list these in the
same appendix.

(4) Choosing the opposing sign convention r = −q also leads to a hierarchy of
dNLS-like equations. As, in contrast to NLS, there is no meaningful difference
between a focusing or defocusing case depending on the sign in front of the non-
linearity, our sign choice is of no significant importance. We fix it merely to have
a designated convention for the name and choose to stay in line with the dNLS
equation already present in the literature.
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(5) Figuring out a non-recursive description of the coefficients involved in the
dNLS hierarchy (or even determining, beyond (9.7), which nonlinear terms appear
at all) is, to the author’s best knowledge and in general, an unsolved problem. Such
further insight into the nonlinearities may in the future aid phrasing well-posedness
results dependent on a non-resonance condition (only fulfilled by the actual hierarchy
equations).

In the following subsection, where we explore the action of the gauge-transfor-
mation on the dNLS hierarchy equations, we will at least be able to obtain the
coefficients of ‘bad’ cubic nonlinear terms, where no derivatives fall on the complex
conjugated factor u. These ‘bad’ cubic terms are the higher-order generalisations
of |u|2∂xu from the nonlinearity of dNLS.

(6) Choosing non-zero values for the even numbered coefficients α2j (and zero
for all others) leads to a set of equations that have the same linear parts as the
equations in the mKdV hierarchy (see Appendix A). It seems these do not appear
independently in the literature, but would surely also make for an interesting object
of study. Though we do not pursue this in this work.

Remark 9.4. Now is the right place to establish the critical regularity sc(j, r) of the
dNLS hierarchy equations in Sobolev and more generally Fourier-Lebesgue spaces26.

In a similar fashion to dNLS itself, the higher-order dNLS hierarchy equations are
also invariant under the transformation of scale uλ(x, t) = λ

1
2u(λx, λ2jt), meaning

if u is a solution of a dNLS-like equation with initial data u0, then so is uλ with
initial data u0,λ(x) = λ

1
2u0(λx).

This leads to the critical regularity being sc(j, r) = 1
r
− 1

2 , i.e. the L2-norm

stays invariant under this transformation on the scale of Sobolev spaces and Ĥ
1
2
1 on

the scale of Fourier-Lebesgue spaces for r → 1. Our determined goal is to establish
well-posedness of the dNLS hierarchy equations in spaces that are very close to these
critical spaces.

9.2. The gauge-transformation. As is mentioned above there are certain non-
linear terms that appear in the dNLS hierarchy equations that are gravely less
well-behaved than their fellows. These are terms like |u|2∂xu from (8.1), where all
derivatives that lie on a cubic nonlinear term fall onto one of the factors that is
not the complex conjugate of the unknown solution u. As the reader may verify in
Appendix A these types of nonlinear terms do in fact crop up in the higher-order
equations too.

Before we move on to proving well-posedness results for the dNLS hierarchy
equations we must first absolve ourselves of these ill-behaved nonlinear terms. To
do this we will be making use of the gauge-transformation that is already a well-
known tool in the context of the dNLS equation itself:

G± : u(x, t) 7→ v(x, t) := exp

(
±i
∫ x

−∞

|u(y, t)|2 dy
)
u(x, t). (9.9)

See [37,42,45,86], for example.
For the dNLS equation the gauge-transformation (9.9) is useful in the following

sense: given a function u, it solves the dNLS equation (8.1) if and only if v(x, t) :=
G−(u)(x, t) solves the gauge-transformed dNLS equation (8.4). Vice versa when
you apply the gauge-transformation’s inverse G+.

We want to explore how the gauge-transformation can help us in a similar way
in order to simplify, or even enable, the well-posedness analysis of higher-order
dNLS hierarchy equations. For this we must first find the right notion of ‘simpler’

26Modulation spaces are not well-behaved under transformations of scale, due to the uniform
frequency decomposition involved, thus there is no proper notion of criticality.
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equation, which is specific enough in order for us to be able to achieve well-posedness
results for and also general enough so that it is a superset of the image of the
dNLS hierarchy equations under the gauge-transformation. We find the following
definition appropriate.

Definition. For j ∈ N we call a PDE a (jth order) gauged dNLS equation, if there

exist coefficients ck,α ∈ C, for 1 ≤ k ≤ 2j, and α ∈ N
2k+1
0 with |α| = 2j − k, such

that c1,α = 0 if α2 = 0 and the PDE may be written as

i∂tv + (−1)j+1∂2jx v =

2j∑

k=1

∑

α∈N
2k+1
0

|α|=2j−k

ck,α∂
α1
x u

k∏

i=1

∂α2i
x u∂α2i+1

x u. (9.10)

The difference between dNLS hierarchy equations and gauged dNLS equations,
in their general form, is evidently rather small. The linear parts of the equations
coincide for one. Regarding the cubic nonlinear terms, the gauged dNLS equations
cannot contain so called ‘bad’ cubic terms that have none of their derivatives fall on
the factor u in the cubic. This is exactly the advantage the gauge-transformation
delivers. With regard to the higher-order nonlinear terms, the small price we have
to pay for the elimination of the ‘bad’ cubic terms is that we incur an additional
term of the form |u|2ju, without any derivatives lying on it.

Remark 9.5. We point out that transitioning from dNLS hierarchy equations to
gauged dNLS equations does not change the notion of criticality, that was investi-
gated in Remark 9.4. This is because we are, at most, leaving a cubic nonlinear
term away and are gaining a term of the form |u|2ju, that is invariant with respect
to the same transformation of scale.

Our goal for the rest of this subsection will be to establish, that the gauge-
transformation does indeed translate between the dNLS hierarchy equations and
what we are now referring to as gauged dNLS equations. This will then later
allow us, conditioned on the continuity of the gauge-transformation, to prove well-
posedness solely for gauged dNLS equations and pull-back these results to the
actual equations of interest: the dNLS hierarchy equations. In this spirit we will
be proving the following proposition.

Proposition 9.6. Let j ≥ 2, u(x, t) be a function and v(x, t) := G−(u)(x, t) its
gauge-transform. Then u solves the jth order dNLS hierarchy equation if and only
if v solves a (corresponding) gauged dNLS equation. And vice versa for the inverse
transformation G+.

Even though this proposition does not exactly specify which gauged dNLS equa-
tion v would solve, this proposition is sufficient for our purposes, since our well-
posedness theorems are so general as to cover the whole class of gauged dNLS
equations.

Relating to proof strategy, we will be investigating the coefficients of the ‘bad’
cubic nonlinear terms in the dNLS hierarchy equations and show that these coin-
cide with those coefficients of ‘bad’ cubic terms that are lifted when one uses the
gauge-transformation. We point out that this makes the dNLS hierarchy equations
natural, beyond being derived from a completely integrable system, in the sense
that their coefficients for ‘bad’ cubic terms are the unique27 set that are amenable
to use of the gauge-transformation.

As was also the case for the NLS hierarchy equations in [2], there is no spe-
cific understanding of the coefficients or finer structure of nonlinearities for the

27This uniqueness is only up to scaling of the coefficients. What is actually unique is the
relationship (quotient) between the coefficients.
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higher-order dNLS hierarchy equations present in the literature, to the author’s
best knowledge. So the following proposition, where the coefficients of at least the
‘bad’ cubic terms are uncovered, is a first.

Proposition 9.7. Let n ≥ 1. For 0 ≤ k ≤ n the coefficient of the cubic nonlinear
term (∂n−k

x u)u(∂kxu) is equal to

4(−1)n+1αn

(2i)n+2

((
n+ 2

k + 1

)
− δ0,k − δn,k

)
, (9.11)

where δa,b is the Kronecker delta.

For n = 1 is an easy and well-known result: the coefficient of |u|2ux in the dNLS
equation is 2i. We note that there is some level of redundancy in the statement as
the terms (∂n−k

x u)u(∂kxu) and (∂kxu)u(∂
n−k
x u) are the same by commutativity. This

representation also still contains a choice of coefficients αn. For the dNLS hierarchy
we have made this choice, which seems canonical in relation to the coefficients
appearing in the gauge-transformation, see Lemma 9.9.

Remark 9.8. Figuring out the coefficients of the cubic nonlinear terms in general
or of any of the higher-order terms also seems an interesting problem. Though the
author finds that more delicate methods must be required in order to uncover these,
as there is less of an obvious pattern compared with the ‘bad’ cubics.

Proof of Proposition 9.7. We will prove the claim for n ≥ 2 only, to eliminate some
edge-cases. Referring to (9.8), which we now understand for general n ∈ N, we
must ask ourselves: where do the ‘bad’ cubic terms come from?28

Working our way backwards, such ‘bad’ terms, say (∂n−k
x u)u(∂kxu), for 0 ≤ k ≤ n,

originate (before applying the derivative ∂x present in (9.8)) from cubic terms in
δ
δu

∫
R
uYn dx that also have no derivatives lying on u and a single derivative fewer

in total, for example (∂n−1−k
x u)u(∂kxu), for 0 ≤ k ≤ n− 1.

Recursing again, past the functional derivative, such cubic terms with n−1 total
derivatives, but none on u, can only originate from quartic terms in the integrand
of the Hamiltonian, where at least one of the two u factors has no derivatives lying
upon it. In turn, since we are multiplying with u in the integral, these come from
cubic terms in Yn where at least one of the two factors u has no derivatives lying
upon it. General form of these terms is then (∂n−1−k

x u)u(∂kxu), for 0 ≤ k ≤ n− 1.
To ease notation let Kn(k) refer to the coefficient of (∂n−1−k

x u)u(∂kxu) in Yn, for
0 ≤ k ≤ n − 1. From here on out we will also use the convention c = 1

2i , as this
factor will appear often.

Our initial task is now to determine Kn(k), for n ≥ 1 and 0 ≤ k ≤ n−1. Looking
at the recursive definition of Yn+1 in (9.6)

Yn+1 = c

[
∂xYn + u

n∑

k=0

Yn−kYk

]
with Y0 = −cu, (9.12)

we can determine that cubic terms with coefficients Kn+1(k) appear in Yn+1 in two
ways:

(1) from the first summand in the brackets, if a term in Yn that also has a
factor u with no derivatives gets differentiated, by Leibniz’ rule,

(2) in the sum, since the whole sum is multiplied with u, if for either k = 0 or
k = n a factor Y0 is involved. This is since this is the only Yn that contains
a singular factor u and we would like the result to be cubic. We can be

28Even though we haven’t formally defined what ‘bad’ cubic terms for mKdV-like equations
with an extra derivative are (so where n is even), we will deal with them to be analogues of those
for the dNLS hierarchy equations. That is where none of the derivatives in a cubic term fall on u.
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more specific even: a term we are looking for only appears by the product
of u from Y0 and a term ∂n−1

x u from Yn, resulting in uu∂n−1
x u for both

k = 0 and k = n in the sum.

Accounting for the coefficients present and any edge-cases, we thus find that our
coefficient function Kn(k) fulfils the following recursion relation

Kn+1(k) = c





Kn(0) if k = 0,

2Kn(0) +Kn(1) if k = 1,

Kn(k − 1) +Kn(k) if 1 < k < n,

2cn+1 +Kn(n− 1) if k = n,

for n > 1 and 0 ≤ k ≤ n − 1. One may easily verify, with the initial condition
K1(0) = c3 being evident, this recursion relation is solved by

Kn(k) = cn+2

(
2

(
n

k

)
− δ0,k

)
, (9.13)

at least for n > 1. Note that the lack of symmetry here is no coincidence, as the
terms whose coefficients are described by Kn(k) shuffle derivatives between u and
u rather than two identical factors u.

Next we must investigate how the functional derivative δ
δu

∫
R
uYn dx transforms

these coefficients of terms in Yn. For the readers convenience we recall the action
of the functional derivative. If

F [φ] =

∫

R

f(φ, ∂xφ, ∂
2
xφ, . . . , ∂

N
x φ) dx one has

δF

δφ
=

N∑

k=0

(−1)k∂kx
∂f

∂(∂kxφ)
.

So we must take care to account for the fact that every ‘bad’ quartic term in
the Hamiltonian

∫
R
uYn dx is counted twice: once for the factor u without any

derivatives lying upon it and possibly another time if the remaining u factor (that
may carry derivatives). We will use the symbol R to account for terms that are
not ‘bad’ cubics and thus are not of importance for our analysis; it may differ from
line to line. For n > 1 we figure

δ

δu

∫

R

uYn dx =

n−1∑

k=0

(−1)k∂kx
∂(uYn)

∂(∂kxu)
(9.14)

=

n−1∑

k=0

(−1)k∂kx(Kn(k) + δ0,k)|u|2(∂n−1−k
x u) +R (9.15)

Here we must be careful to account for the extra 1 (which we do by introducing
δ0,k), which appears when differentiating the term u(∂n−1

x u)u2 in the functional
derivative. This nicely cancels with the Kronecker delta in the coefficient func-
tion Kn(k). Next we use the classical Leibniz rule and interchange the order of
summation:

=

n−1∑

k=0

k∑

ℓ=0

(−1)k2cn+2

(
n

k

)(
k

ℓ

)
u(∂n−1−k+k−ℓ

x u)(∂ℓxu) +R (9.16)

= 2cn+2
n−1∑

ℓ=0

(
n−1∑

k=ℓ

(−1)k
(
n

k

)(
k

ℓ

))
u(∂n−1−ℓ

x u)(∂ℓxu) +R (9.17)

= 2cn+2(−1)n+1
n−1∑

ℓ=0

(
n

ℓ

)
u(∂n−1−ℓ

x u)(∂ℓxu) +R, (9.18)

where in the final step we used a well-known summation identity for binomial
coefficients.
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This representation of δ
δu

∫
R
uYn dx we may now use as the right-hand side in

the definition of our evolution equations (9.8) in order to determine the coefficients
we are interested in. Again we denote terms that are not of interest to us by use of
the symbol R, which may change from line to line:

i∂tu = 2αn∂x
δ

δu

∫

R

uYn dx =
4(−1)n+1αn

(2i)n+2
∂x

n−1∑

ℓ=0

(
n

ℓ

)
u(∂n−1−ℓ

x u)(∂ℓxu) +R

=
4(−1)n+1αn

(2i)n+2

n−1∑

ℓ=0

(
n

ℓ

)
u
(
(∂n−ℓ

x u)(∂ℓxu) + (∂n−(ℓ+1)u
x )(∂ℓ+1

x u)
)
+R

=
4(−1)n+1αn

(2i)n+2

(
n−1∑

ℓ=0

(
n

ℓ

)
u(∂n−ℓ

x u)(∂ℓxu) +

n∑

ℓ=1

(
n

ℓ− 1

)
u(∂n−ℓ

x u)(∂ℓxu)

)
+R.

The first and last terms of these sums respectively are both of the form |u|2∂nxu
so we may combine them. All other ‘bad’ cubics appear in the sums twice by
symmetry so we ‘fold over’ the sum in order to see the actual coefficient. We omit
the leading factor for space reasons.

(n+ 1)|u|2(∂nxu) +
n−1∑

ℓ=1

(
n+ 1

ℓ

)
u(∂n−ℓ

x u)(∂ℓxu) +R

= (n+ 1)|u|2(∂nxu) +
⌊n−1

2 ⌋∑

ℓ=1

((
n+ 1

ℓ

)
+

(
n+ 1

n− ℓ

))
u(∂n−ℓ

x u)(∂ℓxu) +R

Using the identity
(
n+1
ℓ

)
+
(
n+1
n−ℓ

)
=
(
n+2
ℓ+1

)
we have now been able to completely

determine the coefficients of the ‘bad’ cubic terms appearing in the hierarchy equa-
tions. Noting that

(
n+2
0+1

)
=
(
n+2
n+1

)
= n + 2 = (n + 1) − 1 one may verify that the

representation given in (9.11) is correct. �

Our next step in preparation of the proof of Proposition 9.6 is figuring out
which cubic nonlinear terms can be lifted by the gauge-transformation (and which
coefficients lead to total cancellation of these terms). For this we will prove the
following lemma in which it is established which ‘bad’ cubic terms are generated
by inserting a gauge-transformed function into the linear part of a dNLS hierarchy
equation.

Lemma 9.9. Let j ∈ N and u be a solution of the jth dNLS hierarchy equation.
We set v := G−(u) to be its gauge-transform. The coefficient of the ‘bad’ cubic term
(∂2j−1−ℓ

x u)u(∂ℓxu), in terms of u, appearing in i∂tv + (−1)j+1∂2jx v is

i(−1)j+1

((
2j + 1

ℓ+ 1

)
− δ0,ℓ − δ2j−1,ℓ

)
. (9.19)

Proof. We begin this proof by simple insertion of v into the proposed linear part of
a dNLS hierarchy equation and elementary calculation:

i∂tv + (−1)j+1∂2jx v = Gu(i∂tu+ (−1)j+1∂2jx u (9.20)

+ u

∫ x

−∞

utu+ uut dλ+ i(−1)j
2j−1∑

k=0

∂2j−1−k
x

(
|u|2∂kxu

)
+R).

Here we have re-used the symbol R to denote higher-order terms and non-‘bad’

cubics and introduced the notation Gu = exp
(
−i
∫ x

−∞
|u(y)|2 dy

)
to simplify mat-

ters. Further cubic nonlinear terms may be produced by the integral, but only
if the integrand is quadratic in u. Inserting the dNLS hierarchy equation that is
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solved by u for the terms ut and ut we see that the integrand is only quadratic for
the linear dispersion term in the equation:

u

∫ x

−∞

utu+ uut dλ = u

∫ x

−∞

(i(−1)j+1∂2jx u)u− u(i(−1)j+1∂2jx u) dλ+R (9.21)

= i(−1)j+1u

∫ x

−∞

(∂2jx u)u− u(∂2jx u) dλ+R. (9.22)

The reader may now inductively verify the fact that this integral can be rewritten
as

i(−1)j+1u

∫ x

−∞

(∂2jx u)u− u(∂2jx u) dλ = i(−1)j+1u

2j−1∑

k=0

(−1)k(∂2j−1−k
x u)(∂kxu).

Of the terms in this sum only the first one is a ‘bad’ cubic term, so when we now
return to (9.20) the other terms of the sum may be absorbed into R and we are
left with

(9.20) = Gu(i∂tu+ (−1)j+1∂2jx u+ i(−1)j+1|u|2(∂2j−1
x u) (9.23)

+ i(−1)j
2j−1∑

k=0

∂2j−1−k
x

(
|u|2∂kxu

)
+R)

= Gu(i∂tu+ (−1)j+1∂2jx u+ i(−1)j+1|u|2(∂2j−1
x u) (9.24)

+ i(−1)j
2j−1∑

k=0

2j−1−k∑

ℓ=0

(
2j − 1− k

ℓ

)
u(∂2j−1−k−ℓ

x u)(∂k+ℓ
x u) +R).

Now interchanging the sums and using a well-known identity
∑2j−1

ℓ=k

(
2j−1−k

ℓ−k

)
=
(
2j
ℓ

)

for binomial coefficients we go on to write

= Gu(i∂tu+ (−1)j+1∂2jx u− i(−1)j |u|2(∂2j−1
x u) (9.25)

+ i(−1)j
2j−1∑

ℓ=0

2j

2j − ℓ

(
2j − 1

ℓ

)
u(∂2j−1−ℓ

x u)(∂ℓxu) +R).

To account for the symmetry of the cubic terms with derivatives on the factors u we
again ‘fold-over’ this sum so that we may read off the coefficients more comfortably:

= Gu(i∂tu+ (−1)j+1∂2jx u− i(−1)j |u|2(∂2j−1
x u) (9.26)

+ i(−1)j
⌊ 2j−1

2 ⌋∑

ℓ=0

(
2j

2j − ℓ

(
2j − 1

ℓ

)
+

2j

ℓ+ 1

(
2j − 1

2j − 1− ℓ

))
u(∂2j−1−ℓ

x u)(∂ℓxu) +R)

= Gu(i∂tu+ (−1)j+1∂2jx u (9.27)

+ i(−1)j
⌊ 2j−1

2 ⌋∑

ℓ=0

((
2j + 1

ℓ+ 1

)
− δ0,ℓ

)
u(∂2j−1−ℓ

x u)(∂ℓxu) +R)

These coefficients coincide with the statement of this lemma so the proof is com-
plete. �

Now all ingredients we need for the proof of Proposition 9.6 are set in place.

Proof of Proposition 9.6. There isn’t much left to argue: When applying the gauge-
transformation v = G−(u) and inserting v into the linear part of a dNLS hierarchy
equation, the way one recovers which equation v solves is by using that u solves
a dNLS hierarchy equation and then rewriting all nonlinear terms in v instead of
u by supplementing factors with the exponential function involved in the gauge-
transformation and/or adding correctional higher-order terms.



NLS & DNLS HIERARCHY EQUATIONS 65

Since we have now found, between Proposition 9.7 and Lemma 9.9, that the
coefficients of the dNLS hierarchy equations and the gauge-transformation coincide
(we remind the reader that for a dNLS hierarchy equation we set n = 2j − 1
and our choice of α2j−1 = 22j−1), we can be sure of the fact that at least before
rewriting the nonlinear terms in terms of v, all ‘bad’ cubic terms are cancelled
by the gauge-transformation. In supplementing cubic terms with the exponential
function form the gauge-transformation we do not suddenly turn them ‘bad’ and
higher-order terms that may need to be added (in order to account for cases where
the derivative in a gauge-transformed nonlinear terms falls onto the exponential
function) are of no concern to us. �

9.3. Continuity of the gauge-transformation. After having established that
the use of the gauge-transformation absolves us of the most ill-behaved terms in
dNLS hierarchy equations, we must also argue that it is compatible with our goal
of well-posedness. More precisely we must exhibit its continuity, so that the gauge-
transformation may be used to pull-back well-posedness results for gauged dNLS
equations to well-posedness for dNLS hierarchy equations that we are actually in-
terested in.

For well-posedness in Fourier-Lebesgue spaces continuity of the gauge-transfor-
mation had previously been established in the literature.

Lemma 9.10 ([37, Lemma 3.3 and Remark 3.4]). Let s ≥ 1
2 and 1 < r ≤ 2.

Then the gauge-transformation G± : Ĥs
r (R) → Ĥs

r (R) is Lipschitz continuous on
bounded sets. The same holds true if the gauge-transformation is viewed as a map
G± : C(I, Ĥs

r ) → C(I, Ĥs
r ) for an arbitrary interval I ⊂ R.

Though even with well-posedness results for dNLS in modulation spaces already
appearing in the literature, see [42], where the gauge-transformation aided in sim-
plifying the equation, the issue of its continuity does not seem to have been tackled.
Thus we prove the following Lemma.

Lemma 9.11. Let 2 ≤ p < ∞ and s > 1
2 − 1

p
. Then the gauge-transformation

G± : Ms
2,p(R) → Ms

2,p(R) is Lipschitz continuous on bounded sets. Moreover it is
also continuous interpreted as a map G± : C(I,Ms

2,p) → C(I,Ms
2,p) for an arbitrary

interval I ⊂ R.

Remark 9.12. The regularity restriction s > 1
2 − 1

p
is only natural since this is

necessary for the embedding Ms
2,p ⊂ L2 to hold, which in turn is necessary for the

gauge-transformation to be well-defined.

Proof of Lemma 9.11. In order to simplify notation we will only make the argument
for G+, the minus-case works the same, and we also introduce the notation

Gu(x) = exp

(
i

∫ x

−∞

|u(y)|2 dy
)

and I(u)(x) =
∫ x

−∞

|u(y)| dy (9.28)

notwithstanding possible t dependence of u, so the gauge-transformation may be
written as G+(u)(x) = Guu(x).

We will be following an argument given in [47, Appendix A], thus we will establish
an estimate

‖(Gv −Gw)u‖Ms
2,p

. e
c‖v‖2

Ms
2,p

+c‖w‖2
Ms

2,p ‖v + w‖Ms
2,p

‖v − w‖Ms
2,p

‖u‖Ms
2,p
. (9.29)

With (9.29) we may argue the Lipschitz continuity of G+ for functions u,w ∈
Br(0) ⊂Ms

2,p as follows

‖G+(u)− G+(v)‖Ms
2,p

. ‖(Gu −Gv)u‖Ms
2,p

+ ‖(Gv − 1)(u− v)‖Ms
2,p

+ ‖u− v‖Ms
2,p

. (re2cr
2

+ recr
2

+ 1)‖u− v‖Ms
2,p

.r ‖u− v‖Ms
2,p
.
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We are left to argue (9.29). First we use the generalised Leibniz rule for modu-
lation spaces (8.7) which results in

‖(Gv −Gw)u‖Ms
2,p

. ‖Gv −Gw‖Ms
∞,p̃

‖u‖M2,2 + ‖Gv −Gw‖M∞,1‖u‖Ms
2,p
, (9.30)

where 1
p′

= 1
2 + 1

p̃′
. Looking at the second term in the sum we must estimate

Gv − Gw in the M∞,1 norm. We use the algebra property of this space and the
power series expansion of the exponential function to arrive at

‖Gv −Gw‖M∞,1

. ‖I(|v|2 − |w2|)‖M∞,1

∞∑

k=1

1

k!

k−1∑

j=0

(c‖I(|v|2)‖M∞,1)
j(c‖I(|w|2)‖M∞,1)

k−j−1

. ‖I(|v + w||v − w|)‖M∞,1
exp(c‖I(|v|2)‖M∞,1

+ c‖I(|w|2)‖M∞,1
).

From here, if we are now able to argue the bilinear estimate

‖I(fg)‖M∞,1 . ‖f‖Ms
2,p

‖g‖Ms
2,p
, (9.31)

we arrive at our desired (9.29). We look at two cases depending on the magnitude of
the frequency of I(fg) because of the singularity introduced by I at low frequencies.

(1) low frequencies: Since here we only have finitely many terms in the outer
ℓ1 norm we may estimate by L∞, use Hölder’s inequality and a Sobolev-type em-
bedding for modulation spaces (8.6) to arrive at

‖P1I(fg)‖M∞,1
. ‖I(fg)‖L∞ . ‖f‖L2‖g‖L2 . ‖f‖Ms

2,p
‖g‖Ms

2,p
, (9.32)

since s > 1
2 − 1

p
.

(2) high frequencies: In this situation we may replace I(fg) with a Bessel
potential operator

‖P>1I(fg)‖M∞,1
. ‖J−1(fg)‖M∞,1

. ‖fg‖M∞,r

. ‖f‖M∞,ρ
‖g‖M∞,ρ

. ‖f‖Ms
2,p

‖g‖Ms
2,p

where we then use Hölder’s inequality with r = ∞− in the outer ℓ1 norm and then
Hölder’s inequality again in the outer norm, with 1

r′
= 2

ρ′
⇔ 1

ρ
= 1

2+. Finally

we use a Sobolev-type embedding for modulation spaces (8.6) which requires s >
1
ρ
− 1

p
= 1

2 − 1
p
+.

Now we turn to the first term in the sum in (9.30). The M2,2 = L2 norm of
u may again be estimated by ‖u‖Ms

2,p
due to the Sobolev-type embedding (8.6).

For the other factor we argue similarly to the above, noting that Ms
∞,p̃ is also an

algebra since s > 1
2 − 1

q
= 1

p̃′
, though this time we require a bilinear estimate of the

form

‖I(fg)‖Ms
∞,p̃

. ‖f‖Ms
2,p

‖g‖Ms
2,p
. (9.33)

For low frequencies we may reuse our argument from above, since in that case
‖P1I(fg)‖Ms

∞,p̃
. ‖I(fg)‖M∞,1

, whereas for high frequencies we argue

‖P>1I(fg)‖Ms
∞,p̃

. ‖fg‖Ms−1
∞,p̃

. ‖fg‖Hs−1+s′ (9.34)

where s′ > 1
p̃
− 1

2 = 1
p
. Then s−1+s′ = − 1

2+ and we may use a Sobolev embedding

and Hölder’s inequality

. ‖fg‖L1+ . ‖f‖L2+‖g‖L2+ . ‖f‖Ms
2,p

‖g‖Ms
2,p
, (9.35)

where in the final inequality we used a Sobolev-type embedding for modulation
spaces (8.6) again.

The claim of continuity of G± on C(I,Ms
2,p) follows by replacing the Ms

2,p norms
by L∞

t M
s
2,p norms. We omit the details. �
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10. Statement of results

10.1. Prior work. Before we state our main results let us quickly review the lit-
erature regarding low regularity well-posedness results for the dNLS equation itself
as well as the fourth order dNLS hierarchy equation (j = 2). To the author’s
knowledge the other, higher-order, equations part of the dNLS hierarchy do not
yet appear in the literature. Giving a complete account of the well-posedness the-
ory (especially concerning results of the inverse scattering community) though is
beyond our scope, so we will focus mostly on comparable results to our own.

As is unsurprising the dNLS equation (and variants of it) were first tackled using
the energy method, see [89,90], achieving local well-posedness for initial data in Hs

(independent of the underlying geometry) for s > 3
2 .

On the line these results were later improved in [45] to cover both local and
global well-posedness (thanks to energy conservation) in H1(R), under the re-
striction that the mass of the initial data be smaller than 2π. Already here the
gauge-transformation was used in order to make the equation approachable using
dispersive PDE techniques.

In parallel it was begun to utilise the dispersive character of the equation29 in [54],
where a variant of Kato smoothing together with a maximal function estimate was
used in order to establish small data local well-posedness in H

7
2 (R).

Using multilinear refinements of smoothing estimates for the Schrödinger prop-
agator together with Xs,b spaces the local well-posedness result could be pushed

down to H
1
2 (R). See [86]. In a subsequent paper [87], for s > 32

33 , these newly
constructed local solutions were extended globally using the splitting-argument,
which was initially developed by Bourgain. It was also recorded that, since the flow
fails to be thrice continuously differentiable for s < 1

2 , there was no hope in further
improving the local result on the line using the contraction mapping theorem alone.

More dire still, after in [9] it had been established using exact soliton solutions
to the dNLS equation, that the flow of the dNLS equation cannot be uniformly
continuous for s < 1

2 .
On the front of improvements to global well-posedness, after a refined version of

the splitting-argument, today usually referred to as the I-method, had been devel-
oped, the global result could be pushed down to almost match the (now known to
be optimal, using fixed-point methods) local result. That is, in [21,22] it was proven
that the dNLS equation is globally well-posed in Hs(R) for s > 1

2 , conditioned on
a mass below 2π.

Global well-posedness in the endpoint s = 1
2 , under the same mass restriction as

previously, was later shown by different authors [71], again using the I-method, but
additionally using a resonant decomposition technique to better control a singularity
arising from resonant interactions.

Trying to push the local result further towards the scaling critical space, Fourier-
Lebesgue spaces were employed in [37], where then local well-posedness was achieved

in Ĥs
r (R) for s ≥ 1

2 and 2 ≥ r > 1. This covers the entire scaling sub-critical con-
figuration of parameters.

As modulation spaces moved into focus of the dispersive PDE community these
spaces were also employed in order to move well-posedness results closer to the scal-

ing critical space. In [42] local well-posedness for initial data in M
1
2
2,q for 4 ≤ q <∞

was proven. Here M
1
2
2,∞ is understood to be the critical space, even though modula-

tion spaces are not well-behaved under transformations of scale. It is of note, that

29Not just the dNLS equation was considered here, but a rather large class with arbitrary
polynomial nonlinearity involving derivatives.
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in the previously cited work the continuity of the gauge-transform in appropriate
modulation spaces was not discussed. We resolve this issue with Lemma 9.11.

The mass restriction though, that had so far been part of all global results, turned
out to be a mere technically arising restriction. This, over the course of [94, 95],
could be lifted from 2π to 4π using the sharp version of the Gagliardo-Nirenberg
inequality for global solutions in H1(R). This result was later then extended to also
cover the full range of possible local results, i.e. in [43] it was shown that, under

the lighter mass restriction of 4π solutions with initial data in H
1
2 (R) extended

globally.
The most recent and extensive results concerning the low-regularity well-posedness

theory of the dNLS equation were achieved with methods stemming from the equa-
tion’s complete integrability. Using those techniques it was possible to prove global
well-posedness held in the scaling critical space L2(R) with no restriction on the
mass of the initial data [44,61]. Moreover, those two papers and references therein
give a nice, general overview of recent well-posedness results for the dNLS equation
achieved with inverse scattering/complete integrability.

Since we are less concerned with results pertaining to periodic initial data we
will stick to headlines only. It was only with [47] that a version of the gauge-
transformation was found, such that the dNLS equation could be attacked using
fixed-point methods on the torus. Here the optimal local well-posedness result
could immediately be paralleled (despite the lack of strong smoothing effects of the

Schrödinger group), i.e. well-posedness for initial data in H
1
2 (T) was achieved. The

argument used the L4 Strichartz estimate extensively. Ill-posedness, in the sense
of failure of thrice differentiability of the flow below s = 1

2 is contained in the same
work.

Here again, Fourier-Lebesgue spaces (that in the periodic setting coincide with
modulation spaces) could be used in order to push the local well-posedness result
nearer the scaling critical space. Over the course of [37, 39] well-posedness could

be extended to initial data in Ĥs
r (T) for s = 1

2 and 2 ≥ r > 4
3 . Covering local

well-posedness in the remainder of the subcritical range, that is Ĥ
1
2
r (T) for r > 1,

was then achieved in [24].
Much fewer works have so far dealt with any higher-order dNLS hierarchy equa-

tions. We mention [50], where a well-posedness results covering the fourth-order
dNLS equation is proven. Specifically small data local well-posedness for data in
Hs(R), s > 4, is established.

This was later improved in [48] to small data well-posedness for data in H1(R).
The dNLS hierarchy equation is also explicitly mentioned in this work. Further low-
regularity well-posedness results covering the higher-order dNLS hierarchy equa-
tions are not present in the literature, to the author’s best knowledge.

10.2. Main results. First we consider a general Cauchy problem for an evolution
equation of the form

{
i∂tu+ (−1)j+1∂2jx u = F (u)

u(t = 0) = u0
, (10.1)

where we are able to derive the following well-posedness theorems for data in
Fourier-Lebesgue and modulation spaces regarding the dNLS hierarchy.

Theorem 10.1. Let j ≥ 2 and (10.1) be the jth dNLS hierarchy equation. If

1 < r ≤ 2 and s ≥ 1
2 +

j−1
r′

, the Cauchy problem (10.1) with initial data u0 ∈ Ĥs
r (R)

is locally well-posed, with the solution map being Lipschitz continuous on bounded
sets.
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For j = 1 this theorem corresponds to the well-posedness of the dNLS equation
in Fourier-Lebesgue spaces on the line and is already known in the literature [37].

Remark 10.2. The condition r ≤ 2 appears naturally in this context, because of the
use of the gauge-transformation, the well-definedness of which requires L2 ⊃ Ĥs

r .

Theorem 10.3. Let j ≥ 2 and (10.1) be the jth dNLS hierarchy equation. Then

for 2 ≤ p <∞ and s ≥ j
2 , the Cauchy problem (10.1) with initial data u0 ∈Ms

2,p(R)
is locally well-posed with a solution map that is Lipschitz continuous on bounded
subsets.

Again, for j = 1 (and 4 ≤ p) the well-posedness of the dNLS equation in mod-
ulation spaces on the line can already be found in the literature, see [42], though
there the continuity of the gauge-transformation is not discussed.

Remark 10.4. It was already noted immediately after stating Theorem 3 in [37],
that the uniqueness statement in the preceding well-posedness theorems (and in [37])
was to be carefully interpreted. Due to the gauge-transformation, uniqueness of a
solution u only holds with respect to other solutions v that fulfil the artificial seem-
ing condition that G−v must also solve the associated gauge-transformed equation
(corresponding to a dNLS hierarchy equation).

Most noticeable about these theorems, in comparison with their analogues for
the NLS hierarchy equations [2, Theorems 3.1 and 3.2], is the lower regularity of
the solution map: being merely Lipschitz continuous rather than analytic. This is
due to the fact that Theorems 10.1 and 10.3 are derived from the following well-
posedness theorems concerned with gauged dNLS equations. We remind the reader
that a gauged dNLS equation contains no ‘bad’ cubic nonlinear terms, i.e. where
no derivatives fall on the complex conjugated term.

Since we only know the gauge-transformation to be a bi-Lipschitz continuous
map on bounded sets, see Lemmas 9.10 and 9.11. Hence the pull-back of the
solution map is not analytic but merely Lipschitz continuous.

Theorem 10.5. Let j ≥ 2 and (10.1) be a gauged dNLS equation. Then

(1) if 1 < r ≤ 2 and s ≥ 1
2 + j−1

r′
, the Cauchy problem (10.1) with initial data

u0 ∈ Ĥs
r (R) is locally well-posed with an analytic solution map,

(2) if additionally (10.1) contains no cubic nonlinear terms, 1 < r ≤ 2 and

s > 1
r
− 1

2 , the Cauchy problem with initial data u0 ∈ Ĥs
r (R) is locally

well-posed with an analytic solution map.

Theorem 10.6. Let j ≥ 2 and (10.1) be a gauged dNLS equation. Then

(1) if 2 ≤ p < ∞ and s ≥ j
2 , the Cauchy problem (10.1) with initial data

u0 ∈Ms
2,p(R) is locally well-posed with an analytic solution map,

(2) if additionally (10.1) contains no cubic nonlinear terms and 2 ≤ p ≤ ∞,
let k ≥ 2 be the smallest index for which ck,α 6= 0 (in (9.10)) for a choice

of α ∈ N
2k+1
0 . Then for s > 1

2 +
1
4k − 2k+1

2kp , the Cauchy problem with initial

data u0 ∈Ms
2,p(R) is locally well-posed with an analytic solution map.

Remark 10.7. Theorem 10.6 has further extensions: besides the (also called)
gauge-invariant (with respect to multiplication with a constant phase-factor u 7→
eiθu) distribution of complex conjugates in the nonlinear terms others are possible.
Only for the cubic term |u|2u is the necessary distribution of complex conjugates
with our arguments, ignoring derivatives. For the higher-order terms an arbitrary
distribution of complex conjugates is possible.

A similar, if weaker, statement regarding the arbitrariness of distribution of com-
plex conjugates in the nonlinear terms is true of Theorem 10.5. For example, the
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proof of Proposition 12.2 shows that the statement of the theorem still holds true,
if only as few as two factors are complex conjugates in a quintic or higher-order
nonlinear term.

Though we do not pursue an in-depth showcasing of which distributions of com-
plex conjugates are covered by our arguments, as the gauge-invariant (see above)
nonlinearities are most canonical.

We derive these theorems by means of proving multilinear estimates in X̂r
s,b

and X
p
x,b spaces for the nonlinear terms in the equations. Definitions of their re-

spective norms are given by ‖f‖X̂r
s,b

= ‖〈τ − ξ2j〉b〈ξ〉sFx,tf‖Lr′

xt
and ‖f‖Xp

s,b
=

‖〈n〉s‖�nf‖X̂2
0,b
‖ℓpn(Z), where (�n)n∈Z is a fixed choice of uniform frequency de-

composition operators. Properties of these function spaces were covered in [2, Sec-
tion 1.2]. Combined with the contraction mapping principle such estimates lead to
local well-posedness in Fourier-Lebesgue and modulation spaces respectively. Us-
ing such estimates to obtain local well-posedness results is a well-known technique
initially investigated in [12,13]. We omit specific details of the connection between
non- or multilinear estimates and well-posedness, but direct the uninitiated reader
to [35,36] for an overview and necessary adaptations in order to deal with Fourier-
Lebesgue and modulation spaces (rather than just Sobolev spaces).

In contrast with our well-posedness results given in the preceding theorems, we
are also able to derive a number of ill-posedness results regarding the hierarchy
equations in conjunction with the techniques that we are utilising. In particu-
lar the following two theorems show that no direct application of the contraction
mapping theorem can lead to well-posedness for non-periodic initial data below
the regularities at which we establish local well-posedness, i.e. our well-posedness
results are optimal in this sense.

Theorem 10.8. For any j ≥ 2, 1 ≤ r ≤ ∞ and s < 1
2 + j−1

r′
the flow map

S : Ĥs
r (R) × (−T, T ) → Ĥs

r (R) of the Cauchy problem for the jth dNLS hierarchy
equation cannot be thrice continuously differentiable.

Theorem 10.9. For any j ≥ 2, 1 ≤ p, q ≤ ∞ and s < j
2 the flow map S :

Ms
p,q(R) × (−T, T ) → Ms

p,q(R) of the Cauchy problem for the jth dNLS hierarchy
equation cannot be thrice continuously differentiable.

Remark 10.10. The preceding two theorems are phrased for the dNLS hierarchy
equations themselves. This turns out to be an unnecessary restriction though. As
the proofs will show we are only concerned with cubic nonlinear terms and with
that we may also ignore the distribution of derivatives within them. The latter
stems from the fact that the ill-posedness result is derived from a high-high-high
interaction between the three factors, so that derivatives may be shifted arbitrarily
between factors anyway.

Thus there is still a lot of leeway in phrasing the ill-posedness theorems for more
general classes of equations. Since we have not defined a name for this explicit class
we refrain from complicating the theorem by trying to be as general as possible in
its phrasing. Suffice it to say that our ill-posedness theorems still hold, so long as
a cubic nonlinear term (in an equation paralleling (10.1)) with 2j − 1 derivatives
placed upon it is present in the equation. In particular this also includes the class
of gauged dNLS equations.

Moving from the realm of non-periodic initial data to the periodic problem, we
can be sure that no (direct) application of the contraction mapping theorem will lead
to any positive results concerning the fourth-order hierarchy equation. Of course,
this suggests that a similar result also holds for all higher-order equations. This
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would mean that merely the dNLS equation itself can be attacked using fixed-point
techniques with periodic initial data.

Theorem 10.11. For any 1 ≤ r ≤ ∞ and s ∈ R the flow map S : Ĥs
r (T) ×

(−T, T ) → Ĥs
r (T) of the Cauchy problem for the fourth-order (i.e. j = 2) dNLS

hierarchy equation cannot be thrice continuously differentiable.

Weakening the regularity requirements for the initial data we are able to showcase
that the situation regarding the regularity of the flow map is even worse. This then
also generalises to an arbitrary higher-order hierarchy equation, strengthening our
conviction that low-regularity well-posedness on the torus is out of reach for any of
the hierarchy equations, except for dNLS itself.

Theorem 10.12. For any j ≥ 2, 1 ≤ r ≤ ∞ and s < j − 1 there exists a
gauged dNLS equation (i.e. choice of coefficients ck,α) such that for the Cauchy

problem (10.1) the flow map S : Ĥs
r (T) × (−T, T ) → Ĥs

r (T) cannot be uniformly
continuous on bounded subsets.

The corresponding proof for our ill-posedness theorems on the torus consist of
the Propositions 13.1 and 13.2 respectively.

We point out that these ill-posedness results, seemingly only regarding Cauchy
problems in Fourier-Lebesgue spaces, suffice to also rule out well-posedness in mod-
ulation spaces on the torus. As in this periodic geometry the two families of function
spaces coincide.

10.3. Global well-posedness for the dNLS hierarchy. Unfortunately, in con-
trast with the situation for the NLS hierarchy equations, we do not have a family
of conservation laws equivalent to Hs norms for every s > − 1

2 , as were constructed
in [69], at our disposal. Hence, for the moment, we are only able to upgrade our lo-
cal solution to dNLS hierarchy equations to global ones at integer regularity levels.
This leads to a discrepancy of at most half a derivative (exactly for the odd-indexed
dNLS hierarchy equations) between our local result and the corresponding global
continuation result of the solution.

Theorem 10.13. Let j ≥ 2. If the initial data u0 ∈ H⌈ j
2 ⌉(R) has sufficiently

small L2 norm, the solution of the jth dNLS hierarchy equation, constructed in
Theorem 10.1, extends globally in time. In other words, one has small mass global

well-posedness of the jth hierarchy equation with initial data in H⌈ j
2 ⌉(R). The bound

on the mass depends on j, but not on the size of the H⌈ j
2 ⌉-norm of the initial data.

Proof. We extend the previously constructed local solutions classically by utilising
a-priori estimates that we derive from Hamiltonians In as in (9.6). We remind
the reader, that since we are dealing with a completely integrable hierarchy, the
Hamiltonians of the hierarchy equations pairwise (Poisson) commute and are thus
conserved along the flow of each other. The statement of this theorem holds true
if we manage to derive an a-priori estimate on the Hk norm of a solution (of an
arbitrary dNLS hierarchy equation), for k ∈ N.

Guided by Lemma 9.1, in order to derive an a-priori estimate on the level of
Hk we take a closer look at I2k =

∫
R
uY2k dx, where the ‘leading term’ (up to

constants) is given by u∂2kx u. By partial integration this term becomes equivalent

to the homogeneous Ḣk norm. That the L2 norm is conserved along the dNLS
hierarchy equations’ flows is well known. So what remains, until we may assert our
desired a-priori bound on the Hk norm, is to argue that the other terms in the
Hamiltonian I2k cannot interfere with/cancel the leading term |∂kxu|2. That is, so
far we have argued

|I2k| & ‖u‖2
Ḣk − |higher order terms|
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and still need to ensure that the higher order terms can be controlled by a fraction
(less than 1) of ‖u‖2

Ḣk
.

Take such a higher-order term of the Hamiltonian I2k, which in general will be of
the form

∏m
i=0(∂

α2i
x u)(∂

α2i+1
x u), for α ∈ N

2m+2
0 with |α| = 2k−m and 1 ≤ m ≤ 2k.

(In fact, from Lemma 9.1, we know more about the structure: one of the factors u
will always be without a derivative placed upon it. But we ignore this additional bit
of information at this point.) Since there are strictly less than 2k total derivatives,
there will be at most a single factor that has more than k derivatives placed upon
it. Again, with partial integration, we may adjust such terms of the Hamiltonian
so that every term has at most k derivatives lying upon it, with at most a single
one with exactly k derivatives.

Now we may apply Hölder’s inequality to such higher-order terms in the Hamil-
tonian (with at most k derivatives on any term) ensuring that, if there exists a
factor u with k derivatives placed upon it, we put it in L2. For the remaining
factors with strictly fewer than k derivatives it doesn’t matter which Lp they land
in, so long as p ≥ 2 (which is always possible, since we have 2m+ 2 ≥ 4 factors).

We are now prepared to apply a special case of the Gagliardo-Nirenberg inequal-
ity (8.9). In particular we will be choosing p = q = 2, ℓ corresponds to the order
of derivatives αi placed on our factors and in our situation n = 1 holds. This leads
us to deriving θ = 1

2k + αi

k
− 1

rk
. The inequality then reads

‖∂αi
x u‖Lr . ‖u‖θ

Ḣk‖u‖1−θ
L2 .

Applying this inequality to every factor in a higher-order term
∏2m+1

i=0 ‖∂αi
x u‖Lpi

we are interested in the resulting exponent for ‖u‖Ḣk . We may calculate this as
follows

2m+1∑

i=0

1

2k
+
αi

k
− 1

pik
=

2m+ 2

2k
+

|α|
k

− 1

k
=
m

k
+

2k −m

k
= 2,

where we have used the fact
∑2m+1

i=0
1
pi

= 1 and |α| = 2k − m. For reasons of

homogeneity we know the exponent of ‖u‖L2 must thus be 2m.
Hence at this point we have argued for an a-priori estimate of the form

I2k & ‖u‖2Hk(1− c‖u‖2mL2 ) = ‖u‖2Hk(1− c‖u0‖2mL2 ) & ‖u‖2Hk , (10.2)

where c is a fixed constant, depending on the coefficients in the dNLS hierarchy
equation (corresponding to the choice of j ∈ N). The final inequality holds for a
sufficiently small bound on the L2 norm of the initial data. We have thus success-
fully argued for an a-priori estimate on the Hk norm of solutions of dNLS hierarchy
equations, conditioned on a sufficiently small initial mass. �

10.4. Discussion. Before moving on to proving our well- and ill-posedness results
given in the previous subsection, we would like to discuss their merits and how they
fit into the existing literature.

Let us begin by mentioning that our results show, that we have achieved optimal
local well-posedness within the realm of our techniques, excluding the respective
scaling critical Fourier-Lebesgue and modulation spaces. Specifically Theorems 10.8
and 10.9 rule out the possibility of using fixed-point methods to improve upon
the well-posedness theory of the dNLS hierarchy equations beyond what we have
achieved. This does not preclude the possibility of using, say, the complete integra-
bility of those equations to lower the regularity threshold on initial data while still
achieving local well-posedness. As was already implemented for the dNLS equation
itself [44,61] and recently the KdV hierarchy equations [64]. Though this approach
comes with the usual caveat that the flow will be rather irregular, i.e. merely
continuous, rather than Lipschitz as in our Theorems 10.1 and 10.3.
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On the front of global well-posedness we were able to exploit the Hamiltonians
that are conserved along the flow of dNLS hierarchy equations in order to extend
our local solutions globally, at least for initial data in Sobolev spaces at integer
regularities. This leaves a gap of at most half a derivative between our local and
global results. It seems likely that with an application of the (first-generation) I-
method it would be possible to close this gap. More generally, extending solutions
globally off the scale of Sobolev spaces (i.e. Fourier-Lebesgue or modulation spaces)
presents an interesting problem for further research.

We mention at this point that our local theory extends the previous best result
concerning the fourth-order dNLS hierarchy equation from [48], lifting the necessity
of small data. With Theorem 10.13 we extend these local solutions globally. One
point of interest is, that the authors of [48] manage to achieve their result without
the use of any gauge-transformation. This seems to stem from their ability to
exploit the special position of one of the derivatives in the nonlinearity ∂x being
in front of every product term. See also (9.7) where we have also mentioned this
fact. Further research into this possible exploitation may lead to subsequent further
improvement of the regularity of the flow (of dNLS hierarchy equations), if one can
do without the gauge-transformation.

The worsening of the lower bound for well-posedness by half a derivative in
Sobolev spaces with every step up in the dNLS hierarchy (j → j + 1) is consistent
with what can be observed for the similar situations of the NLS [2] or mKdV
hierarchy [38].

As is unsurprising, considering the ill-posedness results already for the NLS hier-
archy on the torus [2], the situation for low-regularity well-posedness theory of dNLS
hierarchy equations on the torus is dire. One must hope that renormalisation/Wick-
ordering or methods of complete integrability can be used in order to achieve any
kind of result in this setting.

Regarding ill-posedness for the nonperiodic setting it has turned out to be sur-
prisingly more difficult to achieve a general C0

unif ill-posedness result for the dNLS
hierarchy compared with either the NLS or mKdV hierarchy. Explicit soliton solu-
tions for dNLS, which were used in [9] to show the failure of uniform continuity of
the flow, are already very delicately constructed functions (evident from the com-
plex choice of coefficients involved). Searching the literature for soliton solutions
of higher-order dNLS hierarchy equations yielded only [96], which due to their evi-
dently even more complex structure and little resemblance to the solitons of dNLS
suggest that this is a difficult problem to solve in full generality.

We end this subsection by mentioning that, to the author’s best knowledge,
we are also the first to achieve insight into the structure of coefficients in nonlinear
terms in hierarchy equations stemming from completely integrable systems, beyond
knowledge of a finite number of hierarchy equations. In particular referring to
Proposition 9.7, where we derived a closed form expression for the coefficients of
certain nonlinear terms appearing in the dNLS hierarchy equations. Extending such
results to the rest of the nonlinear terms, or more generally other hierarchies, is of
great interest. This would enable more delicate analysis regarding if the complete
integrability structure of the equations has significant influence on the optimal well-
posedness results that can be achieved with fixed point methods.

11. Known Estimates

In order to derive our well-posedness theorems, see Section 10, we rely on proving
multilinear estimates within the framework of Bourgain spaces that lead to well-
posedness. To aid us in proving these multilinear estimates we will make heavy use
of linear and bilinear smoothing estimates that were derived by the author in the
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context of the NLS hierarchy equations [2]. The multilinear X̂r
s,b and Xp

s,b estimates

that lead to well-posedness in [2] will also be of use.
We cite the necessary estimates in the following subsection for the reader’s con-

venience and to keep this work more self-contained.

11.1. Smoothing and multilinear estimates. To keep in line with how the
estimates are stated in [2] we introduce the following notational convenience in this
subsection: u, v and w will refer to functions in appropriate variants of Bourgain
spaces adapted to a particular (linear part of an) equation and data spaces at hand
so that the right hand side of the respective estimates remain finite. Keeping with
the variable choice of the preceding sections 2j, for j ∈ N, will be the power in the
phase function of the linear equation with which the estimates are associated.

We begin by stating linear estimates based on Kato smoothing and a maximal-
function estimate.

Proposition 11.1 ([2, Proposition 4.1]). Let b > 1
2 , then the following inequalities

hold

(1) for 2 ≤ q ≤ ∞ and σ > 1
2 − 2j

q

‖u‖L∞

x L
q
t
. ‖u‖Xσ,b

(11.1)

(2) for 2 ≤ p ≤ ∞ and σ = − 2j−1
2 (1− 2

p
)

‖u‖Lp
xL

2
t
. ‖u‖Xσ,b

(11.2)

(3) for 4 ≤ p ≤ ∞ and σ > 1
2 − 1

p

‖u‖Lp
xL

∞

t
. ‖u‖Xσ,b

(11.3)

In addition we will be making use of a Strichartz-type estimate that is more
adapted (and thus more useful) to our Fourier-Lebesgue space setting, referred to
most often in the literature as a Fefferman-Stein estimate. In the L2-based setting
it reduces to the well-known L6-Strichartz estimate for (higher-order) Schrödinger
equations.

Proposition 11.2 ([2, Corollary 4.6]). Let j ≥ 1, 0 ≤ 1
r
< 3

4 and b > 1
r
, then one

has the estimate

‖I
2(j−1)

3r u‖L3r
xt

. ‖u‖X̂r
0,b
. (11.4)

Moving on, we may now recall the pair of bilinear operators introduced in [2]:
For j ∈ N and 1 ≤ p ≤ ∞ define I±p,j by its Fourier transform

FxI
±
p,j(f, g)(ξ) = c

∫

∗

k±j (ξ1, ξ2)
1
p f̂(ξ1)ĝ(ξ2) dξ1 (11.5)

where the symbol is given by

k±j (ξ1, ξ2) = |ξ1 ± ξ2|(|ξ1|2j−2 + |ξ2|2j−2). (11.6)

We may now state the Xs,b variant of a bilinear estimate involving our bilinear
operator(s). To state the proposition we make use of the Fourier-Lebesgue space

norms ‖f‖
L̂p = ‖f̂‖Lp′ .

Proposition 11.3 ([2, Corollary 4.3]). Let 1 ≤ q ≤ r1,2 ≤ p < ∞ and bi >
1
ri

.
Then we have

‖I±p,j(u, v±)‖L̂q
xL̂

p
t

. ‖u‖X̂r1
0,b1

‖v‖X̂r2
0,b2

(11.7)

where v+ = v and v− = v.
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Interpreting this bilinear operator as a multiplication operator we may find its
adjoint (see [2, Section 4.2] for details) and gain an additional set of bilinear esti-

mates associated with the adjoint. Let I±,∗
p,j denote this adjoint. It has the symbol

k
+,∗
j (ξ1, ξ2) = |ξ1|(|ξ1|2j−2 + |ξ2|2j−2), or (11.8)

k
−,∗
j (ξ1, ξ2) = |ξ1 + 2ξ2|(|ξ1|2j−2 + |ξ2|2j−2). (11.9)

We have the following Xs,b estimates regarding I±,∗
p,j :

Proposition 11.4 ([2, Corollary 4.4]). Let 1 < q ≤ r1,2 ≤ p < ∞ with 1
p
+ 1

q
=

1
r1

+ 1
r2

and bi >
1
ri

. Then the estimate

‖I±,∗
p,j (u, v∓)‖

X̂
r′1
0,−b1

. ‖u‖̂
L

q′

x
̂
L

p′

t

‖v‖X̂r2
0,b2

(11.10)

holds. If alternatively 0 ≤ 1
ρ′

≤ 1
r′

and β < − 1
ρ′

we have

‖I±,∗
ρ′,j (u, v∓)‖X̂r

0,β
. ‖u‖

L̂r
xt
‖v‖

X̂
ρ′

0,−β

. (11.11)

In both cases v+ = v and v− = v.

Finally we will later also make use of the trilinear Xs,b estimates that leads to
well-posedness in Fourier-Lebesgue and/or modulation spaces. Recall:

Proposition 11.5 ([2, Proposition 5.1]). Let 1 < r ≤ 2, s = j−1
r′

, α ∈ N
3
0 with

|α| = 2(j − 1). Then there exist b′ < 0 and b′ + 1 > b > 1
r

such that one has

‖∂α1
x u1∂

α2
x u2∂

α3
x u3‖X̂r

s,b′
.

3∏

i=1

‖ui‖X̂r
s,b
. (11.12)

Proposition 11.6 ([2, Proposition 5.6]). Let j ≥ 2, 2 ≤ p < ∞, s = j−1
2 , α ∈ N

3
0

with |α| = 2(j − 1). Then there exist b′ < 0 and b′ + 1 > b > 1
2 such that one has

‖∂α1
x u1∂

α2
x u2∂

α3
x u3‖Xp

s,b′
.

3∏

i=1

‖ui‖Xp
s,b
. (11.13)

11.2. Basic estimate on the resonance relation. As mentioned in the introduc-
tion, the additional derivative in the nonlinear terms of dNLS hierarchy equations
adds difficulty (over the NLS hierarchy equations) in their analysis. Additional
arguments are necessary to overcome this difficulty. The first step in this direction
was the introduction and use of the gauge-transformation in order to simplify, or
more precisely, remove ill-behaved terms from, the equations. See Section 9.2.

The second step we take in tackling well-posedness estimates for the dNLS hier-
archy equations is exploiting the resonance relation, the effectiveness of which was
already demonstrated in [37]. In the absence of an analogue of the exact factorisa-
tion for the resonance relation for higher-order dNLS hierarchy equations one may
still recover the essence:

Lemma 11.7 ([31, Lemma 2.3]). Let α > 1, ξ1, ξ2, ξ3 ∈ R and set ξ = ξ1+ ξ2+ ξ3.
Then one has

||ξ|α − |ξ1|α + |ξ2|α − |ξ3|α| & |ξ1 + ξ2||ξ2 + ξ3||ξmax|α−2, (11.14)

where ξmax = max {|ξ1|, |ξ2|, |ξ3|, |ξ|}.

Using this estimate, in combination with the flexibility Xs,b spaces offer, will
suffice in order to derive the multilinear estimates that lead to well-posedness we
are after.



76 NLS & DNLS HIERARCHY EQUATIONS

12. Estimates leading to well-posedness

With all necessary smoothing estimates that we will need recalled, as well as
previous Xs,b estimates that we will want to make use of, we are ready to prove the
propositions that serve as proof of our Theorem 10.5 and 10.6. The discussion of
the gauge-transformation in Section 9.2 combined with these Theorems then also
suffice to argue the validity of Theorem 10.1 and 10.3.

As is the case for the NLS hierarchy equations, cubic nonlinear terms are more
difficult to deal with than their quintic and higher-order counterparts. So we will
be dealing with cubic and higher-order terms separately.

12.1. Multilinear estimates in X̂r
s,b spaces.

Proposition 12.1. Let j ≥ 2, 1 < r ≤ 2, s ≥ 1
2 + j−1

r′
, and

α ∈
{
(α1, α2, α3) ∈ N

3
0 | α1 + α2 + α3 = 2j − 1, α2 6= 0

}
,

then there exist b′ < 0 < 1
r
< b < b′ + 1 such that the following estimate holds:

‖∂α1
x u1∂

α2
x u2∂

α3
x u3‖X̂r

s,b′
.

3∏

i=1

‖ui‖X̂r
s,b
. (12.1)

Proof. It suffices to prove this estimate for s = 1
2 + j−1

r′
fixed. For the proof we

want to rely, for the most difficult frequency constellations, on the cubic estimate
in Proposition 11.5, which was proven in the author’s previous work on the NLS
hierarchy [2]. Relying on the ‘equivalent’ NLS estimate to prove well-posedness for
dNLS was already a successful technique employed in [37]. Though in addition to
the arguments presented there we have to utilise the full gain of the modulation in
order to close the estimate.

In particular, one is able to re-use the NLS estimate, if the frequencies ξ, ξ1, ξ2,
ξ3 allow for the following inequality:

〈ξ〉s|ξ1|α1 |ξ2|α2 |ξ3|α3 . 〈ξ〉s− 1
2 〈ξ1〉α1+

1
2 〈ξ2〉α2−

1
2 〈ξ3〉α3+

1
2 . (12.2)

This is also where it becomes relevant that we assume that at least a single derivative
falls on u2. Otherwise α2 − 1

2 may become negative which would in turn require
far more detailed analysis, since the NLS estimate could not be as easily applied.

Furthermore, from here on we will assume, by symmetry, that u1 has larger
frequency than u3 and the largest frequency of |ξ1|, |ξ2|, and |ξ3| shall synonymously
be known as |ξmax|.

(1) (12.2) holds. In this case we may use the inequality (12.2) and ‘reinterpret’
the cubic nonlinearity as one how it would appear in an NLS hierarchy equation:

‖∂α1
x u1∂

α2
x u2∂

α3
x u3‖X̂r

s,b′
. ‖∂α1

x (J
1
2u1)∂

α2−1
x (J

1
2u2)∂

α3
x (J

1
2u3)‖X̂r

s− 1
2
,b′

(12.3)

.

3∏

i=1

‖J 1
2ui‖X̂r

s− 1
2
,b

.

3∏

i=1

‖ui‖X̂r
s,b
, (12.4)

where we were then immediately able to apply (11.12) and arrive at our desired
upper bound.

But when is (12.2) true, i.e. which other cases do we still have to deal with?
• It certainly holds if |ξ2|〈ξ〉 . 〈ξ1〉〈ξ3〉, as from this (12.2) is quite immediate.
• When |ξ2| . 1 or |ξ| . 1 then (12.2) must also hold. This is because either the

frequency |ξ2| is negligible and can easily be traded against ξ1 or ξ3, or because
there exist at least two high-frequency factors between which derivatives can
be traded painlessly.
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So in all other cases that follow this one we may assume, without loss of gener-
ality, that |ξ| ∼ 〈ξ〉, |ξ2| ∼ 〈ξ2〉, and 〈ξ〉〈ξ2〉 ≫ 〈ξ1〉〈ξ3〉, and we will do so without
further mention. Further we will also be showcasing the estimate on condition
that the modulation of the product is maximal 〈σ0〉 = 〈σmax〉. Cases where the
modulations of individual factors are maximal can be proven analogously since the
remaining cases are non- or at most semi-resonant.

(2) |ξ1| = |ξmax|. In this case, because of 〈ξ〉〈ξ2〉 ≫ 〈ξ1〉〈ξ3〉, it must hold that
〈ξ〉 ≫ 〈ξ3〉 which in turn implies 〈ξ〉 . 〈ξ1 + ξ2〉. From this we may also derive

|ξξ2| . |(ξ1 + ξ2)ξ2| . |ξmax||ξ1 + ξ2| = |ξ1(ξ1 + ξ2)|. (12.5)

Further, using our general estimate for the modulation Lemma 11.7 we have

〈σ0〉 & |ξ1 + ξ2||ξ2 + ξ3||ξmax|2j−2 & |ξξ2||ξ1|2j−2 (12.6)

at our disposal. With all preparations done we may focus on proving the estimate.
As our first step we shift all derivatives of the product, except for one guaranteed

to lie on u2, to u1 and use our estimate for the modulation (12.6).

‖∂α1
x u1∂

α2
x u2∂

α3
x u3‖X̂r

s,b′
. ‖Λb′Js+ 1

2 ((I |α|−
3
2u1)(I

3
2u2)(I

− 1
2u3))‖L̂r

xt
(12.7)

. ‖Js+ 1
2−

1
r′

+((I |α|−
3
2−

2j−2
r′

+u1)(I
3
2−

1
r′

+u2)(I
− 1

2u3))‖L̂r
xt

(12.8)

Now using (12.5) we may shift derivatives again to arrive at:

. ‖Js+ 1
2−

1
r′

− 1
r
+(I

1
r ((I |α|−

3
2−

2j−2
r′

+ 1
r
+u1)(I

3
2−

1
r′

− 1
r
+u2))(I

− 1
2u3))‖L̂r

xt
, (12.9)

where we are now ready to upgrade I
1
r to our well-known bilinear operator I+r,j and

then apply its corresponding estimate, after dealing with u3 by Hölder’s inequality.

. ‖Js− 1
2+(I

1
r ((I |α|−

3
2−

2j−2
r′

+ 1
r
+u1)(I

1
2+u2))(I

− 1
2u3))‖L̂r

xt
(12.10)

. ‖I+r,j(I |α|+s−2−(2j−2)+ 1
r
+u1, I

1
2+u2)‖L̂r

xt
‖I− 1

2u3‖L̂∞

xt
(12.11)

. ‖Js−1+ 1
r
+u1‖X̂r

0,b
‖I 1

2+u2‖X̂r
0,b
‖I 1

r
− 1

2+u3‖X̂r
0,b

.

3∏

i=1

‖ui‖X̂r
s,b

(12.12)

The last inequality holds, so long as 1
r
−1 < 0 and s ≥ 1

2 +
j−1
r′

≥ max( 12+,
1
r
− 1

2+),
which is the case for r > 1.

(3) |ξ2| = |ξmax|. The argument in this case is quite similar to the preceding
case, only that now we do not have to account for the guaranteed derivative on u2
as this is the high-frequency factor to which we shift all derivatives anyway.

When |ξ2| is maximal it follows that |ξ2| ∼ |ξ| ∼ |ξ1 + ξ2| ∼ |ξ2 + ξ3| and for
the modulation, again using Lemma 11.7, we can estimate 〈σ0〉 & |ξ1 + ξ2||ξ2 +
ξ3||ξmax|2j−2 & |ξ2|2j . For proving our estimate this leads us to

‖∂α1
x u1∂

α2
x u2∂

α3
x u3‖X̂r

s,b′
. ‖Λb′(u1(I

|α|+su2)u3)‖L̂r
xt

(12.13)

. ‖(I− 1
2u1)I

1
r ((I |α|+s+ 1

2−
1
r
− 2j

r′
+u2)u3)‖L̂r

xt
(12.14)

. ‖I− 1
2u1‖L̂∞

xt
‖I 1

r ((I |α|+s+ 1
2−

1
r
− 2j

r′
+u2)u3)‖L̂r

xt

. ‖I 1
r
− 1

2+u1‖X̂r
0,b
‖I+r,j(I |α|+s+ 1

2−
1
r
− 2j

r′
− 2j

r
+u2, u3)‖L̂r

xt
(12.15)

. ‖I 1
r
− 1

2+u1‖X̂r
0,b
‖Is− 1

2−
1
r
+u2‖X̂r

0,b
‖u3‖X̂r

0,b
.

3∏

i=1

‖ui‖X̂r
s,b
, (12.16)

which is the desired upper bound, if r > 1, so the proof is complete.
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�

Since in the proof of the necessary quintilinear (and higher-order) estimate to
argue our well-posedness Theorems we rely on the fact s < 1

r
, we will argue the

estimate for the full range of parameter 1 < r ≤ 2 in two parts. First we will
prove Proposition 12.2 below, which for a comparatively higher level of regularity
establishes the multilinear estimate near the endpoint r → 1. This we can then
in turn interpolate with the L2-based estimate that is part of Proposition 12.4 in
order to cover the full parameter range.

Proposition 12.2. Let j ≥ 2, 2 ≤ k ≤ 2j and α ∈ N
2k+1
0 with |α| = 2j − k. Then

there exists an 1 < r0 ≪ 2 such that for all 1 < r < r0 and s > 1
2 + j−k

kr′
there exist

b′ < 0 < 1
r
< b < b′ + 1 such that the following estimate holds

‖
2k+1∏

i=1

∂αi
x vi‖X̂r

s,b′
.

2k+1∏

i=1

‖ui‖X̂r
s,b
, (12.17)

where exactly k of the factors v1, v2, . . . , v2k+1 are equal to ui and otherwise just
equal to ui.

Proof. Without loss of generality we may assume that the frequencies of the 2k+1
factors are ordered decreasingly, i.e. |ξ1| ≥ |ξ2| ≥ . . . |ξ2k+1|. We will analyse the
product based on the number of high-frequency factors present.

Throughout the proof we will need to make use of the fact s− 1
r
< 0, which we

may achieve by choosing 1 < r0 ≪ 2 appropriately small.

(1) |ξ4| & |ξ1|, so we have at least 4 high-frequency factors. In this case ev-
ery factor of the product passes through a norm that is invariant with respect to
complex conjugation, so we may ignore its distribution among the factors in this
case.

The idea of the proof in this case is to use the Fefferman-Stein estimate for the
high-frequency factors (of which we need 4 in order to ensure its applicability) and
a Sobolev-type embedding for the rest. We start by distributing the derivatives
of the norm and those in the product on the high-frequency factors in addition to
leaving a little leeway for embeddings on the remaining factors. Then we use the
Hausdorff-Young inequality to ’remove the hat’ from the space.

‖
2k+1∏

i=1

∂αi
x vi‖X̂r

s,b′
. ‖(Jσu1)(J

σu2)(J
σu3)(J

σu4)

2k+1∏

i=5

Js− 1
r
−ui‖Lr

xt
(12.18)

This requires σ ≥ 0, 4σ + (2k − 3)(s − 1
r
) ≥ s + 2j − k as well as s − 1

r
− < 0 the

latter of which is ensured by our choice of r0 at the beginning of this proof. By
now using Hölder’s inequality, Hausdorff-Young again (to put the hat back on L∞)
and a Sobolev-type embedding we arrive at:

.

4∏

i=1

‖Jσui‖L4r
xt

2k+1∏

i=5

‖Js− 1
r
−ui‖L̂∞

xt
.

4∏

i=1

‖Jσui‖L4r
xt

2k+1∏

i=5

‖ui‖X̂r
s,b

(12.19)

As announced before, we may now use the Fefferman-Stein estimate (11.4) which

grants us a gain of 2(j−1)
4r derivatives on each of the high-frequency factors, but

leaves us in the wrong X̂
4r
3

0, 3
4r+

space. To remedy this we may use a Sobolev-type

inequality for which we have to spend 1
4r+ derivatives.

.

4∏

i=1

‖Jσ−
2(j−1)

4r + 1
4r+ui‖X̂r

0,b

2k+1∏

i=5

‖ui‖X̂r
s,b

.

2k+1∏

i=1

‖ui‖X̂r
s,b

(12.20)
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The reader my verify that for s > 1
2 + j−k

kr′
and the choice σ = s + 2(j−1)

4r − 1
4r−

the requirements gathered involving σ can be fulfilled and we may justify the final
inequality to arrive at the desired upper bound.

(2) |ξ| ∼ |ξ1| ≫ |ξ2|, so we have only a single high-frequency factor.
One needs to take care as to what the distribution of complex conjugates in

the product is. We will showcase a proof of the estimate in the instance that the

product we are dealing with is equal to u1(
∏2k−3

i=2 vi)u2k−2u2k−1u2ku2k+1 (ignoring
derivatives). This aligns with the requirement, that k of the factors are complex
conjugates. The other cases, for different distributions of complex conjugates can
be dealt with in a similar fashion and we omit the details.

With only a single large frequency we have immediate control over the symbols
of the bilinear operators I+r,j and I−,∗

ρ′,j . We proceed by shifting all derivatives of the
norm and in the product onto the high-frequency factor in addition to some extra
derivatives we will later need for Sobolev-type embeddings.

‖
2k+1∏

i=1

∂αi
x vi‖X̂r

s,b′
. ‖Jσu1(

2k−1∏

i=2

Js− 1
r
−vi)J

su2kJ
s− 1

r
+ 1

ρ′
−
u2k+1‖X̂r

0,b′
(12.21)

Here we have introduced σ ≥ 0 and this inequality holds so long as σ+(2k−2)(s−
1
r
)+ s+(s− 1

r
+ 1

ρ′
) > s+2j−k. Furthermore s− 1

r
− < 0 is ensured by our choice

of r0 at the beginning of this proof.
Next we introduce the bilinear operator I+r,j which grants us a gain of 2j−1

r

derivatives on the high-frequency factor:

. ‖I+r,j(Jσ− 2j−1
r u1, J

su2k)(

2k−1∏

i=2

Js− 1
r
−vi)J

s− 1
r
+ 1

ρ′
−
u2k+1‖X̂r

0,b′
(12.22)

. ‖I−,∗
ρ′,j (I

+
r,j(J

σ− 2j−1
r

− 2j−1
ρ′ u1, J

su2k)

2k−1∏

i=2

Js− 1
r
−vi, J

s− 1
r
+ 1

ρ′
−
u2k+1)‖X̂r

0,b′

(12.23)

Choosing 1
ρ′

≤ 1
r

with 2(j−k)
r

< 2j
ρ′

we now also introduce its dual I−,∗
ρ′,j , which

grants us 2j−1
ρ′

on the high-frequency factor. Now applying the continuity of the

dual bilinear operator (11.10) and Hölder’s inequality we may derive

. ‖I+r,j(J
σ− 2j−1

r
− 2j−1

ρ′ u1, J
su2k)

2k−1∏

i=2

Js− 1
r
−vi‖L̂r

xt
‖Js− 1

r
+ 1

ρ′
−
u2k+1‖X̂ρ′

0,−b′

(12.24)

. ‖I+r,j(J
σ− 2j−1

r
− 2j−1

ρ′ u1, J
su2k)‖L̂r

xt

2k−1∏

i=2

‖Js− 1
r
−ui‖L̂∞

xt
‖Js− 1

r
+ 1

ρ′
−
u2k+1‖X̂ρ′

0,−b′

For the first factor we apply the continutiy of the bilinear operator (11.7), for the
factors in the product we use a Sobolev-type embedding and for the final factor
Young’s inequality:

. ‖Jσ− 2j−1
r

− 2j−1
ρ′ u1‖X̂r

0,b
‖Jsu2k‖X̂r

0,b

2k−1∏

i=2

‖Jsui‖X̂r
0,b
‖Jsu2k+1‖X̂r

0,b
(12.25)

By choosing σ = 2k−1
r

+ 2j − k − (2k − 1)s − 1
ρ′
+ > 0 and our choice of ρ′ the

reader may verify that σ − 2j−1
r

− 2j−1
ρ′

< s and that the other requirements with

respect to σ are fulfilled. Hence we have accomplished the proof of the estimate in
this case.
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(3) |ξ2| & |ξ1| ≫ |ξ3| or |ξ3| & |ξ1| ≫ |ξ4|, so we have two or three high-frequency
factors. In this case, also depending on which factors are complex conjugates, we
may parenthesise differently in use of the bilinear operator to the preceding case.
Different distributions of complex conjugates may be dealt with by using either I+r,j
or I−r,j (and their duals) appropriately. The arguments are similar to case we have
already dealt with, so we choose to omit the details.

�

12.2. Multilinear estimates in X
p
s,b spaces. The proof of the cubic estimate in

modulation space-based Xs,b spaces is very similar to the proof of Proposition 12.1
(in the r = 2 case), where the equivalent estimate for Fourier-Lebesgue-based spaces
is showcased. We choose to omit the details that are analogous and only show the
necessary additional arguments.

Proposition 12.3. Let j ≥ 2, 2 ≤ p <∞, s ≥ j
2 , and

α ∈
{
(α1, α2, α3) ∈ N

3
0 | α1 + α2 + α3 = 2j − 1, α2 6= 0

}
,

then there exist b′ < 0 < 1
r
< b < b′ + 1 such that one has the estimate

‖∂α1
x u1∂

α2
x u2∂

α3
x u3‖Xp

s,b′
.

3∏

i=1

‖ui‖Xp
s,b
. (12.26)

Proof. Main idea of the proof is again to reuse the corresponding NLS estimate for
cubic terms (that is Proposition 11.6 in this case) in the most difficult resonant
cases. We argue along the lines of the first case in the proof of Proposition 12.1,
replacing any mention of an X̂r

s,b space with the appropriate Xp
s,b space.

What is left is to argue the remaining two cases where either ξ1 or ξ2 is the
maximal frequency (here we have also adopted the convention that the frequency
of u1 is greater than that of u3, without loss).

For both cases we begin by using the trivial embedding Xp
s,b′ ⊃ Xs,b′ , so that we

may reuse what was argued in the r = 2 case in Proposition 12.1. Following along
the lines of the proof one arrives at a bound

‖∂α1
x u1∂

α2
x u2∂

α3
x u3‖Xp

s,b′
. ‖∂α1

x u1∂
α2
x u2∂

α3
x u3‖Xs,b′

(12.27)

. ‖Js− 1
2+u1‖X̂0,b

‖u2‖X̂0+,b
‖u3‖X̂ 1

2
+,b

, (12.28)

where possibly the roles of u1, u2 and u3 are interchanged depending on the exact
case (i.e. |ξ1| = |ξmax| or |ξ2| = |ξmax|). Now, using the Sobolev-type embedding
for modulation spaces (8.6), we may bound this by our desired right-hand side so
long as s − 1

2 + 1
2 − 1

p
< s and 1

2 + 1
2 − 1

p
< s, which can be achieved for p < ∞,

j ≥ 2 and s ≥ j
2 as claimed. �

Proposition 12.4. Let j ≥ 2, 2 ≤ p ≤ ∞, 2 ≤ k ≤ 2j, s > 1
2 + 1

4k − 2k+1
2kp and

α ∈ N
2k+1
0 with |α| = 2j − k, then there exist b′ < 0 < 1

2 < b < b′ + 1 such that the
following estimate holds:

‖
2k+1∏

i=1

∂αi
x ui‖Xp

s,b′
.

2k+1∏

i=1

‖ui‖Xp
s,b
. (12.29)

Additionally, the distribution of complex conjugates on the factors ui may be chosen
arbitrarily.

Proof. We will assume, without loss of generality by symmetry, that the frequencies
of the factors in the product are order decreasingly, i.e. |ξ1| ≥ |ξ2| ≥ . . . ≥ |ξ2k+1|.
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Depending on if the largest frequency of one of the factors is comparable (or not)
to the frequency of the product we differentiate between two cases.

The reader may note that in both cases each factor passes through a mixed Lp
xL

q
t

which is invariant with respect to complex conjugation. This justifies the addition to
the theorem, that the distribution of complex conjugates may be chosen arbitrarily.

Idea of the proof is to use reduce the proof to the L2 case, where Kato smoothing
for two of the ‘factors’ and the maximal function estimate for the rest is used, and
to then use a Sobolev-type embedding to get back to the correct modulation space.
The latter is what leads to the restriction on s, i.e. in the L2 case we reach scaling
up to an epsilon.

(1) |ξ| ∼ |ξ1|. Since u1 is the factor with the largest frequency, comparable with
the product itself, we may redistribute all derivatives in the product accordingly. In
the same step we use the trivial embedding Xp

s,b′ ⊃ X2
s,b′ , for p ≥ 2, and introduce

σ ≥ 0 to be choosen later as well as r = ∞−.

‖
2k+1∏

i=1

∂αi
x ui‖Xp

s,b′
. ‖(Js+2j−k− 2j−1

2 (1− 2
r
)+σu1)

2k+1∏

i=2

J− σ
2k ui‖X 2j−1

2
(1− 2

r
),b′

(12.30)

Now we may use the modulation with exponent b′ = − 1
2+ by applying the dual

version of Kato’s smoothing estimate (11.2), followed by an application of Hölder’s
inequality.

. ‖(Js+2j−k− 2j−1
2 (1− 2

r
)+σu1)

2k+1∏

i=2

J− σ
2k ui‖Lr′

x L2
t

(12.31)

. ‖Js+2j−k− 2j−1
2 (1− 2

r
)+σu1‖L∞

x L2
t

2k+1∏

i=2

‖J− σ
2k ui‖L2kr′

x L∞

t
(12.32)

Another application of Kato’s smoothing inequality (11.2) for the first factor and
the maximal function estimate (11.3) leads us to:

. ‖Js+2j−k− 2j−1
2 (2− 2

r
)+σu1‖X0,b

2k+1∏

i=2

‖J− σ
2k+ 1

2−
1

2kr′
+ui‖X0,b

(12.33)

. ‖Js+2j−k− 2j−1
2 (2− 2

r
)+σ+ 1

2−
1
p
+u1‖Xp

0,b

2k+1∏

i=2

‖J− σ
2k+ 1

2−
1

2kr′
+ 1

2−
1
p
+ui‖Xp

0,b
(12.34)

where we have applied the Sobolev-type embedding (8.6) to each of the factors.
This product as a whole may be bounded by our desired right hand side in (12.29)
on condition that

2j − k − 2j − 1

2
(2− 2

r
) + σ +

1

2
− 1

p
< 0 and (12.35)

− σ

2k
+

1

2
− 1

2kr′
+

1

2
− 1

p
< s. (12.36)

We leave it to the reader to verify that, so long as s > 1
2 + 1

4k − 2k+1
2kp , these

inequalities hold, if one chooses σ = k − 3
2 + 1

p
− which clearly also fulfils σ ≥ 0.

(2) |ξ| ≪ |ξ1| so that we must have |ξ1| ∼ |ξ2|. The proof in this case is similar in
spirit to the preceding case, only that, since the frequency of the product is small,
it is more beneficial to apply Kato’s smoothing inequality to the first two factors.

After redistributing derivatives beneficially and moving to L2-based Bourgain
spaces as above, we use the modulation of the product (with exponent b′ = − 1

2+)
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for a Sobolev embedding in time. In the space variable we also sacrifice a total of
1
2− derivatives for a Sobolev embedding to L1+.

‖
2k+1∏

i=1

∂αi
x ui‖Xp

s,b′
. ‖(J s

2+σ1+
1
4−u1)(J

s
2+σ1+

1
4−u2)

2k+1∏

i=3

Jσ2ui‖L1+
xt

(12.37)

Here we have introduced σ1 ≥ 0 and σ2 ≤ 0 which are to be chosen later under
the constraint 2σ1 + (2k − 1)σ2 = 2j − k. Next we may apply Hölder’s inequality
in preparation for applications of Kato smoothing (11.1) for the first two factors.
For the remaining factors one has to be careful: Either one can apply the maximal
function estimate (11.3) if one has enough factors, that is k > 3, or one resorts to
using a Sobolev embedding which works just as well for k = 2 or k = 3.

. ‖J s
2+σ1+

1
4−u1‖L∞

x L2+
t
‖J s

2+σ1+
1
4−u2‖L∞

x L2+
t

2k+1∏

i=3

‖Jσ2ui‖Lr
xL

∞

t
(12.38)

. ‖J s
2+σ1+

1
4+

1
2−

2j
2+−u1‖X0,b

‖J s
2+σ1+

1
4+

1
2−

2j
2+−u2‖X0,b

2k+1∏

i=3

‖Jσ2+
1
2−

1
r
+ui‖X0,b

Here we have introduced r such that 2k
r

= 1
1+ = 1− in an intermediate step. This

final product may again be bounded by our desired right hand side in (12.29) after
an application of the Sobolev-type embedding for modulation spaces (8.6), if the
following conditions are met:

σ1 +
1

4
+

1

2
− 2j

2
+

1

2
− 1

p
<
s

2
and σ2 +

1

2
− 1

r
+

1

2
− 1

p
< s. (12.39)

By choosing

σ1 = j − 3

4
− 2k − 1

8k
+

2k − 1

4kp
and σ2 = −1

2
+

1

4k
− 1

2kp
+

1

2k − 1
(12.40)

one may verify that these conditions (and those placed upon σ1 and σ2) are met so
long as s > 1

2 + 1
4k − 2k+1

2kp and thus the proof is complete.

�

From Propositions 12.3 and 12.4, possibly also using the gauge-transformation,
the well-posedness Theorems we mentioned at the beginning of this section are now
immediate from general theory on X

p
s,b spaces. See [2, Section 1.2] for references

on this matter.

Moving back to estimates in Fourier-Lebesgue-based spaces, we may now use the
L2-based (that is p = 2) estimate that is contained in Proposition 12.4 and inter-
polate (by the complex multilinear interpolation method) with the near-endpoint
estimate from Proposition 12.2 in order to cover the full parameter range 1 < r ≤ 2
that is necessary to argue our well-posedness Theorems in such spaces.

Corollary 12.5. Let j ≥ 2, 1 < r ≤ 2, 2 ≤ k ≤ 2j, s > 1
r
− 1

2 and α ∈ N
2k+1
0

with |α| = 2j − k. Then there exist b′ < 0 < 1
r
< b < b′ + 1 such that the following

estimate holds

‖∂α1
x u1

k∏

i=1

∂α2i
x u2i∂

α2i+1
x u2i+1‖X̂r

s,b′
.

2k+1∏

i=1

‖ui‖X̂r
s,b
. (12.41)

The Theorems mentioned at the beginning of this section regarding well-pos-
edness in Fourier-Lebesgue spaces may now be derived from Proposition 12.1 and
Corollary 12.5, possibly in combination with use of the gauge-transformation, with
standard theory on X̂r

s,b spaces. See [2, Section 1.2] for references on this matter.
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13. Proofs of ill-posedness results

With our well-posedness results established, we now proceed to demonstrate
that these results are, in a certain sense, optimal. Specifically, the following argu-
ments will prove Theorems 10.8 and 10.9, showing that it is impossible to achieve
well-posedness for the equations of interest below the regularity threshold we have
already identified using the direct application of the contraction mapping theorem.
Additionally, we will show that for periodic initial data, achieving analogous results
to those in the nonperiodic case from the previous sections is also unfeasible with
the contraction mapping principle.

The argument we use was initially investigated in [14] and then later refined
in [92]. By now it has found widespread use to show ill-posedness results for power-
type nonlinearities appearing in a wide variety of dispersive equations.

Proof of Theorem 10.8. Let us assume that the flow S : Ĥs
r (R)× (−T, T ) → Ĥs

r (R)
of the Cauchy problem (10.1) for a general nonlinearity N(u) containing a cubic
term with 2j−1 derivatives is thrice continuously differentiable. (See the discussion
in Remark 10.10 for what ‘general nonlinearity’ means.) We will as a necessary

condition on the regularity of the initial data that s ≥ 1
2 + j−1

r′
.

For initial datum u0(x) = δφ(x), where δ > 0 and φ ∈ Ĥs
r (R) for any 1 ≤ r ≤ ∞

and s ∈ R are to be chosen later, we calculate the third derivative of the flow at
the origin. Let u denote the solution corresponding to u0 as initial data, then

∂3u

∂δ3

∣∣∣∣
δ=0

∼
∫ t

0

U(t− t′)N3(U(t′)u0) dt
′, (13.1)

where we use U(t) to denote the linear propagator of our equation andN3(u) to refer
only to the cubic nonlinear terms in the nonlinearity of our equation. The higher-
order nonlinear terms disappear from the third derivative of the flow, because we
are evaluating it at δ = 0.

For our choice of initial data we now introduce parameters N ≫ 1 and γ ≪ 1

that are to be chosen later. With these in hand we may set φ̂(ξ) = γ−
1
r′N−sχ(ξ),

where χ(ξ) is the characteristic function of the interval [N,N + γ]. The factors in
the definition of φ are chosen such that we have ‖φ‖Ĥs

r
∼ 1.

Our next step is inserting our initial datum u0 into (13.1):

Fx

(
∂3u

∂δ3

∣∣∣∣
δ=0

)
(ξ, t) ∼ ξ2j−1

∫

∗

∫ t

0

eit(−ξ2j+ξ
2j
1 −ξ

2j
2 +ξ

2j
3 )φ̂(ξ1)φ̂(ξ2)φ̂(ξ3) dt dξ1 dξ2

In order to properly bound the inner t-integral we must have control of the resonance
relation Φ = −ξ2j+ξ2j1 −ξ2j2 +ξ2j3 of which Lemma 11.7 tells us that we may bound

it by Φ ∼ γ2N2j−2. Hence we see a choice of γ ∼ N−(j−1) is sensible. We continue
working on a lower bound:

& tN−3sγ−
3
r′N2j−1 χ ∗ χ ∗ χ(ξ)

& tN−3sγ−
3
r′N2j−1γ2 χ(ξ)

∼ tN−2s+2j−1γ2−
2
r′ (γ−

1
r′N−2χ(ξ)) = tN−2s+ 2j−2

r′
+1φ̂(ξ).

Here we may now take the the Ĥs
r (R) norm of both sides, keeping in mind our choice

of φ leading to ‖φ‖Ĥs
r
∼ 1. Thus we have a lower bound on the third derivative of

the flow

‖ ∂
3u

∂δ3

∣∣∣∣
δ=0

‖Ĥs
r
& tN−2s+ 2j−2

r′
+1. (13.2)
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In order for this quantity to stay bounded (a necessity, if the flow shall be thrice

continuously differentiable) we must have −2s + 2j−2
r′

+ 1 ≤ 0 ⇐⇒ s ≥ 1
2 + j−1

r′
,

since otherwise we can let N → ∞ and thus produce a contradiction. �

We will omit the proof of Theorem 10.9 as it follows along the same lines as the
r = 2 case in the preceding proof. The key insight to be had is, because it suffices the
look at the high-high-high interaction, with frequencies located on a single interval
of length o(1), the exact choice of Hölder exponents p, q in the modulation spaces is
irrelevant. This argument was also given in [63]. Hence the C3 ill-posedness result
in modulation spaces parallels the r = 2 case in Fourier-Lebesgue spaces in terms
of regularity (s < j

2 ), but with arbitrary exponents p, q.
Having addressed the non-periodic setting, we now present two propositions that

establish our ill-posedness results for gauged dNLS equations on the torus. Their
proofs follow arguments well-known to the relevant literature and correspond to
Theorems 10.11 and 10.12, respectively.

Proposition 13.1. The flow S : Ĥs
r (T)×(−T, T ) → Ĥs

r (T) of the Cauchy problem
for the fourth-order dNLS hierarchy equation (which corresponds to j = 2)

i∂tu− ∂4xu = ∂x(−iu2uxx − 4i|u|2uxx − 2i|ux|2u− 3iu2xu− 15

2
|u|4ux +

5i

2
|u|6u)

cannot be thrice continuously differentiable for any 1 ≤ r ≤ ∞ and s ∈ R.

Proof. The proof of this proposition works similarly to the one given by the author
in [2, Proposition 6.3], which in turn was based on an argument by Bourgain [14].

In the present setting we may observe, that the symbol of the cubic nonlinearity
in the fourth-order hierarchy equation can be written as

n3(k1, k2, k3) = (k1 + k2 + k3)(2k
2
1 + k22 + 2k23 + k1k2 + k2k3 + 3k1k3). (13.3)

Following along the details of [2, Proposition 6.3], i.e. differentiating the flow thrice

(with respect to δ) with initial data δφ(x), where δ > 0 and φ̂(k) = k−s(δk,N +
δk,N0

) and looking for a lower bound on the Hs(T) norm of this third derivative,
one arrives at the same conclusion. Only for (N,N0, N0) and (N,−N,−N) (or
appropriate permutations thereof) an overall frequency of N is achieved. Inserting
these constellations into (13.3) one may derive a lower bound of NstN3−s(1 +
N−2s) & tN3 for the Hs(T) norm of the derivative. For N → ∞ this diverges, so
we know the flow cannot be thrice continuously differentiable. We leave working
out further details to the reader. �

If one lowers the assumption on the regularity of the initial data, one is able to
strengthen the form of ill-posedness that is derived to failure of uniform continuity
using an argument originally developed in [60].

Proposition 13.2. Let j ∈ N, 1 ≤ r ≤ ∞ and s < j − 1
2 . The flow S : Ĥs

r (T) ×
(−T, T ) → Ĥs

r (T) of the Cauchy problem

i∂tu+ (−1)j+1∂2jx u = iu2∂2j−1
x u (13.4)

cannot be uniformly continuous on bounded sets.

Proof. The proof of this proposition follows the same argument already given by
the author for [2, Proposition 6.4], so we will not repeat the details here. The
only difference is that one must choose a different particular solution of (13.4),
which is a slightly modified (i.e. adapted to the dNLS hierarchy setting) version
of [2, eq. (6.5)]. In particular it suffices to use the family of solutions

uN,a(x, t) = N−sa exp(i(Nx−N2jt+N2j−1−2s|a|2t)) (13.5)

in this case.
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Note that as all derivatives in this equation fall on u this is in fact a gauged dNLS
equation. Changing the sign in front of the nonlinearity allows one to solve (using
the same family uN,a) the equation where all derivatives fall on u instead. �

Appendix A. The first few dNLS hierarchy equations

For future reference and the interested reader we would like to list the first few
equations of the dNLS hierarchy and the resulting equations after they have been
gauge transformed for the Schrödinger-like ones. A similar listing concerning the
NLS hierarchy equations may be found in [2, Appendix A].

We will give the equations in terms of the potentials q and r as in the description
of the hierarchy with a specific choice of αn left to the reader (except for all other
αn being zero), as in Section 9. The usual identification r = ±q leads to the well-
known equations found elsewhere in the literature. For the non-gauge transformed
equations we give them once with the nonlinearity as a total derivative, as in the
representation (9.7), and again but with the derivative applied.

For the equations which have been adjusted with the gauge transform we use
the convention α2j−1 = αn = 22j−1 which has been in use throughout the rest of
the text as well.

(1) n = 0. transport equation qt = α0qx
(2) n = 1. classic dNLS equation

qt =
iα1

2
(qxx + ∂x(−iq2r)) =

iα1

2
(qxx − 2iqqxr − iq2rx)

After gauge transformation:

iqt + qxx = −iq2rx − 1

2
q3r2

(3) n = 2.

qt = −α2

4
(qxxx + ∂x(−3iqqxr −

3

2
q3r2))

= −α2

4
(qxxx − 3iq2xr − 3iqqxrx − 3iqqxxr − 3q3rrx − 9

2
q2qxr

2)

(4) n = 3. fourth order dNLS equation

qt = − iα3

8
(qxxxx + ∂x(−iq2rxx − 4iqqxxr − 2iqqxrx − 3iq2xr

− 15

2
q2qxr

2 +
5i

2
q4r3))

= − iα3

8
(qxxxx − iq2rxxx − 4iqqxxxr − 4iqqxrxx − 6iqqxxrx

− 10iqxqxxr − 5iq2xrx − 15

2
q2qxxr

2 − 15q2qxrrx

− 15qq2xr
2 +

15i

2
q4r2rx + 10iq3qxr

3)

After gauge transformation:

iqt − qxxxx = iq2rxxx + 2iqqxrxx + 4iqqxxrx + 3iq2xrx + q3rrxx

+
5

2
q2qxxr

2 − 1

2
q3r2x + 4q2qxrrx +

5

2
qq2xr

2 +
3i

2
q4r2rx +

3

8
q5r4



86 NLS & DNLS HIERARCHY EQUATIONS

(5) n = 4.

qt =
α4

16
(qxxxxx + ∂x(−5iqqxxxr − 5iqqxrxx − 5iqqxxrx − 10iqxqxxr

− 5iq2xrx − 5q3rrxx − 25

2
q2qxxr

2 − 5

2
q3r2x − 15q2qxrrx − 35

2
qq2xr

2

+
35i

2
q3qxr

3 +
35

8
q5r4))

=
α4

16
(qxxxxx − 5iqqxxxxr − 5iqqxrxxx − 10iqqxxxrx − 10iqqxxrxx − 10iq2xrxx

− 10iq2xxr − 25iqxqxxrx − 15qxqxxxr − 5q3rrxxx − 25

2
q2qxxxr

2 − 10q3rxrxx

− 30q2qxrrxx − 40q2qxxrrx − 60qqxqxxr
2 − 45

2
q2qxr

2
x − 65qq2xrrx − 35

2
q3xr

2

+
35i

2
q3qxxr

3 +
105i

2
q3qxr

2rx +
35

2
q5r3rx +

105i

2
q2q2xr

3 +
175

8
q4qxr

4)

(6) n = 5. sixth order dNLS equation

qt =
iα5

32
(qxxxxxx + ∂x(−iq2rxxxx − 6iqqxxxxr − 4iqqxrxxx − 9iqqxxxrx

− 15iqxqxxxr − 11iqqxxrxx − 10iq2xrxx − 10iq2xxr − 25qxqxxrx − 35

2
q2qxxxr

2

− 35q2qxrrxx − 35q2qxxrrx − 70qqxqxxr
2 − 35

2
q2qxr

2
x − 70qq2xrrx − 35

2
q3xr

2

+
35i

2
q4r2rxx + 35iq3qxxr

3 +
35i

2
q4rr2x + 70iq3qxr

2rx + 70iq2q2xr
3 315

8
q4qxr

4

− 63i

8
q6r5))

=
iα5

32
(qxxxxxx − iq2rxxxxx − 6iqqxxxxxr − 6iqqxrxxxx − 15iqqxxxxrx

− 21iqxqxxxxr − 15iqqxxrxxx − 14iq2xrxxx − 20iqqxxxrxx − 35iqxxqxxxr

− 49iqxqxxxrx − 56iqxqxxrxx − 35iq2xxrx − 35

2
q2qxxxxr

2 − 35q2qxrxxxr

− 70q2qxxxrrx − 105qqxqxxxr
2 − 70q2qxxrrxx − 70q2qxrxrxx − 140qq2xrrxx

− 70qq2xxr
2 − 105

2
q2qxxr

2
x − 350qqxqxxrrx − 245

2
q2xqxxr

2 − 105qq2xr
2
x

− 105q3xrrx +
35i

2
q4r2rxxx + 35iq3qxxxr

3 + 70iq4rrxrxx + 140iq3qxr
2rxx

+ 175iq3qxxr
2rx + 245iq2qxqxxr

3 +
35i

2
q4r3x + 210iq3qxrr

2
x + 420iq2q2xr

2rx

+ 140iqq3xr
3 +

315

8
q4qxxr

4 +
315

2
q4qxr

3rx
315

2
q3q2xr

4 − 315i

8
q6r4rx

− 189i

4
q5qxr

5)
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After gauge transformation:

iqt + ∂6xq = −iq2rxxxxx − 4iqqxrxxxx − 6iqqxxxxrx − 11iqqxxrxxx − 10iq2xrxxx

− 9iqqxxxrxx − 15iqxqxxxrx − 25iqxqxxrxx − 10iq2xxrx − q3rrxxxx

− 7

2
q2qxxxxr

2 + q3rxrxxx − 8q2qxrrxxx − 13q2qxxxrrx − 14qqxqxxxr
2

− 1

2
q3r2xx − 17q2qxxrrxx − 9q2qxrxrxx − 22qq2xrrxx − 21

2
qq2xxr

2

− 9

2
q2qxxr

2
x − 59qqxqxxrrx − 35

2
q2xqxxr

2 − 9

2
qq2xr

2
x − 20q3xrrx

− 5i

2
q4r2rxxx − 10iq4rrxrxx − 10iq3qxr

2rxx − 15iq3qxxr
2rx − 5i

2
q4r3x

− 25iq3yxrr
2
x − 25iq2q2xr

2rx − 5

2
q5r3rxx − 35

8
q4qxxr

4 − 5

4
q5r2r2x

− 15q4qxr
3rx − 35

4
q3q2xr

4 − 5

16
q7r6 − 15i

8
q6r4rx

Note the sign difference of the term +q3rxrxxx to all others with four derivatives
lying upon them in the gauge transformed equation. This does not seem to be a
mistake originating from the derivation of the equation.
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