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A B S T R A C T

The nonlinear GMM-IV estimator of Berry, Levinsohn and Pakes (1995) can suffer from nu-
merical instability resulting in a wide range of parameter estimates and economic implications.
This has been reported to depend on technical details such as the choice of the optimization
algorithm, starting values, and convergence criteria. We show that numerical approximation
errors in the estimator’s moment function are the main driver of this instability. With accurate
approximation, the estimation approach is well-behaved. We provide a simple method to
determine the required number of simulation draws.

1. Introduction

The seminal contribution of Berry et al. (1995; henceforth BLP) has become the workhorse for estimating differentiated product
demand in Industrial Organization and its use has spread to other fields (see Table 1 of Berry and Haile (2016)). Consumers’
reference heterogeneity depends on observed and unobserved attributes, or demographics, and consumer utility is driven by
bserved product characteristics and their interactions with demographics. Thereby, similar consumers make similar choices. This

breaks the rigid functional form of the standard logit model and makes the relationship between prices, demand elasticities and the
mplied product markups more flexible.1 The BLP model only requires market level data on quantities and prices, explicitly deals
ith endogenous product characteristics, typically price, and is parsimonious.2

Despite its many qualities, empirical practitioners have on occasion noted a lack of robustness in the model’s estimates. In a
detailed study that uses BLP’s original data, Knittel and Metaxoglou (2014) demonstrate that changing starting values, optimization

✩ Financial support was provided by the DFG under the umbrella of the research group FOR 5392, Germany (project number 462020252). Computational
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(C. Weiser).
1 In the standard logit model, prices and markups of single-product firms are negatively related: high-priced products face highly elastic demand and thereby

ave lower markups than their low-priced rivals. Moreover, it is highly likely that the best substitute for any given product is the product with the largest
market share.

2 Software packages that implement the BLP estimation algorithm are freely available for R, https://cran.r-project.org/web/packages/BLPestimatoR/index.html,
and for Python (see Conlon and Gortmaker (2020).
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algorithm and convergence criteria yields a wide range of coefficient estimates with widely varying economic implications.3 We
trace the source of such instabilities to numerical approximation errors in the model’s market level share function, which must be
olved by numerical integration. For practitioners, this emphasizes the importance of the estimator’s asymptotic properties derived

in Berry et al. (2004). With Monte Carlo simulation, the number of simulation draws must be proportional to the square of the
number of products in the data to bound the effect of approximation errors in the aggregate share function. This result cannot be
side stepped by adopting the alternative estimators of Dubé et al. (2012) or Grieco et al. (2023). The former is mathematically
equivalent to BLP, but moves simulation error from the estimator’s objective to constraints appended to the estimation. The latter
estimator defaults to BLP in the absence of micro data, such as observed consumer level purchase decisions. We abstract from the
availability of consumer-level data.

Section 2 briefly reviews the BLP estimation approach, while Section 3 outlines our computational experiments and the results.
In Section 4, we provide practitioners with a method to determine a suitable number of simulation draws that is straightforward to
implement.4

2. The BLP model

The econometrician observes prices, aggregate product-level quantities and some product attributes for 𝑗 = 0, 1,… , 𝐽 differen-
tiated products in 𝑚 = 1,… , 𝑀 markets. 𝑗 = 0 denotes the outside option. To reduce notation, we suppress the market index. The
indirect utility consumer 𝑖 derives from purchasing product 𝑗 is typically specified as follows.

𝑢𝑖𝑗 = 𝛿𝑗 + 𝜇𝑖𝑗 + 𝜀𝑖𝑗
𝛿𝑗 = 𝑥𝑗𝛽 − 𝛼 𝑝𝑗 + 𝜉𝑗 , and

𝜇𝑖𝑗 = 𝑝𝑗𝜎𝑝𝜈𝑖𝑝 +
𝐾
∑

𝑘=1
𝑥𝑗 𝑘𝜎𝑘𝜈𝑖𝑘, 𝜈𝑖𝑝, 𝜈𝑖𝑘 ∼ 𝑁 𝐼 𝐷(0, 1)

(1)

𝛿𝑗 and 𝜇𝑖𝑗 are the mean utility and consumer-specific deviations from mean utility, respectively.5 𝑥 is a row vector of 𝐾 directly
bservable characteristics, 𝑝 denotes price, and 𝜉 is a product attribute that is unobserved by the econometrician. As is standard,

we assume that the unobserved consumer tastes for the 𝐾 characteristics follow a normal distribution and are independent of each
other, so that the distribution of the random coefficients is given by 𝛼𝑖 ∼ 𝑁(𝛼 , 𝜎2𝑝 ) and 𝛽𝑖𝑘 ∼ 𝑁(𝛽𝑘, 𝜎2𝑘).6

2.1. Model-implied aggregate market shares

Assuming that the 𝜀𝑖𝑗 follow a Gumbel distribution, gives consumer-specific choice probabilities with the familiar logit functional
form. Aggregating over consumers, we obtain the model-implied market shares. Let 𝜹 denote the vector of mean utilities and define
𝜽 = (𝜎𝑝, 𝜎1,… , 𝜎𝐾 )′.7

𝑠𝑗 (𝜹,𝜽, 𝝂) = ∫

∞

−∞

exp(𝛿𝑗 + 𝜇𝑖𝑗 (𝜽, 𝜈𝑖))
1 +∑𝐽

𝓁=1 exp(𝛿𝓁 + 𝜇𝑖𝓁(𝜽, 𝜈𝑖))
𝑑𝝂

≈
𝑅
∑

𝑟=1
𝑤𝑟

exp(𝛿𝑗 + 𝜇𝑟𝑗 (𝜽, 𝜈𝑟))
1 +∑𝐽

𝓁=1 exp(𝛿𝓁 + 𝜇𝑟𝓁(𝜽, 𝜈𝑟))

(2)

The second line stresses that the solution to the aggregate share function is not available analytically and must be solved for
umerically, instead. The 𝜈𝑟 values are associated with weights 𝑤𝑟.8

2.2. Instrumental variables and identification

The unobserved characteristic or structural error term 𝜉𝑗 is a vertical product attribute. Consumers always prefer more of it. Both
firms and consumers observe 𝝃 = (𝜉1,… , 𝜉𝐽 )′; the econometrician does not, which gives 𝐶 𝑜𝑣(𝑝, 𝜉) > 0. The preference parameters
are estimated consistently by imposing the standard GMM-IV moment restriction. Let 𝑧𝑗 denote a row vector of 𝐿 ≥ 𝐾 relevant and

3 Pál and Sándor (2023) compare the ability of various optimization algorithms to obtain the estimator’s global minimum. Replicating Knittel and Metaxoglou
(2014) with high numerical accuracy, we do not find the choice of algorithm to matter for the US automobile data used in BLP, however. The only notable
difference is computational time.

4 Heiss and Winschel (2008) and Judd and Skrainka (2011) demonstrate the potential of numerical quadrature methods to attain very high accuracy at low
computational cost. Computing error bounds for these methods, however, is model-specific and rather cumbersome.

5 The additively separable specification for 𝛿 is standard, but can be extended to accommodate higher-order terms for 𝑥 and 𝑝.
6 The model can accommodate preference correlations. We also abstract from the possibility of mis-specifying the distributional form of preference

eterogeneity.
7 Nevo (2000) shows that the linearly entering parameters (𝛼 , 𝛽)′ can be concentrated out.
8 In standard Monte Carlo integration, the 𝜈𝑟 are obtained from pseudo-random draws from the standard normal distribution. The weights are simply 1∕𝑅

for all 𝑟. In quasi-Monte Carlo integration or quadrature approaches, the 𝜈𝑟 and associated 𝑤𝑟 are precomputed and not pseudorandom but the solution to an
optimization problem. We take these procedures for granted and do not provide further details.
2
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valid instrumental variables.

𝐸 [(𝜽, 𝝂)] = 𝐸

[

1
𝐽

𝐽
∑

𝑗=1
𝑧𝑗𝜉𝑗 (𝜽, 𝝂)

]

= 0. (3)

Let 𝜽∗ denote the true population preference parameters. Given a suitable weighting matrix 𝑊 , we obtain a consistent and, as
Berry et al. (2004) prove, asymptotically normally distributed estimator of 𝜽∗ by minimizing the GMM-IV objective function.9

2.3. Inverting the aggregate market shares

The aggregate shares, (2), match their empirically observed counterparts, which we denote by . BLP prove the existence of the
unique inverse 𝜹𝑚𝑎𝑡𝑐 ℎ = 𝑠−1(;𝜽, 𝝂).10 The corresponding estimates of the structural error terms and linearly entering parameters 𝛼
and 𝜷 are obtained by two-stage least squares regression.

𝛿𝑗 ,𝑚𝑎𝑡𝑐 ℎ
(

; �̂�, 𝝂
)

= 𝑥𝑗𝜷 + 𝛼 𝑝𝑗 + 𝜉𝑗 ,𝑚𝑎𝑡𝑐 ℎ(𝜽, 𝝂) for all 𝑗 (4)

2.4. Propagation of simulation error

To obtain the model’s error term, the model-implied aggregate market shares must be computed using (2). Berry et al. (2004)
show that at this point, simulation error propagates in the sample moments and thereby enters the identifying moment restriction,
3),

(𝜽, 𝝂𝑅) ≈ 1
𝐽

𝐽
∑

𝑗=1
𝑧𝑗

⎛

⎜

⎜

⎝

𝜉∗𝑚𝑎𝑡𝑐 ℎ(𝜽) −
[

𝜕 𝑠∗(𝝃,𝜽∗)
𝜕𝝃′

|

|

|

|

|𝝃∗

]−1

𝑒(𝜽, 𝝂𝑅)
⎞

⎟

⎟

⎠

, (5)

where all terms with an asterisk are functions of the population of consumers and 𝝂𝑅 is the simulated sample of 𝑅 consumers.11 𝜽∗ is
the true vector of random coefficient standard deviations and 𝑒(𝜽, 𝝂𝑅) is the vector of simulation errors that is caused by deviations
between the consumer population and the simulated sample of consumers. These random errors affect the shape and location of the
estimator’s objective function, so that there can be several values 𝜽 ≠ 𝜽∗ for which the objective function attains a local minimum.

This distortionary effect of simulation error grows with the number of products in the market. As 𝐽 → ∞, the entries in the
Jacobian of the model-implied market shares tend to zero as long as all products are (weak) substitutes and thereby the inverse of
the Jacobian tends to infinity. To bound simulation error, Berry et al. (2004) prove that 𝑅 ∝ 𝐽 2. This nonlinear effect of simulation
rror also differentiates the BLP setting from that in McFadden (1989). There, simulation errors enter the objective linearly and
hereby cancel out on average, which preserves asymptotic consistency even when the number of simulation draws is fixed.

3. Computational experiments

We adopt the data generating process (DGP) of Reynaert and Verboven (2014) to obtain synthetic differentiated product market
data. By repeatedly estimating the BLP model for a given dataset with varying sets and numbers of simulation draws, we can
vary the accuracy with which the model’s aggregate share function, (2), is solved and thereby trace out how simulation error affects
stimation outcomes. In our application, using standard Monte Carlo simulation has the advantage that the draws are pseudo random
nd dispersion measures for estimation outcomes are straightforward to obtain.12

3.1. Data generating process

To be brief, we only present the main points of interest of the DGP.13 A single dataset consists of 𝑀 = 25 markets, populated
with 𝐽 = 10 single-product firms each.14 Consumer utility is specified as follows.

𝑢𝑖𝑗 𝑚 = 𝛽0 + 𝛽𝑖𝑥𝑗 𝑚 − 𝛼 𝑝𝑗 𝑚 + 𝜉𝑗 𝑚 + 𝜀𝑖𝑗 𝑚
𝛽𝑖 = 𝛽1 + 𝜎 𝜈𝑖, 𝜈𝑖 ∼ 𝑁(0, 1)

𝑥𝑗 𝑚 ∼ 𝑈 (1, 2)

(6)

9 𝜉(𝜽, 𝝂) and 𝑍 are the vertically stacked market-specific structural error terms and instrumental variable matrices. The point estimate is obtained by
�̂� = ar g min𝜃 𝝃(𝜽, 𝝂𝑅)′𝑍 𝑊 𝑍′𝝃(𝜽, 𝝂𝑅).

10 The inverse can be computed with a fixed point that satisfies the global contraction property: 𝛿𝑗 ,iter+1 = 𝛿𝑗 ,iter + log(𝑗 ) − log (𝑠𝑗 (𝜹iter;𝜽, 𝝂)
)

for all 𝑗. The
teration continues until successive iterates become sufficiently close. This convergence criterion is set by the econometrician.
11 The sample is either obtained using simulation under a distributional assumption or by randomly drawing from the population of consumers.
12 Quasi-Monte Carlo simulation and quadrature have fixed draws or nodes. Obtaining error bounds for these more efficient approaches is cumbersome and
odel specific.
13 The details are identical to those presented in Reynaert and Verboven (2014) pages 87–88.
14 While 𝐽 = 10 may seem a small number of products, what matters for the propagation of simulation error is the magnitude of market shares. In the

generated data, the share of the outside option is between 0.81 and 0.95, which reduces the level of shares and thereby magnifies the effect of simulation error.
Setting 𝐽 = 10 also gives a manageable computational burden.
3
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The 𝜀’s follow a Gumbel distribution, the observable product characteristic is distributed uniformly on the interval (1, 2), the demand
unobservable is distributed normally with a unit variance and the true coefficient values are 𝛽0 = 2, 𝛽1 = 2, 𝛼 = −2 and 𝜎 = 1.0.
rices and shares are computed endogenously. The demand unobservable is positively correlated with a supply side unobservable

and the single product characteristic enters marginal cost positively along with three exogenous cost shocks that are all uniformly
distributed. Each firm sets its price in order to maximize profits. To tackle the endogeneity of price, the three exogenous cost shocks,
their squares and their interactions with the observed product characteristic, 𝑥, are available as relevant and valid instruments.

3.2. Estimation setup

To obtain results, we generate 1000 synthetic datasets using the above DGP.15 Each estimation run is a combination of dataset,
tarting value for 𝜎, and one of six approaches that we use to solve the model’s aggregate share function, (2), numerically. To trace

out the effect of simulation error in a simple and transparent way, the first three approaches use standard Monte Carlo sampling
with 𝑅 = 10, 𝑅 = 100 and 𝑅 = 1000 simulation draws. Given the result by Berry et al. (2004) that 𝑅 ∝ 𝐽 = 10 to bound the
effect of simulation error, the econometrician faces the difficulty of not observing the factor of proportionality. Approaching this
issue with a range of simulation draws that covers three orders of magnitude seems reasonable to us. In Section 4, we present
a formal approach to determine the required number of simulation draws for a given data set. The remaining three numerical
integration approaches employ variance reduction techniques to attain a given level of approximation quality with fewer draws
han standard Monte Carlo sampling. These are modified latin hypercube sampling (MLHS; Hess et al. (2006)), Halton sequences,
nd Gauss–Legendre quadrature.

Each model estimation is performed in two stages. In the first, we use the exogenous cost shifter instruments while in the second
stage, we employ approximately optimal instruments as in Reynaert and Verboven (2014). With this setup, we run a total of almost
1.2 million BLP model estimations.16 To arrive at the final set of estimation outcomes, we impose three criteria. First, the nonlinear
ptimizer must return an exit flag that indicates a local minimum has been found.17 Second, the magnitude of the gradient must
ot exceed 1𝑒− 4 and third, the Hessian matrix at the candidate minimum must be positive definite.18 This leaves a total of 596,773

minima in the first stage (99.6% of all estimation runs) and 573,300 minima in the second stage (95.7% of all estimations).

3.3. Results

Pooling all outcomes, Fig. 1 presents the estimates of the nonlinearly entering parameter 𝜎 that we obtain using the three standard
onte Carlo integration approaches. The bottom row of plots is closest to the estimation setup of Reynaert and Verboven (2014;

see their Fig. 1) and thereby also serves as a comparison and sanity check. We obtain the same spike at zero in the first stage of
he estimation, which disappears in the second stage. Moreover, in both stages, the largest mass of outcomes is centred around the
rue coefficient value of 1. We therefore clearly match the overall estimation results of Reynaert and Verboven (2014).

The top and middle rows of Fig. 1 showcases our main result. Propagation of simulation error in BLP model estimation leads
o biased coefficient estimates. Especially for the least accurate approach, 𝑅 = 10, outcomes are even worse in the second stage.
ecall that the optimal instrument approach of Chamberlain (1987) requires a consistent first stage. With a biased first stage,

outcomes in the second stage are not consistent. As integration accuracy increases, the propagation of simulation error is bounded
and we again obtain consistent estimators. In what follows, we focus on the estimation outcomes of the second stage and report
additional results for the first stage in the Appendix. To trace out how simulation error affects estimation outcomes within datasets,
we use the Gauss–Legendre estimates for each given dataset as the reference outcomes for the less accurate integration approaches
and average the outcomes over all datasets. With 101 nodes, the Gauss–Legendre approach is able to exactly integrate polynomial
integrands up to degree 201. We therefore expect simulation error to be negligible in these estimation runs. Table 1 shows how
the statistical significance as well as the bias and RMSE of the nonlinear coefficient change as integration accuracy increases. The
ffect on model-implied economic outcomes is measured using the own-price and own-characteristic elasticities of demand. For
ll outcome measures, we see that more accurate numerical integration yields substantially reduced bias and variability. Accurate
umerical integration also raises the fraction of estimations that correctly reject the standard logit model against the true BLP model
pecification.

3.4. The shape of the estimator’s objective function

What is driving the bias and increased variability of estimation outcomes? To illustrate, we trace out the estimator’s objective
unction for one dataset using ten independently sampled sets of simulation draws with different numbers of draws and different
ampling techniques.19 Fig. 2 presents the outcomes. For readability, we normalize each of the ten objective functions to have a value

of zero for 𝜎 = 0. Nonlinearly entering simulation errors warp the shape of the objective, such that for one set of draws there can

15 For one of the 1000 datasets, computing equilibrium prices suffers from ill conditioning. We drop this dataset, so that all that follows is based on 999
generated datasets.

16 With one dataset dropped, we estimate specification (6) exactly 999 ∗ 100 ∗ 6 ∗ 2 = 1, 198, 800 times.
17 We use Matlab’s fminunc. The corresponding exit flag has a value of 1.
18 Our results are robust to tightening the gradient criterion by an order of magnitude.
19 The qualitative results are robust to choosing a different dataset.
4
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Fig. 1. The Effect of Simulation Error on the Distribution of 𝜎.
ote: All plots are based on estimation runs that return a local minimum of the GMM-IV objective function and that use the standard Monte Carlo (MC) sampling

approach.

Table 1
The effect of simulation error on second-stage estimation outcomes.

Wald Statistic, 𝐻0 ∶ 𝜎 = 0 𝜎 Within Datasets Model-Implied 𝜂𝑝 Model-Implied 𝜂𝑥
Mean Std. Dev. Fraction 𝐻1 Bias RMSE Bias RMSE Bias RMSE

MC, 𝑅 = 10 1685.7 31,977 0.8225 −0.7186 0.7685 0.3886 1.7950 −0.1550 0.8426
MC, 𝑅 = 100 19.982 14.934 0.8091 −0.1851 0.2711 0.0803 1.0153 −0.0256 0.4856
MC, 𝑅 = 1000 22.618 14.894 0.8561 −0.0221 0.1027 0.0101 0.3554 −0.0024 0.1700
MLHS, 𝑅 = 101 22.543 14.810 0.8672 −0.0223 0.1016 0.0145 0.2852 −0.0068 0.1569
Halton, 𝑅 = 101 22.691 14.714 0.8726 −0.0194 0.0958 0.0040 0.2652 0.0026 0.1404
Gauss–Legendre, 𝑅 = 101 25.589 14.051 0.9526 – – – – – –

Note: RMSE denotes root mean squared error and is computed using all bias numbers for a given numerical integration approach. MC stands for simple or
standard Monte Carlo, where no variance reduction techniques are employed during sampling, and MLHS is the acronym for modified latin hypercube sampling,
see Hess et al. (2006). We define the bias of the coefficient returned in estimation 𝑛 as 𝜎𝑛 − 𝜎𝐺 𝐿

𝑛 , where the GL superscript indicates that the reference estimate
has been obtained using Gauss–Legendre quadrature. The bias and RMSE entries in the table are obtained by averaging these figures for all outcomes of a given
numerical integration approach. This procedure takes account of the fact that each finite synthetic dataset delivers a set of estimates with different distances
from the asymptotic outcome of returning the true model parameters. Gauss–Legendre quadrature in one dimension with 101 nodes is highly accurate and will
exactly solve integrands of polynomial form for polynomials up to the 201st degree. We therefore expect the propagation of simulation error in these estimation
runs to be negligible. The Gauss–Legendre estimates can therefore serve as a valid reference in these finite samples for tracing out how less accurate integration
approaches affect BLP model estimates. 𝜂𝑝 and 𝜂𝑥 respectively denote the own-price and own-characteristic elasticity of demand. Thus, 𝜂𝑝 ≡ (𝑝𝑗∕𝑠𝑗 )[𝜕 𝑠𝑗 (𝛿; 𝜃 , 𝜈)∕𝜕 𝑝𝑗 ].
For the elasticity bias and RMSE numbers, we compute the median deviation for each dataset as inputs. There tend to be a few outliers in each dataset, which
mostly affects the RMSE numbers. Qualitatively, this choice does not affect the reported patterns.

be several local minima, as can be seen in the first panel. The locations of the minima also vary substantially between sets of draws
ith the same number of simulation draws. This effect vanishes with increasingly accurate numerical integration and the shape of

he estimator’s objective stabilizes, such that the outcomes for the ten sets of simulation draws cannot be visually distinguished and
nly a single minimum that is located very close to the true value of one remains.

4. Determining the required number of simulation draws

Following Caflisch (1998), we use a simple procedure to determine the required number of simulation draws in BLP model
stimations. We first define the Monte Carlo integration error in the GMM-IV objective function for a given vector of the structural
5
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Fig. 2. The Effect of Simulation Error on the Shape of the Objective Function.
ote: For the 58th dataset, we trace out the objective function using evenly spaced values of 𝜎. To reveal the effect of simulation error, we plot the resulting

objectives for ten independently sampled sets of simulation draws. For readability, we subtract from each set of values the value of the objective at 𝜎 = 0, so
that all traced out functions share the same vertical axis intercept. MC stands for standard Monte Carlo without variance reduction techniques, while MLHS is
he modified latin hypercube sampling approach of Hess et al. (2006). The results are qualitatively identical and quantitatively close for other datasets.

parameters 𝜃 and a set of 𝑅 simulation draws, which we denote by  (𝜃 , 𝜈𝑅) = 𝜉(𝜃 , 𝜈𝑅)𝑇𝑍 𝑊 𝑍𝑇 𝜉(𝜃 , 𝜈𝑅).20

𝜖𝑅(𝜃) ≡  (𝜃 , 𝜈∞) −  (𝜃 , 𝜈𝑅) (7)

The bias of Monte Carlo integration is then 𝐸(𝜖𝑅), where the expectation is taken over independent sets of 𝑅 draws, and its RMSE
is

√

𝐸(𝜖2𝑅). Feller (1971) shows that for large 𝑅, the Monte Carlo integration error is approximately normal.

𝜖𝑅(𝜃) ≈
𝜎
√

𝑅
𝜁 , 𝜁 ∼ 𝑁(0, 1) (8)

𝜎 is the standard deviation of the BLP estimator’s objective function that is unobserved by the econometrician. To obtain an
estimate of the required number of simulation draws, the econometrician needs to (1) provide an estimate 𝑜𝑓 𝜎 and has to specify
(2) an upper bound for the integration error, 𝜖𝑅(𝜃) < 𝑑, as well as (3) the confidence level, 𝑐, at which the upper bound holds. The
required number of simulation draws, 𝑅, then solves the following equation.

𝑃 𝑟𝑜𝑏
(

𝜁 < 𝑑
𝜎

√

𝑅
)

= 𝑐 , 𝜁 ∼ 𝑁(0, 1) (9)

Letting 𝑧(𝑐) denote the inverse of the standard normal density, we obtain the required number of draws at a given error target 𝑑
and confidence level 𝑐.

𝑅 =
𝑧(𝑐)2

𝑑2
𝜎2 (10)

To estimate the unobserved 𝜎 , we independently sample 𝑁𝑆 sets of 𝑅 simulation draws and compute the GMM-IV objective function
value for each of these sets of draws. Let  (𝜃 , 𝑅) = (1∕𝑁𝑆 )

∑𝑁𝑆
𝑛=1  (𝜃 , 𝜈𝑛,𝑅) with some abuse of notation.

𝜎 =
√

𝑅

√

√

√

√𝑁−1
𝑆

𝑁𝑆
∑

𝑛=1

(

 (𝜃 , 𝜈𝑛,𝑅) −  (𝜃 , 𝑅)
)2

(11)

We perform this exercise for the 999 synthetic datasets used in our estimations by using 100 independently sampled sets of draws
or standard Monte Carlo, MLHS and Halton sequences. We set an error bound of 0.1 and a confidence level of 99 percent.21 Each

dataset has its own unknown constant that shifts the objective function’s variance and thereby also the required number of simulation
draws. Table 2 presents the resulting distributions for 𝑅.

At the median, simple Monte Carlo sampling requires roughly seven times as many draws as does MLH sampling and about
eight times as many as Halton sequences. The computational burden of shielding BLP model estimates from simulation error can
herefore be effectively reduced by employing more efficient numerical integration approaches; a point also made by Judd and
krainka (2011) and Heiss and Winschel (2008).

20 We cannot define the error on the aggregate share function (2) directly, because it is always matched up to a given numerical precision by construction
and therefore does not vary with independently drawn sets of 𝜈𝑅. Instead, we need to define the error on one of the outcomes of the matching procedure:
𝜉(𝜃 , 𝜈𝑅) does vary between sets of simulation draws, which in turn affects the estimator’s objective function.

21 With Gauss–Legendre quadrature, the mean objective function value over all estimation runs in the final sample is 7.34. An RMSE of 0.1 gives a relative
rror of roughly 1.4 percent.
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Table 2
Estimating the required number of simulation draws, 𝑅.

Minimum 25th median mean 75th Maximum

MC 1725 4438 5694 5830 6983 12,779
MLHS 130 597 818 921 1153 3024
Halton 138 512 716 808 1011 2914

Note: Based on the 999 synthetic data sets used in the BLP model estimations of Section 3. To allow the outcomes
for Halton sampling to vary, we use non-overlapping sets of Halton sequences.

Fig. 3. The Effect of Simulation Error on the Shape of the Objective Function.
ote: For the 58th dataset, we trace out the objective function using evenly spaced values of 𝜎. To reveal the effect of simulation error, we plot the resulting

objectives for ten independently sampled sets of simulation draws. For readability, we subtract from each set of values the value of the objective at 𝜎 = 0, so
that all traced out functions share the same vertical axis intercept. MC stands for standard Monte Carlo without variance reduction techniques, while MLHS is
he modified latin hypercube sampling approach of Hess et al. (2006). The results are qualitatively identical and quantitatively close for other datasets.

5. Conclusion

Our findings demonstrate that bounding simulation error in BLP model estimations is of first-order concern for practitioners.
mploying crude numerical integration techniques in the model’s market-level share function warps the estimator’s objective, such

that several local minima emerge that yield biased coefficient estimates that vary substantially between independent estimation
runs. Avoiding such brittle estimation outcomes is straightforward. We provide practitioners with a simple procedure to determine
the required number of simulation draws for a given error target and confidence level that must be provided by the econometrician.
This approach avoids making a substantial error in the choice of the number of simulation draws. Our findings also highlight the
potential of widely used variance reduction techniques to reduce the computational burden of bounding simulation error in BLP
model estimations.

Overall, with bounded simulation error and relevant and valid instruments, the BLP estimator is well behaved.

Appendix

We provide additional results for the first-stage estimation outcomes that use the cost shifter instruments. The results are
ery close to those of the second stage, which are presented in the main text. Table 3 presents the effect of simulation error on
he statistical significance, bias and spread of the nonlinear parameter estimates as well as the resulting bias and spread of the
odel-implied economic outcomes, measured by the own-price and own-characteristic elasticities of demand.

Fig. 3 is the first-stage counterpart of Fig. 2. For the least accurate numerical integration approach, we can again clearly see that
everal local minima and a wide spread of minima appear. As integration accuracy increases, the objective’s shape stabilizes and
he resulting local minima can no longer be visually distinguished.
7
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Table 3
The effect of simulation error on first-stage estimation outcomes.

Wald Statistic, 𝐻0 ∶ 𝜎 = 0 𝜎 Within Datasets Model-Implied 𝜂𝑝 Model-Implied 𝜂𝑥
Mean Std. Dev. Fraction 𝐻1 Bias RMSE Bias RMSE Bias RMSE

MC, 𝑅 = 10 2.4541 4.5810 0.0439 −0.2287 0.6633 0.1657 2.4051 −0.0493 1.1273
MC, 𝑅 = 100 1.4142 1.5427 0.0125 0.0567 0.3673 0.0145 1.0930 −0.0007 0.5154
MC, 𝑅 = 1000 1.3522 1.5772 0.0150 0.0482 0.1786 −0.0096 0.3683 0.0041 0.1740
MLHS, 𝑅 = 101 1.3368 1.5562 0.0150 0.0485 0.1838 −0.0020 0.3047 −0.0018 0.1584
Halton, 𝑅 = 101 1.3230 1.5795 0.0155 0.0296 0.1737 −0.0007 0.2974 0.0016 0.1495
Gauss–Legendre, 𝑅 = 101 1.3266 1.5986 0.0150 – – – – – –

Note: RMSE denotes root mean squared error and is computed using all bias numbers for a given numerical integration approach. MC stands for simple or
standard Monte Carlo, where no variance reduction techniques are employed during sampling, and MLHS is the acronym for modified latin hypercube sampling,
see Hess et al. (2006). We define the bias of the coefficient returned in estimation 𝑛 as 𝜎𝑛 − 𝜎𝐺 𝐿

𝑛 , where the GL superscript indicates that the reference estimate
has been obtained using Gauss–Legendre quadrature. The bias and RMSE entries in the table are obtained by averaging these figures for all outcomes of a given
numerical integration approach. This procedure takes account of the fact that each finite synthetic dataset delivers a set of estimates with different distances
from the asymptotic outcome of returning the true model parameters. Gauss–Legendre quadrature in one dimension with 101 nodes is highly accurate and will
exactly solve integrands of polynomial form for polynomials up to the 201st degree. We therefore expect the propagation of simulation error in these estimation
runs to be negligible. The Gauss–Legendre estimates can therefore serve as a valid reference in these finite samples for tracing out how less accurate integration
approaches affect BLP model estimates. 𝜂𝑝 and 𝜂𝑥 respectively denote the own-price and own-characteristic elasticity of demand. Thus, 𝜂𝑝 ≡ (𝑝𝑗∕𝑠𝑗 )[𝜕 𝑠𝑗 (𝛿; 𝜃 , 𝜈)∕𝜕 𝑝𝑗 ].
For the elasticity bias and RMSE numbers, we compute the median deviation for each dataset as inputs. There tend to be a few outliers in each dataset, which
mostly affects the RMSE numbers. Qualitatively, this choice does not affect the reported patterns.
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