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Abstract
This paper reviews literature in the domain of information overload in accounting. 
The underlying psychological concepts of information load (as applied in account-
ing research) are summarized, and a framework to discuss findings in a struc-
tured way is proposed. This framework serves to make causes, consequences, and 
countermeasures transparent. Variables are further clustered into major categories 
from information processing research: input, process, and output. The main vari-
ables investigated are the characteristics of the information set, especially the num-
ber of information cues as an input variable; the experience of the decision-maker, 
the decision time, decision rule, and cue usage as process variables; and measures 
related to decision quality (i.e., accuracy, consensus, consistency) and related to self-
insight (calibration, confidence, feeling of overload) as output variables. The con-
texts of the respective research papers are described, and the operationalization of 
variables detailed and compared. We employ the method of stylized facts to evalu-
ate the strength of the links between variables (number of links, direction and sig-
nificance of relationship). The findings can be summarized as follows: most arti-
cles focus on individual decision-making in the domain of external accounting, with 
financial distress predictions constituting a large part of these. Most papers focus on 
input and output variables with the underlying information processing receiving less 
attention. The effects observed are dependent on the type of information input and 
the task employed. Decision accuracy is likely to decrease once information load 
passes a certain threshold, while decision time and a feeling of overload increase 
with increasing information load. While experience increases decision accuracy, the 
results on decision time and consensus are conflicting. Most articles have not estab-
lished a significant link between changes in information load and changes in deci-
sion confidence. Relative cue usage, consensus, consistency, and calibration decline 
with increasing information load. Available time has a rather positive effect on deci-
sion accuracy and consensus. Based on these findings, implications for practice and 
future research are derived.
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1 Introduction

Information overload is a widely accepted phenomenon that has been researched 
across a number of disciplines. This article aims to conduct an in-depth review of 
information overload research in accounting. Eppler and Mengis (2004) and Roetzel 
(2019) have conducted comprehensive literature reviews in the field of management 
science. In addition, several research articles include extensive literature reviews, for 
example Schick et al. (1990) and Hirsch and Volnhals (2012), which focus primarily 
on accounting-related topics. Nevertheless, a review of the current state of research 
into information overload in accounting is warranted as it allows to take a narrower 
stance on the literature to be included and also to go into greater detail with regards 
to the causes and effects of information overload. In this vein, our review aims 
to expand and detail the work done by Eppler and Mengis (2004) on accounting 
by including accounting-related literature that has been published since 2003 and 
accounting-related literature that was not included in their review. Inclusion of liter-
ature published later is beneficial as several changes have taken place. For example, 
new technologies have shaped the accounting landscape (e.g., web-based reporting; 
Kelton and Murthy 2016), and over the last few years, the amount of data to be pro-
cessed has increased (e.g., Brown-Liburd et al. 2015). The problem of information 
overload is therefore also likely to have increased. On the other hand, new methods 
for dealing with higher information loads may have been developed or new research 
methodologies may have shed further light on the subject of information overload.

Reviewing the literature on information overload, it is apparent that concepts 
and variables are not always operationalized in a standardized way, for example 
with regards to what “information” means. In this regard, a framework that clusters 
and defines the relevant variables and their interactions as presented in this paper—
building primarily on Eppler and Mengis (2004) and Libby and Lewis (1977)—is 
therefore beneficial for future research in the field of information overload. A narrow 
focus as well as a more detailed framework allow the derivation of more specific 
implications for practice and implications for future research than it was the case 
in previous review articles. In addition, by employing the methodology of stylized 
facts (e.g., Weißenberger and Löhr 2008), based on the number of papers finding 
significant relationships for the variables investigated, this review highlights the 
potential strength of the links proposed in the framework and therefore also allows 
the identification of gaps and ambiguous relationships. This literature review focuses 
on research more narrowly related to the topic of information overload in account-
ing, and not on information processing in accounting in general. However, models 
of information processing in accounting form the basis for the framework presented 
later.
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Following the line of thought in Hartmann (2022), we argue that findings on 
how information overload impacts human decision-making will continue to be 
relevant even with algorithm-based decision-making becoming increasingly rel-
evant. For example, nowadays many business models are using data as the princi-
pal production factor. Furthermore, data also enhance understanding of customers 
and markets or are the basis for improved business processes (Henke et al. 2016). 
As a consequence, integration of innovative and external data becomes more and 
more important for corporate performance management (Mahlendorf et al. 2022; 
Simons and Masamvu 2014). Overall, the information environment used in busi-
ness is thus not only growing, but also becoming increasingly opaque, driven by 
the so-called VUCA-world, “an acronym, which describes a volatile, uncertain, 
complex and ambiguous world” (Minciu et al. 2020, p. 237). In addition, disclo-
sure requirements continue to increase, e.g., in the field of sustainability reporting 
(e.g., Velte 2022).

At the same time, accounting-based decision-making is changing in a sig-
nificant way (e.g., Richins et  al. 2017), as new technologies are being applied 
allowing for, e.g., increases in data storage, more powerful business intelligence 
systems, and growing opportunities for automated decision-making by apply-
ing artificial intelligence and utilizing big data (e.g., Kelton and Murthy 2016; 
Rikhardsson and Yigitbasioglu 2018). Analyzing the susceptibility to automation 
of several professions, Frey and Osborne (2017) put forward the assumption that 
the occupation “Accountants and Auditors” is highly automatable (probability of 
94%). Richins et al. (2017) point out that accounting professionals’ skills are an 
ideal basis and will be complemented by new analytical methods and supported 
by the necessary tools, even though this trend is in some cases hampered by so-
called “algorithm aversion”, i.e., the lack of adoption of algorithmic decision-
making even if models are known to outperform human decision-making (Mah-
mud et al. 2022).

In the future, human decision-makers will need to interact more with the results 
generated by algorithms compared to manually generating these results themselves 
(e.g., Richins et al. 2017). As a consequence, the problem of information overload 
shifts to another level when the output of one or several human and algorithm-
based decision models need to be reconciled. In addition, decision-making might be 
impacted by the way big-data based information output is presented to the decision-
maker (Holt and Loraas 2021). As a consequence, even though findings will need to 
be applied to different decision-environments, the phenomenon of information over-
load will remain relevant.

To address these issues, the next section of our literature review describes the 
main concepts of information overload referred to in accounting literature. The main 
research topics in accounting on information overload as well as the methodology 
employed to identify the articles included in this review are outlined in Sects. 3 to 
4. In Sect. 5, the conceptual framework for our analysis is described. The findings 
are then presented in Sect. 6 and matched to the respective parts of the framework, 
which serves as the basis for deriving implications for practice in Sect. 7 and direc-
tions for future research in Sect. 8. Section 9 concludes our review with a brief sum-
mary of our main findings.
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2  The concepts of information overload in accounting research

As summarized by Bonner (1999), important judgments and decisions are made 
based on accounting information. This happens in a system where producing, 
using, and auditing (including its evaluation) of accounting information are 
closely linked and where changes in one factor influence the behavior and deci-
sion outcomes of other actors, for example the outlooks given by financial ana-
lysts (Bonner 1999). Furthermore, accounting information “constructs reality”, 
as, e.g., accounting for revenues or evaluating assets “constructs” their values 
(Hines 1988). Therefore, accounting information plays an important role in the 
functioning of organizations and the economy. However, judgments and decision-
making based on accounting information may be flawed, sometimes leading to 
a systematic deviation from optimal decisions (Bonner 1999; Schipper 1991). 
Decreases in decision-making effectiveness and efficiency may be triggered by 
information overload, for example if the amount of information makes decision-
makers process information in a sub-optimal way (e.g., Schroder et al. 1967).

In more detail, information overload can be summarized as the (negative) con-
sequences on either the process of information use and subsequent integration, 
and/or the objective or subjective judgment/decision/prediction quality, caused by 
a supply of too many information or data cues and/or limited time available. Data 
cues refer here to cues that are irrelevant to the decision at hand. When using the 
term “information load” or “information overload” in a general sense in this arti-
cle, it is meant to encompass consequences that are caused by information or data 
cues, independent of their characteristics as relevant, irrelevant, or redundant for 
the decision problem at hand, as this is also the case in most research articles. For 
clarification, the terms and their implicit meanings are further discussed when 
describing the causes, particularly the information set (see 6.1.1).

In accounting research, two related concepts are applied to make predictions 
regarding the effects of increases in information load. The first concept primarily 
relates to individuals’ processing capacity (e.g., Schroder et al. 1967), while the 
second highlights the time available for the information processing task (Schick 
et  al. 1990). Both concepts are closely related. As noted by Tuttle and Burton 
(1999), the most prominent model is that of Schroder et  al. (1967), describing 
the influence of increases in environmental complexity on information process-
ing. In short, information processing reaches an optimal state at a certain point 
of environmental complexity and then declines when environmental complexity 
increases beyond that point, resulting in the famous inverted U-curve for the level 
of information integration exemplified in Fig. 1. In a different vein, Schick et al. 
(1990) describe information overload as strictly related to the time at hand, occur-
ring when “the demands on an entity for information processing time exceed its 
supply of time” (Schick et al. 1990, p. 215). Information load is thus measured as 
the time needed to process the information, while information processing capac-
ity refers to the time available. In addition, the definition of information load is 
broadened by not only referring to information cues but also to all other input that 
individuals receive. Schick et  al. (1990) split the necessary capacity to process 
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such input into “processing demands on an individual’s actual time to interact 
with others and perform internal calculations” (Schick et al. 1990, p. 204).

According to Schroder et al. (1967), levels of information processing refer to the 
abilities of groups or individuals to integrate the information cues at hand, where 
information processing is clustered into low (termed “concrete conceptual levels”) 
or high integration structures (termed “abstract conceptual levels”). The latter can 
deal with complex patterns by differentiating, combining, and comparing informa-
tion dimensions and adapting and developing new structures of information process-
ing. Environmental complexity relates to properties of the environment, namely, 
considering the complexity of the information set, “information load, informa-
tion diversity, and rate of information change” as so-called “primary properties” 
(Schroder et al. 1967, p. 31) or “secondary properties” such as rewards (“eucity”) or 
threats (“noxity”) associated with the task (Schroder et al. 1967, p. 32).

Focusing on the question of whether optimal information load differs between 
groups as suggested by Miller (1972), Wilson (1973) highlights the findings from 
Streufert and Schroder (1965). Figure  1 is based on Wilson (1973) and Streufert 
and Schroder (1965); it shows the levels of information integration for concrete and 
abstract conceptual levels for changing levels of information load. In Streufert and 
Schroder (1965)’s experiment, groups were formed of individuals who had achieved 
either very low or very high scores on tests to identify levels of conceptual abstract-
ness. These groups were tasked with playing a tactical game (making decisions in 
relation to invasion of an island) receiving differing numbers of information cues. 
The graph depicts the number of integrations in task performance on the y-axis, 
depending on the information load (x-axis) for groups of people with concrete 
(lower curve), as well as abstract (higher curve) conceptual structures (Streufert and 
Schroder 1965). Information integration is described as the number of decisions that 
are based upon each other. While groups or individuals with concrete conceptual 
levels only reach lower levels of information integration, both curves reach an opti-
mum at the same level of information load (Streufert and Schroder 1965; Wilson 
1973). Schroder et al. (1967, p. 153) summarize their main finding (see Fig. 1) as 
follows: “… for concrete and abstract structures, the optimal environment … is the 
same.“ Therefore, although individuals have different levels of conceptual abstract-
ness, the level of environmental complexity that leads to the specific maximum level 

Fig. 1  Number of Integrations 
Under Different Informa-
tion Load Conditions. Note 
Reprinted from “Conceptual 
structure, environmental com-
plexity and task performance” 
by Streufert, S., and Schroder, 
H. M., 1965, Journal of Experi-
mental Research in Personality, 
1(2), p. 135



1624 M. Hartmann, B. E. Weißenberger 

1 3

of information integration seems to be the same (Schroder et al. 1967; Streufert and 
Schroder 1965; Wilson 1973).

It is important to highlight that, without further knowledge of the characteris-
tics of the information to be integrated, there is no definite link between the level 
of information integration and decision quality. The model suggests that indi-
viduals become better at creating more links and incorporating more information 
with increasing environmental complexity. However, if environmental complexity 
increases and the predictive value of the information stays the same, then individu-
als’ information processing might be at a higher level, but without further benefit to 
decision effectiveness—even with the highest level of information integration, irrel-
evant or redundant information added cannot increase decision quality. Vice versa, 
decision quality is not necessarily low when the number of information cues is low, 
if one considers the maximum possible decision quality that can be reached with the 
information at hand (see also Iselin 1996). To illustrate the link between increases in 
the number of information cues and decision quality, he depicts the link for three dif-
ferent information characteristics: the impact of relevant information cues on uncer-
tainty reduction (I), relevant information cues (not yet considering their impact in 
reducing uncertainty for the problem at hand) (II), and irrelevant information (III).

Considering the effect of relevant information cues on reducing uncertainty, deci-
sion quality should increase gradually, at some point reaching a plateau as additional 
cues only contribute incrementally to increased decision quality (Fig.  2, I). Only 
considering relevant information cues without their effect on uncertainty reduction, 
decision quality declines after a certain point when the maximum information pro-
cessing capacity is reached (Fig. 2, II). Finally, increases in the number of irrele-
vant information cues leads to a decline in decision quality from the first irrelevant 
information cue, as it must be filtered out and thus requires additional processing 
capacity (see Fig. 2, III). Iselin (1996) summarizes the trade-off as follows: While 
decision-makers should not be given irrelevant information, provision of relevant 
information cues needs to consider the trade-off between the associated increase 
in decision quality attributable to uncertainty reduction and the negative impact on 
decision quality due to the increasing number of information cues that need to be 
integrated in the decision.

Fig. 2  Effects of changes in the number of information cues. Note Reprinted from “Accounting informa-
tion and the quality of financial managerial decisions,” by Iselin, E. R., 1996, Journal of Information 
Science, 22(4), p. 149–151
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The model by Schroder et al. (1967) therefore is the basis for claiming that deci-
sion performance will decline beyond a certain point of environmental complexity. 
However, even the most elaborate information processing structures are of no use 
for increasing decision quality if the input to be processed is irrelevant or additional 
information is redundant with regards to the information cues already at hand. A 
potential missing link between information integration and decision quality is simi-
larly addressed by Snowball (1979, p. 26), who refers to the relationship between 
the “level of processing” and the “effectiveness of processing”. Also relying on 
Schroder et al. (1967), Miller and Gordon (1975) argue that individuals can adapt 
their conceptual level and that higher environmental complexity can have a train-
ing effect in the long term. As such, in the long term a decision-maker may move 
to a more abstract curve (i.e., the top curve in Fig. 1). Miller and Gordon (1975, p. 
262), referring to Schroder et al. (1967) and to Harvey et al. (1961) state that “the 
key long-run training variables which influence conceptual level are the diversity 
(complexity) and conflict induced over extended periods in the learning situation” 
and highlight that more abstract conceptual levels are not superior to more concrete 
conceptual levels as there are decision problems for which less abstract conceptual 
levels are better suited.

Models that address humans’ limited information processing capacity make 
similar predictions with regards to information processing performance declining 
beyond a certain point of input, for example as highlighted by Tuttle and Burton 
(1999); Newell and Simon (1972); and the landmark article, “The magical num-
ber seven, plus or minus two,” by Miller (1956). Such predictions are also made by 
models that assume a certain medium level of stress or arousal to be necessary to 
reach optimal performance (e.g., Eysenck 1982; Berlyne 1960). The latter models 
posit that when stress is too low, performance might suffer (Iselin 1988). Citing Ber-
lyne (1960), Iselin (1988, p. 151) calls the reduced performance when performing 
simple tasks the “boredom effect”. Relating to the optimal amount of stress, both 
remaining below the optimal level and surpassing the optimal level can harm per-
formance (e.g., Baumeister 1984). In the field of behavioral economics, Ariely et al. 
(2009) demonstrate how high performance-based incentives can lead to decreases 
in performance. The other models named above (Miller 1956; Newell and Simon 
1972; Schroder et al. 1967) do not explicitly state that a lack of stress in itself leads 
to inferior performance.

Finally, it has to be noted that the concepts of information overload are closely 
related to models of task complexity (e.g., Wood 1986) or cognitive load (e.g., 
Sweller 1988). This is particularly relevant when interaction with further variables is 
investigated, for example in decision aid research (e.g., Rose and Wolfe 2000; Rose 
2005).

3  Main topics and literature

Information overload research in the accounting domain was first triggered by the 
question of how reporting of more (detailed) information in external reporting 
would affect users of this information; this was partially triggered by early initiatives 
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to expand the information reported in external financial reports (e.g., as summa-
rized by Snowball 1979). The first conceptual papers were therefore concerned with 
applying research in psychology (notably the model by Schroder et al. 1967) to the 
accounting domain and describing how changes in information load might affect 
the readers of external reports (Fertakis 1969; Miller 1972; Revsine 1970; Wilson 
1973). Researchers then continued to broaden the conceptual research to managerial 
decision-making (e.g., Ashton 1974; Miller and Gordon 1975).

The first empirical papers addressed the influence of aggregated vs. disaggregated 
data in the analysis of cost variances (Barefield 1972), financial distress prediction 
(Abdel-Khalik 1973), and operational management (Chervany and Dickson 1974). 
Most empirical papers have addressed so-called “bankruptcy prediction tasks” or 
“financial distress prediction tasks”, in which subjects are tasked with assessing a 
firm’s financial health by analyzing financial ratios, statements, or further financial 
information (e.g., footnotes). Bankruptcy prediction has received important research 
attention in the past. However, decision-models have become increasingly advanced. 
Decision-makers still need to deal with the output of these models—while they do 
not need to “run” the calculation based on the input factors themselves, they likely 
need to act based on the recommendations generated by the decision models. Human 
decision-making will continue to be relevant, e.g., as long as not all decision-making 
is fully replaced with decision models. In addition, algorithm aversion is likely to 
lead to an incomplete reliance on automated decision-making (e.g., Mahmud et al. 
2022). Even if bankruptcy prediction that is not assisted by advanced, algorithm-
based decision models has lost relevance, the mechanisms that are at work (e.g., 
role of group decision-making, role of structured vs. unstructured tasks) can also 
be applied to other decision-making settings. A number of papers have also inves-
tigated the information search process by applying methodologies to track subjects’ 
information acquisition processes, either in the analysis of performance reports 
(Shields 1980, 1983) or in the capital budgeting domain (Swain and Haka 2000). 
More recently, new technological developments have triggered additional research, 
notably addressing how new interactive presentation formats affect decision-making 
(Kelton and Murthy 2016) or how “big data” influences decision-making in auditing 
(Brown-Liburd et al. 2015).

Table  8 in the supplementary material provides an overview of the research 
included in this literature review in chronological order, stating the context analyzed 
in each paper and whether it is a conceptual or empirical article (similar to Schick 
et al. 1990). For further analysis, all papers can be organized into the following four 
categories.1

1. The first category represents research that is concerned with how changes in 
external financial reporting affect users of financial statements (“external financial 
reporting”). A number of papers address external financial reporting in general; 
these are largely conceptual papers that analyze the extent to which more detailed 
external reporting might influence financial statement users’ decision-making. 

1 The examples used in each category describe typical research settings for illustration purposes.
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Others have more specifically investigated topics like, e.g., the quality of cash 
flow predictions dependent on varying information load in the footnotes of annual 
reports (Snowball 1980), stock price predictions based on a varying number of 
information cues (Tuttle and Burton 1999), the effectiveness of graphs in mitigat-
ing the effects of increases in information load when predicting future operating 
margins based on historical data (Chan 2001), or the effects of changes in the 
number of available options in a retirement contribution plan on choice behavior 
(Agnew and Szykman 2005).

2. The second category comprises research that has investigated how changes in 
information load affect financial distress or bankruptcy predictions (“financial 
distress prediction”). Papers in this section typically investigated subjects’ judg-
ment quality in making predictions on bankruptcy or financial distress for several 
firms, manipulating the number of financial indicators the subjects received to 
make their predictions.

3. The third category comprises research in the field of management accounting 
(“management accounting”). This covers several areas, including managerial 
decision-making, e.g., the effect of increases in information load on search pat-
terns (Swain and Haka 2000) or on judgment accuracy (Shields 1983), the impact 
of financial incentives on a mood congruency bias under two different levels 
of information load (Ding and Beaulieu 2011) or the relation of organizational 
performance to multi-perspective performance reporting (Iselin et al. 2009).

4. The fourth category comprises research addressing how auditing is affected 
(“auditing” or “internal auditing”), covering also different topics, like e.g., 
whether experience can mitigate bias under high information load in a going 
concern and an insolvency setting (Arnold et al. 2000), how big data, including 
potential information overload effects, could impact auditing (Brown-Liburd et al. 
2015) or internal audit tasks (Blocher et al. 1986; Davis and Davis 1996).

Most research has addressed individual decision-making. Unsurprisingly, the 
most common research methodology is experimental research, experiments being 
the most powerful tool in investigating cause and effect relationships (e.g., summary 
in Sprinkle 2003).

4  Methodology of analysis

To identify research articles that address information overload in accounting, a 
methodology similar to that applied by Eppler and Mengis (2004), who based their 
methodology on Webster and Watson (2002), was used. Webster and Watson (2002) 
propose identifying the relevant literature to be included by starting with a set of rel-
evant papers and looking at references cited as well as forward-citations. This tech-
nique, also called ‘snowballing’ (Wohlin 2014) begins with defining a valid start set. 
In the field of accounting, Eppler and Mengis (2004) and Schick et al. (1990) pro-
vide very helpful starting points for the compilation of the landmark articles for the 
time periods from 1970 to 2003. To further advance completeness, similar to Eppler 
and Mengis (2004), the Business Source Premier database within EBSCO was used. 
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Also following Eppler and Mengis (2004), an initial broad selection was made by 
searching for papers that included either “information load,” “information overload,” 
“cognitive load,” or “cognitive overload” in either title or abstract, restricted to only 
include peer-reviewed journals. The papers identified were then screened to deter-
mine whether information overload related to accounting, i.e., focusing on any form 
of interaction with accounting information, was the main topic of the article (similar 
to Eppler and Mengis 2004). As a result, our review includes papers in the realm of 
financial and management accounting, auditing, tax, individual investment decisions 
(stock markets), or capital budgeting decisions.

In a second step, so-called “iterations”, further papers are identified by back-
ward- and forward snowballing, i.e., analyzing the reference list of the respective 
paper and checking if there are any relevant articles that cite the respective research 
paper. This results in an additional set of papers that is then in turn analyzed and 
either included or excluded. Iterations are run until no additional papers are identi-
fied (Wohlin 2014). Following this procedure, our analysis resulted in a total of 57 
articles that have been reviewed for this article, excluding those articles that rather 
describe underlying psychological mechanisms, such as Schroder et al. (1967), and 
also those dealing with overarching models of task performance (e.g., Bonner et al. 
2000; Bonner and Sprinkle 2002). As suggested by Webster and Watson (2002), we 
neither focus on a specific region or time period, nor on a pre-specified selection 
of journals, but rather attempt to attain completeness by including peer-reviewed 
scientific articles that address the concept of information overload in the account-
ing domain. Still, we deviate from the procedure outlined in Wohlin (2014) in one 
aspect, as we include a paper if it is relevant, even if the original article in which it 
was cited, is later on excluded.

While the literature on information processing in accounting is vast, the set of arti-
cles dealing with the effects of information overload is narrower. Therefore, not all 
articles that relate to the topic of information processing have been included. In addi-
tion, the focus is on information overload and its impact on individual or group deci-
sion making. Therefore, articles that focus rather on the role of information in mecha-
nisms in aggregate capital markets have not been included. In summary, for a paper to 
be included, an overload situation needs to be present, the research needs to deal with 
accounting, and individual or group decision-making needs to be in focus. Especially 
the field of disaggregation of accounting information and the “tables vs. graphs” liter-
ature can be considered fields with some overlaps with the literature considered in this 
review. Papers from these two fields have only been included when they were broadly 
linked to the topic of information overload. Papers that focus more narrowly on the 
benefits of providing graphs vs. tables (even if these graphs constitute additional infor-
mation) or how information processing in graphs can be achieved in an optimal man-
ner, were not included (e.g., Hirsch et al. 2015; Tan 1994). The same is true for papers 
focusing on disaggregation of accounting information in a broader sense, such as its 
effect on audit fees (e.g., Shan et al. 2021).

As will be seen later in this review, not all variables have been investigated with 
similar intensity. While some links have received considerable attention, others have 
been investigated less frequently. In addition, some links are rather unambiguous 
with similar cause-effect relationships in the papers reviewed, while for other links, 
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results point in differing directions. What has come to be known as the replication 
dilemma (e.g., Schooler 2014) also seems to apply for research in the information 
overload context.

To account for the different levels of empirical validation, the methodology of 
“stylized facts” was applied. Stylized facts can be considered a common ground 
based on current empirical knowledge: “Stylized facts are broad, but not necessar-
ily universal generalizations of empirical observations and describe essential char-
acteristics of a phenomenon that call for an explanation” (Heine et al. 2007, p. 583). 
Loos et al. (2011) summarize the methodology of stylized facts, which was initially 
coined by Kaldor (1961) as lying between a review and meta-analysis. Unlike a lit-
erature review, it includes only empirical findings. Unlike a meta-analysis, it is less 
restrictive with regards to similarity of content of the studies or empirical methodol-
ogy employed and therefore allows for a broader consideration of the subject. Based 
on Weißenberger and Löhr (2008), Schwerin (2001), and Oppenländer (1991), Loos 
et al. (2011) summarize three requirements for the formulation of stylized facts: (1) 
Stylized facts must be important for the research question at hand; (2) they should 
hold irrelevant of the underlying theory or research methodology; and (3) they 
should not only be based on one observation, but should rely on findings that are 
observable multiple times. As there is no generally agreed threshold for classifica-
tion of a finding as a stylized fact (Weißenberger and Löhr 2008), there is an element 
of subjectivity that makes it especially important to make the process of generating 
the stylized facts transparent (e.g., Heine et al. 2007; Weißenberger and Löhr 2008). 
For this review we use the following clusters, only considering effects that have been 
analyzed by a minimum of two articles:

1.  +  + : clear positive link: dominance of positive, significant relationships
2.  + : rather positive link (e.g., one positive, one insignificant)
3. O: tested, but no significant results
4. ?: contradictory results
5. -: rather negative link (e.g., one negative, one insignificant)
6. --: clear negative link: dominance of negative, significant relationships

5  Framework for analysis

To effectively analyze the literature and formulate well-structured implications, a 
framework serves to cluster the variables and their respective interactions encoun-
tered in the research reviewed. The framework combines relevant elements from the 
framework proposed by Eppler and Mengis (2004), research on information process-
ing in accounting (Libby and Lewis 1977), and the model on task performance by 
Bonner et al. (2000) and Bonner and Sprinkle (2002). Figure 3 below illustrates the 
framework that will be used in this review to categorize the findings on information 
overload effects in accounting-based decision-making.

The overarching structure is borrowed from Eppler and Mengis (2004). They 
focus their synthesis around the three elements “causes,” “consequences” (termed 
“symptoms” by Eppler and Mengis 2004), and “countermeasures,” highlighting 
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the fact that it is not a one-dimensional or one-directional relationship—changing 
one of the elements (e.g., applying a countermeasure) might affect other elements 
in the relationship. Eppler and Mengis (2004)’s approach resembles that of Bonner 
(1999), as it establishes a framework around causes, consequences (or “deficiencies” 
in Bonner 1999), and countermeasures (or “remedies” in Bonner 1999). Generally 
speaking, causes are the independent variables investigated, while consequences are 
the dependent variables. Countermeasures can either be directly researched as inde-
pendent variables or are implied in the discussion section of the articles. Counter-
measures can be effective when addressing the causes of information load, and their 
analysis is thus structured in the same way as the causes for information overload 
(Eppler and Mengis 2004).

Libby and Lewis (1977)’s model is very useful for further structuring the rel-
evant variables that are used to investigate the described causes, consequences, and 
countermeasures. They categorize the parameters of their model into input, pro-
cess, and output parameters, where input variables of interest consist of the infor-
mation set that is being used. The process then describes the characteristics of the 
“judge”, differentiating between judge characteristics and characteristics of the deci-
sion rule. The judge refers to the person or “mechanical” judge making the decision. 
The concept of a mechanical judge is only relevant for few papers reviewed here 
(Gadenne and Iselin 2000; Iselin 1991; Keasey and Watson 1986; Simnett 1996) 
but is of potential interest for future considerations of the automation of decision-
making. Instead of “judge,” the term “decision-maker” will be used here. The out-
put variables in Libby and Lewis (1977) refer to “judgment—prediction—decision,” 
whereby the variables of interest are “qualities of the judgment” and “self-insight.”

Input parameters appear as “causes” in the framework and are clustered into char-
acteristics of the information set, further task characteristics, and environmental var-
iables. Process parameters are relevant to both the “causes” and the “consequences” 
section. Decision-maker characteristics, such as experience, are considered to be 

Fig. 3  Framework for Analysis of Information Overload
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potential causes, whereas decision time, cue usage, and the decision rule applied are 
considered consequences of increases in information load for the purposes of this 
review. In her commentary on judgment and decision-making research in account-
ing, Bonner (1999) also categorizes the variables of interest referring to input, pro-
cess, and output variables. The categorization of the respective parameters differs 
slightly from that of Libby and Lewis (1977), however. One example is the follow-
ing: While Libby and Lewis (1977) consider person variables, such as the knowl-
edge the decision-maker applies a parameter that refers to the “process,” Bonner 
(1999) considers this to be an input parameter. The categorization employed here, 
that sees decision-maker characteristics as a cause (even if related to the process), 
aligns with the view that person variables are “input” or independent variables, as 
described by Bonner (1999).

Consequences of information load can be measured both on an objective and sub-
jective level, for example via self-reports by subjects. Libby and Lewis (1977) term 
these “self-insight.” Self-insight can also relate to perceptions of the information set. 
With regards to process variables, in the research reviewed here, decision time and 
decision rules employed have been measured objectively.2 Cue usage can be meas-
ured on both an objective and a subjective level. Accuracy, consistency, and consen-
sus are measured on an objective level, while decision confidence and the feeling of 
overload are subjective measures. Calibration is measured by combining objective 
measures (in general, accuracy) with subjective measures (in general, confidence).

Eppler and Mengis (2004) equally organize causes and countermeasures by “per-
sonal factors,” “information characteristics” and “task and process parameters.” 
However, they add “organizational design” and “information technology.” Informa-
tion overload research on decision-making in accounting, with few exceptions (see 
Table 8 in the supplementary material), mainly addresses individual decision-mak-
ing, for which an organizational setting would set the frame. We therefore include 
organizational design under the cluster “environment.” Similarly, in the papers 
reviewed, “information technology” either changes the task or the presentation for-
mat and thus is included under these clusters respectively (e.g., Kelton and Murthy 
2016). Eppler and Mengis (2004) categorize consequences of information overload 
into the following clusters: “limited information search and retrieval strategies,” 
“arbitrary information analysis and organization,” and “suboptimal decisions.” 
According to Libby and Lewis (1977), suboptimal decisions are a consequence of 
the input and process variables. As such, “limited information search and retrieval 
strategies” and “arbitrary information analysis and organization” would be consid-
ered variables that describe the process and then possibly entail suboptimal deci-
sions in the framework described above.

In our analysis, we concentrate on the main variables that are investigated. The 
framework serves as a schematic overview covering the main aspects and does not 
claim completeness, neither of all possible variables, nor of all interactions between 
variables (which are described in detail in the analysis Sect. 6). We also deviate from 
Libby and Lewis (1977)’s model by assigning decision time to “process,” whereas 

2 In theory, decision time and decision rules could also be investigated by subjective measures. As this 
is not the case for most papers reviewed here, the two variables are included in “objective measurement.”
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Libby and Lewis (1977) consider decision time an attribute of decision quality. 
Benbasat and Dexter (1979) note that there is often a trade-off between decision 
quality and decision time, for example in Chervany and Dickson (1974). For the 
purpose of investigating information overload, it makes sense to consider decision 
time as an antecedent to output variables such as accuracy, consistency, and consen-
sus. As explained below, decision time can in turn influence output variables. The 
placement of the decision rule to be employed also needs some further explanation: 
While Libby and Lewis (1977) consider the decision rule a personal characteristic, 
we prefer to describe the decision rule separately: although it is clearly related to the 
person, it does not need to be considered as invariable. Whereas available time is to 
be considered as a cause, decision time is a consequence.

The variable “feeling of overload” or a similar concept has been investigated in a 
number of articles (Agnew and Szykman 2005; Gadenne and Iselin 2000; Hirsch and 
Volnhals 2012; Iselin 1993; Kelton and Murthy 2016). It is not addressed by Libby 
and Lewis (1977) directly, but it can be considered a sub-aspect of self-insight. 
Libby and Lewis (1977) describe task characteristics as “context” of the information 
set. As the task at hand plays an important role in the effects of increases in infor-
mation load, “further task characteristics” are considered a separate category in the 
framework employed here.

Although the main objective of Bonner et  al. (2000) and Bonner and Sprinkle 
(2002) was to build a conceptual framework to explain how monetary incentives 
effect task performance, the general parameters in their framework can serve as an 
addition to the variables already described above and help further classify research 
on information load. The following section summarizes the main findings from the 
papers reviewed.

6  Analysis of the literature

6.1  Causes of information overload

6.1.1  Information set

Naturally, the most obvious cause of information overload is an increase in the 
amount of “information.” However, what is understood by “information” must be 
further defined. As will be seen in this review, an increase in the number of “infor-
mation cues” can lead to a variety of consequences, both at the processing stage 
and at the output stage, depending on what the characteristics of the information set 
(among other factors) are.

In the model proposed by Libby and Lewis (1977), the characteristics of the 
information set are categorized into several clusters. The aspects that are espe-
cially relevant for describing the information set in the context of this literature 
review are summarized below (Fig.  4). Some characteristics of the Libby and 
Lewis (1977) model have not been explicitly investigated in the articles deal-
ing with information load and therefore are not included in Fig.  4; these char-
acteristics are “scaling characteristics of individual cues,” for example whether 
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a cue’s measurement is ordinal or nominal. Rather than being considered within 
the “information set” section, for this review, the characteristics mentioned for 
the context of the information set (“physical viewing conditions,” “instructions,” 
and “feedback”) are considered in the “environment” section (see 6.1.3) while 
“task characteristics” are described in the “further task characteristics” section 
(see 6.1.2).

Research into information load has typically investigated a combination of the 
characteristics (Libby and Lewis 1977), for example changing the number of cues 
by presenting either aggregated or disaggregated data, or increasing the number 
of cues when the cues are uncorrelated with those already present (“relationship 
to criterion”). Not all studies explicitly describe which elements are changed; in 
this case, they are inferred from the description in the articles where possible. 
In addition, manipulating one aspect sometimes affects other aspects as well, for 
example, data aggregation is likely to affect the information content. This section 
aims to present the major clusters.

I: Statistical properties of the information set

I.a. Looking at the statistical properties of the information set, the most evident ele-
ment in information load research is the number of cues. A change in the number of 
cues is of interest in all research articles dealing with information load. An excep-
tion are the articles that imply information overload to be present (e.g., Kelton and 
Murthy 2016, or the second experiment in Ding and Beaulieu 2011, and Hender-
son 2019) or those that trigger information overload effects by restricting the time 
(Davis and Davis 1996; Hirsch and Volnhals 2012; Snowball 1980). Conducting a 
questionnaire-based study, Iselin et  al. (2009) also do not manipulate information 
load, but rather analyze the perceived level of information (or data) load.

I.b. Distributional characteristics are most often termed “uncertainty.” Iselin 
(1990) manipulated uncertainty by changing the variability of the data over time 
periods. Ragland and Reck (2016) manipulated the volatility of the variable of 
interest to induce increased task complexity. Uncertainty, as best described by 
variability, is to be differentiated from a cue’s potential to reduce environmental 
uncertainty (see “relationship to criterion” below).

I.c. Interrelationship of cues is referred to by Libby and Lewis (1977) more 
narrowly as redundancy. In this review, redundancy is described in detail, 
together with “relationship to criterion” (to explain the link to relevance, see 
II.c). In a wider sense, similarity can be considered an aspect of interrelationship 
of cues—Agnew and Szykman (2005) analyzed the effect of similarity of invest-
ment options on the feeling of information overload.

I.d. Underlying dimensionality is operationalized in several ways. A similar 
term used in this context is “information diversity” (e.g., Iselin 1988, 1989). 
Studies applying the model by Schroder et  al. (1967) to accounting have high-
lighted that the amount and diversity of information may lead to an increase in 
environmental complexity (Fertakis 1969; Revsine 1970). Iselin (1988, 1989) 
investigated the effects of increasing information diversity, defining information 
diversity as the number of different dimensions in an information set. Adding an 



1634 M. Hartmann, B. E. Weißenberger 

1 3

additional performance indicator (e.g., adding information for earnings before 
interest and taxes to the information set that might until then consist of net sales 
and gross profit) is thus defined as adding a new dimension, whereas the value of 
that performance indicator for another time period (e.g., not only looking at net 
sales for the years 2000–2005 but for the years 2000–2006) is called a “repeated 
dimension.” Shields (1980, 1983) differentiated between adding organizational 
units or performance indicators to the information set. Similarly, Swain and Haka 
(2000) differentiated between adding investment alternatives and adding addi-
tional performance indicators, which they term dimensions. Iselin et  al. (2009) 
apply the term dimensions to performance indicators used within a Balanced 
Scorecard perspective.

II: Information content

II.a., II.b.: Two elements of information content, namely bias (systematic error; 
Libby and Lewis 1977) and reliability (random error; Libby and Lewis 1977) in the 
data set are not of interest in the research of information overload in accounting—
there are no research papers that have manipulated these characteristics.

II.c. The most important aspect of the information content cluster is the aspect 
“relationship to criterion.” This refers to the predictive ability of the cue with 
regards to a specific event. Summaries can be found in Libby and Lewis (1977) and 
Belkaoui (1984).

Relevance and redundancy are the two key terms when it comes to describing 
the relationship to criterion within information load research. Relevance refers to 
the predictive ability of a cue. Cues that have no predictive ability for the respective 
event are irrelevant. Relevance is typically measured by looking at the significance 
of coefficients in a regression model (e.g., Gadenne and Iselin 2000) or based on 
expert judgments (Casey 1980).

Redundancy refers to the cue’s correlation with other cues in the information 
set. It therefore describes both a form of interrelationship of cues (Libby and Lewis 
1977) and relationship to criterion. As summarized by Rakoto (2005), redundancy 
can thus only be determined by considering at least two cues in conjunction. If a cue 
added to the information set is (highly) correlated with another cue, it is considered 
redundant. The predictive ability of the information set therefore does not increase 
when redundant cues are added. Redundancy is typically measured by the correla-
tion coefficients between cues (e.g., Belkaoui 1984; Rakoto 2005). It is important to 
note that the concepts of relevance and redundancy are independent: a cue can be 
relevant and redundant at the same time (or neither of the two). However, if a cue is 
redundant with regards to another relevant cue, it is also relevant.

Often, the term “data load” is used to describe irrelevant data (e.g., Iselin 1993). 
Gadenne and Iselin (2000) define data load as the total number of cues minus the 
number of the relevant cues, considering a cue irrelevant that does not have any pre-
dictive ability with regards to the event to be predicted. Iselin (1993) considers a cue 
as data load when the correlation with another cue is larger or equal to 0.85, indicat-
ing redundancy. This article focuses on the terms “relevance” and “redundancy” to 
ensure unambiguous wording.
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A term that is related to relevance is the term “uncertainty”, meaning the cue’s 
potential to reduce uncertainty with regards to the decision at hand. Only relevant 
information can objectively reduce uncertainty. Uncertainty is then measured by 
“one minus the coefficient of environmental predictability” (Iselin 1993, p. 258). 
Iselin (1993) and Gadenne and Iselin (2000) explicitly investigated changes in 
uncertainty. As noted above, uncertainty refers to the uncertainty around predicting 
an outcome, not to uncertainty in the variability of information cues (see “distribu-
tional characteristics” above).

Most studies address an increase in relevant information. This is true for most 
financial distress prediction studies3 and for studies that have employed a highly 
structured decision task requiring the inclusion of all cues presented to attain the 
optimal solution (e.g., Iselin 1988; Tuttle and Burton 1999; Hirsch and Volnhals 
2012). Effects of increases in redundant data have been explicitly investigated by 
Barefield (1972), Belkaoui (1984) and Rakoto (2005). In a questionnaire-based 

Fig. 4  Characteristics of the Information Set. Note Parts are adapted from “Human information process-
ing in accounting: The state of the art,” by Libby, R. and Lewis, B. L., 1977, Accounting, Organizations 
and Society, 2(3), p. 247

3 With the exception of Rakoto (2005), who investigated the effect of both an increase in relevant and 
redundant data, and Belkaoui (1984), who investigated the effect of adding redundant data.
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study, Iselin et al. (2009) consider perceived (over-)load of redundant data. Refer-
ring to the conceptual model by Schroder et al. (1967), the differentiation between 
relevant, irrelevant, and redundant data can be considered as creating a link between 
increased information integration and increased decision quality: Adding redundant 
or irrelevant cues may increase information integration, but, as the information con-
tent does not increase, the decision quality will only increase as much as is war-
ranted by integration of relevant cues already present.

Increases in the amount of irrelevant data have been investigated by Gadenne and 
Iselin (2000), Iselin (1993), Iselin et al. (2009), and Rakoto (2005). Some research-
ers argue that a lack of significant effects of increased information load is due to the 
addition of redundant data or subjects perceiving the data as redundant or irrele-
vant (Snowball 1980). In the context of Balanced Scorecard evaluations, Hioki et al. 
(2020) argue that indicators related to the internal business processes- and learning 
and growth-dimensions are more ambiguous with regards to financial performance, 
thereby also referring to the “relationship to criterion” aspect, even if not explicitly 
mentioning relevance.

III: Method of presentation

III.a. With regards to the “format” of information presented, most studies have 
used numerical data. However, some financial distress prediction studies have used 
“top 1/3 of the industry”, for example Chewning and Harrell (1990) or Stocks and 
Tuttle (1998) or use verbal characteristics such as “weak” or “favorable” (Tuttle 
and Burton 1999). The paper by Snowball (1980), who adds footnotes, the paper 
by Henderson (2019), who analyzes the perception of notes in financial reporting 
(thus primarily focusing on verbal cues), the paper by Keasey and Watson (1986) 
who include verbal bank statements, as well as the papers by Umanath and Vessey 
(1994), Blocher et al. (1986), and Chan (2001) who investigate numerical (tables) 
vs. graphical presentation are further examples of differing methods of presentation. 
Relying on archival data, Impink et al. (2021) use an index based on the appearance 
of certain key words in the companies’ filings to reflect regulation-based increases in 
information load, combining increases in numerical and verbal data.

III.b. “Sequence” has not been explicitly investigated in the articles analyzed for 
this review.

III.c. Aggregated or disaggregated data are also termed a “precombination of 
data” by Libby and Lewis (1977). The precombination of data (or the contrary, 
decomposition of data) was the focus of early conceptual papers (e.g., Fertakis 1969; 
Miller and Gordon 1975; Revsine 1970) and a number of empirical studies (e.g., 
Abdel-Khalik 1973; Barefield 1972; Chervany and Dickson 1974; Dong et al. 2017; 
Eberhartinger et al. 2020; Elliott et al. 2011; Hirst et al. 2007; Kelton and Murthy 
2016; Otley and Dias 1982, Ragland and Reck 2016). It is important to note that the 
methods of aggregation and disaggregation differ markedly between the papers, for 
example calculating variances (Barefield 1972), adding up data (Abdel-Khalik 1973; 
Kelton and Murthy 2016; Otley and Dias 1982), and calculating statistical measures 
(mean, variation coefficient, range, maximum value; Chervany and Dickson 1974). 
Swain and Haka (2000) aimed to add performance indicators by disaggregating data 
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without changing information content. Different aggregation methods are likely to 
influence information content; the method of aggregation therefore must be taken 
into account when interpreting the resulting effects. As will be seen in Sect. 6.2, the 
consequences of varying the number of information cues by aggregating or disag-
gregating differ notably from simply increasing or reducing the number of informa-
tion cues.

6.1.2  Further task characteristics

One way to investigate the influence of task characteristics is to compare different 
tasks against each other, making a change in task characteristics the independent 
variable. An example could be comparing performance in a structured decision-
making task with performance in an unstructured decision-making task (more 
details regarding structured and unstructured decision-making can be found below). 
While such a setting cannot be found among the articles reviewed here, it can be 
argued that some aspects of manipulations in an experimental design implicitly 
lead to changes in task characteristics. Even if task characteristics are not explicitly 
manipulated in the literature reviewed, it is still important to consider the nature 
of the task being investigated—task characteristics, especially task complexity, are 
likely to influence how changes in further variables (e.g., possible reduction of the 
effect of experience or learning) affect task performance (Bonner et al. 2000; Bon-
ner and Sprinkle 2002). Thus, considering task characteristics is essential when ana-
lyzing and comparing results.

According to Wood (1986), task complexity consists of three components: com-
ponent complexity, which depends on the amount of information and steps needed to 
perform a task; coordinative complexity, which describes the relationship between 
input and output of a task; and dynamic complexity, which is present when the form 
of the relationship between input and output changes. While the former two dimen-
sions are relevant in the context of information overload research, dynamic com-
plexity is less important—in experiments, the relationship between task input and 
task output rarely changes (Bonner et al. 2000). Research that considers the effects 
of aggregation or disaggregation of accounting information and therefore implicitly 
changes information load (e.g., Barefield 1972) is likely to result in changes in task 
complexity. Otley and Dias (1982) manipulate task complexity by having subjects 
estimate either overall (low complexity) or marginal contribution (high complexity) 
to profit.

As Iselin (1988), referring to Mason and Mitroff (1973), highlights, an important 
aspect is the divide between structured and unstructured decision-making. Gorry 
and Scott Morton (1971, p. 60; referring to Simon 1960) describe the difference as 
follows: “in the unstructured case the human decision-maker must provide judgment 
and evaluation as well as insights into problem definition. In a structured situation, 
much if not all of the decision-making process can be automated.” Simon (1960, p. 
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6) explains that the distinction between the two types is not clear-cut, but typical 
management decisions should be positioned on a “continuum” from highly struc-
tured to highly unstructured.4 As task structure increases, task complexity decreases 
(e.g., Bonner and Sprinkle 2002; Wood 1986). Most research reviewed in this arti-
cle is concerned with unstructured decision-making, which is a task where “there 
is no unique correct decision and no algorithmic decision procedure” (Iselin 1989, 
p. 164). Iselin (1988), Otley and Dias (1982), Tuttle and Burton (1999), and Hirsch 
and Volnhals (2012) investigated structured decision-making. They investigated 
tasks that, when employing an adequate algorithm, could be solved unambigu-
ously. Task characteristics also played a role in early conceptual papers. Fertakis 
(1969) describes tasks or information needs as relating to three broad areas: internal 
organization of the firm, information regarding the firm’s external relationships, and 
the firm in its social or political role. According to Fertakis (1969), individuals do 
not have the capacity to select the relevant information for their specific purposes 
when provided with all information relevant to the above areas, so there must be a 
fit between information provision and task requirements. Miller and Gordon (1975) 
introduce the task aspect more explicitly, stating that the optimum conceptual level 
depends on the task at hand. Less abstract conceptual levels might be beneficial for 
simpler tasks.

6.1.3  Environment

Environmental characteristics have the potential to influence task outcomes (e.g., 
Bonner and Sprinkle 2002). Environmental variables of primary relevance to infor-
mation load research in accounting are available time and incentives.

Snowball (1980), Davis and Davis (1996), and Hirsch and Volnhals (2012) opera-
tionalized increases in information load (partly) by restricting the time available to 
perform the task. Similarly, as mentioned above, in their conceptual paper, Schick 
et al. (1990) explicitly describe the concept of information overload as relating to 
the time available. Snowball (1980) notes that in the Schroder et al. (1967) model, 
the time available is explicitly considered. While a certain number of studies tracked 
(decision) time, for example Abdel-Khalik (1973), Barefield (1972), and Chervany 
and Dickson (1974), besides the articles mentioned above, no other study has explic-
itly claimed to have restricted decision time. Impink et al. (2021) investigate whether 
the number of firms that analysts follow have an impact on their reaction to increases 
in information load, a variable that can be interpreted as available time.

Tuttle and Burton (1999) and Ding and Beaulieu (2011) investigated the influ-
ence of a performance-based monetary incentive as an independent variable. Even 
if not explicitly part of the experimental manipulation, whether subjects received 
some sort of incentive to participate in the study might influence performance (Bon-
ner and Sprinkle 2002). In the following studies, subjects received (only) a mon-
etary base payment, and/or course credit, and/or opportunity to participate in a draw: 
Agnew and Szykman (2005), Casey (1980), Chervany and Dickson (1974), Davis 
and Davis (1996), Ding and Beaulieu (2011), Otley and Dias (1982), Rose et  al. 

4 Simon (1960, p. 6) uses the terms “programmed decisions” and “nonprogrammed decisions”.
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(2004), Swain and Haka (2000), Stocks and Tuttle (1998), and Tuttle and Burton 
(1999)—for the groups that were not part of the incentives manipulation described 
above. In some studies, subjects received a performance-based payment (the follow-
ing list also includes those that received performance-based incentives in addition to 
a base payment): Barefield (1972), Benbasat and Dexter (1979), Chervany and Dick-
son (1974), Davis and Davis (1996), Rose et al. (2004), Swain and Haka (2000), and 
Umanath and Vessey (1994). Other studies used the opportunity to learn, receive 
feedback, or the results as an incentive for participation: Casey (1980), Iselin (1991), 
and Iselin (1993). The remaining articles reviewed are silent with regards to incen-
tives of any kind or did not include incentives.

Further environmental variables include feedback and viewing conditions. Feed-
back during the task is described by Libby and Lewis (1977) as a context variable. 
Although not analyzed explicitly as an independent variable, feedback is likely to 
impact learning and motivation—see Bonner and Sprinkle (2002) for a summary. 
Otley and Dias (1982) and Tuttle and Burton (1999) provided feedback to the sub-
jects after each decision. Impink et  al. (2021) consider the size of the brokerage 
house (as a proxy for resources available to the analyst) an additional factor when 
analyzing analyst forecasts. Libby and Lewis (1977) name “physical viewing condi-
tions” as another context variable. In the 1970s, interactive drilldowns (Kelton and 
Murthy 2016) or multiscreen presentations (Rose et  al. 2004) did not play a role 
in accounting-based decision-making; nevertheless, these variations can be included 
under further environmental variables.

6.1.4  Decision‑maker

The structure proposed by Libby and Lewis (1977) is useful for describing variables 
that refer to the decision-maker. Their first characteristic refers to whether decisions 
were taken by humans or a decision rule. Gadenne and Iselin (2000), Iselin (1991), 
Keasey and Watson (1986), and Simnett (1996) investigated human performance 
compared to that of a mechanical rule; other research reviewed here has exclusively 
addressed human decision-making. Libby and Lewis (1977)’s second differentia-
tion refers to the number of decision-makers. As described above, except for Iselin 
(1991) and Stocks and Harrell (1995), most empirical research has addressed indi-
vidual decision-making as opposed to group decision-making.

Libby and Lewis (1977) further describe personal characteristics and task related 
characteristics of the decision-maker as relevant clusters. With regards to personal 
characteristics, early conceptual papers mostly addressed individuals’ level of con-
ceptual abstractness—this is a prominent component of the Schroder et al. (1967) 
model. Personal characteristics were empirically investigated by Abdel-Khalik 
(1973), who investigated risk preference, and Ding and Beaulieu (2011), who inves-
tigated the effects of moods. Benbasat and Dexter (1979) and Otley and Dias (1982) 
compared the performance of high and low analytic subjects. In a similar vein, Hioki 
et al. (2020) compare outcomes by splitting the group into high and low Need for 
Cognition (NFC; see e.g., Epstein et al. 1996) subjects.
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Task-related characteristics of the decision-maker have been more frequently 
investigated than personal characteristics, most often as experience (Abdel-Khalik 
1973; Impink et al 2021; Iselin 1988—students vs. practical decision-making expe-
rience; Iselin 1989, 1990; Keasey and Watson 1986; Simnett 1996; Snowball 1980; 
Swain and Haka 2000) or knowledge, based on a test taken by subjects (Agnew 
and Szykman 2005). Task learning (Iselin 1988, 1989, 1990, 1991; Otley and Dias 
1982) is another aspect that may be counted within task-related characteristics of 
the decision-maker. However, because of the way it is operationalized (measuring 
how performance changes over a number of trials), it is not used to analyze different 
personal characteristics, but rather to analyze if there is a learning effect in general.

6.2  Consequences of information overload

The following section synthesizes the consequences triggered by a change in the 
variables described above, focusing solely on empirical articles. With the exception 
of the effects on decision rules and cue usage, where variables are too diverse to be 
clustered in a tabular format, each section contains a tabular overview of the effects 
encountered. While the main effects studied that did not yield any significant effects 
are also included, only significant interaction effects are presented in the tables; the 
reason being, besides brevity, that the articles’ authors most often restrict the discus-
sion to significant interactions. The tables give an overview, especially conflicting 
results and the potential underlying reasons are discussed in more detail. Findings 
are summarized as stylized facts.

6.2.1  Decision time

Decision time, or the time used to complete the task, is generally considered an 
(opportunity) cost for decision-making (Abdel-Khalik 1973; Benbasat and Dexter 
1979; Iselin 1988). This is similar to using time as a measurement for effort dura-
tion, as in models of task performance, for example Bonner and Sprinkle (2002). 
Time can either be self-reported by subjects (e.g., Abdel-Khalik 1973), recorded 
by the experimenter (e.g., Iselin 1988), or tracked automatically when using com-
puter-based technology (e.g., Chervany and Dickson 1974; Swain and Haka 2000). 
Impink et al. (2021) measure the delay in analyst forecasts, which can be interpreted 
as decision time in a broader sense. As noted above, time can be explicitly limited to 
induce information overload and is then considered a characteristic of the environ-
ment. This section focuses on decision time as a dependent variable.

Table 1 gives an overview of the factors affecting decision time, using the classi-
fication described in Sect. 4 to categorize the stylized facts drawn from the reviewed 
papers.

First, providing more cues (even if they are redundant) tends to increase deci-
sion time (++), as does an increase in information diversity and uncertainty. For 
increases in information load that are due to disaggregating measures, the rela-
tionship is less clear. While Benbasat and Dexter (1979) observed an increase in 
decision time, Chervany and Dickson (1974) found a decrease in decision time for 
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disaggregated data, that is, more information cues. Abdel-Khalik (1973) and Otley 
and Dias (1982) find no significant effect (?). A tentative interpretation could be that 
aggregating measures as statistical measures (as is the case in Chervany and Dick-
son 1974) reduces information cues, but makes the task more difficult, leading to 
increased decision times.

The effect of experience is unclear. While Swain and Haka (2000) found experi-
ence to increase decision time, Impink et al. (2021), Iselin (1988). and Iselin (1989) 

Table 1  Effects on decision time

Increase/high= ↑; decrease/low = ↓; significant positive   (p < 0.05) = “ + ”; significant negative   (p < 0.05) = “–”; 
not significant = “o”. ± refers to the direction of the effect reported. Interaction effects are only included if they 
are significant

Main effects:

ID Change in independent variable(s) Observed effect Article(s)

1 Information cues ↑ (no further specifica-
tion)

 + Casey (1980) (partly); Impink et al. (2021) 
(beyond a certain threshold); Iselin (1988) 
(diversity and repeated dimensions); 
Swain and Haka (2000)

o Stocks and Tuttle (1998)
2 Information cues ↑ (disaggregation)  + Benbasat and Dexter (1979)

– Chervany and Dickson (1974)
o Abdel-Khalik (1973)

3 Information cues ↑ (redundant)  + Belkaoui (1984); Umanath and Vessey 
(1994) (for tables)

o Umanath and Vessey (1994) (for graphs, 
schematic faces)

4 Information diversity ↑  (at an informa-
tion overload level)

 + Iselin (1989)

5 Uncertainty (variability of cues) ↑   + Iselin (1990)
6 Experience  + Swain and Haka (2000)

– Impink et al. (2021); Iselin (1988); Iselin 
(1989) (partly)

o Iselin (1990)
7 Psychological type (high analytic) – Benbasat and Dexter (1979)
8 Incentives ↑   + Tuttle and Burton (1999)
9 Task learning ↑  – Iselin (1988); Iselin (1989); Iselin (1990); 

Otley and Dias (1982)
10 Busyness (proxied by number of firms an 

analyst covers) ↑ 
 + Impink et al. (2021)

Significant interaction effects:

ID Description Article(s)

11 Experience most strongly affects time in the high diver-
sity, low learning condition. Then, the effect of experi-
ence on decision time is reduced by learning

Iselin (1989)

12 Higher learning reduces the effect of uncertainty on deci-
sion time

Iselin (1990)
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found experienced subjects to (sometimes) spend less time on the task, and Iselin 
(1990) found no significant effect on decision time (?). A reason could be the dif-
ferent tasks employed—while Swain and Haka (2000) used an unstructured task, 
Iselin (1988) employed a structured decision-making task. However, this does not 
explain the opposite effects between Swain and Haka (2000) and Iselin (1989), 
whose experiment also employs an unstructured decision-making task. Task learn-
ing seems to decrease decision time (--).

6.2.2  Decision Rule

In the articles reviewed, decision rules used by subjects refer to either the way of 
weighing alternatives against each other, the use of heuristics, or the tendency for 
biases when making judgments or decisions. Having subjects choose between alter-
natives, Shields (1980) and Swain and Haka (2000) investigated cue usage patterns 
(see following section) to derive assumptions as to which decision rule might have 
been used by subjects. As will be described also in the “Cue usage” section, Swain 
and Haka (2000) found that with increasing information load, the relative amount of 
information searched decreased, the variability of the search process increased, and 
subjects switched from an intradimensional to interdimensional search strategy—
which is interpreted as a switch to a less systematic, more satisficing search strat-
egy. However, the last finding was not robust to different measurements of search 
strategy employed. Shields (1980) implies that his findings regarding the increased 
variability of search patterns with increasing information load indicate the use of 
non-compensatory decision strategies. Unlike compensatory decision strategies, 
which incorporate all information and require exact weights on the different attrib-
utes, non-compensatory strategies are assumed to require less cognitive capacity, 
for example by identifying the most important attributes and only taking those into 
account (see Luft and Shields 2010).

With regards to heuristics, within the context of balanced scorecard-based per-
formance ratings, Ding and Beaulieu (2011) found incentives to be unsuccessful at 
correcting a mood congruency bias (performance evaluations influenced by either 
an induced positive or negative mood) when information load was too high. Kelton 
and Murthy (2016) found that an earnings fixation effect in an information overload 
setting was reduced by providing interactive drilldown possibilities; this was not the 
case when using footnotes to present the additional information. Elliott et al. (2011) 
found an earnings fixation effect to be reduced when subjects were provided with 
disaggregated earnings information. In a similar context, Hirst et al. (2007) found 
disaggregated earnings forecasts to be judged more credible, countering impacts 
of high management incentives. However, in a multi-period setting, Dong et  al. 
(2017) found stronger negative reactions to earnings surprises for disaggregated vs. 
aggregated forecasts. Eberhartinger et al. (2020) found additional disaggregated tax 
disclosure information to only affect judgment when it significantly deviated from 
an initial anchor. Rose et  al. (2004) provide evidence that memory reconstruction 
effects to match an affective state induced (e.g., having a tendency of recalling rather 
positive performance indicators after a decision when a positive mood was induced) 
decreased when information load or cognitive load was reduced.
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Agnew and Szykman (2005) investigated whether increases in information load 
made subjects choose a default option more frequently, which could be interpreted 
as using a heuristic decision rule. They found an interaction effect between knowl-
edge and number of options—high knowledge individuals chose the default option 
more often when the number of options increased, while low knowledge individu-
als chose the default option less often. Arnold et al. (2000) found that the assump-
tion for experience to mitigate biases proposed by the belief adjustment model did 
not hold for complex (high information load) environments. Roetzel et  al. (2020) 
investigate the effect of increases in information load in the context of escalating 
commitment. They found a U-shaped relationship, with increases in information 
load mitigating escalation tendencies up to a certain point (in the context of nega-
tive feedback) but leading to increased escalation of commitment beyond that point. 
Furthermore, they found increases in information load to reduce self-justification to 
a certain extent (in the context of negative feedback).

In the context of individual investment decisions, Ewe et  al. (2018) found that 
inducing a certain regulatory focus (prevention vs. promotion-focus) by showing 
subjects a corresponding visualization is not effective when financial information 
is provided in addition. Blocher et al. (1986) investigated whether internal auditors 
systematically rate reports as high (or low) risk. They found increases in information 
load to be associated with a tendency to classify reports as high risk, pointing out 
that there is a strong interaction effect (tabular format—high information load and 
graphical format—low information load combinations both yielded the highest ten-
dency for biased decision-making). Due to the differing definitions and the limited 
number of articles investigating decision rules, no stylized facts can be derived.

6.2.3  Cue usage

Similar to the previous section, this section addresses how the information set is 
used. This can be either the search pattern applied or the extent to which the cues are 
incorporated in the respective judgment. As information demand is the necessary—
if not sufficient—condition for information use, this aspect is also considered in this 
section. As described in the framework (Sect. 5), cue usage can be measured either 
objectively or subjectively.

Objective measurement is possible via regression (Chewning and Harrell 
1990; Stocks and Harrell 1995; Stocks and Tuttle 1998; Tuttle and Burton 1999) 
or process tracing (Shields 1980, 1983; Swain and Haka 2000). Process tracing 
allows the tracking of which information cues have been selected or viewed by 
the decision-maker. It is important to note that selecting a cue does not neces-
sarily equal integration of that cue into the respective decision (e.g., Reisen and 
Hoffrage 2008). Hioki et al. (2020) and Ragland and Reck (2016) use successful 
recall as a proxy for cue usage. Subjective measurement refers to self-reports by 
subjects, sometimes used in addition to objective measurement (e.g., Chewning 
and Harrell 1990; Henderson 2019; Stocks and Tuttle 1998).

Stocks and Tuttle (1998) found increased information load and numerical (vs. 
categorical) data to negatively impact relative cue usage (measured by significant 
betas in the regression model). In addition, subjects in the high information load 
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condition reported subjectively integrating significantly more information cues in 
their judgments, while this perception was not influenced by the type of informa-
tion presented. Furthermore, the low information load group and the categorical 
data group showed higher self-insight, measured by the correlation between sub-
jective cue weights and weights objectively determined by the regression model. 
Tuttle and Burton (1999) also found a decline in relative cue usage with increas-
ing information load.

Shields (1983) found that absolute frequency of information selection 
increased with increasing information load, while relative frequency declined. 
Chewning and Harrell (1990) and Stocks and Harrell (1995) measured cue usage 
utilizing a regression model, with significant beta weights as indicators for cues 
used. Chewning and Harrell (1990) split subjects into two groups based on their 
absolute cue usage. For the group impacted by information overload, cue usage 
declined significantly from the six- to eight-cue level, while it significantly 
increased for all information load levels for the group not affected by information 
overload. However, individuals were not aware of the decline in cue usage. In 
addition, they observed significant differences between different information load 
levels (within subjects). Stocks and Harrell (1995) found that groups increased 
their cue usage with increasing information load levels, while individuals did not 
incorporate more cues (significant interaction effect).

In a qualitative study, Henderson (2019) found an indication of a decline in cue 
usage but does not specify whether this relates to relative or absolute cue usage.

Hioki et al. (2020) observed a decline in relative cue usage. They also found 
subjects’ NFC to affect cue usage. In addition, they analyzed whether the type of 
measure (financial vs. non-financial) had an impact on their usage. They found 
that low NFC subjects focused on financial measures while high NFC subjects 
tried to integrate non-financial measures—however, failing when information 
load increased beyond a threshold. Ragland and Reck (2016) found information 
use (measured by the ability to recall the information) to increase when informa-
tion was presented in a disaggregated way.

The effect of increases in information load on the search patterns employed are 
not clear. Shields (1980) used search patterns as the dependent variable and found 
that variability increased (per unit) when the number of units to be analyzed 
increased. There was no significant switch to a more “processing-by-parameter” 
search (switch to intradimensional search) when the number of units increased. 
As mentioned in the previous section, Swain and Haka (2000) found the relative 
amount of information searched to decrease with increasing information load, 
while the variability of the search increased. Subjects seemed to switch from an 
intradimensional to interdimensional search strategy. As mentioned above, the 
switch to interdimensional search was not robust to different ways of measuring 
search strategy.

As described above, information demand is related to cue usage. Benbasat and 
Dexter (1979) found that information demand varied with psychological type and 
information provision. While using an aggregate reporting system, low-analytic-type 
subjects requested more reports. Under the detailed reporting system, high-analytic 
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types asked for longer time series of historical data than low-analytic types, although 
there was no significant difference in report demand.

Overall, one stylized fact that can be derived is a decline in relative informa-
tion use (--) as shown by Shields (1983), Stocks and Tuttle (1998), Swain and Haka 
(2000), Tuttle and Burton (1999), and Hioki et al. (2020).

6.2.4  Accuracy

Measuring decision accuracy requires the task at hand to have a correct solution 
against which judgment and decision outcomes can be measured. An unambigu-
ous solution can in most cases be found in highly structured tasks, which allows 
the unambiguous measurement of accuracy (e.g., Hirsch and Volnhals 2012; Ise-
lin 1993; Tuttle and Burton 1999). Snowball (1980), among others, indicates that 
measuring decision accuracy is harder to implement when subjects are supposed 
to engage in unstructured decision-making. However, researchers have resorted to 
several approaches to overcome this issue: the most common case when measur-
ing accuracy is to use historical data and then compare judgments and decisions to 
the real event. In most cases, this is the bankruptcy / no bankruptcy of a firm to be 
analyzed (see Hwang and Lin 1999, for an overview). Another option is to com-
pare outcomes with expert judgments (e.g., Shields 1983) or the results of a statisti-
cal model (Rakoto 2005). Another measure of accuracy is attaining low production 
costs (Chervany and Dickson 1974), higher profit (Iselin 1989, 1990) in a simulation 
task, or providing accurate earnings forecasts (Impink et al. 2021).

Difficulty arises when both decision accuracy and cue usage should be measured 
using a regression model, as cues must be uncorrelated to measure cue usage. It is 
therefore not possible to use real firm data and the real default event: Chewning and 
Harrell (1990), for example, describe the trade-off between measuring cue usage and 
measuring decision accuracy (hypothetical, uncorrelated cues vs. real firms).

Table 2 provides an overview of the effects of increases in information cues on 
accuracy; stylized facts are summarized in Fig. 6. Although some studies have found 
the predicted decline of decision accuracy when the number of cues surpasses a cer-
tain threshold, this is not the case for all research articles reviewed here. The first 
studies that investigated data aggregation are among these: Barefield (1972) did not 
find a significant effect of data aggregation on decision quality (applying the optimal 
decision criterion); Chervany and Dickson (1974) found provision of aggregated 
data to be associated with higher decision quality, but the difference was not signifi-
cant. Iselin (1993) did not study the effect of information load further as there was 
no significant difference between the subjective measurement for both conditions. 
Only data load (considered as irrelevant data in the article) was further investigated.

Abdel-Khalik (1973) found that disaggregated data, which technically consti-
tuted an increase in the number of information cues, led to higher decision accu-
racy. However, the reason for this is unclear as users indicated in a questionnaire 
that they found the same data important (the aggregated measures that were pro-
vided to both groups). One possible reason proposed by Abdel-Khalik (1973) 
was that users of disaggregated data felt more comfortable. Furthermore, he 
investigated whether experience affected accuracy; the effect was not significant. 
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Table 2  Effects on accuracy

Main effects:

ID Change in independent 
variable(s)

Observed effect Article(s)

1 Information cues ↑ (no 
further specification)

 + Casey (1980) (limited); Stocks and Harrell 
(1995) (only for groups)

– Chan (2001); Iselin (1991)
 ∩ Shields (1983); Impink et al. (2021) (inverted 

U-curve)
o Keasey and Watson (1986)

2 Information cues ↑ (dis-
aggregation)

 + Abdel-Khalik (1973) (only for selected firms)
o Barefield (1972); Benbasat and Dexter (1979); 

Chervany and Dickson (1974)
– Otley and Dias (1982)

3 Information cues ↑  
(relevant)

 ∩ Hirsch and Volnhals (2012) (inverted U-curve)a

– Iselin (1988)
o Iselin (1989); Rakoto (2005); Tuttle and Burton 

(1999)
4 Information cues 

↑ (redundant)
 + Belkaoui (1984)
– Rakoto (2005)
o Umanath and Vessey (1994)

5 Information cues ↑  
(irrelevant)

– Iselin (1993)
o Rakoto (2005)

6 Experience ↑   + Impink et al. (2021), Iselin (1988) (partial); Ise-
lin (1989) (partial); Iselin (1990) (approach-
ing significance); Simnett (1996) (partial)

o Abdel-Khalik (1973); Keasey and Watson 
(1986)

7 Task learning ↑   + Iselin (1988) (partial); Iselin (1989); Iselin 
(1990); Iselin (1991)

8 Incentives ↑   + Tuttle and Burton (1999)
9 Group (vs. individual)  + Stocks and Harrell (1995) (partial)

o Iselin (1991)
10 Available time ↑  o Hirsch and Volnhals (2012)b

 + Impink et al. (2021)

Significant interaction effects:

ID Description Article(s)

11 Combination of psychological type “low analytic” 
and aggregated/structured data led to worst 
performance

Benbasat and Dexter (1979)

12 Increases in information load have a more 
pronounced effect (negative) on the recall of 
financial information than on affective responses

Rose et al. (2004)
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Otley and Dias (1982) found disaggregate data to be associated with lower deci-
sion accuracy.

Operationalized as predictive accuracy, Casey (1980) found an increase in 
predictive accuracy when supplementing financial ratios with balance sheet and 
income statement, but no further increase when adding the notes as well.

The effect of adding redundant cues to the information set is also ambivalent. 
While Belkaoui (1984) found an increase in decision accuracy, Rakoto (2005) 
found a decline. A reason for the differing result could be the task employed in 
the experiment. While Belkaoui (1984) operationalized the increase in informa-
tion load by adding further financial ratios, Rakoto (2005) added financial state-
ments to increase information load. Furthermore, the number of ratios provided 
was lower in Belkaoui (1984). Einhorn et  al. (1979) summarize the possible 
positive (e.g., limited search effort) and negative effects (e.g., attention paid to 
cues that have little predictive value) of redundant information clues. A tentative 
interpretation of the different outcomes is that these effects worked differently or 
with differing strength due to the differences in task design.

Iselin et  al. (2009), in a questionnaire-based study, do not directly measure 
decision accuracy but ask for the perception of organizational performance 
that they associate with managerial decision quality. They hypothesize organi-
zational performance to be associated with increases in information load to a 
certain point. In contrast to most experimental studies, they only find partial evi-
dence for overload of relevant, redundant, or irrelevant information to negatively 
affect organizational performance. As decision accuracy is not explicitly meas-
ured, results are not included in the stylized facts formulated below.

To derive stylized facts, papers that found limited effects (Casey 1980) or 
where effects were only observable for a sub-set of cases (Abdel-Khalik 1973) 
were not included in the analysis. Summarizing the effects, increases in informa-
tion load (excluding increases caused by disaggregation) above a certain level 
rather reduce decision accuracy (-). There is little or no effect of increases in 
information load caused by disaggregating information (O). Experience seems 
to have a rather positive effect on decision accuracy (+) as well as task learning 
(++). Available time has a rather positive effect on accuracy (+). With regards 
to interaction effects, increasing cognitive load further harms task performance 
(Rose et al. 2004). In addition, Benbasat and Dexter (1979) found an interaction 
between psychological type and format of data provision.

As a measurement of decision accuracy cannot be implemented in all cases 
(e.g., when there is no “correct” solution to the task), researchers have resorted 

Table 2   (Continued)
Increase/high = ↑; decrease/low = ↓; significant positive  (p < 0.05) = “ + ”; significant negative  (p < 0.05) = “–”; 
not significant = “o”. ± refers to the direction of the effect reported. Interaction effects are only included if they 
are significant
a It must be noted that the task was designed in a way that subjects could not achieve the optimal solution 
before additional information cues were added
b No additional effect of a reduction in time for the group that already received the highest number of 
information cues
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to measuring further aspects of the outcome that are sometimes also called qual-
ity-indicators, such as consensus or consistency. These variables are analyzed in 
the subsequent sections.

6.2.5  Consensus

In the research papers reviewed, decision consensus typically refers to the dis-
tribution of judgments or decisions across several individuals (Abdel-Khalik 
1973; Chewning and Harrell 1990; Impink et  al. 2021; Shields 1983; Snowball 
1980; Stocks and Harrell 1995) or of several groups of individuals (Stocks and 
Harrell 1995). It is measured by comparing variances between experimental 
groups (Abdel-Khalik 1973; Snowball 1980) or the average degree of correlation 
between individuals’ decisions (Chewning and Harrell 1990; Stocks and Harrell 
1995). Similarly, Shields (1983) used a non-parametric equivalent (coefficient of 
concordance).

As mentioned above, consensus is often used as proxy for decision quality when 
decision accuracy cannot be measured (e.g., Ashton 1985; Stocks and Harrell 1995; 
Stocks and Tuttle 1998; Wright 1988). Consensus being a major variable of inter-
est, especially in the auditing context, Ashton (1985) found a significant correla-
tion between consensus and decision accuracy in a prediction task. This supports the 
assumption of consensus being a proxy for decision accuracy.

While Snowball (1980) found experience to negatively affect consensus, the 
effect of a reduction in processing time only approached significance—an operation-
alization of information load similar to that defined by Schick et al. (1990). A possi-
ble reason mentioned is that the more detailed footnotes used in the experiment may 
not have added any informational value. Impink et al. (2021) found experience and 
available time to positively affect consensus.

Table 3 gives an overview of the effects on consensus. There is some support 
for increases in information load to have either no effect (one article) or to nega-
tively affect decision consensus (four articles). As a stylized fact, we summarize 
this as “(--)”. The effect of available time on consensus is rather positive (+), 
while the effect of experience on consensus is ambiguous (?). In addition, Stocks 
and Harrell (1995) found an interaction effect between increases in the number of 
cues and the judgments made by individuals vs. groups, with consensus decreas-
ing more for individuals then it did for groups when information load was at the 
highest level. Further interaction effects were observed between available time 
and expertise (Snowball 1980); the level of information load and type of group 
(affected vs. not affected by information load; Chewning and Harrell 1990); and 
changes in information load and data format (numerical vs. categorical; Stocks 
and Tuttle 1998).
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6.2.6  Consistency

Consistency refers to the stability of subjects’ judgments and decisions, either over 
several judgments in a repeated measure design (e.g., Barefield 1972), or by com-
paring different measures of decision outcomes to each other (e.g., lending decision 
and estimate of default probability; Abdel-Khalik 1973). The findings for the effects 
of an increase in the number of information cues on consistency are ambiguous, see 
Table 4. Again, the studies on data aggregation/disaggregation are an exception to 
the general tendency, finding increased decision consistency for disaggregated data 
(Abdel-Khalik 1973; Barefield 1972). In contrast, Stocks and Harrell (1995) and 

Table 3  Effects on consensus

Increase/high  = ↑; decrease/low = ↓; significant positive  (p < 0.05) = “ + ”; significant negative  (p < 0.05) = “–”; 
not significant = “o”. ± refers to the direction of the effect reported. Interaction effects are only included if they 
are significant
a Abdel-Khalik (1973) found no significant difference when analyzing differences in variances, but rank-
ing dispersion pointed to more dispersion (less consensus) for aggregated data

Main effects:

ID Change in independent variable(s) Observed effect Article(s)

1 Information cues ↑  (no further specifica-
tion)

– Impink et al. (2021) (beyond a certain 
threshold); Keasey and Watson 
(1986); Stocks and Harrell (1995); 
Stocks and Tuttle (1998)

o Shields (1983) (implicit)
2 Information cues ↑  (disaggregation) + Abdel-Khalik (1973) (limited)a

3 Group (vs. individual)  + Stocks and Harrell (1995)
4 Categorical (vs. numerical) data  + Stocks and Tuttle (1998)
5 Available time ↑  o Snowball (1980)

 + Impink et al. (2021)
6 Experience ↑  – Snowball (1980)

 + Impink et al. (2021)

Significant interaction effects:

ID Description Article(s)

7 At highest (relevant) information load level, most impor-
tant difference observed in consensus between the group 
affected by information overload and the group not 
affected by information overload

Chewning and Harrell (1990)

8 Reduction in time led to greater differences in confidence 
intervals for subjects with high expertise opposed to 
smaller differences for subjects with low expertise

Snowball (1980)

9 Individuals’ decision consensus declined more strongly with 
increases in information load than did groups’ decision 
consensus

Stocks and Harrell (1995)

10 Higher increase in consensus with decreasing information 
load for group that received categorical (vs. numerical) 
data

Stocks and Tuttle (1998)
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Stocks and Tuttle (1998), who did not operationalize increases in information load 
via disaggregation, found negative effects.

Blocher et  al. (1986) find consistency to be negatively impacted by increases 
in information load. Applying the experimental task used in Blocher et al. (1986), 
Davis and Davis (1996) found no effect of increases in information load per se, and, 
surprisingly, higher consistency when measuring increased information load per 
unit of time (U-curve).

The different findings can most likely be attributed to differences in the task 
at hand (e.g., a clear decision rule in Tuttle and Burton 1999; while others have 
employed unstructured decision tasks) and different measurements for decision 
consistency: Barefield (1972) defines consistency as the consequent use of the deci-
sion model chosen by the subject. Chewning and Harrell (1990), Stocks and Harrell 
(1995), Stocks and Tuttle (1998), and Tuttle and Burton (1999) used the adjusted 

Table 4  Effects on Consistency

Increase/high = ↑; decrease/low =↓; significant positive  (p < 0.05) = “ + ”; significant negative  (p < 0.05) = “–”; 
not significant = “o”. ± refers to the direction of the effect reported. Interaction effects are only included if they 
are significant.
a Barefield (1972) analyzed disaggregation and different levels of redundancy between information cues 
in his experiment
b Chewning and Harrell (1990) did not explicitly test for an interaction effect

Main effects:

ID Change in independent variable(s) Observed effect Article(s)

1 Information cues ↑ (no further specifica-
tion)

– Blocher et al. (1986); Stocks and Har-
rell (1995) (for individuals); Stocks 
and Tuttle (1998)

o Tuttle and Burton (1999); Davis and 
Davis (1996)

2 Information cues per time ↑   ∪ Davis and Davis (1996) (U-curve)
3 Information cues ↑ (disaggregation)  + Abdel-Khalik (1973) (partly); Barefield 

(1972)
4 Redundancya ↑  o Barefield (1972)
5 Group (vs. individual)  + Stocks and Harrell (1995)
6 Categorical (vs. numerical) data  + Stocks and Tuttle (1998)

Significant interaction effects:

ID Description Article(s)

7 Increase in relevant information cues for the group affected 
by information overload led to a decline in consistency 
(only at highest load level)b

Chewning and Harrell (1990)

8 Individuals’ decision consistency declined more strongly 
with increases in information load than groups’ decision 
consistency

Stocks and Harrell (1995)

9 In the condition with high information load, consistency is 
higher for a tabular (vs. graphical) format

Blocher et al. (1986)
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 R2 of subjects’ regression models. To summarize, increases in information load not 
caused by disaggregating data seem to affect consistency rather negatively (-).

6.2.7  Confidence

Confidence is measured by having subjects indicate their confidence or certainty 
with the decision or judgment made (Agnew and Szykman 2005; Chervany and 
Dickson 1974; Hirsch and Volnhals 2012; Keasey and Watson 1986). Agnew and 
Szykman (2005) measured confidence as an item in an overall satisfaction score. 
In contrast, in Snowball (1980)’s study, subjects were asked to indicate a confi-
dence interval, in addition to a confidence interval assumed for experts or under 
complete information provision, which then served as a reference point. Another 
set of papers had subjects estimate the probability of their answer being correct 
(Belkaoui 1984; Simnett 1996). Belkaoui (1984) measured confidence in report-
ing under- and overconfidence (among others) but did not report confidence sepa-
rately; results are therefore not included in Table 5.

The effect of increased information load on decision confidence is not 
clear—most studies (except for the second experiment in Agnew and Szykman 
2005) have found no effect, disaggregating data also seems to not affect deci-
sion confidence (Chervany and Dickson 1974). Not considering studies using 

Table 5  Effects on confidence

Increase/high = ↑; decrease/low = ↓; significant positive  (p < 0.05) = “ + ”; significant negative  (p < 0.05) = “–”; 
not significant = “o”. ± refers to the direction of the effect reported. Interaction effects are only included if they 
are significant

Main effects:

ID Change in independent variable(s) Observed 
effect

Article(s)

1 Information cues ↑ (no further specifica-
tion)

o Agnew and Szykman (2005) (first experi-
ment); Keasey and Watson (1986); 
Simnett (1996); Snowball (1980)

– Agnew and Szykman (2005) (second 
experiment)

2 Information cues ↑ (disaggregation) o Chervany and Dickson (1974)
3 Information cues ↑ (relevant) o Hirsch and Volnhals (2012)
4 Available time ↑  o Snowball (1980)
5 Available time ↓ – Hirsch and Volnhals (2012)

Significant interaction effects:

ID Description Article(s)

6 Reduction of time leads to a bigger decrease in confi-
dence (measured as compared to experts’ confidence 
intervals) for high expertise subjects than for low 
expertise subjects

Snowball (1980)
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disaggregation to increase information load, most papers analyzed have not found 
an impact of increases in information load on decision confidence (O).

6.2.8  Calibration

Calibration refers to “accuracy of confidence” Simnett (1996, p. 700), thus describ-
ing the extent to which subjects realistically estimate the quality of their decisions. 
Calibration is measured by comparing confidence judgments to decision accuracy. 
Hirsch and Volnhals (2012) did not compare confidence to accuracy but rather com-
pared perceived overload with objective overload. A limited number of studies have 
investigated the effects on calibration; the effects of increases in the number of infor-
mation cues are insignificant or negative (-), see Table 6.

6.2.9  Feeling of overload

Several research articles have investigated subjects’ self-insight with regards to 
their perception of information load or cognitive load (Agnew and Szykman 2005; 
Gadenne and Iselin 2000; Hirsch and Volnhals 2012; Iselin 1993; Kelton and Mur-
thy 2016). Measurement is typically done via a questionnaire during or after the 
experimental task. As described above, it is thus a self-reported measure.

While some research articles have focused more on the judgments of subjects 
regarding effort needed for completion (e.g., Kelton and Murthy 2016) or make use 
of a measure containing several items to determine subjective information overload 
(Agnew and Szykman 2005), others have asked participants directly for an estimate 
of information load (Iselin 1993).

The findings are ambiguous. Iselin (1993) neither found an increase in subjective 
information load, formulated in the questionnaire as “relevant information,” nor in 
subjective uncertainty, but only subjective data load (worded as “irrelevant data” 
in the questionnaire). Using a similar set of measures, Gadenne and Iselin (2000) 
found a significant effect of increases in number of cues on subjective data load and 
uncertainty reduction, but also not on subjective information load. Using a question-
naire-based approach, Iselin et al. (2009) use perceived information (over)load as an 

Table 6  Effects on calibration

Increase/high = ↑; decrease/low = ↓; significant positive  (p < 0.05) = “ + ”; significant negative  (p < 0.05) = “–”; 
not significant = “o”. ± refers to the direction of the effect reported. Interaction effects are only included if they 
are significant

Main effects:

ID Change in independent variable(s) Observed effect Article(s)

1 Information cues  ↑ (no further specification) o Simnett (1996)
2 Information cues  ↑ (relevant) – Hirsch and Volnhals (2012)
3 Information cues  ↑ (redundant) – Belkaoui (1984) (increased 

overconfidence)
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independent variable in their model of organizational performance, as they do not 
manipulate the number of information cues.

Agnew and Szykman (2005) found a significant main effect of an increase in 
the number of options on perceived overload. They also found an interaction effect 
between financial knowledge and perceived information load (approaching signifi-
cance at p < 0.10) in their first experiment: Individuals with low scores on financial 
knowledge had high scores on the perceived overload measure, independent of the 
level of information load received, while perceived information load was reduced for 
high financial knowledge subjects in the low information load condition.

Kelton and Murthy (2016) found diverging effects for the use of an interactive 
drilldown functionality: while the reported cognitive load increased when using a 
drill-down functionality for subjects in the group for which the utility of disaggre-
gating data was low, it decreased for subjects in the group for which the utility of 
disaggregating the data was high. Hirsch and Volnhals (2012) provide evidence that 
subjects’ perceptions of feeling overloaded increased from the group with few infor-
mation cues to the group with an optimal number of information cues. However, it 
did not significantly increase from “optimal” information load to the “high informa-
tion load” group.

Table 7  Effects on feeling of overload

Increase/high = ↑; decrease/low = ↓; significant positive (p < 0.05) = “ + ”; significant negative (p < 0.05) = “–”; 
not significant = “o”. ± refers to the direction of the effect reported. Interaction effects are only included if they 
are significant

Main effects:

ID Change in independent variable(s) Observed effect Article(s)

1 Information cues ↑  (relevant)  + Hirsch and Volnhals (2012) 
(partly)

2 Information cues  ↑ (number of options in 
choice task)

 + Agnew and Szykman (2005) 
(experiments 1 and 2)

3 Information cues  ↑ (relevant and irrel-
evant)

o Measuring subjective amount of 
relevant information: Gadenne 
and Iselin (2000); Iselin (1993)

4 Information cues  ↑ (relevant and irrel-
evant)

 + Measuring subjective amount of 
irrelevant information: Gadenne 
and Iselin (2000) (partial); 
Iselin (1993)

Significant interaction effects:

ID Description Article(s)

5 Subjects with high financial knowledge had lower measures 
of perceived overload for the low information load scenario; 
subjects with low financial knowledge had high overload 
measures for both settings (low and high information load)

Agnew and Szykman (2005) 
(experiment 1)

6 Reported cognitive load increased when using a drill-down 
functionality for subjects in the group for which the utility of 
disaggregating data was low; it decreased for subjects in the 
group for which disaggregating the data was high

Kelton and Murthy (2016)
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In summary, although objective increases in information load are not always fully 
reflected in subjective judgments of information load, there seems to be a slightly 
positive link between increases in the number of information cues and the subjective 
information or data load reported (+) (Table 7).

6.3  Countermeasures against information overload

Looking at possible countermeasures, it is important to distinguish countermeasures 
named as potential mitigations for information overload effects in the discussion or 
conclusion of a paper, and countermeasures that were the direct focus of the paper 
and have been tested empirically. Furthermore, some possible countermeasures, in 
addition to those named in the articles reviewed, can be derived by analyzing the 
causes identified in the previous sections. Investigating possible countermeasures 
has high relevance for practice, as recommendations can be made regarding possible 
actions to take to mitigate the negative effects of information overload.

As highlighted in the framework for analysis, countermeasures should try to 
address the causes for information overload phenomena (see also Eppler and Men-
gis 2004). This section therefore clusters possible countermeasures by following the 
categories in the “causes” section of the framework, also naming countermeasures 
that have not been effective. An overview of potential countermeasures described in 
more detail in the following sections is illustrated in Fig. 5.

Fig. 5  Potential countermeasures to mitigate information overload
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6.3.1  Information set

The most immediately evident possible countermeasure is changing the character-
istics of the information set. One measure is to fit the information set to the task 
at hand, as discussed in the conceptual paper of Fertakis (1969), supplying only 
the information cues that are necessary for the decision to be taken. Considering 
the negative effects that even redundant and irrelevant information cues can have 
on decision outcomes, the information set should be limited to relevant informa-
tion cues (e.g., Iselin 1996; Rakoto 2005). Given that the decision is taken repeat-
edly, relevance of information cues can be determined by analyzing the information 
cues’ predictive ability, for example, via regression models as in Gadenne and Iselin 
(2000). Redundant cues that correlate highly with the relevant information set in use 
should be excluded. Another possibility, as discussed by Iselin (1989), is “excep-
tion reporting,” which focuses on reporting relevant deviations only (e.g., Judd et al. 
1981). With regards to information presentation, Chan (2001) did not find graphi-
cal presentation to be effective in mitigating information overload effects, Blocher 
et al. (1986) found mixed results. Umanath and Vessey (1994) also did not find an 
effect on decision accuracy, but did find increases in information load to increase 
decision time for subjects provided with tabular data, but not for subjects provided 
with graphical data or data in the form of schematic faces. However, generalization 
beyond the task analyzed should be done with caution. More research is necessary 
to determine whether graphical representations can help mitigate information over-
load effects. Interactive drilldowns have been shown by Kelton and Murthy (2016) 
to reduce perceived cognitive load and an earnings fixation effect for data disaggre-
gation when the utility of the disaggregated data is high. This indicates possibilities 
for improving decision-making by giving the decision-maker more control over how 
to approach the information set. Presentation of additional information in footnotes 
has not been shown to have an effect similar to interactive drilldowns (Kelton and 
Murthy 2016).

A question that can be raised is whether personalization of information provi-
sion might be beneficial, meaning that personal characteristics are considered when 
selecting the amount and characteristics of information cues to be provided. Fitting 
the information set to the decision at hand (and therefore implicitly to a person’s role 
within or outside of the organization, e.g., Fertakis 1969) is beneficial. However, 
even though Hioki et al. (2020) suggest considering decision-makers level of NFC, 
the arguments for fitting an information set to personal characteristics are less prom-
ising: decision-makers are probably more similar than they are different. Although 
the number of cues integrated into a decision might differ between decision-mak-
ers, the maximum level of integration is reached at a similar degree of environmen-
tal complexity (see Sect.  2 for more details), indicating that the optimal number 
of information cues does not differ between individuals, even if some individuals 
perform better than others at this optimal level of information load (Schroder et al. 
1967; Streufert and Schroder 1965; Wilson 1973). Personalization is also difficult to 
implement, as information users’ individual decision models would need to be trans-
parent to the designer of the information system (Revsine 1970). In addition, learn-
ing has been shown to be possible: Wilson (1973) highlights Streufert and Schroder 
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(1965)’s findings, indicating that individuals’ conceptual levels are not fixed but 
can develop. In addition, task learning has been shown to positively affect decision 
accuracy and reduce decision time (e.g., Iselin 1988, 1989, 1990). Another poten-
tial drawback when considering fitting the information set to personal characteristics 
becomes apparent when considering interaction around accounting numbers in an 
organization. A certain standardization is necessary in order to facilitate efficient 
discussions within and across departments. Iselin (1989) discusses aggregation as a 
possible remedy; however, as described in the section dealing with consequences of 
increased information load (6.2), the effects of data aggregation on decision perfor-
mance are ambiguous at best.

As highlighted by Snowball (1979), to be able to provide decision-makers with 
a pre-selected information set, knowledge on the specific requirements of the deci-
sion problem and process at hand is critical. Therefore, asking the decision-makers 
for their information requirements could solve this issue. However, decision-makers 
tend to demand more information than is useful for effective decision-making, thus 
risking information overload and reduced decision quality (e.g., Snowball 1979). In 
addition, self-insight with regards to information use and relevance is rather limited 
(e.g., Stocks and Tuttle 1998).

6.3.2  Further task characteristics

Task characteristics other than the number of information cues provided can further 
improve or deteriorate decision performance. Reducing cognitive load associated 
with the task, supplying decision aids, or changing the task structure are potential 
remedies to mitigate effects of increases in information load. Changes in cognitive 
load resulting from a change in task characteristics imply changes in the total pro-
cessing capacity needed (e.g., Schick et  al. 1990) to accomplish the task at hand. 
Therefore, these changes are likely to influence individuals’ information processing 
capabilities. Rose et al. (2004) indicate that variations in information load should be 
investigated along with increases in cognitive load, as cognitive load is a factor that 
is influenceable by the way a task is set up. Although Rose et al. (2004)’s experi-
ments were not designed to investigate interaction effects between information load 
and cognitive load, the findings showed that increases in cognitive load negatively 
impacted recall and led subjects to rely more heavily on reconstruction matching 
affects.

Discussing their results, Chewning and Harrell (1990) and Rakoto (2005) indi-
cate that making decision-makers use a decision model might be a solution to the 
information overload problem when reducing the number of information cues is not 
an option. However, as Rose et al. (2004) indicate, increases in cognitive load must 
be considered when providing individuals with a decision aid.

As outlined by Richins et al. (2017), a new skill set is needed in order to benefit 
from more advanced decision models that rely on big data. (Management) account-
ants and auditors therefore need to be provided with respective trainings and teams 
need to be complemented by new roles, e.g., data scientists. As described by Brown-
Liburd et  al. (2015) for the audit setting, the use of big data and the associated 



1657

1 3

Information overload research in accounting: a systematic…

technologies comes with a specific set of concerns that need to be mitigated—such 
as a potential increase in ambiguity when using unstructured data, increased diffi-
culty in identifying relevant information or the need for training to recognize pat-
terns in the data.

The latter countermeasures, in the more radical form, imply replacing the person 
with a statistical model (one step further than providing a decision aid to the deci-
sion-maker). While offering the potential for more effective and efficient decision-
making, the introduction of algorithm-based decision models is not always success-
ful, partially due to limited adoption driven by a hesitancy to rely on the respective 
models, even if they are known to outperform human decision-makers (Mahmud 
et al. 2022).

Benbasat and Dexter (1979) argue that, depending on the structure of the task, 
information should be provided structured and aggregated for more structured, pro-
grammable tasks, and less so for tasks that require more flexible information use. 
However, there is no empirical evidence that verifies this assumption. Although not 
directly investigated by the research reviewed for this article, task complexity (e.g., 
Wood 1986) is likely to interact with the information set. Increases in information 
load might have a stronger effect in more complex (e.g., less structured) tasks than 
in simpler or more structured tasks. Reducing task complexity (notably coordinative 
and dynamic complexity, as component complexity is determined by the number of 
cues—Wood 1986) is therefore likely to mitigate information overload effects.

6.3.3  Characteristics of the environment

Characteristics of the decision-making environment (such as time available or incen-
tives) can help or harm information processing. One of the most evident counter-
measures is to increase the time available for information processing for an individ-
ual decision-maker or within an organization (Schick et al. 1990; Snowball 1980). 
Another option is to incentivize task performance (Ding and Beaulieu 2011; Tut-
tle and Burton 1999). However, as shown by Ding and Beaulieu (2011) and also 
pointed out by Bonner and Sprinkle (2002), there is a limit to the effect incentives 
have on task performance. If information load increases beyond a certain level, even 
incentives cannot mitigate the negative effects on decision performance (as shown 
by Ding and Beaulieu 2011). When deciding which countermeasures to implement, 
a cost–benefit calculation is advisable as some countermeasures might be costly—
either with regards to additional decision time due to longer time needed for indi-
vidual decision processes or discussion and coordination in teams; or for defining 
relevant information, decision models, implementing information systems, training, 
and more.

6.3.4  Decision‑maker characteristics

Several articles discuss measures that deal broadly with the characteristics of the 
decision-maker (task-related and person-related). Countermeasures can be catego-
rized into countermeasures that help change certain task-related characteristics and 
those that relate to a replacement of the decision-maker. The former countermeasures 
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encompass measures such as training. Task learning has been shown to positively 
affect task performance (e.g., Iselin 1988, 1989, 1990). In these articles, the task 
was not changed, so it seems reasonable to assume that the learning effects represent 
an upper limit and should be lower in tasks that are less standardized. In addition, 
experience has been shown to improve decision-making performance in selected 
experiments (e.g., Iselin 1988). However, not all measures improve with experience: 
Snowball (1980) found less consensus for experienced subjects. Experience has also 
been associated with longer decision times (Swain and Haka 2000). The latter coun-
termeasures, in the more radical form, imply replacing the person with a statistical 
model (one step further than providing a decision aid to the decision-maker).

A further measure (not directly linked to task performance but necessary none-
theless) is to create awareness around the phenomenon of information overload—
decision-makers are often unaware they are overloaded (Hirsch and Volnhals 2012) 
or that their cue usage deteriorates (Chewning and Harrell 1990). In some cases, 
this can lead to overconfidence on the side of the decision-maker (e.g., Abdel-Kha-
lik 1973) and potentially to harmful decisions. If decision-makers are aware of the 
potential detrimental effects of information overload on decision-making perfor-
mance, they might stop requesting too many information cues or know when to ask 
for help or use a decision model.

Chewning and Harrell (1990) found that certain subjects’ cue usage was not 
affected by increases in information load, leading to the question of whether a per-
son who is not or is less affected by information overload should be the one to make 
decisions. However, there is a limit to the number of information cues humans can 
handle. Therefore, as described by Brown-Liburd et al. (2015), employing statisti-
cal models and teaching (human) decision-makers how to engage with the output 
of these decision models seems a more fruitful middle ground when the informa-
tion set cannot be kept to a level that does not generate information overload effects. 
Another aspect relates to the person-task fit. Miller and Gordon (1975) argue that 
people with less abstract conceptual structures are better at simple tasks. Benbasat 
and Dexter (1979) found that high-analytic-type subjects performed better with a 
pre-structured, aggregate report, while low-analytic-type subjects performed bet-
ter with a database inquiry system. The evidence on finding a person-task fit, how-
ever, is rather scarce. While Iselin (1991) does not find groups to be able to better 
cope with increases in information load, Stocks and Harrell (1995) do find group 
decision-making to improve performance; having more complex decisions taken by 
groups might therefore help to improve decision-making performance.

7  Summary of findings and recommendations

Summarizing the main findings is no easy task, as for some variables, there is no 
consistent picture with regards to the effects on the dependent variables investigated. 
The stylized facts which have been derived for each of the potential consequences in 
Sect. 6.2 are summarized in Fig. 6. In addition, the number of articles analyzing the 
respective variable have been added.

In a nutshell, our analysis resulted in the following key findings:
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1. Not all information cues are equal: it is important to distinguish between relevant, 
irrelevant, and redundant information. Depending on information characteristics, 
effects of increased information load on decision accuracy are likely to have dif-
ferent effects. In particular, disaggregating information does not have the same 
impact as providing additional information cues. Management accountants as 
providers of information must therefore be aware of the type of information they 
provide to decision-makers. While redundant or irrelevant information should 
never be provided, the trade-off between increased decision accuracy and the 
risk of information overload should be considered for relevant information cues. 
In addition, they must be aware of the effects that aggregating or disaggregating 
information has on the decision-maker.

2. Do not give decision-makers what they want: while a “feeling of overload” seems 
to increase with additional information, self-insight into decision quality (as 
measured by calibration) seems to decrease when information load increases. 
Increasing information load does not impact decision confidence in the same 
way that it does decision accuracy. Complying with decision-makers’ demands 
for additional information is therefore likely to increase information overload. 
This is especially relevant when considering initiatives for increased self-service 
reporting. Users must be effectively trained or at least made aware of the pitfalls 
associated with making decisions based on reports that contain a high number of 
information cues.

3. Consider the trade-offs: while providing decision-makers with more (relevant) 
information can increase decision accuracy up to a certain point, decision time is 

Fig. 6  Overview framework with stylized facts
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likely to increase. The same is true for implementing countermeasures that might 
be costly.

4. Experience is not always a good thing: while it is likely to increase decision 
accuracy, the effect on decision time is not clear.

5. There is more to a task than just information input: While this is not immediately 
visible from the summary of stylized facts as there are only few papers which have 
investigated the issue, depending on the task (e.g., structured vs. unstructured), 
increases in information load are likely to have differing effects. Increasing infor-
mation load past an optimal level in an unstructured task is likely to have a more 
negative effect than increasing information load in a structured task. Tuttle and 
Burton (1999), for example, did not find increases in information load to nega-
tively impact consistency or accuracy when a specific decision model should be 
applied. In addition, further task characteristics, for example viewing conditions 
or incentives, are likely to further impact or at least interact with information load 
in influencing decision-making performance.

8  Opportunities for future research

The high number of articles included in this review on information overload 
research in accounting underlines the interest in the topic. However, some aspects 
have been researched in more detail than others. The framework presented in Sect. 5 
and the main topics researched as described in Sect. 3 serve as a basis for categoriz-
ing opportunities for future research. In addition, the stylized facts summarized in 
Fig. 6 can be used to identify fields in which additional research is warranted (Loos 
et al. 2011; Winter 2009).

The first aspect that becomes apparent are the domains that are being researched. 
Much research concentrates on financial distress prediction. This focus is under-
standable, considering the combination of a high relevance for practice and the 
unique benefits of being able to analyze an unstructured decision-making task that 
allows researchers to investigate either decision accuracy or cue usage conveniently. 
Other areas, such as the field of management accounting, have received less atten-
tion and thus offer potential for new findings.

The next aspect considers the categories of variables researched, that is, causes, 
consequences, and countermeasures. Most research addresses the link between 
causes and consequences. Although possible countermeasures are discussed by 
the authors and in some cases investigated in the course of the experiment (see 
Sect. 6.3), further direct empirical investigation of possible countermeasures might 
offer valuable insights for practice.

Another aspect refers to the distinction between input, process, and output vari-
ables. Most research addresses how changes in input variables affect output vari-
ables, such as decision accuracy or decision confidence. Fewer papers have inves-
tigated process variables, such as the information acquisition process or decision 
rules applied, especially not in conjunction with decision accuracy as a measure 
for decision quality. Gaining more insight into the decision process might provide 
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valuable insights into how information use and decision rules influence decision 
performance.

As described above, most empirical research on information overload in account-
ing (with the exception of Iselin 1991, and Stocks and Harrell 1995) is concerned 
with individual decision-making. This fact has already been highlighted by Birnberg 
(2011) for the domain of behavioral accounting research in general. However, it is 
likely that major decisions are not taken by individuals, but rather by groups. Inves-
tigating how groups manage increases in accounting information load is therefore 
warranted.

Currently, new technological developments are reshaping the accounting land-
scape; big data is just one example. Decision models (that have been considered in 
few articles) will become more important, and as highlighted by Brown-Liburd et al. 
(2015), it is not yet clear how decision-makers will deal with the output of these 
models. In addition, algorithm aversion (Mahmud et al. 2022) could pose a barrier.

With regards to research methodology, some suggestions can be derived from 
the literature reviewed. Experiments are the dominant method when it comes to 
researching information overload in the accounting domain as experiments are an 
excellent tool for showing cause and effect relationships. Nevertheless, other meth-
ods, such as surveys or case studies, can complement these findings with evidence 
from practice. With the exception of Henderson (2019), no qualitative studies have 
been identified for this literature review and Iselin et  al. (2009) is the only study 
applying a questionnaire-based approach to study information overload effects in an 
organizational setting. As discussed above (Sect. 6.1.1), manipulations of the infor-
mation set can be operationalized in a variety of ways, the effects on decision perfor-
mance differing markedly depending on the change investigated. It is therefore nec-
essary to clearly define which aspects of the information set have been manipulated 
and whether relevant, redundant, or irrelevant information is being investigated. The 
same applies to the manipulation of further variables (e.g., task variables) and the 
measurement of dependent variables.

In general, designing the perfect information overload research project is no easy 
task, starting with, as described above, the limitations when it comes to measuring 
decision accuracy in unstructured decision-making. A clear focus is therefore neces-
sary. As noted already by Eppler and Mengis (2004), the field still lacks integration: 
while most of the research articles are based upon the same theory, the settings in 
which increases in information load are investigated differ. While it is beneficial to 
investigate different task settings, it makes comparison of results difficult. As sum-
marized by Loos et al. (2011), stylized facts, as formulated in this review article, can 
contribute to putting a focus on the key links within the information overload model 
that might need further clarification.

9  Conclusion

This literature review synthesizes accounting-related information load literature. It 
provides a framework for analysis and clusters the major variables researched and 
their operationalization, presenting the relationships between causes and effects of 
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changes in information load. In addition to giving an overview of the fields that 
have been researched, summarizing the development of research over the years, and 
presenting some methodological advice, this literature review suggests opportuni-
ties for future research. With regards to practice, useful implications can be derived, 
especially with regards to possible countermeasures. The strength of this literature 
review, focusing on accounting related topics and therefore allowing an exploration 
of the mechanisms at work in greater detail—for example allowing for the discus-
sion of contradictory findings—is also a limitation: there might be findings from 
other disciplines that are helpful in deriving further recommendations.

With major technological changes currently occurring and data analysis and 
decision-making becoming increasingly automated, the role of the human deci-
sion-maker will change and most likely shift from structuring and analyzing data 
to dealing with the output of an algorithm. This shift is unlikely to make human 
decision-making irrelevant in the near to mid-term. Algorithm aversion (Mahmud 
et al. 2022) might contribute to a limited adoption in the field. In the future, unless 
decision-making is completely automated, even the output of an algorithm will need 
to be managed by human decision-makers (e.g., Richins et al. 2017). The effects and 
relationships between variables discussed here are therefore relevant even in a more 
automated decision-making environment.
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