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Abstract
While early optimists have seen online discussions as potential spaces for delibera-
tion, the reality of many online spaces is characterized by incivility and irrationality. 
Increasingly, AI tools are considered as a solution to foster deliberative discourse. 
Against the backdrop of previous research, we show that AI tools for online discus-
sions heavily focus on the deliberative norms of rationality and civility. In the opera-
tionalization of those norms for AI tools, the complex deliberative dimensions are 
simplified, and the focus lies on the detection of argumentative structures in argu-
ment mining or verbal markers of supposedly uncivil comments. If the fairness of 
such tools is considered, the focus lies on data bias and an input–output frame of 
the problem. We argue that looking beyond bias and analyzing such applications 
through a sociotechnical frame reveals how they interact with social hierarchies and 
inequalities, reproducing patterns of exclusion. The current focus on verbal mark-
ers of incivility and argument mining risks excluding minority voices and privileges 
those who have more access to education. Finally, we present a normative argument 
why examining AI tools for online discourses through a sociotechnical frame is ethi-
cally preferable, as ignoring the predicable negative effects we describe would pre-
sent a form of objectionable indifference.
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1 Introduction

The advent of the internet has led to the emergence of multiple online publics, 
where people from many different backgrounds are able to discuss issues of public 
manner. While some authors have argued that the internet could provide the infra-
structure for a more deliberative public sphere (e.g., Coleman & Gøtze, 2001; Dahl-
berg, 2001), others have raised concerns that online communication could reveal the 
darkest human abysses (Papacharissi, 2004; Suler, 2004). More than two decades 
later, one may argue that these pessimistic assessments are empirically evident. In 
fact, several studies indicate that online discussions suffer in terms of civility and 
are far away from reasoned and democratic discourse envisioned by the advocates of 
deliberative democracy (Coe et al., 2014; Kreissel et al., 2018). Against this back-
ground, Artificial Intelligence (AI) has entered this research field in recent years, 
which means that both scholars and commercial organizations develop and employ 
AI-driven tools in order to maintain democratic discussions online (Rodríguez-Ruiz 
et al., 2020; Stoll et al., 2020; Wojcieszak et al., 2021). In this paper, we focus on AI 
that aims to improve the quality of online discussions.

Following Hancock et al., (2020, p. 90), AI broadly refers “to computational sys-
tems that involve algorithms, machine learning methods, natural language process-
ing [NLP], and other techniques that operate on behalf of an individual to improve a 
communication outcome”. However, AI aiming to improve communication quality 
may also trigger ethical issues, which constitute our main point of interest. While 
scholars and developers may intend to improve the quality of public online dis-
courses when introducing automated hate speech detection tools, argument mining 
models, and moderating bots, they may also unintentionally increase existing ine-
qualities, exclude certain voices from the discourse, and deepen social hierarchies.1 
Since determining what is a solid argument, an appropriate wording or a comment 
worth to be automatically replied to by a bot has powerful implications; such deci-
sions have to be the subject of ethical reflections. Those reflections are in place for 
some AI applications—e.g. medical diagnostic tools or credit scoring, but are less 
developed in the context of AI interfering in public online discourses.

In the first part of the paper, we are going to sketch the state of online discourse, 
arguing that norms of deliberation are still considered to be important normative 
standards to evaluate the quality of online discussions and that the violation of these 
norms has paved the way for AI to clean up discussions (1). In the next step, we will 
provide some orientation on previous AI research in the context of online delibera-
tion to illustrate that AI research already aims to improve certain norms of delibera-
tion while neglecting others (2). Zooming in on rationality and civility, we discuss 
how those norms are conceptualized and subsequently operationalized for AI tools. 

1 We use the term social hierarchies to refer to systematic differences in the power and authority that 
members of different groups hold within society. Power is understood as the amount of possible actions 
available as well as the potential to compel others to action, whereas authority refers to the ability to be 
recognized and listened to as well as the potential to be ascribed expertise (see for power and authority 
Moreau 2020, pp. 51–52). Inequality, on the other hand, refers to broader patterns of different levels of 
access to goods and opportunities between groups.
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Furthermore, we discuss how such AI tools are imagined as neutral once the data 
bias that influences the pipeline from input to output has been addressed (3). We 
proceed by adopting a sociotechnical perspective, moving beyond data bias, show-
ing that the promotion of deliberative norms through AI can exclude and silence 
marginalized groups by ignoring the interaction of models with cultural norms and 
social hierarchies. (4). Finally, we argue that restricting the analysis to the rela-
tionship between input and output constitutes an arbitrary choice, which expresses 
objectionable indifference towards those that are further excluded and marginalized 
through AI tools. To avoid expressing objectionable indifference, AI tools should 
be evaluated through a sociotechnical framework that explicitly addresses equality 
instead of presupposing neutrality (5). Finally, we provide concluding remarks (6).

2  The State of Online Discourse

Some early writings have painted the internet as a virtual public space for free-flow-
ing discussions and the respectful exchange of arguments (Dahlberg, 2001; Negro-
ponte, 1995). Particularly, advocates of deliberative democracy have argued that the 
internet would provide the communicative infrastructure for large-scale deliberation 
by a diverse and dispersed public without significant limitations with regard to time 
and space (Dahlberg, 2007; Graham & Witschge, 2003). Furthermore, online dis-
cussions and public participation platforms could foster civic engagement in politi-
cal decision-making in a deliberative manner (Aitamurto & Landemore, 2013; Neli-
markka et al., 2014; Romberg & Conrad, 2021). Against this backdrop, Chadwick 
(2009, p. 13) stated that deliberation is probably the most influential concept in the 
context of digital democracy research. In fact, scholarship on online discussions 
often adopts a deliberative perspective by implicitly or explicitly drawing on norms 
that arise from theories of deliberative democracy (Esau et  al., 2017; Ruiz et  al., 
2011).

In contrast, other authors have emphasized concerns and risks by arguing that 
instead of cultivating deliberative discussions, the online environment would trans-
form people into digital rowdies, and abusive language, flaming, sexism, racism, and 
hate speech would spread online (Buchstein, 1996; Suler, 2004). In fact, empirical 
research suggests that online discussions often contain uncivil2 contributions, such 
as hate speech, and therefore suffer in terms of deliberative quality (Coe et al., 2014). 
Research also suggests that such uncivil discourse is even orchestrated by organized 
networks (Garland et al., 2022; Kreissel et al., 2018). Such networks are also respon-
sible for strategic misinformation campaigns (Pacheco et al., 2020), which are some-
times also supported by ‘social’ bots (Uyheng et al., 2022). These campaigns, where 
accusations of hoaxes and lies are frequent, curtail substantial engagement and the 
critical exchange of arguments and can lead to a situation where “communication 
has reached a dead end” (Brüggemann et  al., 2020, p. 1026). Some online spaces 

2 Incivility here is preliminarily defined as “features of discussion that convey an unnecessarily disre-
spectful tone toward the discussion forum, its participants, or its topics” (Coe et al., 2014, p. 660).
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are even dedicated to decisively irrational discourse, such as climate change denial, 
that often spills over to other sites (Davis, 2021). For example, some Twitter debates 
on climate change have been found to be characterized by affective polarization and 
hostility, especially on the side of deniers, while rational argument is lacking (Tyagi 
et al., 2020).

Research has shown that those low-quality discourses can influence readers’ per-
ceptions of public opinion toward specific issues (Anderson et al., 2014), their per-
ceptions of news quality (Anderson et  al., 2018), and their commenting behavior 
(Springer et al., 2015). In addition to that, incivility erodes the participants’ expecta-
tions in the potential for success of public deliberation (Hsueh et al., 2015; Hwang 
et al., 2014). Furthermore, frequent exposure to incivility on social media can lead 
to its normalization and heighten negative and stereotypical perceptions of minori-
ties (Soral et al., 2020).

The presence of the described phenomena and the findings on its negative effects 
have called both researchers and organizers of online public discourse to action in 
order to maintain democratic discourse (e.g., Friess et al., 2021; Stroud et al., 2015; 
Ziegele et al., 2018). However, since online spaces open to public discussions are 
not easily maintained and moderated by humans alone, research has addressed the 
question whether AI is able to solve some of the problems associated with online 
public discussions (e.g., Romberg & Conrad, 2021; Stoll et al., 2020). In the next 
section, we will focus on this strand of literature.

3  Previous Research on AI Promoting Deliberative Norms

Improving online discourse needs both a desirable ideal for what better discourse 
could look like and a method or tool for moving closer to that ideal. One influential 
expression of the ideal discourse we mentioned above is the concept of delibera-
tion, which originates from the literature on deliberative democracy (see Friess & 
Eilders, 2015 for a review; Gutmann & Thompson, 2004; Habermas, 1998). In a 
nutshell, deliberation can be described as a demanding form of communication that 
is characterized by certain norms. Even though there are competing conceptions of 
which norms exactly constitute deliberation, many authors share the idea that delib-
eration is a constructive, reciprocal, and respectful exchange of reasons among equal 
participants (Bächtiger & Parkinson, 2019; Friess & Eilders, 2015). We will discuss 
this concept in more detail later on.

Recently, research has focused on AI as a tool to foster and maintain democratic 
discussions online that live up to standards of deliberation (Rodríguez-Ruiz et al., 
2020; Stoll et al., 2020; Wojcieszak et al., 2021). In order to systematically access 
the potential of AI for deliberation, Friess et al. (2022) reviewed 171 scientific con-
tributions from computational science and communication studies that have stud-
ied AI in the context of online deliberation. The review suggests that AI research 
has mostly focused on the dimensions of rationality and civility, while other norms 
of deliberation, such as reciprocity or equality, seem to be much less studied, yet 
Friess et al. (2022) show that a closer look at the dimension of rationality makes it 
apparent that argument mining constitutes a key focus when AI is used to enhance 
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rationality (e.g., Ida et al., 2019; Klein, 2022; Liebeck et al., 2016) while the auto-
mated detection of duplicates (Yang & Callan, 2006), topic modelling approaches 
(e.g., Curiskis et al., 2020), or stance detection (e.g., Sirrianni et al., 2021) are less 
frequently researched in the context of rationality. We will turn back to this evident 
focus on argument mining below.

With regard to the deliberative dimension of civility, studies on the automated 
detection of hate speech and offensive language are dominant in the reviewed lit-
erature (e.g., Daxenberger et al., 2018; Stoll et al., 2020). Beside the pure detection 
of incivility, some studies have also experimented with automated counterspeech 
bots (e.g., Clever et al., 2022). Even though different studies target different forms 
of deviant communication, this strand of literature has significantly advanced in the 
last 5 years and is already able to contribute to more civil discussions online.

Compared to rationality and civility, the deliberative dimensions of reciprocity 
and equality were much less targeted by the AI research, according to Friess et al. 
(2022). However, some studies, for example, have experimented with AI-based chat 
assistants to increase reciprocity among users (e.g., Argyle et  al., 2023; Ito et  al., 
2022; Wyss & Beste, 2017). Furthermore, AI has been used to stimulate more bal-
anced and equal participation in online discussions by automatically identifying 
the activity of users, using deep learning approaches (Wijenayake et  al., 2020) or 
chatbots that encourage passive participants to actively contribute to the discussion 
(Kim et al., 2021). AI has also been used for automatic text simplification in order to 
increase inclusiveness of online discussions (Stodden et al., 2023).

However, the overwhelming prevalence of AI research that targets rationality and 
civility justifies a closer look at both the deliberative norms themselves and their 
implementation in AI tools. While we do not intend to disregard the importance of 
the dimensions of equality and reciprocity within the framework of deliberative the-
ory (Friess & Eilders, 2015), the state of AI research seems to be skewed towards 
the theoretical dimensions of rationality and civility. Thus, we focus our ethical 
reflections on those norms. We will now discuss those two deliberative norms and 
their operationalization in the development of AI tools, before turning to the discus-
sion of harmful effects of those tools.

4  Rationality and Civility: From Conceptualization to AI Tools

We will now examine more closely the conceptualization and the operationalization 
of rationality and civility. Afterwards, we will discuss how AI models used in tools 
to promote the two dimensions can potentially become biased and how the analysis 
of that bias often focuses on an input–output frame.

When engaging with the concept of rationality in online deliberation research, 
the work of Habermas provides a basis for much of the conceptualization (Dahlberg, 
2010; Friess & Eilders, 2015). Habermas considers rationality constitutive for com-
municative practice and deems it central to rationality that a speaker who raises a 
claim can defend the claim with reasons (Habermas, 1995, p. 37). In case of dissent, 
rationality is tied to argumentation, as those exhibiting communicative rationality 
back their disputed claims with arguments or revise their utterance in response to 
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criticism (Habermas, 1995, p. 38). Such communication is best understood as a nor-
mative goal. Ideally, participants do not only factually reach consent but aim at moti-
vating consent through critical reasoning (Habermas, 1995, p.  525). Under those 
conditions, communicative argumentation can be understood as the cooperative 
search for truth (Habermas, 1983, p. 98). Despite the common roots in Habermas’ 
work, rationality as a central aspect of deliberative theory is not operationalized in 
a unified way across different works (Friess & Eilders, 2015). However, Habermas’ 
reliance on arguments emerges again, for example, when Dahlberg (2010, p. 623) 
considers it central to deliberative discourse that “positions […] are provided with 
reasons rather than simply asserted”. Dutwin (2003) identifies rationality with rea-
soned argument. Generally, argumentation plays a central role in operationalizing 
rationality (Friess & Eilders, 2015; Stromer-Galley, 2007). The focus on arguments 
supporting a claim also emerges as evident from the presented literature review, as 
most AI tools in the dimension of rationality focus on argument mining.

Argument mining denotes “the automatic identification and extraction of argu-
ment components and structure” (Lawrence & Reed, 2020, p. 766). However, since 
considerable dissent exists, “it is impossible to give a single formal, universally 
accepted definition of structured argument” (Lippi & Torroni, 2015, p. 165). Thus, 
the following steps can vary according to the underlying model of argumentation. 
Argument mining is based on Natural Language Processing (NLP) which provides 
the possibility to automate processing of naturally occurring texts (Cabrio & Vil-
lata, 2018). In the past, this has often involved machine learning algorithms trained 
on pre-labeled datasets in supervised learning conditions (Liu et  al., 2023). How-
ever, the training of NLP models has shifted in recent cases to language models 
trained on raw data, not on prelabeled instances, providing larger datasets for train-
ing (Liu et al., 2023). Thus, argument mining models can be trained on manually 
annotated corpora (Lippi & Torroni, 2015; Ruckdeschel & Wiedemann, 2022), but 
pretrained language models can also be fine-tuned on unlabeled data (Dutta et al., 
2022). Models for argument mining often involve the prediction or identification of 
argument boundaries to identify which parts of a text contain arguments (Fu et al., 
2023; Lippi & Torroni, 2015). Input that features narratives, questions, or simple 
expression of agreement is then discarded and classified as non-argumentative (Hab-
ernal & Gurevych, 2017). Moreover, the components of an argument, such as claims 
and different aspects of argumentative units, can be determined (Lippi & Torroni, 
2015; Ruckdeschel & Wiedemann, 2022). Finally, the intercomponent relationship 
between the different components of an argument can be predicted (Dutta et  al., 
2022).

Applications of argument mining, for example, take the form of automating the 
extraction of arguments in online participation processes and online discussions as 
well as identifying trends and contentious issues (Lawrence et  al., 2017; Liebeck 
et al., 2016). Furthermore, argument mining can be used to predict parts of an argu-
ment that are most susceptible to attacks (Jo et al., 2020), which could be used to 
facilitate more engagement from opposing sides (Vecchi et al., 2021). Finally, argu-
ment mining can potentially be used in collaborative online discussions, supporting 
users by summarizing the state of a debate or even by providing feedback on their 
own arguments so they can “be nudged into writing more persuasive arguments” 
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(Schneider, 2014, p. 61). Ida et al. (2019) present a concept of a discussion-inducing 
forum that uses argument mining to present the argument structures of contributions 
to participants. Thus, argument mining can be used to assess the results of a debate 
for both users and decision-makers, but also to actively influence a debate.

From the Habermasian idea of rationality to the operationalization and finally the 
use in AI tools, a strong focus on formal argument structures emerges. Hence, the 
complex conceptualization that Habermas presents is mostly reduced to a simpler 
operationalization. Aspects such as cooperative truth-seeking are omitted or sup-
posed to be promoted by the identification of specific argumentative structures.

Next to rationality, civility emerges as a particularly important deliberative 
dimension in the context of AI tools for improving online discourse. Whereas 
rationality is a mainstay of Habermas’ work, civility is less directly addressed but 
can be indirectly reconstructed, such as from the idea that the discourse must be 
free from any external and implicit pressure or repression (Habermas, 1983, p. 99). 
Furthermore, Habermas understands the ideal discourse as a fundamentally coop-
erative process of mutual understanding and truth-seeking in which the other can be 
supposed to act truthfully and honestly (Habermas, 1983, pp. 97–98). Much of the 
disrespectful behavior described above, such as intimidation and disparaging others, 
can be understood as implicit pressure or repression endangering any cooperative 
process.

In the literature on online deliberation, several competing definitions of civility 
and incivility exist (Bormann & Ziegele, 2023). Friess and Eilders (2015, p. 330) 
understand civility as “mutual recognition of the participants in the sense that every-
body is recognized as an equal actor able to speak in his or her own manner”. Addi-
tionally, respect can be considered as a central aspect of civility. Coe et al., (2014, 
p. 660) define incivility as contributions that are unnecessarily disrespectful in tone, 
emphasizing that such content does not add “anything of substance”. When measur-
ing incivility and disrespect, Coe et al. (2014) include speech acts that are disparag-
ing or vulgar. Papacharissi (2004, p. 267) in contrast, cautions that simple rudeness 
should not be considered uncivil because such a definition may stifle heated debate. 
She argues that the focus should lie on behaviors that risk setting back a democratic 
society especially by attacking social groups of which a discussion participant is a 
member (2004, p. 267). All in all, those differing understandings provide plausibil-
ity to the judgement of Bormann and Ziegele (2023, p. 211) that incivility will likely 
be “subject to individual perceptions and zeitgeist”.

When it comes to developing AI tools, the complexity of the debate is mostly 
foregone for the detection of vulgarity or disparaging remarks (Davidson et  al., 
2020; Sadeque et  al., 2019; Vidgen & Derczynski, 2020). Sadeque et  al. (2019) 
present a Neural Network Model that can detect and filter name-calling and vul-
garity, trained on annotated data. Relying on pre-trained models, Davidson et  al. 
(2020) present a model that also includes disparaging communication towards an 
idea or disparaging remarks about the way a person communicates, besides name-
calling and vulgarity. Vidgen and Derczynski (2020) discuss in their review article 
of abusive language detection that incivility detection often relies on identifying the 
tone of the contribution. The reliance on aspects such as name-calling and vulgar-
ity makes it necessary to at least partly rely on linguistic markers in the annotation 
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process and subsequently in the use of AI tools. Once again, from the concept of 
civility to its operationalization in AI tools, a significant reduction of complexity 
appears. While the concept remains subject of debate in deliberative research, AI 
tools rely on simpler markers like name-calling or vulgarity, ignoring more nuanced 
definitions of respect and the multitude of possible operationalizations (Bormann & 
Ziegele, 2023, p. 201).

In the use of AI, data bias is a central concern (Ntoutsi et al., 2020), and tools for 
online discussions are no exception. Concerns about data bias mainly aim at identi-
fying ways in which a model can acquire biases and consequently render the process 
from the input data to the output of the model unfair. This debate about the neutral-
ity and fairness3 of algorithms is decades old (see for an early example Lowry & 
Macpherson, 1988). Since then, the mechanisms through which bias can enter algo-
rithmic decision-making have been extensively studied and described, with a strong 
focus on machine learning (Barocas & Selbst, 2016; Jiang & Nachum, 2020). Those 
discoveries have contributed to a growing awareness that the incorporation of bias 
is a problem for AI applications and spawned a variety of attempts to mitigate bias 
through technical means (Mehrabi et al., 2022). Unsurprisingly, both argument min-
ing and incivility detection are not immune to the bias problem.

A substantial problem connected to argument mining can arise when the NLP 
model itself is not equally well trained to recognize texts by different groups, and 
thus, speech cannot be classified as an argument. For example, NLP models have 
been shown to be insufficiently trained to handle African American English (AAE) 
(Blodgett & O’Connor, 2017; Field et  al., 2021). Blodgett and O’Connor (2017) 
show in an analysis of Twitter data that AAE is more often misclassified, for exam-
ple, as Danish. In the case of NLP, a model is often trained on majority white 
speech, for example, when Wikipedia is used as a database in training (Field et al., 
2021, p. 1907). Models trained on majority white speech can then be ill-equipped to 
handle such language varieties. AAE, for example, is characterized by several dis-
tinct features, such as the use of the habitual be, which indicates reoccurring activ-
ity (Green, 2006).4 Testing the Stanford part of speech tagger and Gate, Jørgensen 
et al., (2015, p. 16) found their accuracy to be lacking when applied to AAE and 
deemed the result “prohibitive of many downstream applications”.

However, problems of bias are not limited to the dimension of rationality. In the 
development of incivility classifiers, the annotation process of manually labelling 
examples may be crowdsourced, which can introduce the subjective perspective of 
crowd workers into the annotation process (Sap et al., 2019). This is especially prob-
lematic if annotators rate utterances by members of different groups systematically 
differently, such as when speech containing features of AAE is more often rated as 
toxic, leading to contributions by African Americans being flagged more often (Sap 

3 The concept of fairness remains the subject of heated debate in the field of AI research (Weinberg 
2022). For the purpose of this paper, we use the definition of fairness provided by Mehrabi et al., (2022, 
p. 2): “In the context of decision-making, fairness is the absence of any prejudice or favoritism toward an 
individual or group based on their inherent or acquired characteristics.”.
4 While features such as the habitual be have been observed in many African American communities, it 
is important not to essentialize features or to disregard regional variety (Wolfram 2007).
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et al., 2019). Such discrepancies can, for example, have their roots in AAE markers 
such as ass not denoting a vulgar insult but functioning as a pronoun, such as in I 
saw his ass (Spears, 2021, p. 259). Here it is shown that coders struggle with identi-
fying the context and cultural background necessary to identify incivility (Bormann 
& Ziegele, 2023, p. 206). Herbst (2010, p. 3) even argues that incivility lies “very 
much in the eye of the beholder”, which presents a problem if the beholder influ-
ences how a model operates.

Such problems of biased decisions can lead to unfair outcomes, as participants 
are excluded based on factors that are not connected to the deliberative qual-
ity of their contributions. While AI can potentially promote civility and rational-
ity, AI that functions less well for different groups cannot. However, such problems 
are not impossible to address. In incivility detection, race and dialect priming can 
reduce biased labelling (Sap et al., 2019). Furthermore, training data could be sup-
plemented by specifically gathering more data from underrepresented groups in 
order to improve NLP systems’ handling of language varieties (e.g., AAE) (Hovy 
& Prabhumoye, 2021, p. 6). However, the need to increasingly survey marginalized 
communities introduces new concerns, such as privacy protection (Nee et al., 2021, 
p. 5). Generally, efforts are undertaken to debias NLP models and make sure they 
work equally well for different language varieties and do not display biases in gener-
ating tasks (Dacon et al., 2022; Sun et al., 2019). Such interventions primarily treat 
AI as a technology that can be perfected and debiased, a phrase mentioned in both 
examples above. For the improvement of online discourses, this would mean that 
once insufficient training on the varieties of speech and annotator bias are removed, 
the tools can help to promote deliberative discourse in online spaces. The goal of 
such interventions is to develop tools that transform input data into output without 
disadvantaging specific groups. In the following sections we will argue that such a 
framing focused on the input to output pipeline is insufficient.

5  A Sociotechnical Perspective on AI Tools Promoting Deliberative 
Norms

Thus far, we have shown that rationality and civility are the most prevalent norms 
in the context of promoting deliberation through AI tools in online discourse. Addi-
tionally, we have analyzed how the complex concepts of those norms are operation-
alized and, in the process, simplified. Finally, we have discussed how data bias can 
lead to biased models, influencing the relationship between input data and output. 
Hence, efforts to cleanse the underlying technology of biases are underway. Draw-
ing on the debate on a sociotechnical approach to AI, we will argue that a focus 
on the process between input and output ignores the interaction of the technology 
with inequalities and social hierarchies. We will then apply those insights to the pro-
motion of deliberative norms and show that their promotion through AI tools risks 
silencing disadvantaged groups by imposing a standard of communication that fur-
ther benefits privileged groups. This happens because both the norms themselves, 
but especially their operationalization in AI tools, privilege contributions that follow 
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a way of expression more highly educated people are better accustomed to while 
disregarding linguistic, cultural, and socioeconomic variety.

Increasingly, the focus on identifying problems with training data and with the 
relationship between input and output has come under criticism (e.g., Le Bui & 
Noble, 2020; Selbst et al., 2019). Occasionally, such criticism has called into ques-
tion the quest for fair AI in general, for example, when Le Bui and Noble write that 
“striving for fairness in the face of these systems of power does little to address the 
ways that digital technologies are increasingly central to other forms of structural 
power” (2020, p. 178). On the other hand, calls for a re-examination of fairness in 
the context of AI have been voiced (Barocas & Selbst, 2016).

Selbst et  al., (2019, p.  59) argue that attempts to make machine learning algo-
rithms fairer have been limited to considering the relationship between input and 
output while “abstract[ing] away any context that surrounds this system”. This 
abstraction, shown in Fig. 1, is considered the default without explicitly justifying 
the choice of this particular framing of the problem (Selbst et al., 2019, p. 60). This 
means that how the input data comes into being, how human actors engage with 
the output data, as well as the focus on finding a technical solution at all, remain 
unquestioned. The process of abstraction fails to consider the interaction of AI with 
social power structures and leads to the creation of “imagined digital spaces of neu-
trality and objectivity” (Le Bui & Noble, 2020, p. 171), while ignoring that algo-
rithms are “embedded in social, political, cultural, and economic worlds, shaped by 
humans” (Crawford, 2021, p. 211). Benjamin (2019) criticizes that ignoring current 
social power structures in development processes allows those structures to repli-
cate. Brock (2018, p. 1014) additionally criticizes that the development of Informa-
tion and Communications Technologies often presupposes a norm of a privileged 

Fig. 1  The sociotechnical and the input–output frame for evaluating AI tools, based on Selbst et  al. 
(2019). Description: The figure shows two different boxes, indicating different frames for evaluating AI 
tools. The inner box, indicates the input–output frame and includes the input data, the AI model and 
the output data. The outer box encompasses the inner box, and the boxes “cultural norms influencing 
development”, as well as “educational inequalities” and “different norms of deliberation”, influencing the 
input data, which is indicated by arrows towards the inner box. It also includes arrows emerging from the 
inner box, indicating influence on the boxes “future participation” and “social hierarchies”
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user, rendering others deficient. Le Bui and Noble (2020, p. 166) criticize attempts 
to “’unbias’ the technology, rather than account for the asymmetrical power rela-
tionships and gravity of history”. Restricting the analysis of the effects of a tool 
to input–output relations risks the deepening and reproduction of inequalities by 
ignoring how the input has been constituted, how the output interacts with the sur-
rounding social system, and which norms shape the perspective of developing AI 
tools at all. Selbst et al. (2019) thus discuss the concept of a sociotechnical frame 
(see Fig. 1), which explicitly evaluates a model in its interaction with the context it 
is introduced into.5 Through such a frame, the inequalities and power structures a 
model interacts with become a vital part of evaluating a model, and thus, an analysis 
through this frame may yield different results than an abstract analysis of input–out-
put relations.6 Consequently, such a frame can contribute to “reshap[ing] the AI eth-
ics research agenda by frontloading the role of power mechanisms” (Gerdes, 2022, 
p. 4).

If the sociotechnical view is applied to the improvement of online discourse 
through AI tools, several aspects can be criticized as further excluding marginal-
ized groups that remain beyond the grasp of the input–output frame. We identify 
three aspects that put the use of AI tools within online discourse at risk of deepen-
ing inequalities and exclusion. We will begin with the focus on formal arguments in 
rationality, then discuss civility and vulgarity, and finally turn to the discouraging 
effect of the output of a model.

When discussing rationality, it can first be stated that deliberative norms articu-
late a form of desirable discourse that appears as a neutral baseline to improve dis-
cussions, but it is not free from social and cultural norms. As Young (1990, p. 59) 
puts it, “the dominant group’s cultural expressions receive wide dissemination, their 
cultural expressions become the normal, or the universal”. In the face of this suppos-
edly universal standard, other forms of expression are not only rendered as some-
thing else but as something inferior or lacking (Young, 1990, p. 116). The ideal of 
rationality is supposed to lead to the prevailing of the best argument, but in striv-
ing for this ideal, other forms of expression are devalued. As Young (1990, p. 118) 
argues, Habermas focuses on discursive argumentation, excluding other forms of 
discursive expression, such as metaphors or playful expression, while also maintain-
ing a “dichotomy between reason and affectivity”. Such a focus excludes expres-
sions that take the form of humor or narration, which have been discussed under 
the term type II deliberation (Bächtiger et al., 2010). The operationalization of the 
Habermasian ideal of rationality only deepens that exclusion, as arguments are sup-
posed to be identified relying on structures of argumentation, automatically ignoring 

5 Note that Selbst et  al., (2019, p.  60) also differentiate between the algorithmic frame, exclusively 
focusing on measures of accuracy, and the data frame, which expands the considerations to, for example, 
demographic information in the input and output. However, as both framings do not fully capture the 
social context a model operates in, we have opted here for a binary distinction between an input–output 
frame and a sociotechnical frame.
6 For a seminal study of the harm of algorithms developed with insufficient attention to the social con-
text or to the question whether a technical solution is the right choice in the first place see Eubanks 
(2018).



 J. A. Carstens, D. Friess 

1 3

10 Page 12 of 25

other contributions such as storytelling, which can be “a way of engaging in argu-
ment” (Black, 2008, p. 26). Moreover, this process of formal argumentation is not 
something that everyone is equally well adapted to. It presupposes familiarity with 
formal argumentation, privileging those with higher degrees of education, who have 
had ample practice and familiarity with the exchange of arguments (Sanders, 1997; 
Young, 2000, p.  38). Sanders (1997, p.  349) even argues that deliberative theory 
provides seemingly democratic grounds for discrediting the contributions of those 
who express themselves in different ways, affecting especially the systematically 
disadvantaged. Habermas himself conceptualizes the deliberative norms as an ideal, 
but having acquired education clearly makes it easier to come close to this ideal. 
When such an ideal is taken to be a neutral standard, groups that have privileged 
access to power, resources, and education that makes them uniquely suited to fol-
low those norms can more effectively pursue their interests and seemingly neutral 
procedures “will […] yield outcomes in the interests of the more powerful” (Young, 
1990, p. 114). In societies in which access to education correlates with race, gen-
erational poverty, and affluence, such an ideal of rational argument can work to 
exclude, as some are “more learned and practiced in making arguments” (Sanders, 
1997, p. 349). Consequently, Young (2000, pp. 39–40) sees in the ideal of a rational 
dispassionate communication the “speech culture of white middle-class men” while 
the “speech culture of women, racialized or ethicized minorities, and working-class 
people, on the other hand, often is, or is perceived to be, more excited and embod-
ied, values more the expression of emotion”. What appears as a neutral ideal is 
thus revealed to be deeply influenced by value judgements of what communication 
should look like. Those judgements can disproportionately burden already disadvan-
taged groups, especially through privileging specific argumentative structures in the 
operationalization of rationality. Implemented as an AI model in online discourse, 
the enforcement of this standard of rationality may be perceived as neutral modera-
tion for the sake of a better discussion, leaving aside the ways cultural norms, value 
judgements and power structures have influenced the pipeline from conceptualiza-
tion to actual programming decisions.

Second, this problem of norm setting also becomes apparent when looking at 
the norm of civility and, most poignantly, to vulgarity as a marker of incivility. 
We have already discussed that the annotation process for vulgarity risks cod-
ing elements of AAE as vulgar (Sap et al., 2019; Spears, 2021). Here, the line 
between a flawed annotation process and dominant cultural norms working to 
exclude people blurs, as the speech in question is understood as non-toxic and 
not uncivil by AAE speakers (Spears, 2021). But even if members of some social 
groups used vulgar expression more often than others, this can be understood 
more as a difference than a deficiency. In his classic study of black urban youth 
vernacular, Labov (1972) shows that insults serve a ritualistic bonding function 
within some peergroups and are used to demonstrate high language skill. Civil-
ity as a norm carries echoes of what Young (1990, p.  110) calls the old ideal 
of respectability, which describes the virtuous man as “unyielding to passion”. 
Expressions are then governed by this standard as “some words are clean and 
respectable, others are dirty” (Young, 1990, p. 137). If such an ideal shows itself 
in the filtering of vulgarity, it presupposes a norm of a restrained discourse that 
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again leaves little room for different behavior. Moreover, it ignores that a stand-
ard of acceptable language cannot be separated from the cultural and socioeco-
nomic factors that have shaped it. Historically, the charge of incivility has often 
been leveled against disenfranchised minorities (Zerilli, 2014, p.  108). While 
hate speech and attempts to silence are rightly condemned, vulgarity filters come 
closer to an “identification of reasonable open public debate with polite, orderly, 
dispassionate, gentlemanly argument” (Young, 2000, p.  49). This is especially 
problematic since disruptive communication can provide an effective way to call 
attention to issues affecting groups that hold little power and to make their views 
part of the political discourse (Young, 2000, p. 50). Thus, civility is not a neu-
tral norm, and its operationalization in AI tools risks filtering out voices that 
have historically been silenced. It thus risks automating the enforcement of “the 
communicative styles of already powerful groups” (Bickford, 2011, p.  1025). 
Once again, this problem is especially pronounced because the operationaliza-
tion of the deliberative norm is simplified for the deployment of AI tools. Com-
plex arguments about the role of respect are foregone, and simple name-calling 
and vulgarity are filtered, even though the use of such elements may vary widely 
between different groups, may fulfill different linguistic functions and depends 
on the socioeconomic class of the participants.

Third, the norms that are enforced through AI tools do not only devalue some 
contributions but can also be expected to shape the behavior of potential par-
ticipants when considering future contributions. When moving beyond the rela-
tionship between input and output, it should also be questioned how the output 
could shape future input. This means asking, how highlighting a specific kind 
of argument or privileging a certain kind of contribution in online discussions 
will shape future contributions to discourse. If the highlighted arguments in an 
online discussion all fulfil criteria of formal arguments, will those whose contri-
bution would have looked different still decide to contribute? As those systems 
become more widespread, it is possible that people self-censor, in order to avoid 
vulgarity filters and other tools, thus curtailing the variety of expressions.

Those problems with deliberative norms and their operationalization only 
come into view when the scope of analyzing AI tools is broadened beyond the 
relationship between input and output. Questioning the cultural and social norms 
as well as the social hierarchies that underlie the ideal of a good discourse means 
venturing beyond scrutinizing whether criteria for a good discourse are fairly 
applied. Instead, it means scrutinizing how the input comes into being in the 
first place and how educational, cultural, and socioeconomic differences shape 
the style of argumentation or the use of vulgarity. While attempting to improve 
online discourses, AI tools can potentially deepen inequalities in access to polit-
ical participation and discussion and exclude disadvantaged groups from another 
aspect of public life. On the other side, those with more access to educational 
resources will be able to pursue their interests more effectively in a seemingly 
neutral process. However, uncovering those problems requires leaving behind 
the idea that AI tools can be neutral (Le Bui & Noble, 2020, p. 171).
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6  The Choice of the Frame and Objectionable Indifference

In what way interactions between an AI tool and the surrounding social context 
and hierarchies are considered ultimately constitutes a choice between different 
framings of the problem. In this final part, we present a normative argument for a 
sociotechnical frame as the preferable option when it comes to AI tools for online 
discourse. We argue that choosing a narrow frame presents a form of objection-
able indifference, as it expresses that the predictable disadvantages incurred by 
some groups are not a matter of concern. After rejecting the challenge that a soci-
otechnical frame unduly leads to a more complex development process, we argue 
that tools for online discussions should be explicitly scrutinized for their potential 
to interact with social hierarchies. Such scrutiny is likely to influence how and 
even if certain AI tools are developed and deployed. Finally, we critically dis-
cuss the fact that AI tools for equality and reciprocity receive comparatively little 
attention.

We borrow the concept of objectionable indifference from Sangiovanni (2017), 
who develops it in his theory of discrimination. He argues that actions can infe-
riorize and demean those affected, depending on the attitude of those carrying 
out an action and the social meaning attached to an action (Sangiovanni, 2017). 
Social meaning can only be analyzed by looking at the message an action or 
policy sends “against a wider social, cultural, political, economic background” 
(Sangiovanni, 2017, pp. 122–123). Hence, an action’s potential to inferiorize and 
demean depends on the possibility to mobilize or deepen patterns of stigma and 
exclusion (Sangiovanni, 2017, p. 139), making members of disadvantaged groups 
uniquely vulnerable, a stance that Sangiovanni shares with other theorists of dis-
crimination (e.g., Hellman, 2011). Finally, inaction in the face of the reproduction 
of patterns of stigma and inequality expresses that those patterns are acceptable 
or, at the very least, not a matter of weighty concern, thus expressing objection-
able indifference (Sangiovanni, 2017, pp. 168–171). This framework renders the 
continuation of patterns of exclusion a choice instead of a regrettable inevitability 
and allows for the complexity of social hierarchies and cultural norms to play a 
crucial role in the analysis of an action. When patterns of exclusion are repro-
duced, it is expressed that such patterns are acceptable. This concept ascribes an 
active role to actors who deepen or reproduce social inequalities and makes their 
actions open to analysis in light of their alternative choices. We will apply this 
conceptual framework to the framing of AI models in online discussions.

The exclusion of alternative forms of argumentation, enforcement of a privi-
leged perspective on civility, and subsequently the further exclusion of marginal-
ized groups from another aspect of social participation are not inevitable. Rather, 
it is a deliberate design choice that only appears as inevitable through a narrow 
focus on the input–output relationship. As a choice, the setting of a specific frame 
can be analyzed for its social meaning. For the first element of this analysis, 
it is important to state that negative effects on disadvantaged groups are to be 
expected if a narrow input–output frame is chosen. As Bickford (2011, p. 1025) 
phrases it concerning the operationalization of rationality, “inegalitarian effects 
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are inevitable unless we expand our understanding of political communication to 
include more affective elements”. As we have seen, rationality, operationalized as 
the use of structured argument, and civility, marking out vulgarity as uncivil, can 
be expected to benefit the privileged and enforce specific cultural norms. Further-
more, this ties in with a history of silencing, ignoring, and policing the expres-
sions of disadvantaged groups (Zerilli, 2014, p.  108). Considering AI tools in 
online discourses as potentially neutral against this background ignores the mul-
tiple ways such technologies interact with inequalities and social hierarchies. As 
a result, patterns of exclusion and stigmatization, as well as disregard for lan-
guage varieties and forms of expression deviating from the norms of privileged 
groups, are likely to be reproduced. By choosing a narrow frame of investiga-
tion such effects are, by definition, no longer a concern. Choosing such a nar-
row frame thus communicates indifference, as the interactions between AI tools 
and social structures are simply considered irrelevant to the design of such tools, 
even though they are likely to occur if they are not explicitly addressed. Moreo-
ver, by excluding other forms of argumentation and by adapting a culturally laden 
standard of civility, historical patterns of exclusion and stigmatization are contin-
ued and disadvantaged groups experience further exclusion from participation. 
In front of this historical and cultural background, the choice to limit concerns to 
an input–output relationship communicates that those effects are acceptable, and 
thus, this choice communicates objectionable indifference. Enlarging the frame, 
however, would allow developers to recognize that AI tools should be developed 
with an understanding of the diversity of real discourse. For example, aspects of 
type II deliberation, such as narratives, emotions, or testimony (Bächtiger et al., 
2010), as well as different language varieties and sociolects, should be explicitly 
considered in the development process.

Such an argument can be expected to run into the objection that it unduly expands 
the focus of AI development. While the effects described above may be regrettable, 
AI developers and researchers should not be made responsible for what Le Bui and 
Noble (2020, p. 166) call the “gravity of history”. They have not caused the educa-
tional inequalities that render some people more adapted to a formalized style of 
argumentation. Taking into account the interactions between inequalities that exist 
in society and AI tools would simply make the process of deploying any tool so 
complex that such tools would be much harder to develop and deploy. This chal-
lenge to the argument, however, does not succeed. First, it is widely accepted within 
the community of researchers and developers of AI tools that increased complex-
ity of the development process has to be accepted to avoid harmful outcomes in 
some instances. Mitigating the effect of bias that is introduced through the train-
ing data requires additional testing and a close analysis of the training data (Leavy 
et  al., 2020). Here, the trade-off between mitigating negative effects on disadvan-
taged groups and engaging in a more complex research and development process 
is already accepted. It remains true that the inequalities reproduced or deepened 
through AI tools are not caused by the deployment of said tools. Nonetheless, the 
technology interacts with the social structures it is introduced into. Any effects that 
occur due to this interaction result partially from introducing the technology into 
an existing social context where it will predictably reproduce patterns of inequality 
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and uphold dominant cultural norms. To analyze such effects beforehand, impact 
assessment for AI that takes into account multiple stakeholders as well as the spe-
cific organizational and social context of a specific use case can provide a pre-emp-
tive safeguard against harmful effects (Stahl et al., 2023, p. 1281). In the case of AI 
online discussions, this would include identifying the groups most at risk of being 
excluded as well as the impact that different definitions and operationalizations of 
deliberative norms are likely to have on them. Furthermore, the existing inequalities 
render it necessary to pay special attention to disadvantaged groups, so that disad-
vantages incurred by them can not simply be compensated by advantages for more 
privileged groups. The philosophical concept of prioritarianism, in which the inter-
ests of the least well-off are paid special attention, can provide a starting point for 
such assessment (see Parfit, 2012). Against this background, limiting the frame to an 
input–output relationship constitutes an arbitrary choice that expresses indifference 
to the wider effects that the introduction of a tool will predictably cause. This analy-
sis, using objectionable indifference as a framework, provides an explicit normative 
justification for adopting a sociotechnical frame, complementing works that point 
out the effects of different frames (see for example Selbst et al., 2019).

Considering problems that stem from the interactions of algorithms and social 
systems will lead to some AI tools not being developed or deployed. We argue that 
this is actually desirable. Selbst et al., (2019, p. 63) describe the idea that a technical 
solution to a problem must exist as the solutionism trap and argue that “to under-
stand whether to build, we must also understand the existing social system”. If the 
goal is to make online publics a better place for democratic discourse, this goal is 
simply not satisfied if the resulting tools end up increasing the advantages of the 
already privileged. In some cases, it is necessary to resist the “flattening of complex-
ity into clean signal for the purposes of prediction” (Crawford, 2021, p. 213). This 
means recognizing that sometimes the technological tools available are simply insuf-
ficient to deal with the complexity of real discourse, instead of falling into the solu-
tionism trap. Pressing ahead with AI tools despite the problems that come into view 
by adopting a sociotechnical view expresses that the costs incurred by disadvantaged 
groups are acceptable. Either those problems must be resolved through changes to 
the operationalization deliberative norms or certain tools ought not to be deployed.

This, however, does not mean that promoting deliberative norms in online dis-
courses should be abandoned or that narration or different standards of civility can 
never be excluded without expressing objectionable indifference. The setting of an 
online discourse may influence how deliberative norms potentially work to exclude 
some participants. Consider the example of a faculty holding an online discus-
sion about new PhD guidelines (Friess, 2018). Here, the participants can likely be 
expected to be familiar with structured argument in the way the deliberative norm 
presupposes. Hence, the criticism presented does not apply to this specific situation. 
Such specifications would mean adapting AI tools to specific contexts, instead of 
developing code that is as portable as possible (Selbst et al., 2019). Furthermore, to 
identify the needs and competencies of potential participants in a specific online dis-
cussion, it is necessary to involve a more diverse range of people, beyond program-
mers and other experts, throughout the development in a process of “co-creation” 
(Sartori & Theodorou, 2022, p. 8). In online discussions that are supposed to further 
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democratic discourse, diversity, both in the voices influencing development as well 
as within the discourse, can be seen as a value in itself, rendering the discourse more 
representative. The field of AI research for online discussions could take inspira-
tion from the research on inclusive news recommenders, where approaches to meas-
ure and increase the visibility of minority voices have already been made (see Hel-
berger, 2019, p. 1006; Vrijenhoek et al., 2021, pp. 178–180). This approach means 
taking seriously all effects a model introduced into a specific social context may 
cause. Which kind of argumentation to include and which understanding of ration-
ality or civility to adopt are fundamental choices that can influence which voices 
are given more visibility and should be addressed and evaluated as such through a 
sociotechnical frame. Otherwise, some negative effects are simply rendered irrel-
evant, expressing objectionable indifference towards those bearing the brunt of those 
effects.

Ultimately, this also brings into critical view the state of AI online deliberation 
research itself. Equality and reciprocity, which explicitly aim at promoting more 
engagement by a more diverse group of participants, are insufficiently addressed 
by AI research compared to rationality and civility. A development and research 
process focused on co-creation and representation of marginalized voices (Sartori 
& Theodorou, 2022) may lead to greater engagement with those norms. However, 
such a development process is complicated and requires engaging different groups 
of users and ultimately depends on their cooperation and participation. Structuring 
the existing discourse through enforcing relatively formal norms of rationality and 
civility lends itself better to being addressed through a technological solution. How-
ever, if feasibility becomes the driver of the direction that AI for online discussions 
research takes, there is a danger of letting the development of technology also set the 
research agenda on how to foster better and more inclusive discourses. As Crawford 
(2021, p. 214) argues, the development of AI should not “focus on the innovative 
nature of the method rather than on what is primary: the purpose of the thing itself”. 
A sociotechnical view can help to critically evaluate such larger trends beyond spe-
cific use cases and applications. The approach can shine a light on the possibility 
that marginalized groups may remain underconsidered in the development of AI 
tools for online discussions generally, not only in operationalizing rationality and 
civility. It should be assessed how a representative discourse that engages a wide 
variety of participants can be facilitated, and it should be openly analyzed which and 
if AI tools can contribute to reaching this goal instead of focusing on norms that can 
be addressed relatively easily through existing technology.

7  Conclusion

This paper aims to provide ethical reflections and a critical sociotechnical perspec-
tive on AI interference in online discussions. Discussing the state of online dis-
course, we have shown that norms of deliberation are still considered to provide an 
important normative standard to evaluate such discourse. This also translates into 
AI research mainly focusing on rationality and civility, both key norms of delib-
eration. We have shown that those norms are often operationalized as identification 
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of argumentative structures for rationality and vulgarity detection for civility in the 
context of AI tools. We have analyzed, through a sociotechnical frame, how such 
AI tools for online discourse can contribute to patterns of exclusion and inequality. 
Moreover, we have adopted the concept of objectionable indifference to provide a 
normative argument for a sociotechnical framing in the discussion of AI tools in 
online discussions. Finally, we have suggested possible approaches to developing 
AI tools following a sociotechnical frame. Such approaches should explicitly assess 
the impact of an AI tool on marginalized and disadvantaged groups, considering the 
context the tool will operate in. Furthermore, such groups should be included in the 
development process, and the communication styles of different groups should be 
recognized by the final product. A promising step in developing a context-sensitive 
AI tool for civility can be found in the work of Arora et  al. (2020), who propose 
to work with communities most strongly affected by online abuse in the annotation 
process when developing harassment and hate speech classifiers. Such an approach 
takes into account the targeting of specific groups through online harassment, which 
itself is often based on power differentials within the online community. Further-
more, it could capture the nuances of abuse targeted at marginalized groups instead 
of broadly relying on crowd workers to develop a tool promoting civility regardless 
of context. Generally, inclusivity and representation ought to be taken into account 
more strongly as goals of tools for the improvement of online discussions. Finally, 
if a sociotechnical frame reveals AI tools to be increasing inequalities, ceasing the 
development of such tools should be considered as a real alternative to techno-cen-
tric solutionism.

Against the backdrop of a sociotechnical perspective, the contribution of this 
paper is threefold: First, we have shown that AI tools for online discourse mostly 
focus on relatively simple operationalizations of the complex concepts of rationality 
and civility. Second, we have shown in the context of online deliberation that adopt-
ing a sociotechnical framing yields a deeper analysis of the ways simple operation-
alizations of rationality and incivility deepen and reproduce inequalities. Third, we 
have gone beyond stating that a sociotechnical framing delivers different results than 
an input–output frame and provided a normative argument showing that adopting a 
sociotechnical frame in the context of online deliberation is ethically preferable.

However, there are several limitations to this paper. While we have provided some 
indications on how a sociotechnical frame could serve as a basis for the development 
of more inclusive AI tools, we have only provided limited suggestions on concrete 
technical steps. Further research may fill this gap by considering our ethical argu-
ments when designing AI tools in the context of online deliberation. Furthermore, in 
this article, we adopted a deliberative perspective in order to critique the operation-
alization of certain deliberative norms. However, this criticism of deliberative norms 
is not new (see: Sanders, 1997; Young, 2000), but simply adapted to the context of 
AI tools in online discussions. Nevertheless, other theoretical perspectives are also 
promising. For example, agonistic approaches (e.g., Mouffe, 2005) could offer a 
fruitful alternative to our approach based on deliberative theory since they focus on 
conflict and fundamental differences between groups. In this context, sociotechnical 
approaches could lay bare fundamental differences of interests between groups (Sar-
tori & Theodorou, 2022), instead of suggesting that those interests could be easily 
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reconcilable if only a technical solution for online discourse was developed. Com-
bining critical sociotechnical approaches with agonistic approaches to communica-
tion and AI development could help to “call out the ethical and political implications 
of who decides task T, performance metric P and experience E, and to investigate 
how this is done, taking into account which (and whose) concerns are at stake” 
(Hildebrandt, 2019, p. 110, cursive in the original). Finally, the paper has focused on 
rationality and civility while providing only limited engagement with equality and 
reciprocity. We justified our focus with regard to the current state of AI research, 
which has mainly focused on rationality and civility (Friess et al., 2022). However, 
this selectivity of previous research is not a strong argument for omitting already 
neglected aspects. Nevertheless, our paper is intended to highlight the narrowing of 
AI deliberation research to rationality and civility as seemingly easy to operational-
ize concepts. Those two dimensions and their use in AI development risk the exclu-
sion of minority groups because they formalize a particular style of communication 
and a particular kind of argument or contribution. Those norms are therefore both 
dominant in the research field and particularly problematic, which is why a critical 
reflection of their impact is particularly important. Nonetheless, this paper suggests 
that more research on AI tools promoting the dimensions of equality and reciprocity 
is desirable. Such work should also scrutinize the pipeline from conceptualization to 
operationalization, to the use in AI tools for those norms.
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