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The Active Flux method is a finite volume method which uses point values as well as cell average 
values as degrees of freedom. The point values are evolved in time using the characteristic form 
of the equation while the conservative form of the equations is used to evolve cell average values. 
Here we present an Active Flux method for the 1 + 1 dimensional Vlasov-Poisson system. The 
resulting scheme is third order accurate and uses a compact stencil in space and time. This leads 
to accurate approximations on relatively coarse grids, a desirable property for high dimensional 
kinetic equations.

To avoid negative values in the approximation of the Vlasov equation we introduce a new limiting 
approach for Active Flux methods that is motivated by positivity-preserving flux limiters.

1. Introduction

In this work we address the topic of flux limitation for Active Flux methods and present a positivity-preserving Active Flux method 
for the 1 + 1 dimensional Vlasov-Poisson system.

The Active Flux method is a finite volume method for hyperbolic conservation laws introduced by Eymann and Roe [19,20], which 
in its simplest form for one-dimensional linear advection is equivalent with van Leer’s scheme V, presented in [43]. In the original 
papers, Active Flux methods have been proposed as fully discrete, truly multi-dimensional and third order accurate methods. These 
properties are achieved by using a compact stencil in space and time and a piecewise quadratic reconstruction. The numerical fluxes 
are computed with higher order accurate quadrature formulas, typically Simpson’s rule. These quadrature rules require point values of 
the solution at the old time level (which are assumed to be known) and at later times (which need to be computed). These point values 
are evolved in time using truly multi-dimensional exact or approximative evolution operators. The use of point values in addition to 
cell average values distinguishes Active Flux methods from most other finite volume schemes. Recently, semi-discrete methods that 
use the same degrees of freedom have been proposed, see for example [1–3]. Our Active Flux method for the Vlasov-Poisson system 
however benefits from a fully discrete approach.

Two-dimensional Active Flux methods were first introduced on unstructured triangular grids by Eymann and Roe [20] and later 
studied on Cartesian grids [7,26]. For the Vlasov-Poisson problem the Cartesian grid version is most suitable and we therefore restrict 
our considerations to Cartesian grids. The dense and compact stencil provides accurate approximations even on coarse grids by 
following the more physical approach of using as little information as possible outside the true domain of dependence as pointed out 
by Roe [37]. The development of limiting techniques for Active Flux methods is currently an active research topic. Here we propose 
a positivity-preserving Active Flux method for multi-dimensional advective transport that is based on [45,47,28].
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The Vlasov-Poisson system, see [22] for more details, describes the interaction of a collision-less plasma with an electrostatic 
force. The model might be considered as a simplification of the Vlasov-Maxwell system, a common model for astrophysical plasmas, 
see for example [4], which describes the interaction of a plasma with an electromagnetic field. The numerical simulation of the 
Vlasov-Maxwell as well as the Vlasov-Poisson system is challenging. In general the Vlasov equation is a kinetic equation in space 
and velocity phase space. Hence a six-dimensional time dependent partial differential equation for a density distribution function 
describing the plasma that is coupled to a lower dimensional equation, which only depends on space. Solutions of the Vlasov-Poisson 
system conserve infinitely many quantities over time. Some of these quantities are used as diagnostics for numerical schemes. Here we 
will construct a positivity-preserving, conservative method. Consequently, our method preserves the 𝐿1-norm of the Vlasov solution 
up to machine precision.

In the last 50 years many different numerical methods have been developed for the Vlasov-Poisson system. A very prominent 
method is the Particle-In-Cell (PIC) method [27], where the distribution function is evolved using macro-particles. While this approach 
efficiently treats the high dimensionality, the method is less accurate in low-density regions.

Semi-Lagrangian methods, which are attractive for accuracy and stability reasons, have been studied intensively in particular by 
Sonnendrücker and collaborators [23,9,40,8,16]. This work also influenced the development of new discontinuous Galerkin methods 
[38,35,17] as well as WENO methods [34,44].

In higher dimensions, grid-based methods for the Vlasov equation typically relay on some form of splitting as pioneered by Cheng 
and Knorr [12].

Another interesting approach is given by spectral methods, which discretise the high dimensional Vlasov equation by a lower 
dimensional, i.e. only spatially dependent, system of moment equations. Recently, Filbet and Xiong [25] proposed a spectral method 
for the Vlasov-Poisson problem where the moments satisfy a system of hyperbolic partial differential equations. With their approach 
exact preservation of mass, momentum and energy is obtained, as those quantities are moments of the Vlasov equation and thus 
directly approximated.

Higher order accurate grid based methods require some form of limiting to avoid negative values of the density distribution 
function while accurately approximating the filamentation observed in plasma applications. This has previously been done by adapting 
limiting techniques from the Computational Fluid Dynamics community to different Vlasov solvers, including for example [24,38,35]. 
The limiting suggested for our Active Flux based Vlasov solver will also follow this path.

The Active Flux method introduced in this work has similarities with semi-Lagrangian methods. Similar to semi-Lagrangian meth-

ods we use characteristics to describe the evolution of the point values. For stability reasons, the Active Flux method requires the 
footpoint of the characteristic curve to be located in a neighbouring grid cell. While this leads to a stronger restriction of the time 
step it provides a scheme with a compact stencil in space and time. Banks and Hittinger [5] pointed out that local schemes are of 
particular interest when using parallel computing.

We believe that the Vlasov-Poisson system is an interesting model problem for the use of Active Flux methods. We obtain third 
order accurate approximations of the coupled Vlasov-Poisson problem by using a single solve of the Poisson problem and a single 
solve for the Vlasov problem per time step. Moreover, the limiting approach introduced in this paper does not degrade the accuracy 
of smooth solutions and should be of general interest also for other applications of the Active Flux method. The local stencil provides 
methods that are accurate even on coarse grids. Furthermore, the stencil should also simplify the use of this method in the context 
of interface coupling where different models might be solved in different parts of the computational domain. We plan to explore this 
aspect in forthcoming work.

The rest of this article is structured as follows: In Section 2, we begin with a short revision of Active Flux methods on two-

dimensional Cartesian grids. In Section 3, we present an Active Flux method for advective transport in an externally imposed 
divergence-free, spatially and temporally varying velocity field and introduce a positivity-preserving flux limiter. As a more ad-

vanced problem we present the guiding-center model, where both an advected quantity as well as the divergence free velocity field 
are evolved in time. Finally, in Section 4 we describe our third order accurate positivity-preserving Active Flux method for the 1 + 1 
dimensional Vlasov-Poisson system and present numerical solutions for classical problems.

Note that first work on the unlimited Active Flux method for Vlasov-Poisson was presented in the conference proceeding paper 
[29].

2. The two-dimensional Active Flux method

We consider the two-dimensional hyperbolic problem

𝜕𝑡𝑞 + 𝜕𝑥𝑓 (𝑞) + 𝜕𝑦𝑔(𝑞) = 0 𝑥, 𝑦 ∈ℝ, 𝑡 ∈ℝ+,

𝑞(𝑥, 𝑦,0) = 𝑞0(𝑥, 𝑦) 𝑥, 𝑦 ∈ℝ,
(1)

where 𝑞 ∶ ℝ2 ×ℝ+ → ℝ𝑚 is a vector of 𝑚 ∈ ℕ conserved quantities and 𝑓 , 𝑔 ∶ ℝ𝑚 → ℝ𝑚 are vector valued flux functions. We use a 
two-dimensional Cartesian grid with constant mesh widths Δ𝑥 and Δ𝑦. A cell 𝑖,𝑗 is given by [𝑥

𝑖− 1
2

, 𝑥
𝑖+ 1

2
] × [𝑦

𝑗− 1
2

, 𝑦
𝑗+ 1

2
], 𝑖, 𝑗 ∈ ℤ. 

Since Active Flux methods are finite volume methods, we calculate the cell average updates by

𝑄𝑛+1
𝑖,𝑗

= 𝑄𝑛
𝑖,𝑗 −

Δ𝑡 
Δ𝑥

(
𝐹

𝑖+ 1
2 ,𝑗

− 𝐹
𝑖− 1

2 ,𝑗

)
− Δ𝑡 

Δ𝑦

(
𝐺

𝑖,𝑗+ 1
2
− 𝐺

𝑖,𝑗− 1
2

)
. (2)
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Here 𝑄𝑛
𝑖,𝑗

denotes approximations to the cell average of the conserved quantities in cell 𝑖,𝑗 at time 𝑡𝑛. 𝐹
𝑖± 1

2 ,𝑗
and 𝐺

𝑖,𝑗± 1
2

are the 
numerical fluxes over the vertical respectively horizontal interfaces of 𝑖,𝑗 , i.e.

𝐹
𝑖+ 1

2 ,𝑗
≈ 1 

Δ𝑡Δ𝑦

𝑡𝑛+1

∫
𝑡𝑛

𝑦
𝑗+ 1

2

∫
𝑦

𝑗− 1
2

𝑓 (𝑞(𝑥
𝑖+ 1

2
, 𝑦, 𝑡)) 𝑑𝑦 𝑑𝑡, (3)

𝐺
𝑖,𝑗+ 1

2
≈ 1 

Δ𝑡Δ𝑥

𝑡𝑛+1

∫
𝑡𝑛

𝑥
𝑖+ 1

2

∫
𝑥

𝑖− 1
2

𝑔(𝑞(𝑥, 𝑦
𝑗+ 1

2
, 𝑡)) 𝑑𝑥 𝑑𝑡. (4)

As proposed by Eymann and Roe, we compute these numerical fluxes using Simpson’s rule. In the two-dimensional case we obtain 
the formula

𝐹
𝑖+ 1

2 ,𝑗
= 1 

36

(
𝑓

(
𝑄𝑛

𝑖+ 1
2 ,𝑗− 1

2

)
+ 4𝑓

(
𝑄𝑛

𝑖+ 1
2 ,𝑗

)
+ 𝑓

(
𝑄𝑛

𝑖+ 1
2 ,𝑗+ 1

2

)
+4𝑓

(
𝑄

𝑛+ 1
2

𝑖+ 1
2 ,𝑗− 1

2

)
+ 16𝑓

(
𝑄

𝑛+ 1
2

𝑖+ 1
2 ,𝑗

)
+ 4𝑓

(
𝑄

𝑛+ 1
2

𝑖+ 1
2 ,𝑗+ 1

2

)
+𝑓

(
𝑄𝑛+1

𝑖+ 1
2 ,𝑗− 1

2

)
+ 4𝑓

(
𝑄𝑛+1

𝑖+ 1
2 ,𝑗

)
+ 𝑓

(
𝑄𝑛+1

𝑖+ 1
2 ,𝑗+ 1

2

)) (5)

and analogously for the numerical flux 𝐺
𝑖,𝑗+ 1

2
. The values arising in the formulation of the numerical flux are quantities at times 

𝑡𝑛, 𝑡
𝑛+ 1

2
and 𝑡𝑛+1. The conserved quantities at time 𝑡𝑛 are point values along the boundary of the cell 𝑖,𝑗 , namely on the midpoints of the 

edges 𝑄
𝑖+ 1

2 ,𝑗
and in corners 𝑄

𝑖+ 1
2 ,𝑗± 1

2
. These point values and the cell average are used to reconstruct a two-dimensional polynomial 

in each grid cell, which interpolates all eight point values and maintains the cell average. Using coordinate transformations, one can 
map the grid cell onto a reference cell [−1,1] × [−1,1]. Locally in each cell, the mapped reconstructed polynomial is described by

𝑞𝑟𝑒𝑐(𝜉, 𝜂) = 𝑐00 + 𝑐10𝜉 + 𝑐01𝜂 + 𝑐11𝜉𝜂 + 𝑐20𝜉2 + 𝑐21𝜉2𝜂 + 𝑥12𝜉𝜂2 + 𝑐02𝜂2 + 𝑐22𝜉2𝜂2, (6)

with 𝑐𝑖,𝑗 ∈ ℝ𝑚, 𝑖, 𝑗 = 0,1,2 and (𝜉, 𝜂) ∈ [−1,1]2. The reconstruction can be described using appropriate basis functions, see [7,26] 
for more details. We denote the reconstructed continuous piecewise quadratic function at time 𝑡𝑛 by 𝑞𝑛. Furthermore, the piecewise 
quadratic polynomial in cell 𝑖,𝑗 is denoted by 𝑞𝑛

𝑖,𝑗
. In Active Flux methods the point values at times 𝑡

𝑛+ 1
2

and 𝑡𝑛+1 are of special 
interest. These values are unknown and need to be approximated separately. The calculation of the point values makes the method 
truly multi-dimensional. For simple linear partial differential equations such as advection or acoustics one can compute these point 
values using exact evolution operators, for other more complex problems, one needs to use approximations of the exact evolution 
operators, see [20,21,6,13,11,14]. Furthermore, the values of 𝑞 at time 𝑡𝑛+1 are of double importance as they serve as quadrature 
points in the flux computation and as interpolating data for the reconstruction at time 𝑡𝑛+1 .

As a preparation of our Active Flux method for the Vlasov-Poisson problem we next consider advective transport and propose a 
new limiting strategy.

3. Advective transport in a divergence-free velocity field and a new positivity-preserving limiter

In this section we consider two-dimensional advective transport with a spatially and possibly temporally varying velocity field

𝜕

𝜕𝑡
𝑞(𝑥, 𝑦, 𝑡) + 𝜕

𝜕𝑥
(𝑎(𝑥, 𝑦, 𝑡)𝑞(𝑥, 𝑦, 𝑡)) + 𝜕

𝜕𝑦
(𝑏(𝑥, 𝑦, 𝑡)𝑞(𝑥, 𝑦, 𝑡)) = 0

𝑞(𝑥, 𝑦,0) = 𝑞0(𝑥, 𝑦).
(7)

If the velocity field is divergence-free, then (7) is equivalent to

𝜕

𝜕𝑡
𝑞(𝑥, 𝑦, 𝑡) + 𝑎(𝑥, 𝑦, 𝑡) 𝜕

𝜕𝑥
𝑞(𝑥, 𝑦, 𝑡) + 𝑏(𝑥, 𝑦, 𝑡) 𝜕

𝜕𝑦
𝑞(𝑥, 𝑦, 𝑡) = 0

𝑞(𝑥, 𝑦,0) = 𝑞0(𝑥, 𝑦).
(8)

In (8), which is sometimes called the colour equation, the variable 𝑞 is transported such that its total derivative along a streamline is 
zero. Therefore, the exact solution is bound-preserving in the sense that for all later times the solution satisfies 𝑞(𝑥, 𝑦, 𝑡) ∈ [𝑚, 𝑀] with 
𝑚 ∶= min𝑥,𝑦 𝑞0(𝑥, 𝑦), 𝑀 ∶= max𝑥,𝑦 𝑞0(𝑥, 𝑦). For general velocity fields, which do not satisfy the divergence-free conditions, solutions 
of (7) are not necessarily bound-preserving. Zhang and Shu [45] pointed out that this discrepancy of the two models makes it difficult 
to construct perfectly bound-preserving methods by discretising the conservative form of the equation.
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Fig. 1. Solution structure of LeVeque’s test problem (7), (10), (11) computed with the Active Flux method on a grid with 200 × 200 cells. 

3.1. Active Flux for advective transport

In our Active Flux method the evolution of the point values uses characteristic theory, i.e. for each point value we solve the ODE 
system

𝑥′(𝑡) = 𝑎(𝑥(𝑡), 𝑦(𝑡), 𝑡)

𝑦′(𝑡) = 𝑏(𝑥(𝑡), 𝑦(𝑡), 𝑡)
(9)

with initial values (𝑥(0), 𝑦(0)) = (𝑥0, 𝑦0), which correspond to the position of the considered point value, i.e. for the computation of 

point values 𝑄
𝑛+ 1

2

𝑖+ 1
2 ,𝑗

and 𝑄𝑛+1
𝑖+ 1

2 ,𝑗
we use (𝑥0, 𝑦0) = (𝑥

𝑖+ 1
2

, 𝑦𝑗 ). Here, we use the classical fourth order accurate Runge-Kutta method for 

the approximation of (9).

Note that we solve (9) with initial values (𝑥0, 𝑦0) at time 𝑡 = 0 backwards in time. The solutions at times −Δ𝑡∕2 and −Δ𝑡 provide 
the location of the footpoint of the characteristics. We evaluate the Active Flux reconstruction at those points in order to compute 
the point values along the grid cell boundary at time 𝑡

𝑛+ 1
2

and 𝑡𝑛+1, i.e. we compute for example

𝑄
𝑛+ 1

2

𝑖+ 1
2 ,𝑗

= 𝑞𝑛

(
𝑥

𝑖+ 1
2
(−Δ𝑡∕2), 𝑦𝑗 (−Δ𝑡∕2)

)
.

Finally, the numerical flux functions are obtained using (5) with

𝑓 (𝑄
𝑛+ 1

2

𝑖+ 1
2 ,𝑗

) = 𝑎

(
𝑥

𝑖+ 1
2
(−Δ𝑡∕2), 𝑦𝑗 (−Δ𝑡∕2), 𝑡

𝑛+ 1
2

)
𝑄

𝑛+ 1
2

𝑖+ 1
2 ,𝑗

and analogous expressions for the other values.

3.1.1. Numerical results for advective transport in an externally imposed spatially varying velocity field

To illustrate the performance of the Active Flux method for advective transport we consider a test problem proposed in [30], 
where advective transport takes place in a two-dimensional flow field of the form

𝑎(𝑥, 𝑦) = sin2(𝜋𝑥) sin(2𝜋𝑦), 𝑏(𝑥, 𝑦) = −sin2(𝜋𝑦) sin(2𝜋𝑥). (10)

The computation is performed on the domain [0,1] × [0,1] using the initial values

𝑞(𝑥, 𝑦,0) =
{

1 ∶ (𝑥 − 1)2 + (𝑦 − 1)2 < 0.82
0 ∶ otherwise.

(11)

In Fig. 1 we show the solution structure at times 𝑡 = 0,1,2.5 as a two-dimensional plot computed on a grid with 200 × 200 grid 
cells.

In Fig. 2 we show a slice of the solution along the line with 𝑥 = 0.5. As expected, the unlimited Active Flux method shows some 
oscillations near the jump discontinuities but these oscillations are quite mild as also observed previously for third order Active Flux 
methods.

Different limited reconstructions have been proposed for the Active Flux method. While it is relatively simple to obtain a one-

dimensional globally continuous bound-preserving reconstruction [26,6], the multi-dimensional situation is more challenging as can 
be seen in [2]. In [13] we proposed a piecewise quadratic bound-preserving reconstruction which is discontinuous across grid cell 
interfaces. The evolution of the point values described above does not rely on a continuous reconstruction. However, the point values 
at the old time level, which are used in Simpson’s formula to compute the numerical fluxes, are no longer unique and instead need 
to be chosen in upwind direction as explained in [13]. In Fig. 3 we show numerical results for our test problem using the bound-
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Fig. 2. Solution structure of LeVeque’s test problem along the line 𝑥 = 0.5 at time 𝑡 = 2.5 computed using the Active Flux method with 100 × 100 (left) and 200 × 200
(right) grid cells.

Fig. 3. Solution of LeVeque’s test problem along the line 𝑥 = 0.5 at time 𝑡 = 2.5 using Active Flux with bound-preserving reconstruction. The computations used 
100 × 100 (left) and 200 × 200 (right) grid cells. Cell average values outside the interval [0,1] are marked with blue stars; all other cell average values are marked as 
red circles. (For interpretation of the colours in the figure(s), the reader is referred to the web version of this article.)

preserving reconstruction. While the oscillations are clearly reduced, the numerical solution is not exactly bound-preserving. The 
reason for this behaviour is that Simpson’s rule is not exact for piecewise quadratic functions.

We will now introduce a new flux limiter which leads to a positivity-preserving approximation of the cell average values. This is 
motivated by our main application, the approximation of the Vlasov-Poisson problem, where positivity of the distribution function 
is a desired property. For advective transport, this new limiting technique does not require the computation of a bound-preserving 
reconstruction. This speeds up the computation since we no longer need to compute local minima and maxima of the reconstructed 
function in each grid cell.

Applied to advective transport in a divergence-free, spatially varying velocity field, this will lead to a lower bound-preserving 
method.

3.2. Positivity-preserving flux limiter

Motivated by our main application, i.e. the approximation of the Vlasov-Poisson problem, we now introduce a flux limiter which 
preserves positivity of the solution. The flux limiting idea was first introduced by Zhang and Shu [46] for the approximation of the 
Euler equations of fluid mechanics. The limiting approach can be adapted to other conservation laws and we will here discuss its use 
for scalar two-dimensional conservation laws in the context of Active Flux methods.

Let us consider the two-dimensional initial value problem (1) with 𝑚 = 1 and 𝑓 , 𝑔 ∈ 𝐶1(ℝ) such that 𝑞(𝑥, 𝑦, 𝑡) ≥ 0 for all 𝑡.
The idea of the flux limiting approach is to replace the numerical fluxes 𝐹

𝑖± 1
2 ,𝑗

, 𝐺
𝑖,𝑗± 1

2
of the Active Flux method with limited 

fluxes, which are convex linear combinations of Active Flux and first order Lax-Friedrichs fluxes, i.e.

𝐹 𝑙𝑖𝑚

𝑖− 1
2 ,𝑗

∶= 𝛾
𝑖− 1

2 ,𝑗
𝐹

𝑖− 1
2 ,𝑗

+ (1 − 𝛾
𝑖− 1

2 ,𝑗
)𝐹 𝐿𝐹

𝑖− 1
2 ,𝑗

(12)

𝐺𝑙𝑖𝑚

𝑖,𝑗− 1
2
∶= 𝛾

𝑖,𝑗− 1
2

𝐺
𝑖,𝑗− 1

2
+ (1 − 𝛾

𝑖,𝑗− 1
2
)𝐺𝐿𝐹

𝑖,𝑗− 1
2

(13)
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choosing 𝛾
𝑖− 1

2 ,𝑗
and 𝛾

𝑖,𝑗− 1
2

in a way that adds just enough numerical dissipation to obtain a positivity-preserving scheme.

The Lax-Friedrichs fluxes in the form used here are given by

𝐹 𝐿𝐹

𝑖− 1
2 ,𝑗

∶= 1
2

(
𝑓 (𝑄𝑛

𝑖−1,𝑗
) + 𝑓 (𝑄𝑛

𝑖,𝑗 ) − 𝑎𝑥(𝑄𝑛
𝑖,𝑗 − 𝑄𝑛

𝑖−1,𝑗
)
)

(14)

𝐺𝐿𝐹

𝑖,𝑗− 1
2
∶= 1

2

(
𝑔(𝑄𝑛

𝑖,𝑗−1) + 𝑔(𝑄𝑛
𝑖,𝑗 ) − 𝑎𝑦(𝑄𝑛

𝑖,𝑗 − 𝑄𝑛
𝑖,𝑗−1)

)
, (15)

where 𝑎𝑥 and 𝑎𝑦 are the maximum signal speeds, i.e. 𝑎𝑥 =max
𝑖 |𝑓 ′(𝑄𝑛

𝑖,𝑗
)|, 𝑎𝑦 =max

𝑗
|𝑔′(𝑄𝑛

𝑖,𝑗
)|.

To derive the limiting coefficients, we rewrite the update of the cell averages (2) as a convex combination

𝑄𝑛+1
𝑖,𝑗

=
𝛼𝑥

2 

(
𝑄𝑛

𝑖,𝑗 + 2 Δ𝑡 
𝛼𝑥Δ𝑥

𝐹
𝑖− 1

2 ,𝑗

)
⏟ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

=∶𝑄−
𝑖

+
𝛼𝑥

2 

(
𝑄𝑛

𝑖,𝑗 − 2 Δ𝑡 
𝛼𝑥Δ𝑥

𝐹
𝑖+ 1

2 ,𝑗

)
⏟ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

=∶𝑄+
𝑖

+
𝛼𝑦

2 

(
𝑄𝑛

𝑖,𝑗 + 2 Δ𝑡 
𝛼𝑦Δ𝑦

𝐺
𝑖,𝑗− 1

2

)
⏟ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

=∶𝑄−
𝑗

+
𝛼𝑦

2 

(
𝑄𝑛

𝑖,𝑗 − 2 Δ𝑡 
𝛼𝑦Δ𝑦

𝐺
𝑖,𝑗+ 1

2

)
⏟ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

=∶𝑄+
𝑗

(16)

with 𝛼𝑥 + 𝛼𝑦 = 1 and 𝛼𝑥, 𝛼𝑦 > 0. A sufficient condition for a positivity-preserving scheme is

𝑄±
𝑖
≥ 0, 𝑄±

𝑗
≥ 0. (17)

While the Lax-Friedrichs scheme is stable and positivity-preserving under the condition CFL ≤ 1
2 , positivity of the quantities

𝑄𝐿𝐹 ,±
𝑖

∶= 𝑄𝑛
𝑖,𝑗 ∓ 2 Δ𝑡 

𝛼𝑥Δ𝑥
𝐹 𝐿𝐹

𝑖± 1
2 ,𝑗

, 𝑄𝐿𝐹 ,±
𝑗

∶= 𝑄𝑛
𝑖,𝑗 ∓ 2 Δ𝑡 

𝛼𝑦Δ𝑦
𝐺𝐿𝐹

𝑖,𝑗± 1
2

(18)

in the special case 𝛼𝑥 = 𝛼𝑦 =
1
2 is guaranteed only under the more restrictive condition CFL ≤ 1

4 . Using these observations, we will 
now derive a limitation of the Active Flux flux function that ensures positivity. 
Let 0 < 𝜖 ≪ 1 and consider the case 𝑄−

𝑖
< 𝑄𝐿𝐹 ,−

𝑖
, which is equivalent to

𝐹
𝑖− 1

2 ,𝑗
< 𝐹 𝐿𝐹

𝑖− 1
2 ,𝑗

. (19)

We want to enforce the relation

𝑄𝑙𝑖𝑚,−
𝑖

∶= 𝑄𝑛
𝑖,𝑗 + 2 Δ𝑡 

𝛼𝑥Δ𝑥
𝐹 𝑙𝑖𝑚

𝑖− 1
2 ,𝑗

= 𝑄𝑛
𝑖,𝑗 + 2 Δ𝑡 

𝛼𝑥Δ𝑥

(
𝐹 𝐿𝐹

𝑖− 1
2 ,𝑗

+ 𝛾−
𝑖− 1

2 ,𝑗

(
𝐹

𝑖− 1
2 ,𝑗

− 𝐹 𝐿𝐹

𝑖− 1
2 ,𝑗

))
≥ 𝜖.

(20)

Using (18) and (19) as well as 2Δ𝑡 
𝛼𝑥Δ𝑥

(𝐹
𝑖− 1

2 ,𝑗
− 𝐹 𝐿𝐹

𝑖− 1
2 ,𝑗

) = 𝑄−
𝑖
− 𝑄𝐿𝐹 ,−

𝑖
, it follows that (20) is satisfied under the condition

𝛾−
𝑖− 1

2 ,𝑗
≤ 𝜖 − 𝑄𝐿𝐹 ,−

𝑖

𝑄−
𝑖
− 𝑄𝐿𝐹 ,−

𝑖

. (21)

Furthermore, for 𝑄+
𝑖

< 𝑄𝐿𝐹 ,+
𝑖

, which is equivalent with 𝐹
𝑖+ 1

2 ,𝑗
> 𝐹 𝐿𝐹

𝑖+ 1
2 ,𝑗

, we insure

𝑄𝑙𝑖𝑚,+
𝑖

∶= 𝑄𝑛
𝑖,𝑗 − 2 Δ𝑡 

𝛼𝑥Δ𝑥
𝐹 𝑙𝑖𝑚

𝑖+ 1
2 ,𝑗

= 𝑄𝑛
𝑖,𝑗 − 2 Δ𝑡 

𝛼𝑥Δ𝑥

(
𝐹 𝐿𝐹

𝑖+ 1
2 ,𝑗

+ 𝛾+
𝑖+ 1

2 ,𝑗

(
𝐹

𝑖+ 1
2 ,𝑗

− 𝐹 𝐿𝐹

𝑖+ 1
2 ,𝑗

))
≥ 𝜖

if the inequality

𝛾+
𝑖+ 1

2 ,𝑗
≤ 𝜖 − 𝑄𝐿𝐹 ,+

𝑖

𝑄+
𝑖
− 𝑄𝐿𝐹 ,+

𝑖

is satisfied. For the fluxes across horizontal grid cell interfaces we can analogously define and bound the quantities 𝑄𝑙𝑖𝑚,−
𝑗

and 𝑄𝑙𝑖𝑚,+
𝑗

.
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Fig. 4. Solution of LeVeque’s test problem along the line 𝑥 = 0.5 at time 𝑡 = 2.5 using positivity-preserving flux limiter. The computations used 100 × 100 (left) and 
200 × 200 (right) grid cells.

This motivates the definitions

𝛾−
𝑖− 1

2 ,𝑗
∶=

⎧⎪⎨⎪⎩
𝜖−𝑄

𝐿𝐹 ,−
𝑖

𝑄−
𝑖
−𝑄

𝐿𝐹 ,−
𝑖

∶ 𝑄−
𝑖

< 𝜖

1 ∶ 𝑄−
𝑖
≥ 𝜖

, 𝛾+
𝑖− 1

2 ,𝑗
∶=

⎧⎪⎨⎪⎩
𝜖−𝑄

𝐿𝐹 ,+
𝑖−1

𝑄+
𝑖−1−𝑄

𝐿𝐹 ,+
𝑖−1

∶ 𝑄+
𝑖−1 < 𝜖

1 ∶ 𝑄+
𝑖−1 ≥ 𝜖

(22)

and analogously

𝛾−
𝑖,𝑗− 1

2
∶=

⎧⎪⎨⎪⎩
𝜖−𝑄

𝐿𝐹 ,−
𝑗

𝑄−
𝑗
−𝑄

𝐿𝐹 ,−
𝑗

∶ 𝑄−
𝑗

< 𝜖

1 ∶ 𝑄−
𝑗
≥ 𝜖

, 𝛾+
𝑖,𝑗− 1

2
∶=

⎧⎪⎨⎪⎩
𝜖−𝑄

𝐿𝐹 ,+
𝑗−1

𝑄+
𝑗−1−𝑄

𝐿𝐹 ,+
𝑗−1

∶ 𝑄+
𝑗−1 < 𝜖

1 ∶ 𝑄+
𝑗−1 ≥ 𝜖

(23)

with 𝜖 ∶= max{10−13,min 𝑞0(𝑥, 𝑦)}. Finally we define the unique limiting parameters at each grid cell interface

𝛾
𝑖− 1

2 ,𝑗
∶= min(𝛾−

𝑖− 1
2 ,𝑗

, 𝛾+
𝑖− 1

2 ,𝑗
), 𝛾

𝑖,𝑗− 1
2
∶= min(𝛾−

𝑖,𝑗− 1
2

, 𝛾+
𝑖,𝑗− 1

2
). (24)

Via construction, finite volume methods of the form (2) with limited fluxes (12) enforce positivity. In Fig. 4 we show slices of the 
solution structure along the line 𝑥 = 0.5 using the positivity-preserving flux limiter. In addition we could of course also limit the point 
value updates using the bound-preserving reconstruction as outlined above. This would eliminate the oscillations near 𝑞 = 1 but is 
not relevant for our main application.

For sufficiently smooth solutions, the flux limiter does not effect the order of accuracy of the Active Flux scheme. This was shown 
for general finite volume methods in [28]. In Section 4.4 we will present a numerical convergence study which confirms this result.

Remark 3.1. We observed that the computation of the limiting factor 𝛾 is sensitive to round off errors. Such inaccuracies might lead 
to values of 𝛾 outside the expected interval [0,1] and subsequently to approximations of the cell averages which are not positivity-

preserving. To avoid such problems we replaced (24) in our implementation by

𝛾
𝑖− 1

2 ,𝑗
∶= max(min(𝛾−

𝑖− 1
2 ,𝑗

− 10−16, 𝛾+
𝑖− 1

2 ,𝑗
− 10−16,1),0),

𝛾
𝑖,𝑗− 1

2
∶= max(min(𝛾−

𝑖,𝑗− 1
2
− 10−16, 𝛾+

𝑖,𝑗− 1
2
− 10−16,1),0).

Remark 3.2. In a recent publication, Abgrall et al. [3] proposed a bound preserving flux limiting for so-called point-average-moment 
polynomial-interpreted (PAMPA) schemes and presented very promising numerical results for one-dimensional hyperbolic problems 
including the Euler equations of gas dynamics. Third order accurate PAMPA methods use the same degrees of freedom as Active Flux 
methods, while the time evolution is performed using the method of lines approach. Their limiting approach is related to the limiting 
used here in the sense that the limited numerical flux is a linear combination of the high order flux and a low order Lax-Friedrichs 
flux. However, the approaches are not equivalent and the method from [3] is bound preserving, i.e. it preserves the upper and lower 
bound. Applied to our two-dimensional advective transport problem, their limited fluxes can be written in the form (12), (13) with
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Fig. 5. Solution of LeVeque’s test problem along the line 𝑥 = 0.5 at time 𝑡 = 2.5 using the bound-preserving flux limiter from [3] described in Remark 3.2. The 
computations used 100 × 100 (left) and 200 × 200 (right) grid cells.

𝛾
𝑖− 1

2 ,𝑗
=min

⎛⎜⎜⎜⎝1,

𝛼
𝑖− 1

2 ,𝑗|𝐹 𝐴𝐹

𝑖− 1
2 ,𝑗

− 𝐹 𝐿𝐹

𝑖− 1
2 ,𝑗

| min
(

𝑀0 − 𝑢∗
𝑖− 1

2 ,𝑗
, 𝑢∗

𝑖− 1
2 ,𝑗

− 𝑚0

)⎞⎟⎟⎟⎠ ,

𝑢∗
𝑖− 1

2 ,𝑗
=

𝑄𝑛
𝑖,𝑗

+ 𝑄𝑛
𝑖−1,𝑗

2 
−

𝑓 (𝑄𝑛
𝑖,𝑗
) − 𝑓 (𝑄𝑛

𝑖−1,𝑗
)

2𝛼
𝑖− 1

2 ,𝑗

.

Here, 𝛼
𝑖− 1

2 ,𝑗
is an estimate of the local speed of propagation, which is also used in the computation of the Lax-Friedrichs flux, and 

𝑀0, 𝑚0 are the upper and lower bounds of the solution that should be preserved by the numerical method. Analogously, the limiting-

coefficients 𝛾
𝑖,𝑗− 1

2
, for fluxes in the y-direction, can be computed. For our computation we used again a global estimate 𝛼𝑥 instead of 

a local estimate 𝛼
𝑖− 1

2 ,𝑗
. While this leads to a more viscous Lax-Friedrichs flux it also leads to a larger value of 𝛾

𝑖− 1
2 ,𝑗

and thus a larger 
portion of the high order flux is used. For our test problem this choice led to more accurate numerical results.

Furthermore, note that this bound preserving approach also requires a bound preserving approximation of point values to be used 
for the Active Flux flux computation. This can be obtained by an additional limiting process described in [3]. Here we simply replaced 
point value approximations outside the admissible domain [0,1] by point values obtained by tracing back the characteristics using a 
piecewise constant reconstruction. Numerical results applying this approach for LeVeque’s test problem are shown in Fig. 5.

All of our computations presented in the reminder of the paper used our positivity-preserving approach as we never observed 
unphysical approximations of the density distribution function larger than one for our main application, i.e. the approximation of the 
Vlasov-Poisson problem.

3.3. Simulations of the guiding-center model

Now we consider advective transport in a coupled problem where the density as well as the velocity field are evolved in time. 
The coupled system has the form

𝜕𝑡𝜌 + 𝐸⟂ ⋅∇𝜌 = 0, (25)

−ΔΦ= 𝜌, 𝐸 = −∇Φ. (26)

This model has been studied in [18,16,41,31] to describe the evolution of a highly magnetized plasma in the poloidal plane of a 
tokamak. Previous authors pointed out that it is difficult to apply splitting strategies due to the multi-dimensional structure of the 
velocity field. This makes it a good test problem for our two-dimensional Active flux method.

The velocity field 𝐸⟂ = (𝐸𝑦(𝑥, 𝑦),−𝐸𝑥(𝑥, 𝑦)) is computed during each time step by solving a Poisson problem on a mesh of size 
Δ𝑥∕2, Δ𝑦∕2, i.e. we compute Φ at all point value degrees of freedom as well as in the center of the grid cells using known point values 
of 𝜌 from the previous time 𝑡𝑛. We approximate the Poisson problem by using the 5-point stencil for the Laplace operator together 
with a multi-grid solver. Finite difference approximations of ∇Φ provide the velocity field at time 𝑡𝑛 at all point value degrees of 
freedom. In a predictor step we use these velocity components in order to compute point values of 𝜌 at the intermediate time 𝑡

𝑛+ 1
2

and the new time level 𝑡𝑛+1. Then we use these point values of 𝜌 to compute the velocity field at 𝑡
𝑛+ 1

2
and 𝑡𝑛+1 by solving again two 

Poisson problems but now using the updated point values of 𝜌. In a corrector step, we use the updated velocity fields to compute new 
point values of 𝜌 at 𝑡

𝑛+ 1
2

and 𝑡𝑛+1. Finally, the cell averages at time 𝑡𝑛+1 are computed using the finite volume approach outlined in 
(2)-(5). Positivity-preserving limiting has been applied to avoid negative cell average values of density.
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Fig. 6. Numerical solution of the guiding center model computed on a grid with 128 × 128 cells at different times. 

To test our method we consider the diocotron instability studied in [15,31]. The initial data is given by

𝜌0(𝑥, 𝑦) =

{
(1 + 𝜀 cos(𝓁𝜃)) exp(−4(𝑟 − 6.5)2), if 𝑟− ≤√

𝑥2 + 𝑦2 ≤ 𝑟+

0 otherwise.
(27)

Here, we set 𝜃 = atan2(𝑦, 𝑥), 𝑟− = 5, 𝑟+ = 8,𝓁 = 6, 𝜀 = 0.1. The computational domain is [−15,15] × [−15,15]. Boundary values of Φ
and 𝜌 are set to zero. In Fig. 6 we present numerical results at different times computed ony a grid with 128 × 128 cells. We observe 
the formation of vortices which subsequently merge.

4. An Active Flux method for the Vlasov-Poisson system

We consider the single species 1 + 1-dimensional Vlasov-Poisson system

𝜕𝑡𝑓 + 𝑣𝜕𝑥𝑓 + 𝐸𝜕𝑣𝑓 = 0 (28)

𝜕𝑥𝑥𝜙 = 𝜌 − 𝜌0 (29)

𝐸 = 𝜕𝑥𝜙 (30)

on the domain Ω𝑥 ×Ω𝑣 with periodic boundary conditions in 𝑥. Here,

𝜌(𝑥, 𝑡) ∶= ∫
Ω𝑣

𝑓 (𝑥, 𝑣, 𝑡) 𝑑𝑣, 𝜌0 ∶=
1 |Ω𝑥| ∫

Ω𝑥

𝜌(𝑥, 𝑡) 𝑑𝑥 (31)

are the charge and background charge densities, respectively. The scalar quantity 𝑓 = 𝑓 (𝑥, 𝑣, 𝑡) is a distribution function. It describes 
the probability that at time 𝑡 a plasma particle with velocity 𝑣 is located at the position 𝑥. 𝐸 = 𝐸(𝑥, 𝑡) is the electric field, which is 
computed from an electrostatic equation. Details on the derivation of the Vlasov-Poisson system from the Vlasov-Maxwell equations 
can be found in [38].

Analytical solutions of the Vlasov-Poisson system satisfy infinitely many conservation laws that can be used as diagnostics for 
numerical schemes. Here, we will in particular consider the following quantities:
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• 𝐿𝑝-Norm:

𝜕

𝜕𝑡

⎛⎜⎜⎜⎝∫Ω𝑥

∫
Ω𝑣

|𝑓 (𝑥, 𝑣, 𝑡)|𝑝 𝑑𝑣 𝑑𝑥

⎞⎟⎟⎟⎠
1
𝑝 

= 0

• Total Energy:

𝜕

𝜕𝑡
(𝑡) = 𝜕

𝜕𝑡
𝑒(𝑡) +

𝜕

𝜕𝑡
𝑘(𝑡)

= 𝜕

𝜕𝑡

1
2 ∫
Ω𝑥

|𝐸(𝑥, 𝑡)|2 𝑑𝑥 + 𝜕

𝜕𝑡

1
2 ∫
Ω𝑥

∫
Ω𝑣

𝑣2𝑓 (𝑥, 𝑣, 𝑡) 𝑑𝑣 𝑑𝑥 = 0

𝑒 being the electric or potential energy and 𝑘 being the kinetic energy

• Entropy:

𝜕

𝜕𝑡

⎛⎜⎜⎜⎝−∫
Ω𝑥

∫
Ω𝑣

𝑓 (𝑥, 𝑣, 𝑡) log(𝑓 (𝑥, 𝑣, 𝑡)) 𝑑𝑣 𝑑𝑥

⎞⎟⎟⎟⎠ = 0

We will now propose a positivity-preserving, third order accurate Active Flux method. Third order accuracy is achieved in a 
truly multi dimensional way without the use of operator splitting techniques. The availability of additional point values enables us 
to construct this method efficiently. We begin in Section 4.1 by discussing an unlimited Active Flux method for the Vlasov-Poisson 
system, which will be extended in 4.3 to a positivity-preserving method by applying the limiting strategy from 3.2. In Section 4.2, 
we briefly discuss the approximation of the electric field. One advantage of the proposed Active Flux method is that it requires only 
one Poisson and one Vlasov step per time step.

4.1. The numerical method

We use a Cartesian grid for the (𝑥, 𝑣)-space which discretises the domain Ω𝑥 × Ω𝑣 with cells 𝑖,𝑗 = [𝑥
𝑖− 1

2
, 𝑥

𝑖+ 1
2
] × [𝑣

𝑗− 1
2

, 𝑣
𝑗+ 1

2
] of 

constant mesh widths Δ𝑥 = 𝑥
𝑖+ 1

2
− 𝑥

𝑖− 1
2

and Δ𝑣 = 𝑣
𝑗+ 1

2
− 𝑣

𝑗− 1
2
. Since ∇(𝑥,𝑣) ⋅

(
𝑣

𝐸(𝑥, 𝑡)

)
= 0, we can reformulate the system (28) -

(30) with flux functions ℎ(𝑓 ) = 𝑣𝑓 (𝑥, 𝑣, 𝑡) and 𝑔(𝑓 ) = 𝐸(𝑥, 𝑡)𝑓 (𝑥, 𝑣, 𝑡) and obtain the compact notation

𝜕𝑡𝑓 + 𝜕𝑥ℎ(𝑓 ) + 𝜕𝑣𝑔(𝑓 ) = 0,

𝜕𝑥𝑥𝜙 = 𝜌 − 𝜌0,

𝐸 = 𝜕𝑥𝜙.

Note that in this subsection the conserved quantity is 𝑓 and therefore the cell average in cell 𝑖,𝑗 will be denoted by 𝐹 𝑛
𝑖,𝑗

and the point 
values along the boundary are 𝐹 𝑛

𝑖± 1
2 ,𝑗± 1

2

, 𝐹
𝑖± 1

2 ,𝑗
and 𝐹

𝑖,𝑗± 1
2
. An illustration of the configuration of the degrees of freedom in one cell 

is given in Fig. 7.

For now, we concentrate on the update of the kinetic equation. In classical Active Flux fashion, we compute the numerical flux 
over a vertical edge 𝑥

𝑖+ 1
2
× [𝑣

𝑗− 1
2

, 𝑣
𝑗+ 1

2
] of the cell 𝑖,𝑗 , i.e.

𝐻
𝑖+ 1

2 ,𝑗
≈ 1 

Δ𝑡Δ𝑣

𝑡𝑛+1

∫
𝑡𝑛

𝑣
𝑗+ 1

2

∫
𝑣

𝑗− 1
2

ℎ(𝑓 (𝑥
𝑖+ 1

2
, 𝑣, 𝑡)) 𝑑𝑣 𝑑𝑡

as well as the flux over the horizontal edge [𝑥
𝑖− 1

2
, 𝑥

𝑖+ 1
2
] × 𝑣

𝑗+ 1
2

of 𝑖,𝑗 , i.e.

𝐺
𝑖,𝑗+ 1

2
≈ 1 

Δ𝑡Δ𝑥

𝑡𝑛+1

∫
𝑡𝑛

𝑥
𝑖+ 1

2

∫
𝑥

𝑖− 1
2

𝑔(𝑓 (𝑥, 𝑣
𝑗+ 1

2
, 𝑡)) 𝑑𝑥 𝑑𝑡

using two-dimensional Simpson’s rule. We obtain
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Fig. 7. Left: One-dimensional spatial grid cell of the electric field. The arrows are to illustrate the integration over the velocity space to obtain 𝜌. Right:Configuration 
of degrees of freedom in cell 𝑖,𝑗 .

𝐻
𝑖+ 1

2 ,𝑗
= 1 

36

(
𝑣

𝑗− 1
2

𝐹 𝑛

𝑖+ 1
2 ,𝑗− 1

2
+ 4𝑣𝑗 𝐹 𝑛

𝑖+ 1
2 ,𝑗

+ 𝑣
𝑗+ 1

2
𝐹 𝑛

𝑖+ 1
2 ,𝑗+ 1

2

+4𝑣
𝑗− 1

2
𝐹

𝑛+ 1
2

𝑖+ 1
2 ,𝑗− 1

2

+ 16𝑣𝑗 𝐹
𝑛+ 1

2

𝑖+ 1
2 ,𝑗

+ 4𝑣
𝑗+ 1

2
𝐹

𝑛+ 1
2

𝑖+ 1
2 ,𝑗+ 1

2

+𝑣
𝑗− 1

2
𝐹 𝑛+1

𝑖+ 1
2 ,𝑗− 1

2
+ 4𝑣𝑗 𝐹 𝑛+1

𝑖+ 1
2 ,𝑗

+ 𝑣
𝑗+ 1

2
𝐹 𝑛+1

𝑖+ 1
2 ,𝑗+ 1

2

) (32)

and

𝐺
𝑖,𝑗+ 1

2
= 1 

36

(
𝐸𝑛

𝑖− 1
2

𝐹 𝑛

𝑖− 1
2 ,𝑗+ 1

2
+ 4𝐸𝑛

𝑖 𝐹 𝑛

𝑖,𝑗+ 1
2
+ 𝐸𝑛

𝑖+ 1
2

𝐹 𝑛

𝑖+ 1
2 ,𝑗+ 1

2

+4𝐸
𝑛+ 1

2

𝑖− 1
2

𝐹
𝑛+ 1

2

𝑖− 1
2 ,𝑗+ 1

2

+ 16𝐸
𝑛+ 1

2
𝑖

𝐹
𝑛+ 1

2

𝑖,𝑗+ 1
2

+ 4𝐸
𝑛+ 1

2

𝑖+ 1
2

𝐹
𝑛+ 1

2

𝑖+ 1
2 ,𝑗+ 1

2

+𝐸𝑛+1
𝑖− 1

2
𝐹 𝑛+1

𝑖− 1
2 ,𝑗+ 1

2
+ 4𝐸𝑛+1

𝑖
𝐹 𝑛+1

𝑖,𝑗+ 1
2
+ 𝐸𝑛+1

𝑖+ 1
2

𝐹 𝑛+1
𝑖+ 1

2 ,𝑗+ 1
2

)
.

(33)

Here 𝐸
𝑛+ 𝜏

Δ𝑡
𝑖

denotes the approximations of the electric field 𝐸(𝑥𝑖, 𝑡𝑛+𝜏) for 𝜏 ∈ {0,
Δ𝑡

2 ,Δ𝑡}. As Active Flux is a third order accurate fully 
discrete finite volume method, we need to ensure that the numerical fluxes are computed accurately enough. In (32) the 𝑣 values are 
simply discretisations of the velocity space and thus known exactly. The point values of 𝑓 at the previous, intermediate and new time 
level are computed with third order accuracy using the method of characteristics as explained in more detail below. The computation 
of (33) requires in addition to the point values of 𝑓 also point values of the electric field. The approximation of the electric field 
at current time 𝑡𝑛 is described in Section 4.2. Therefore, let us assume we have at least third order accurate approximations of the 
electric field on each interface as well as in the middle of the one dimensional cell [𝑥

𝑖− 1
2

, 𝑥
𝑖+ 1

2
], i.e. 𝐸𝑛

𝑖− 1
2

≈ 𝐸(𝑥
𝑖− 1

2
, 𝑡𝑛), 𝐸𝑛

𝑖
≈ 𝐸(𝑥𝑖, 𝑡𝑛)

for all 𝑖 = 1
2 ,… , 𝑁𝑥 +

1
2 . To obtain approximations of the electric field at 𝑡 = 𝑡

𝑛+ 1
2

and 𝑡 = 𝑡𝑛+1, we need a representation of the electric 
field as a function of time. This can be obtained by a Taylor series expansion as proposed in [38]. Consider

𝐸(𝑥, 𝑡𝑛 + 𝜏) = 𝐸(𝑥, 𝑡𝑛) + 𝜏𝐸𝑡(𝑥, 𝑡𝑛) +
1 
2!

𝜏2𝐸𝑡𝑡(𝑥, 𝑡𝑛) +(𝜏3) (34)

for 𝜏 ∈ [0,Δ𝑡]. To obtain third order accuracy of 𝐸(𝑥, 𝑡𝑛 + 𝜏) in time, a second order accurate approximation of 𝐸𝑡 and a first order 
accurate approximation of 𝐸𝑡𝑡 are sufficient since

𝐸(𝑥, 𝑡𝑛 + 𝜏) = 𝐸(𝑥, 𝑡𝑛)
⏟ ⏟ ⏟
=(𝜏3) 

+𝜏 𝐸𝑡(𝑥, 𝑡𝑛)
⏟ ⏟ ⏟
=(𝜏2) 

+ 1 
2!

𝜏2 𝐸𝑡𝑡(𝑥, 𝑡𝑛)
⏟ ⏞⏟ ⏞⏟

=(𝜏) 
+(𝜏3) =(𝜏3).

The time derivatives of the electric field can be calculated by moments of the Vlasov equation (28):

𝐸𝑡(𝑥, 𝑡) = −𝜌𝑢(𝑥, 𝑡), 𝐸𝑡𝑡(𝑥, 𝑡) = 𝜕𝑥𝔼(𝑥, 𝑡𝑛) − 𝜌(𝑥, 𝑡𝑛)𝐸(𝑥, 𝑡𝑛), (35)

where 𝜌𝑢(𝑥, 𝑡) ∶= ∫Ω𝑣
𝑣𝑓 𝑑𝑣 and 𝔼 ∶= ∫Ω𝑣

𝑣2𝑓 𝑑𝑣. See [38] for a more detailed derivation of these equations. Using the degrees of 
freedom of the Active Flux method, these integrals can be approximated using Simpson’s rule. We get
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𝔼𝑛

𝑖− 1
2
= Δ𝑣

6 

𝑁𝑣∑
𝑗=1 

(𝑣2
𝑗− 1

2
𝐹 𝑛

𝑖− 1
2 ,𝑗− 1

2
+ 4𝑣2𝑗 𝐹 𝑛

𝑖− 1
2 ,𝑗

+ 𝑣2
𝑗+ 1

2
𝐹 𝑛

𝑖− 1
2 ,𝑗+ 1

2
)

𝔼𝑛
𝑖 =

Δ𝑣

6 

𝑁𝑣∑
𝑗=1 

(
𝑣2

𝑗− 1
2

𝐹 𝑛

𝑖,𝑗− 1
2
+ 𝑣2

𝑗+ 1
2

𝐹 𝑛

𝑖,𝑗+ 1
2

+ 4𝑣2𝑗
1 
16

(
36𝐹 𝑛

𝑖,𝑗 − 4(𝐹 𝑛

𝑖,𝑗− 1
2
+ 𝐹 𝑛

𝑖+ 1
2 ,𝑗

+ 𝐹 𝑛

𝑖,𝑗+ 1
2
+ 𝐹 𝑛

𝑖− 1
2 ,𝑗

) − (𝐹 𝑛

𝑖− 1
2 ,𝑗− 1

2
+ 𝐹 𝑛

𝑖+ 1
2 ,𝑗− 1

2
+ 𝐹 𝑛

𝑖+ 1
2 ,𝑗+ 1

2
+ 𝐹 𝑛

𝑖− 1
2 ,𝑗+ 1

2
)
))

(36)

for 𝑖 = 1
2 ,… , 𝑁𝑥 + 1

2 . For the approximation of 𝔼
𝑖− 1

2
we can directly use the point value degrees of freedom. The computation of 𝔼𝑖

requires point values of 𝑓 at the midpoints of a grid cell. These point values need to be computed from the Active Flux reconstruction. 
With the approximation 𝔼𝑛

𝑖
we compute numerically, using finite differences, the partial derivative of 𝔼(𝑥, 𝑡𝑛) at the points 𝑥𝑖 for 

𝑖 = 1
2 ,… , 𝑁𝑥 + 1

2 . We use the following fourth order finite difference scheme

𝜕𝑥𝔼(𝑥𝑖, 𝑡𝑛) ≈
𝔼𝑛

𝑖− 3
2

− 8𝔼𝑛

𝑖− 1
2

+ 8𝔼𝑛

𝑖+ 1
2

− 𝔼𝑛

𝑖+ 3
2

12Δ𝑥

2 
(37)

for all 𝑖 = 1
2 ,… , 𝑁𝑥 + 1

2 . Similar to the calculations in (36) one computes approximations of 𝜌 and 𝜌𝑢. Once we have computed

𝜌𝑛
𝑖 ≈ 𝜌(𝑥𝑖, 𝑡𝑛), (𝜌𝑢)𝑛𝑖 ≈ 𝜌𝑢(𝑥𝑖, 𝑡𝑛), and 𝔼𝑛

𝑖,𝑥 ≈ 𝜕𝑥𝔼(𝑥𝑖, 𝑡𝑛) (38)

for 𝑖 = 1
2 ,1,… , 𝑁𝑥 + 1

2 , we obtain

𝐸𝑛
𝑖,𝑡 = −(𝜌𝑢)𝑛𝑖 and 𝐸𝑛

𝑖,𝑡𝑡 = 𝔼𝑛
𝑖,𝑥 − 𝜌𝑛

𝑖 𝐸𝑛
𝑖 , (39)

and finally

𝐸
𝑛+ 𝜏

Δ𝑡
𝑖

= 𝐸𝑛
𝑖 + 𝜏𝐸𝑛

𝑖,𝑡 +
𝜏2

2! 
𝐸𝑛

𝑖,𝑡𝑡 (40)

for 𝑖 = 1
2 ,1,… , 𝑁𝑥 + 1

2 and 𝜏 ∈ [0,Δ𝑡]. 
With this procedure we have approximations of the electric field at the intermediate and new time level with sufficient accuracy. 
Thus we can compute the values of the electric field needed to compute the numerical fluxes (33).

To obtain a complete description of the numerical fluxes 𝐺
𝑖,𝑗+ 1

2
and 𝐻

𝑖+ 1
2 ,𝑗

, we still need to compute the point values of 𝑓 at the 
intermediate and new time level. Similar to the method described in Section 3.1, we consider the system of ODEs associated with the 
characteristics of the equation (28), i.e.

𝑥′(𝑡) = 𝑣(𝑡),

𝑣′(𝑡) = 𝐸(𝑥(𝑡), 𝑡),
(41)

to develop a truly multi-dimensional method. We solve the ODE backwards in time for a half or full time step with the classical fourth 
order accurate Runge-Kutta method.

Note that there is an additional difficulty, which was not present in the test problem of Section 3.1. In order to numerically solve 
an initial values problem for the ODE (41), we need values of the electric field as a function of space and time. Via (40) we have 
expressed the electric field as a function of time at discrete points only. If we restrict the time step such that

CFL ∶= max
(max𝑗 |𝑣𝑗 |Δ𝑡

Δ𝑥 
,
max𝑖 |𝐸(𝑥𝑖, 𝑡)|Δ𝑡

Δ𝑣 

)
≤ 1,

we need to evaluate the electric field within the grid cell to the left or right of the considered interface only. Therefore we can easily 
use Lagrangian interpolation to obtain a representation of the electric field that can be evaluated at any point of interest. For example, 
we may interpolate locally in the one dimensional cell [𝑥

𝑖− 1
2

, 𝑥
𝑖+ 1

2
](

𝑥
𝑖− 1

2
, 𝐸𝑛+𝜏

𝑖− 1
2

)
,
(

𝑥𝑖, 𝐸𝑛+𝜏
𝑖

)
,

(
𝑥

𝑖+ 1
2

, 𝐸𝑛+𝜏

𝑖+ 1
2

)
and get

𝐸(𝑥∗, 𝑡𝑛 + 𝜏) =
∑

𝑘∈{𝑖− 1
2 ,𝑖,𝑖+ 1

2 }

𝐸𝑛+𝜏
𝑘

𝐿𝑘(𝑥∗)

for any 𝑥∗ ∈ [𝑥
𝑖− 1

2
, 𝑥

𝑖+ 1
2
], where 𝐿𝑘 are the Lagrangian basis polynomials. Once the footpoints of the characteristic curves are com-

puted, we obtain the desired point values by evaluating the piecewise quadratic Active Flux reconstruction of 𝑓 . An illustration is 
given in Fig. 8.
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Fig. 8. Illustration of the evolution of point values in Vlasov-Poisson. 

After all quantities of the numerical fluxes are calculated, the new cell averages are given by the finite volume method

𝐹 𝑛+1
𝑖,𝑗

= 𝐹 𝑛
𝑖,𝑗 −

Δ𝑡 
Δ𝑥

(
𝐻

𝑖+ 1
2 ,𝑗

− 𝐻
𝑖− 1

2 ,𝑗

)
− Δ𝑡 

Δ𝑣

(
𝐺

𝑖,𝑗+ 1
2
− 𝐺

𝑖,𝑗− 1
2

)
.

4.2. The Poisson problem

In this subsection we describe the approximation of the electric field at current time 𝑡𝑛 . We saw in the calculation of the numerical 
flux 𝐺

𝑖,𝑗+ 1
2

that the electric field needs to be calculated at the grid cell interfaces and midpoints, as one can see in Fig. 7. Subsequently, 
we approximate the electric field on a one-dimensional grid which discretises the interval Ω𝑥 ∶= (𝑎𝑥, 𝑏𝑥) with constant mesh width 
Δ𝑥

2 . The computation of the electric field is performed using a higher order finite difference scheme. To obtain a unique solution to 
the Poisson problem with periodic boundary condition, we solve

𝜕𝑥𝑥𝜙(𝑥, 𝑡) = 𝜌(𝑥, 𝑡) − 𝜌0 (42)

𝜙(𝑎𝑥, 𝑡) = 𝜙(𝑏𝑥, 𝑡) = 0, (43)

numerically with 𝜌 and 𝜌0 being computed via Simpson’s rule as described above. We use the following fourth order accurate finite 
difference scheme for the approximation of (42)

𝜕𝑥𝑥𝜙(𝑥, 𝑡𝑛) ≈
−𝜙𝑛

𝑖− 3
2

+ 16𝜙𝑛

𝑖− 1
2

− 30𝜙𝑛
𝑖
+ 16𝜙𝑛

𝑖+ 1
2

− 𝜙𝑛

𝑖+ 3
2

12Δ𝑥

2 
. (44)

From the solution 𝜙𝑛
𝑖
≈ 𝜙(𝑥𝑖, 𝑡𝑛) for 𝑖 = 1

2 ,… , 𝑁𝑥 + 1
2 we compute the electric field using the same finite difference method for the 

first derivative as in (37).

4.3. Limiting

Since our solution 𝑓 is a distribution function and thus non-negative, one aims to develop a method that is positivity-preserving. We 
therefore apply the positivity-preserving flux limiter described in Section 3.2. This limiting procedure uses Lax-Friedrichs numerical 
flux functions which for the Vlasov-Poisson system are given by

𝐻𝐿𝐹

𝑖− 1
2 ,𝑗

= 1
2

(
𝑣𝑗 𝐹 𝑛

𝑖−1,𝑗
+ 𝑣𝑗 𝐹 𝑛

𝑖,𝑗 −max
𝑗

(|𝑣𝑗 |)(𝐹 𝑛
𝑖,𝑗 − 𝐹 𝑛

𝑖−1,𝑗

))
and

𝐺𝐿𝐹

𝑖,𝑗− 1
2
= 1

2

(
𝐸𝑛

𝑖 𝐹 𝑛
𝑖,𝑗−1 + 𝐸𝑛

𝑖 𝐹 𝑛
𝑖,𝑗 −max

𝑖 (|𝐸𝑛
𝑖 |)(𝐹 𝑛

𝑖,𝑗 − 𝐹 𝑛
𝑖,𝑗−1

))
.

In Algorithm 1 we summarise all the steps required to perform one time step of the Active Flux method for the Vlasov-Poisson 
problem.

4.4. Numerical results for the Vlasov-Poisson system

Finally, we present numerical simulations of the Vlasov-Poisson system for several classical test problems. In addition to approx-

imations of the density distribution function 𝑓 we discuss the approximation of diagnostic quantities mentioned in Section 4. To 
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Algorithm 1 One time step of the Active Flux method for Vlasov-Poisson.

Solve Poisson problem and calculate 𝐸(𝑥, 𝑡𝑛) as described in Section 4.2.

Compute 𝐸𝑡(𝑥, 𝑡𝑛), 𝐸𝑡𝑡(𝑥, 𝑡𝑛) and 𝐸(𝑥, 𝑡𝑛 + 𝜏) for 𝜏 ∈ { Δ𝑡

4 ,
Δ𝑡

2 ,Δ𝑡} using (39), (40). 
for 𝑖 = 1,2,… , 𝑁𝑥 do

for 𝑗 = 1,2,… , 𝑁𝑣 do

Evolve point values in each cell 𝑖,𝑗 for a full and half time-step

by solving (41) backwards in time and evaluating the Active Flux

reconstruction of the density distribution function 𝑓 along the

grid cell boundary at times 𝑡𝑛+ 1
2

and 𝑡𝑛+1 . 
Compute limited numerical fluxes using (32), (33) and the limiter

from Sections 3.2 and 4.3. 
Calculate new cell averages 𝐹 𝑛+1

𝑖,𝑗
using finite volume approach. 

end for

end for

Table 1
Convergence study for the unlimited and limited Active Flux 
method for the two-stream instability problem at time 𝑡 = 1.

Grid NoLim PosPres 
𝐿1-Error EOC 𝐿1-Error EOC 

322 3.1813 × 10−2 — 3.3272 × 10−2 — 
642 4.7389 × 10−3 2.7476 4.9808 × 10−3 2.7398
1282 6.3991 × 10−4 2.8886 6.7479 × 10−4 2.8841
2562 8.2742 × 10−5 2.9480 8.7326 × 10−5 2.9461
5122 1.0538 × 10−5 2.9730 1.1128 × 10−5 2.9722

investigate how well these quantities are preserved by the numerical method, we show the deviations of the quantities from their 
initial value as a function of time, normalised by the initial value.

By construction, our method preserves the 𝐿1-norm of the density distribution function 𝑓 up to machine precision. Therefore, we 
do not present this quantity.

4.4.1. The two-stream instability

First, we consider the two-stream instability problem for the Vlasov-Poisson system. We use the same initial values as in [38], i.e.

𝑓 (𝑥, 𝑣, 𝑡 = 0) = 𝑣2√
8𝜋

(
2 − cos

(
𝑥

2 

))
𝑒
−𝑣2
2 (45)

and impose double periodic boundary conditions on the domain (−2𝜋,2𝜋) × (−2𝜋,2𝜋). Initially, the solution consists of two beams 
propagating in opposite direction. This configuration is unstable and leads to an increase of the electric energy. At later times nonlinear 
effects dominate and the electric energy remains roughly constant while a filamentation of the vortex structure can be observed. In 
Fig. 9 we present results for the positivity-preserving method on grids with 64 × 64, 128× 128, 256× 256 and 512× 512 cells at times 
𝑡 = 15,30,45. Additionally, we show vertical cross-sections at 𝑥 = 0 of the corresponding solutions in Fig. 10. In these images, the 
solid line shows the limited positivity-preserving solution whereas the red crosses represent values of the unlimited solution. ClearIy, 
one can see on these images the impact of the flux limitation strategy. Negative values are suppressed but otherwise the solution 
structure is not disturbed. Note that all of our plots only use the cell average values to visualise the solution. This is in agreement 
with [45,5]. The solution structure observed on the 512 × 512 grid is comparable with the structure seen for the fifth order WENO 
method with Runge-Kutta time stepping presented in [45].

Rossmanith and Seal [38] used 5 × 5 points per grid cell to visualise the numerical approximations. Their fifth order accurate 
discontinuous Galerkin method uses 15 degrees of freedom per grid cell. Our two-dimensional third order accurate Active Flux 
method counts four degrees of freedom per grid cell as point values along the grid cell boundary are used by several grid cells. We 
may therefore compare the solution structure of the discontinuous Galerkin method with a more resolved Active Flux method. While 
the higher order polynomial reconstruction used in the discontinuous Galerkin method provides more structure within a grid cells, 
the Active Flux method with comparable number of degrees of freedom seems to lead to a comparable resolution of the filament 
structure. In Fig. 12 we present the evolution in time of relative deviations of the 𝐿2-norm, total energy and entropy.

We conducted convergence studies for both the unlimited and limited method by comparing computations on sequences of grids. 
The results are given in Table 1 and confirm third order accuracy for both methods. The limited solutions were approximated using 
CFL = 0.25 and the unlimited using CFL = 0.5.

To demonstrate the effect and necessity of the positivity-preserving flux-limiter, we present in Fig. 11 enlarged views of the cross-

sections of the solution structure. The limited solution remains non-negative, while the unlimited solution might become negative. In 
[24], the authors point out that the non-preservation of positivity might, in particular in long time simulations, lead to the development 
of unphysical numerical oscillations. 
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Fig. 9. Solutions of the two-stream instability problem computed with the positivity-preserving Active Flux method on grids with 64 × 64, 128 × 128, 256 × 256 and 
512 × 512 cells (from top to bottom) at times 𝑡 = 15,30,45 (from left to right).

4.4.2. Landau damping

In our second example we present results for weak Landau damping. We consider the following initial data

𝑓 (𝑥, 𝑣, 𝑡 = 0) = 1 √
2𝜋

(1 + 𝛼 cos(𝑘𝑥)) 𝑒
−𝑣2
2 , (46)

with parameters 𝛼 = 0.01 and 𝑘 = 0.5 and solve the Vlasov-Poisson system on the domain (−2𝜋,2𝜋) × (−4.5,4.5) with double periodic 
boundary conditions.

The example of weak Landau damping is especially interesting since one can investigate the decay of the 𝐿2 -norm of the electric 
field and compare it with the known linear decay rate given by 𝛾 = −0.1533. It is known that for periodic problems small initial 
perturbations lead to oscillations in the velocity distribution whose frequency grows in time and eventually leads to an under-

resolved approximation and aliasing errors. When the charge density is computed from such an under-resolved Vlasov solution, the 
high frequencies are erroneously interpreted as low frequencies which leads to an inaccurate approximation of the charge density 
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Fig. 10. Vertical cross sections at 𝑥 = 0 of the numerical results from Fig. 9 for the two-stream instability problem at times 𝑡 = 15,30,45 from left to right. The black 
solid line shows the limited non-negative solution. The red crosses show the corresponding unlimited solution. We use meshes with 64 × 64, 128 × 128, 256 × 256 and 
512 × 512 cells from top to bottom.

and due to the coupling with the Poisson problem to an incorrect approximation of the electric energy. This so-called recurrence 
phenomenon was explained and studied for example in [5,32]. Since the Active Flux method is known to produce accurate results 
even on coarse grids, this is an interesting test problem for our method.

In Fig. 13, we present the decay of ‖𝐸(⋅, 𝑡)‖𝐿2 on meshes with 32×16, 32×32 and 32×64 grid cells using the Active Flux method 
with positivity-preserving limiter. These results can be compared with computations presented in [24, Fig. 3] where different methods 
were compared. On a grid with 32 × 32 grid cells our Active Flux method outperforms the positive and flux conservative (PFC) and 
the fourth order ENO method and compares well with the semi-Lagrangian method using cubic spline interpolation. A comparison 
with [24, Fig. 4] allows to compare the Active Flux method on these three different grids with the PFC method.

In order to compare our results with computational results shown in [38], we also computed the weak Landau damping problem 
on the domain (−2𝜋,2𝜋) × (−2𝜋,2𝜋) using more refined grids with 64 × 128, 128 × 256 and 256 × 512 cells. The results are shown 
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Fig. 11. Enlarged sections of the vertical cross-sections at 𝑥 = 0 of the two-stream instability problem. Left: unlimited solution, right: limited solution. 

Fig. 12. Deviations of conserved quantities for the two-stream instability problem on a 256 × 256 grid. From left to right 𝐿2-norm, total energy and entropy. 

Fig. 13. ‖𝐸‖𝐿2 for the weak Landau damping on grids with 32 × 16, 32 × 32 and 32 × 64 grid cells (from left to right). The orange line represents the theoretically 
predicted decay rate.

in Fig. 14. We obtain accurate results for 𝑡 ∈ [0,60], i.e. the time interval used in [38, Fig. 8]. Here we also show the 𝐿2-norm of 
the electric energy up to 𝑡 = 100 to also show the onset of the recurrence phenomenon. Again, in Fig. 15 we present the evolution of 
relative deviations of the 𝐿2-norm, total energy and entropy in time computed on a grid with 256 × 256 cells. For the weak Landau 
damping problem we did not observe a need for using the positivity-preserving flux limiter. The computational results shown in 
Fig. 14 and 15 have therefore been computed with the unlimited version of our Active Flux method using time steps according to 
𝐶𝐹 𝐿 ≤ 0.75. In fact, as long as no negative cell averages arise, the limited and unlimited methods coincide.

4.4.3. A multi-vortex two-stream instability

Next, we study the performance of our method for the multi-vortex two-stream instability, which was also considered in [10,16, 
42,35]. We use the initial data
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Fig. 14. ‖𝐸‖𝐿2 for the weak Landau damping on grids with 64×128, 128×256 and 256×512 cells (from left to right). Again, the orange line represents the theoretically 
predicted decay rate.

Fig. 15. Deviations of conserved quantities for the weak Landau problem on a 256 × 256 grid. From left to right 𝐿2 , total energy and entropy. 

𝑓 (𝑥, 𝑣, 𝑡 = 0) = 1 
2𝑣𝑡ℎ

√
2𝜋

[
exp

(
−(𝑣 − 𝑢)2

2𝑣2
𝑡ℎ

)
+ exp

(
−(𝑣 + 𝑢)2

2𝑣2
𝑡ℎ

)](
1 + 𝛼�̂�

)
,

with 𝑢 = 0.99, 𝑣𝑡ℎ = 0.3, 𝛼 = 0.05, 𝑣𝑚𝑎𝑥 = 5 and 𝑥 ∈ [0,26𝜋]. In our description �̂� ∈ (0,1) is a random perturbation added to the initial 
data. We consider calculations on grids with 128 × 128, 256 × 256 and 512 × 512 cells.

Caused by the initial perturbation, vortices start to form after some time. Independent on the grid resolution we observe the 
formation of 8-9 vortices on the considered domain. At later times the vortices start to merge. In the beginning the merging of 
vortices happens relatively quickly but slows down once there are only few vortices left.

In Fig. 16, we present the solution on the 512 × 512 grid and in Fig. 17 on the 128. × 128 grid, in both cases at times 𝑡 =
30,50,70,100,200,400. All calculations have been performed using the positivity-preserving flux limiter. Additionally, in Fig. 18, we 
present the conservation of the 𝐿2-norm, the electric energy and total energy. 

4.4.4. The bump-on-tail instability

Finally, we consider another classical benchmark problem for Vlasov solvers which has been studied in many publications [36, 
18,16,17]. For our simulations we used the initial data from [39,33] given by

𝑓0(𝑥, 𝑣) = 𝑓 (𝑣)[1 + 𝛼 cos (𝑘𝑥)], (𝑥, 𝑣) ∈ [0, 𝐿] × [−𝑣𝑚𝑎𝑥, 𝑣𝑚𝑎𝑥] (47)

with

𝑓 (𝑣) =
𝑛𝑝√
2𝜋

exp
(
−𝑣2

2 

)
+

𝑛𝑏√
2𝜋

exp

(
−|𝑣 − 𝑢|2

2𝑣2𝑡

)
. (48)

We set 𝛼 = 0.04 𝑘 = 0.3, 𝑛𝑝 = 0.9, 𝑛𝑏 = 0.2, 𝑢 = 4.5, 𝑣𝑡 = 0.5, 𝐿 = 20𝜋 and 𝑣𝑚𝑎𝑥 = 9. Furthermore, we consider a grid with 𝑁𝑥 = 𝑁𝑣 =
128 cells and use the positivity-preserving flux-limiter. With these initial values three vortices form, which can be seen in Fig. 19. 
Additionally, we show plots of the spatially integrated distribution function at various times in Fig. 21.

Again, we are interested in the preservation of electric energy, 𝐿2-norm and the total energy. In Fig. 20 we present the time 
evolution of these quantities. For the electrical energy, it can be seen that we first reach the maximum at 𝑡 ≈ 20 followed by oscillations 
with decreasing amplitude in time until 𝑡 ≈ 300 from then on the amplitude stays almost constant. This behaviour is in accordance 
with other results. For the 𝐿2-norm we see a decrease which is comparable to what is observed for Lagrangian methods. The total 
energy is not preserved. This could be due to the fact that preserving both positivity and total energy is a difficult task, as mentioned 
in [16].
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Fig. 16. Solutions to the multi-vortex two-stream instability at times 𝑡 = 30,50,70,100,200,400 from left to right and top to bottom with a resolution of 𝑁𝑥 = 𝑁𝑣 = 512.

5. Conclusions

In this work we presented an Active Flux method for the Vlasov-Poisson system in the 1+1-dimensional case. Before we discussed 
this method, we introduced a positivity-preserving flux limiter for advective transport in a divergence-free velocity field. This limiting 
strategy relies on a bound-preserving property of the Lax-Friedrichs method. It does not affect the order of accuracy of the Active 
Flux method and is easy to implement. However, the preservation of positivity can only be guaranteed for a reduced CFL number. 
Afterwards we described in detail an Active Flux method for the Vlasov-Poisson system. Due to the additional point values located 
on the boundaries of the cells, we were able to develop a simple and efficient third order accurate positivity-preserving method that 
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Fig. 17. Solutions to the multi-vortex two-stream instability at times 𝑡 = 30,50,70,100,200,400 from left to right and top to bottom with a resolution of 𝑁𝑥 = 𝑁𝑣 = 128.

requires only one solution of the Poisson problem and one solution of the Vlasov equation during each time step. We tested our 
method on classical tests for the Vlasov-Poisson problem.
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Fig. 18. Normalized deviation of 𝐿2-norm (left) and total energy (right) as a function of time as well as time evolution of potential energy in semi-log scale (middle) 
on grids with 128 × 128, 256 × 256 and 512 × 512 cells for the multi-vortex two-stream instability.

Fig. 19. Solutions to the Bump on Tail instability at times 𝑡 = 10,20,50,100,200,400 from left to right and top to bottom with a resolution of 𝑁𝑥 = 𝑁𝑣 = 128. 

Fig. 20. Time evolution of the electric energy (left), 𝐿2-norm (middle) and total energy (right) of the Bump on Tail instability on a 128 × 128 grid. 
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Fig. 21. Spatially integrated distribution function of the Bump on Tail instability on a 128 × 128 grid at times 𝑡 = 0,20,30,40,70,400. 
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