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Well-posedness for the NLS hierarchy

JOSEPH ADAMS

Abstract. We prove well-posedness for higher-order equations in the so-called NLS hierarchy (also known

as part of the AKNS hierarchy) in almost critical Fourier—Lebesgue spaces and in modulation spaces.

J=1
g

r

We show the jth equation in the hierarchy is locally well-posed for initial data in I-AI,?' (R) for s >

and 1 < r < 2 and also in M3 p(]R) for s = % and 2 < p < oo. Supplementing our results with

corresponding ill-posedness results in Fourier—Lebesgue and modulation spaces shows optimality. Using
the conserved quantities derived in Koch and Tataru (Duke Math J 167(17), 3207-3313, 2018), we argue
that the hierarchy equations are globally well-posed for data in H(R) for s > % Our arguments are
based on the Fourier restriction norm method in Bourgain spaces adapted to our data spaces and bi- and
trilinear refinements of Strichartz estimates.

Contents

1. Introduction
1.1. Organisation of the paper
1.2. Notation and function spaces
2. The NLS hierarchy in detail
2.1. From linear scattering to NLS
2.2. Defining the NLS hierarchy
2.3. Generalising further
3. Statement of results
3.1. Prior work on higher-order equations
3.2. Main results
3.3. Global well-posedness for the NLS hierarchy
3.4. Discussion
4. Linear and multilinear smoothing estimates
4.1. Linear estimates
4.2. Bilinear estimates
4.3. Fefferman—Stein estimate
4.4. Trilinear estimates
5. Well-posedness results

Mathematics Subject Classification: Primary: 35Q55; Secondary: 35Q41
Keywords: NLS hierarchy equations, Low regularity local well-posedness, Fourier restriction norm
method.

Published online: 11 October 2024 ® Birkhduser


http://crossmark.crossref.org/dialog/?doi=10.1007/s00028-024-01016-y&domain=pdf
http://orcid.org/0000-0002-7054-4252

88 Page 2 of 52 J. ADAMS J. Evol. Equ.

5.1. Multilinear estimates in X : 5 Spaces
5.1.1. Estimates for cubic nonlinearities
5.1.2. Estimates for quintic and higher-order nonlinearities
5.2. Multilinear estimates in X f » Spaces
5.2.1. Estimates for cubic nonlinearities
5.2.2. Estimates for quintic and higher-order nonlinearities
6. Ill-posedness results on R and T
Acknowledgements
Appendix A. The first few NLS hierarchy equations
REFERENCES

1. Introduction

The cubic nonlinear Schrodinger (NLS) equation

idu + 0%u = £2|ul*u
u(t =0) =uop

(1.1)

with initial data u(, has over the past 30 years become one of the canonical objects of
study in the well-posedness theory of dispersive PDEs. We direct the interested reader
to [5,9,60] and the references therein for an overview of developments in its study.

Contemporary research is more and more leaning into the fact that the NLS equation
possesses a rich internal structure that may be exploited in order to prove new well-
posedness results or a-priori bounds on solutions. We are, of course, referring to the fact
that the NLS equation is considered to be a completely integrable system [1,2,13,47,
53]—an exact definition of which though escapes the literature. Usually, one considers
the fact that there exists an infinite sequence of non-trivial conserved quantities one
of the markers of complete integrability. A fact that is also true for the NLS equation.
The first few of these conserved quantities are

Mass: H0=/|u|2dx
Momentum: H = —ifuaxﬁdx
Energy: H, = / |8xu|2 + |u|4dx

More precisely, the NLS equation is a Hamiltonian equation that is induced by its
energy H>. (Induced in what way we will make more precise in Sect.2.) This begs
the question: do the higher-order conserved quantities H3, Hy, ... also induce any
interesting dispersive PDE!?

IThe mass Hp and momentum Hj also induce PDE, namely of phase shifts and of translations. Though
these are not dispersive and thus are of no interest to us.
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Yes, in fact the fourth conserved quantity
Hy =i / 0,ud* + 3|u|*ud, wdxr

induces the also well-known modified Korteweg—de Vries (mKdV) equation?

du + 33u = 23, (Jul*u)
u(t =0) = uop

(1.2)

see [11,34,47] for an overview.

The next higher-order equation is not quite as well known as the NLS and/or mKdV
equations, though it has also appeared independently in the literature [16, 17].

To the author’s best knowledge, there is no complete description of all conserved
quantities of NLS available. It is though a simple, but tedious, task to calculate them.
See Appendix A, where we list more of the conserved quantities and their associated
equations.

We want to mention at this point that the pattern of even-numbered conserved
quantities Hyg, k € N inducing NLS-like equations and odd-numbered ones Haj+ 1,
k € N inducing mKdV-like equations continues [24,47]. This sequence of NLS-like
equations is what is referred to in the title of this paper as the NLS hierarchy.? We will
give a more precise definition of the NLS hierarchy in Sect. 2.

Aim of this paper is to deal with questions of low-regularity well-posedness for
the NLS hierarchy equations in classical Sobolev spaces H®(R), Fourier—Lebesgue
spaces I:Irs (R) (sometimes written as F L% / (R), where the integrability exponent is
conjugated) defined by the norm

lall o = el pr = IGE) ] v
and modulation spaces M} p(R) defined by the norm
leellgg, = 1105l gz

with a family of isometric decomposition operators ([J,),cz. Precise definitions of
the function spaces and an overview of associated embeddings are given in Sect. 1.2.

While we embrace the rich integrability structure of these equations for their deriva-
tion and conservation laws, we will not be making use of their integrability to argue
our local well-posedness results. This has the advantage that our arguments work for
a rather large class of equations, but the disadvantage that we also cannot utilise any
special structure that may be present in the NLS hierarchy equations, that could aid
the well-posedness.

2There is a caveat to this that is discussed in Appendix A. In short, when looking at the complex mKdV
equations a slightly different nonlinearity is produced when one follows the construction of the NLS
hierarchy in [2], as we do. When looking at the real valued mKdV equation there is no discrepancy.

3The NLS hierarchy is a part of what is often called the AKNS hierarchy, after the names of the authors
that played a considerable role in developing the inverse scattering transform, see [1].
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Moreover our arguments will be based on the contraction mapping principle in
versions of Bourgain spaces X, adapted to our data spaces, in combination with bi-
and trilinear refinements of Strichartz estimates.

1.1. Organisation of the paper

In the next and final subsection of this introduction, we will establish the general
notation and function spaces that we will be using throughout the rest of this paper.
The acquainted reader may skip immediately to Sect. 2.

Following that, we will define exactly what we mean by NLS hierarchy (and its
generalisations) in Sect. 2.

We give an overview of prior work related to the well-posedness study of hierarchies
of PDEs, a statement of our main results and a discussion of these in Sect. 3.

In Sect.4, we collect general smoothing estimates based on the dispersion present
in the equations we are dealing with. This includes linear estimates we will be cit-
ing from the literature, some new bilinear estimates adapted to the case of higher-
order Schrodinger equations, so-called Fefferman—Stein estimates (which generalise
Strichartz estimates to the Fourier—Lebesgue spaces we will be using), and trilinear es-
timates. The new bi- and trilinear refinements as well as the Fefferman—Stein estimates
are based on [24].

Then, in Sect. 5 we will follow up with the nonlinear estimates needed to prove The-
orems 3.1 and 3.3. First we deal with estimates regarding well-posedness in Fourier—
Lebesgue spaces, following up with the same for modulation spaces.

Finally in Sect. 6 we will deal with the question of ill-posedness. In this section we
will see that, on the line, our methods lead to optimal results in the framework that we
use. Also we will deal with the fact that a fixed-point theorem based approach cannot
work in the same generality on the torus, as it does on the line.

1.2. Notation and function spaces

We use the notation A < B to mean A < CB for a constant C > 0 independent of
Aand B,and A ~ B denotes A < Band A 2 B, while A <« B means A < ¢B fora
small constant ¢ > 0. For a given real number a € R we will denote by a+ and a—
the numbers a + ¢ and a — ¢ for an arbitrarily small ¢ > 0, respectively. The so called
Japanese brackets denote the quantity (x) = (1 + x2) %

We use the following conventions regarding the Fourier transform: the Fourier
transform of a function u : R, x R, — C with respect to the space-variable x is given
by

Feu, t) = u(x, t)e*sdx.

1
V2 /R
The Fourier transform with respect to the time-variable is defined analogously, though
the Fourier-variable corresponding to ¢ shall be called 7. We will also use the notation
i to denote the Fourier transform with respect to either one or both of those variables,
but it will be clear from context which of those cases we are referring to, specifically
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from the use of spatial- and time-Fourier variables rather than their physical-space
counterparts.
For two functions f and g, we use the notation

/f(E])g(Ez)dél =/Rf(€1)g(é —§Dd§;

to represent the integral under the convolution constraint & = &1 4 &,. This generalises
naturally to an arbitrary number of functions.

Givens € R we define the Bessel potential operator J* through its Fourier transform
FJSu(§) = (&€)°u(&) for a function u, and similarly the Riesz potential operator I*
as Fl'u(§) = |E1°a(&).

Next we define the frequency projections that we will be utilising. Given a dyadic
number N € 2V let Py denote the Littlewood-Paley projector onto the (spatial) fre-
quencies {£ € R | |&€] ~ N}. The special case P; shall mean the projector onto the
(spatial) frequencies {E eR||E] S 1}. We direct the reader to [20] for a reference on
Littlewood-Paley theory.

For n € Z, let the uniform (or isometric) frequency decomposition operators [],, be
defined by

O, f &) =V (E —n)fE&),

where ¢ : R — R is a smooth cut-off function with the properties supp ¥ C [—%, %]
and ¥ (¢§) = 1 on [0, 1].
For these operators, it is well known that, for any 1 < g < p < o0, one has

[
1Py flly SNa 7l fllee and [0, fllee S I flza-

When dealing with estimates of products of frequency localised functions, to sim-
plify notation, we will adhere to the following convention: for n € Z or a dyadic
number N € 2N we write u,, = [, u or uy = Pyu, respectively. Complex conjuga-
tion has higher precedence than this notation, so that u,, = m Different indices on
different factors will not cause confusion, as we will not mix dyadic and uniform fre-
quency localisation. Also, for ease of presentation, subscripts referring to frequency
localisation may suppress other indices of functions, i.e. using u¢u,,u, to refer to
eu ) (Opu2) (Oyusz). R

Next let us define the Fourier—Lebesgue spaces H;'(R") (also referred to as hat-
spaces for obvious reasons), for s € Rand 1 < r < oo, to be the subspace of
functions u € S’(R") such that the norm

il g = IE) @l . g

is finite. In the case s = 0 one may resort to the slightly different notation ﬁ,o =1
And similarly we define the modulation space M (; » (R™),fors € Rand1 < p, g < oo,
as the subspace of functions u € S’(R") such that the norm

lullagy , = 1Y 10wl Loy ller z
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is finite.

Though we will not be exhaustive with the properties that these spaces have, we
do want to emphasise an embedding connecting Fourier—Lebesgue and modulation
spaces. For p > 2 one has M‘zi p(R) > H ; ,(R). This embedding can be utilised to gain
a notion of criticality in modulation spaces (that are otherwise not well-behaved with
respect to transformations of scale because of the isometric frequency decomposition).
Also we mention, that in the periodic setting these data spaces actually coincide, i.e.
Mj ,(T) = Hy,(T).

Furthermore we note, that both Fourier—Lebesgue and modulation spaces behave
in a natural way with respect to complex interpolation and duality. Let 6 € [0, 1],
s, 80,51 € Rand 1 < r, rg, 71, p, po, p1 < 00. Then, fors = (1 —0)sg + 6s; one has
the following interpolation identities

Ao A A 1 1-6 ¢
[HrO,H,‘] =H; for - = + —aswell as
07T ey r ro r
1 1-6 0
(M3, w3, | = w3, for — = +—
» PO »P1 0] s P Po p1

as long as (po, p1) # (00, 00). Under the additional constraint that p < oo the
following duality relationships

A\ ~ ’
() = A7 and (M3,) = M53,

also hold. We mention [4,15] as references for embedding, duality and interpolation
results regarding modulation spaces.

In order to prove local well-posedness, we have a necessity for spaces that are
more well-adapted to performing a contraction mapping argument. In [5,6] Bourgain
introduced the now almost classical X ; spaces dependent on a phase function ¢ :
R" — R and s, b € R, defined by the norm

lullx,, = 146)"(z — p@E)Villl 2 .

Using these spaces to study, the local well-posedness of dispersive PDEs has since
become known as the Fourier restriction norm method. It was later refined and built
upon in [18,37,38] to arrive at its current use state.

In connection with the X j; spaces we also define the operator AP through its
Fourier transform as FAbu(&, 1) = (v — ¢ (£))Pi (€, v) for a function u. The quantity
o =1 — ¢(&) is referred to as the modulation.

In the following, we define X, ; spaces adapted to the Fourier—Lebesgue ﬁrs and
modulation spaces Mi » we will be using as data spaces. For papers dealing in the
same spaces, see e.g. [25,26,51].

Fors,b € Rand 1 <r < oo, we denote the Bourgain spaces adapted to Fourier—
Lebesgue spaces by X s.p- They are defined as the subspace of S'(R?) induced by the
norm

lullgr = 6 (x — @@ all = 17°APull gz
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so that the classical X ;, spaces can be recovered by setting r = 2. Note the lack of
inverse Fourier transformation. Recall that for 1 < r < oo we have the following
embedding:

o A 1
ip = CR; H(R)) ifb> —.
: r

The contraction mapping argument leading to well-posedness will be carried out in
their respective time restriction norm spaces

X5 = {u = illpx_s.5) | 1l € X},
endowed with the norm
Il gy = inf {12115 1 € XL, ilgaog =u) .

Similarly, for s,b € Rand 1 < p < oo we define the Bourgain spaces adapted
to modulation spaces Xf’ , (note the missing circumflex compared to the Fourier—
Lebesgue based spaces). In this case they are the subspace of S’(R?) induced by the
norm

luallyr, = [ n* 18ntlxo | p -

Again, p = 2 corresponds to the classical case. The embedding giving us the persis-
tence property is paralleled by

. 1
Xﬁfb — C(R; M5 ,(R)) ifb > 3

for I < p < oo. In the same fashion as for the Fourier—Lebesgue adapted spaces, we
have time restriction norm spaces X f 5(8).

Remark 1.1. We fix ¢ = 2 in the modulation space setting, because of the lack of
available good (i.e. time independent) linear estimates in the g # 2 case, see [4,42].

Having defined the spaces we will be using it is time to mention some of their
properties. Among other things what makes Bourgain spaces useful is the ability to
transfer estimates of free solutions in (mixed) L? spaces or their Fourier—Lebesgue
cousins " to estimates in X s.» spaces. This is commonly known as a transfer principle.
For a proof in the classical spaces we direct the reader to the self-contained exposition
in [21]. The arguments for transferring (multi)linear estimates to the Fourier—Lebesgue
variants X Z , are contained within [22].

Also contained in [22] is a general local well-posedness theorem for X 5.p spaces.
A similar result, though for the modulation space variants Xﬁ p> €an be found in [51],
though which can easily be derived from the classics [18,19]. Using these general
well-posedness theorems we will establish our well-posedness theorems with mere
proofs of necessary multilinear estimates.

As we will also be using complex multilinear interpolation and duality arguments we

shall state the relevant properties of our solution, and data spaces. For this let6 € [0, 1],
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s, 80,51, b,by, by € Rand 1 < r, rg, r1, p, po, p1 < 0o.Thenfors = (1—0)s9+6s;
and b = (1 — 0)bgy + 6b; one has the following complex interpolation relations

~ N R 1 1—o 0
ro r _ r r_ 0
I:Xso,boy X‘Yl’bl][é] = Xs,h when o= . + . and
1 1-6 6
I:Xg)obo’ Xfllbl:lw] = Xspb when — = + =,
| ’ ’ P po P

at least if (po, p1) # (00, 00). Moreover, with respect to the L2 inner-product, their
dual spaces are given by

o / S p / p/
( s,h) :X—s,—b and (Xs,h) :X—s,—b

if one imposes the additional constraint p < co.
Finally, we recall some common inequalities that will be useful in piecing together
multilinear estimates that we can establish in L2-based X s,b Spaces:

max(O,l—l) 0—
lunliys, S N O uyllgr and D0 N unllye, Sllullyr . (13)
. , Ne1 , .

2. The NLS hierarchy in detail

In describing what we refer to as the NLS hierarchy, we most closely follow [2],
where the general structure of nonlinear evolution equations that arise as zero-curvature
conditions is described. Though there are many more good references for this topic
(see for example [13,53]), the chosen work [2] concisely contains all the details we
need about the NLS hierarchy.

2.1. From linear scattering to NLS
We start out in a geometric context, where we have an N x N matrix of differential

one-forms 2 depending on a so-called spectral parameter ¢ € C. For this matrix, one
can express a linear scattering problem [2, eq. (1.1)]

dv = Qu. 2.1

Associated with this scattering problem is the zero-curvature (or integrability) condi-
tion [2, eq. (1.2)]
0=dQ—-QAQ, (2.2)

which for the right choice of €2 will result in the NLS hierarchy equations (and many
other classical dispersive PDE).
In particular, as in [2, eq. (1.3)], we will use the Ansatz Q = (¢ Ro+ P)dx+ Q(¢)dt

with
_ (=i 0 _(0gq
RO_(Oi) and P_<r0>'
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We leave the choice of Q open for now, but will refer back to it at a later point.

After a lengthy calculation, that we will not reproduce for brevities sake, it is es-
tablished that the zero-curvature condition (2.2) can under our Ansatz be equivalently
expressed as [2, eq. (2.3.5)]

d )

—u=J—H, 2.3

dr Su 2.3)
where u = () is a vector of the “potentials”,* J = —2 (¢ _Oi ), % is a functional

derivative and H is the Hamiltonian of the system, defined by

H=2) an(®)lns1. 2.4)
n=0

Inthis sumthe 7,4 represent the sequence of conserved quantities of our system, i.e. up
to constant factor, what was referred to in the introduction as H,. With [2, eqns. (3.1.6)
and (3.1.7)] we are given explicit expressions for calculating these conserved quantities
recursively

n—1

1
I, = / qYndx and Yup1 = — 0¥, —rSon+q Y Yu i 2.5)
R 2i =1

with Yo = 0.

The «, () are the choice of Q we left open previously. Referring again to [2], the
a, control the weight of each individual flow (induced each by I,11) in the overall
Eq. (2.3). Thus by choosing the coefficients o, (#) appropriately we will be able to
recover NLS and the other equations that are part of the NLS hierarchy.

It is important to mention that, as we are working under the assumption r = +¢ in
the context of the NLS hierarchy, our choice of coefficients «, (¢) are subject to the
constraints

Qo = —02,; and o401 = 02,41 (2.6)

as laid out in [2, Sect. 3.2.3].

2.2. Defining the NLS hierarchy

Having established the general origin of the NLS hierarchy equations, we are now
ready to give an exact definition, i.e. fix a choice of () ,en,. From there on, we will
derive the general structure of the equations in the NLS hierarchy by means of (2.5).
This strictly larger class of equations will be very broad in the nonlinearities contained
within, but still sufficiently small for us to be able to carry out our further analysis in
this generalised context.

4Potentials are what we would usually refer to as the solution of, say, NLS. In the context of NLS we have
the additional assumption r = +¢. They are referred to as potentials in [2], as they are the objects along
which scattering happens in (2.1).
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Definition. For j € N, we define the jth (defocusing) NLS hierarchy equation to be
the Hamiltonian equation for the potential g (x, ¢) in (2.3), where we choose az; =
—i2%/=1 and o, = 0 for n # 2j in (2.4). We identify occurrences of the potential
r(x, t) with the complex conjugate of ¢ (x, ), i.e. r = +q.

Remark 2.1. A few remarks are in order:

(1) Note that our choice of ay; aligns with the constraint in (2.6). Since we only
have a single nonzero «,, a simple rescaling (and possible time reversion) of the
equation would lead to any arbitrary choice of a3 that aligns with (2.6).

(2) Since we are only interested in a single component of (2.3), we may simplify.
The jth NLS hierarchy equation thus reads

)
g = —2%11— / qYaj41dx 2.7)
Br R

with Y241 defined in (2.5), keeping in mind the identification » = +g.
(3) The first NLS hierarchy equation (j = 1) corresponds to the classical defocusing
cubic NLS equation. In the notation of the previous display it reads

iq = —qux + 2971 = —q.x +2lq1g.

Later we will switch to the more common notation of calling the unknown
function u instead of gq.

(4) Above we only defined the defocusing NLS hierarchy, corresponding to the +-
sign in (1.1). There is also an equivalent focusing NLS hierarchy (that builds
on the focusing cubic NLS, corresponding to the —-sign in (1.1)). Its equations
can be derived in the same way, though with the identification r = —g. This
possibility is also mentioned in [2, Sect. 3.2.3].

(5) No complete description of the NLS hierarchy, i.e. the choice of coefficients for
the nonlinear terms, is known. A lengthy calculation leads to Appendix A, where
we list the first few conserved quantities and the associated equations.

It would certainly be an interesting problem to derive a general formula describ-
ing the jth NLS hierarchy equation in detail.

(6) Instead of a choice of («x)x, where only even numbered o are nonzero, going

the opposite route and having only a single o nonzero with k uneven results in
the real mKdV hierarchy.
There is a caveat to this, that is also discussed in Appendix A, where the identifi-
cationr = £q does not lead to the (de)focusing complex mKdV hierarchy. Using
r = q (which is also a compatible choice with the model, see [2, Sect. 3.2.2])
one arrives at the real mKdV hierarchy, which was discussed in [24]. This fact
is also mentioned in [43, Appendix B].

(7) Contained within this calculus of hierarchies is another well-known one, the
KdV hierarchy. Choosing r = 1 (which is also a compatible choice in this
model, see [2, Sect. 3.2.1]) results in its equations. This is also remarked in [43,
Appendix B].
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Having defined the NLS hierarchy equations, we may now reason about their general
structure. We claim the following proposition.

Proposition 2.2. For n € N the terms Y, have the following properties:

(1) Yy is a sum of monomials in q, r and their derivatives.

(2) The polynomial Y, is homogeneous in the order of monomials, where the order
(of a monomial) is defined as the sum of the total number of derivatives and
number of factors in the monomial.

(3) In every monomial of Y, the total number of factors of r and its derivatives is
one greater than the total number of factors q and its derivatives.

(4) The coefficients of Y, are an integer multiple of (2i)™".

(5) In'Y, there is a single monomial with only one factor. It is (2i)™" 8;‘71r.

Proof. All of the claims in this proposition are trivially true for Y; = E—ilr. For all
higher-order Y,,, they follow inductively using the recursion formula (2.5). g

It is only a small step from the polynomials Y, to the conserved quantities ,, and
their associated, via (2.7), evolution equations. Having derived the properties of Y,
mentioned in Proposition 2.2 we are ready to state the general structure of the NLS
hierarchy equations. In doing so we switch back to the more common notation of
calling the unknown solution u (instead of g).

Theorem 2.3. For j € N, there exist coefficients c o € Z for every a € Nng with
la| = 2(j — k), for | < k < j, such that the jth NLS hierarchy equation can be
written as

J k
i+ (Do u =3 Y edu [ oemes . 2.8)
k=1 g2kt e=1
la|=2(i—k)

Proof. Of course, we heavily rely on the structure of Y3 1 | established in the preceding
proposition.

First we deal with the linear part of Eq. (2.8): all monomials part of Y, have a
coefficient, that is an integer multiple of (2i)~ @i+ = —j272/=1 Keeping in mind,
that the “leading term” of Y51 is 8 r and reminding the reader of the formula
for calculating functional derivatives: For a smooth function f : CN*! — C and a
functional

N
Fl¢] = L0c0, 32, ..., 0N p)dx h
[¢] /Rf(cb ¢, 970 N)dx  one has go xa(ak@

2.9)

%Im

we may now establish that the linear part of the equation must read
idu+ (—1)I 95 =0

and we may ignore the rest of the coefficients of the nonlinearity, as they are only
integers.



88 Page 12 of 52 J. ADAMS J. Evol. Equ.

Using (2) and (3) from Proposition 2.2 and the fact that (2.9) reduces the number
of factors Bf r,fora0 < k < 2j, by one, it is clear that the nonlinear terms must have
between three and 2j + 1 factors. Of these, now there must be one more factor u (or
its derivatives) compared to u (or its derivatives), as the functional derivative reduces
the number of factors u (or its derivatives) by one.

The homogeneity of these nonlinear terms fixes the number of total derivatives to
2(j — k), if there are 2k + 1 factors.

Since (2.8) covers all possible nonlinearities that fulfil these restrictions, we have
established the claim of this theorem. O

In our later dealings, we will not be relying on any more information about the
structure of the NLS hierarchy equations than is given in the previous theorem. Thus,
it makes sense to give a name to this general class of equations.

Definition. For j € N, we call an equation a (higher-order) NLS-like equation, if there
exist coefficients ¢ o € Z for every a € Ngk"'l with |a| = 2(j — k), for 1l <k < j,
such that the equation can be written as (2.8).

Remark 2.4. In a previous remark, we mentioned the possibility of differentiating
between the defocusing and focusing NLS hierarchy. Since the difference between the
two is solely in the distribution of signs in the nonlinearity, both the defocusing and
focusing NLS hierarchy equations are higher-order NLS-like equations, according to
the above definition.

Remark 2.5. A natural question is whether there are further hierarchies of dispersive
PDE arising as zero-curvature conditions (2.2), possibly stemming from a different
Ansatz than Q2 = (£ Rg + P)dx 4+ Q(¢)dt, the one we used.

Indeed, this question is discussed in a follow-up paper [56] to [2], where the Ansatz
Q= (§2Ro + ¢ P)dx 4+ Q(¢)dr is used to derive the derivative nonlinear Schrodinger
(dNLS) equation

i0pu + 02u = 413, (Julu).

and more generally its associated hierarchy of PDEs.

The dNLS equation itself is an interesting object of study in the field of disper-
sive PDE, see, for example, [12,28,40,44] for some recent results and the references
therein. The additional derivative in the nonlinearity, compared to the NLS Eq. (1.1),
introduces considerable difficulty in its analysis.

A paper dealing with the well-posedness theory of the dNLS hierarchy equations
is in preparation by the author.

Remark 2.6. Having established the structure of NLS-like Eq. (2.8), we would like to
note their associated critical regularity s.(j). This will guide us as a heuristic on our
investigation of the well-posedness theory of said equations.

In line with the scaling law of NLS, a solution « of an NLS-like equation is invariant
under the transformation of scale u) (x, ) = Au(Ax, 22 t),1.e. uy is a solution of the
same equation, but now with initial data ug ; = Aug(Ax).
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This leads to all NLS-like equations being critical in the same space H =2 in the
family of L?%-based Sobolev spaces as NLS itself, i.e. s.(j) = —%. In fact, this is also
true for the mKdV hierarchy [24].

Remark 2.7. As it will turn out though, no positive well-posedness results will be
possible using the contraction mapping principle near the critical regularity in L2
based Sobolev spaces. All our well-posedness results in the scale of spaces H*® will be
at fairly high regularity, supplemented by corresponding ill-posedness results to show
optimality.

Thus, we turn to other scales of function spaces, in which we may keep this notion
of criticality, though are able to obtain positive well-posedness results for the whole
sub-critical range of spaces. In particular, we turn to Fourier—Lebesgue spaces ﬂf and
modulation spaces M5 . Utilising these spaces for initial data has become common-
place for dispersive equations, as they allow to widen the class of functions for which
well-posedness may be proven, inching further towards criticality. See [10,12,22—
26,42,51] for some examples where these spaces were successfully deployed.

Especially for Fourier—Lebesgue spaces, there is a well-defined notion of homo-
geneous space, in which one may ask the question of critical regularity for our NLS
hierarchy equations. Using the equations’ invariance, mentioned in Remark 2.6, we
establish that all NLS-like equations are critical in the spaces I:I,S for s.(j,r) = —%
forl <r < o0.

For modulation spaces, though there is a much less clear notion of criticality, as the
spaces are not invariant under transformations of scale, due to the isometric decom-
position operators ([J,),cz. Often the embedding M%,r/ D ﬁrs, for r < 2, is used as
guidance in the absence of criticality. Even under this notion though, we are unable
to establish well-posedness with our techniques in or near the space Mgﬁ oo (Which
corresponds to the critical case), paralleling results already known for the mKdV
equation [10,51].

2.3. Generalising further

Our later well-posedness arguments sometimes do not even rely on the particular
structure of the nonlinearity in (2.8), regarding the complex conjugation of factors. It
is only when cubic nonlinear terms are involved, or when we are in Fourier—-Lebesgue
spaces, that the number of complex conjugated factors in the nonlinearity is of impor-
tance for our analysis.

We thus generalise further to an even larger class of equations.

Definition. We call an equation a generalised (higher-order) NLS-like equation, if for
J € N there exist coefficients cx o, € R for every o € N%H] with |o| = 2(j — k)
and b € {+, —}2k+1, for 1 < k < j, such that it can be written as
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J k
i+ (D00 =3" N candon, [] 0020, 00 oy, (2.10)
k=1 be{i}2k+l =1
OlEN(z)k+l
lee|=2(j—k)

where each v4 is to be identified with u or u, respectively.

In short, allowing arbitrary complex conjugation in the nonlinearity of a NLS-like
equation leads to the definition of generalised NLS-like equation.

Remark 2.8. Note that the behaviour of the equations under transformations of scale
does not change with this generalisation. Thus, we keep the previously established
critical regularity s.(j, r) = % — 1 in the family of Fourier-Lebesgue spaces I:I,S as
laid out in Remarks 2.6 and 2.7.

3. Statement of results
3.1. Prior work on higher-order equations

Before we move on to state our main results, let us review related work. We try to be
brief and thus focus on results concerning only higher-order NLS/(m)KdV equations.
Giving a complete account of the history of well-posedness theory for the NLS and
(m)KdV equations is beyond our scope, though we will mention some important
comparative results in the two sections following the current.

Already in [57] global existence of solutions to the jth KdV hierarchy equation
was proven, with data in high regularity Sobolev spaces HX, k > j, using a-priori
estimates provided by the structure of the hierarchy equations, together with parabolic
regularisation. Positive results could be achieved in both geometries R and T, though
due to the techniques used, full on well-posedness was not proven, as uniqueness was
left unclear.

Later, in [35,36], well-posedness even for a more general class of higher-order KdV
like equations was proven. This was still at a comparatively high level of regularity for
the initial data and was achieved using a gauge-transformation combined with linear
smoothing estimates. As data spaces the weighted spaces H*(R) N H™ (|x|>dx), for
k, m € N large enough, were used. It was already noted in [35] that one can drop the
weight, if only cubic or higher-order terms appear in the nonlinearity.

The weighted spaces (or similar alternative spaces, like Fourier—Lebesgue ones)
though turn out to be indispensable in the study of the KdV hierarchy using the con-
traction mapping principle. This was shown in [55], where it was established that
the higher-order equations (j > 2) of the KdV hierarchy cannot have twice continu-
ously differentiable flow.> In the same work it was also proven (using the contraction

5Technically this consequence for the KdV hierarchy was noted [24], as [55] deals only with quadratic
nonlinearities. The non-quadratic nonlinear terms though are well-behaved, so failure of smoothness of the
flow carries over to the KdV hierarchy.
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mapping principle), that higher dispersion KdV-like equations with quadratic nonlin-
earities are locally well-posed in an intersection of H*(R), for s > 2j + JT, with a
weighted Besov space.

Most closely resembling our results and techniques is [24], where well-posedness
for the mKdV hierarchy equatlons (mentioned above) was derived in Fourier-Lebes-
gue spaces H (R) fors(j,r) = T ,1 with 1 < r < 2, inching right up to the critical
endpoint space L (R). These results were established using a contraction mapping
argument in appropriate versions of Bourgain spaces that we use too. A partial transfer
of these results to higher-order KdV type equations was possible and appears natural
due to the Miura map.

A positive result, again independent of the underlying geometry, was also proven in
[32]. Here, the authors established well-posedness for all higher-order (j > 2) KdV
hierarchy equations in H* for s > 4 — %. The result relies on a modified energy
estimate using lower-order correction terms for the energy; thus, it is not susceptible
to the barrier when trying to prove well-posedness using the contraction mapping
principle mentioned above.

In recent years, it has also become more fashionable to utilise the underlying inte-
grability structure of the equations in order to derive a-priori estimates. We mention
[47], where a-priori estimates for solutions of both the mKdV and NLS equations were
derived, building on the earlier works [45,46] by the same authors. See also [41] for
a general approach to conservation laws for integrable PDE.

Most recently published was the seminal work [43], where, relying on the inte-
grability structure of the equations, the well-posedness of the entire KdV hierarchy
in the space H~!'(R) was proven, as well as in H/ ~2(T) for the jth equation (with
dispersion order 2 + 1) in the hierarchy.

Focusing on just a single equation of the NLS hierarchy (besides NLS itself), there
are only few papers dealing with low regularity well-posedness. In [16,17], the author
derives global well-posedness for data in H*(R) for s > 4 an integer.® More recently,
in [31] it was proven that the fourth-order equation is locally well-posed in H*(R)
for s > % under a non-resonance condition on the coefficients of the nonlinearity.
Managing to improve to local well-posedness in H*(R) for all s > % (without a non-
resonance condition) for generalised fourth-order NLS-like equations we mention [30,
Theorem 1.3]. The same paper also contains some results on fourth-order dNLS-like
equations.

There also exists a rich body of literature that deals with equations that are referred
to as higher-order Schrodinger equations, but differ fundamentally from what we
refer to as NLS-like equations. Usually only the order of dispersion is increased or
one generalises to a higher power nonlinearity |u|”~'u, p > 3, compared to NLS,
specifically without increasing the number of derivatives in the nonlinearity. We note
the introduction of an ever increasing number of derivatives in the nonlinearity makes

OWe suspect there to be a typo in the cited works as the fourth-order NLS hierarchy equation given there
differs slightly from the ones given by us in Appendix A.
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the analysis considerably more difficult, compared to merely upping the dispersion’;
this is what we focus on as our goal is covering (at least) the equations contained
within the NLS hierarchy itself.

3.2. Main results

As we have now established, dealing with higher-order (or higher dispersion) equa-
tions is nothing new. Though what is missing from the literature is a low-regularity
well-posedness theory dealing with (generalised) higher-order NLS-like equations
(i.e. that mixes higher dispersion with an appropriate number of derivative in the
nonlinearity).

We hope to close this gap, at least partially, with the following theorems. For this,
consider a general Cauchy problem

o+ (=) +t19% y = Fu), G
ut = 0) = ug '

Theorem 3.1. Let j > 2 and (3.1) be a higher-order NLS-like Eq. (2.8). Then,
(1) ifl <r <2ands > 1=}, the Cauchy problem (3.1) for ug € HS (R) is locally

r/
well-posed in the analytic sense,
2)ifl <r<2s> —% and additionally c1, = 0 foralla € Ng (i.e. the equation
contains no cubic nonlinear terms), the Cauchy problem (3.1) for ugy € I-AIr3 (R)

is locally well-posed in the analytic sense.

For j = 1, this result corresponds to well-posedness of NLS in Fourier-Lebesgue
spaces and is already known [23]. The case of periodic initial data was dealt with by
different authors in [50].

Remark 3.2. 1f we restrict ourselves to the classic Sobolev spaces H* (R) only, we can
generalise further in Theorem 3.1 part (2). Because Proposition 5.2 allows an arbitrary
number of factors in the nonlinear terms to be complex conjugates, it is also true that
any generalised higher-order NLS-like Eq. (2.10) that contains no cubic terms in the
nonlinearity is locally well-posed in H*(R) for s > —%.

Besides Fourier-Lebesgue spaces we are also able to prove a general well-posedness
result for modulation spaces Mi - In the following theorem, we rely less on the
distribution of complex conjugates in the nonlinearity compared with Theorem 3.1.
The attentive reader will note that Theorem 3.3 deals with any generalised higher-order
NLS-like equation, so long as the cubic term corresponds to the usual uuu, ignoring
derivatives.

7Increasing just the power in the nonlinearity, at constant dispersion and if one remains in the realm of
algebraic nonlinearities, also leads to more well-behaved equations. This is mirrored by our Theorem 3.1
part (2).
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Theorem 3.3. Let j > 2 and (3.1) be a generalised higher-order NLS-like Eq. (2.10),
where c1 4p = 0 forallb # (+,—,4+) and a € Ng. Then, for 2 < p < oo and
s = % the Cauchy problem (3.1) for ug € Mip(R) is locally well-posed in the
analytic sense.

Again, for j = 1 this result is essentially8 already known [27,42,54] and in the
periodic case from [50].

Remark 3.4. For Theorem 3.3, a similar second part as with Theorem 3.1 could be
stated, though here seems of much less value. It would be that, if (3.1) is a generalised
higher-order NLS-like equation, but contains no cubic terms (i.e. ¢y o, = Oforall b €
{£) anda € Nj) and s > g — 25 1 the Cauchy problem (3.1) for ug € M5 ,(R)
is locally well-posed in the analytic sense.

Remark 3.5. Of note is the differing influence of the distribution of complex con-
jugates on the well-posedness results we state in the above theorems. To quickly
recap: for the cubic terms the canonical |u|?u (ignoring derivatives) is necessary in
both Fourier—Lebesgue and modulation space settings. For the higher-order nonlin-
ear terms though the distribution of complex conjugates can be chosen arbitrarily
in the modulation space setting, whereas in Fourier—Lebesgue spaces the canonical
distribution was stated necessary in Theorem 3.1.

This is more restrictive than would be necessary considering our proof of Theo-
rem 3.1, in particular Proposition 5.3. Looking into the details, one finds that in fact
also in the Fourier—Lebesgue space setting an arbitrary distribution of complex conju-
gates for the higher-order nonlinear terms okay. More details on the necessary changes
to the arguments given in the proof of Proposition 5.3 are given in Remark 5.4.

For proving our well-posedness theorems, we rely on multilinear estimates in X b
(see Proposition 5.1 and Corollary 5.5) and X f’ ; (see Proposition 5.7 and Corollary 5.9)
spaces which combined with the contraction mapping theorem lead to local well-
posedness in these spaces. Using such estimates to derive local well-posedness results
is a well-known technique, so we omit the specifics. They were pioneered in [5,6], and
we direct the interested reader to [21,22] for a self-contained review of such techniques
in more contemporary notation.

Contrasting the positive results above, we are also able to prove the following ill-
posedness results for initial data in Fourier—Lebesgue spaces.

Theorem 3.6. For j > 2,1 <r <2 and —r—l/ <s5 < jr;,l there exists a NLS-like
equation (i.e. choice of coefficients c o, € R) such that for the Cauchy problem (3.1)
the flow-map S : ﬁf R) x (-T,T) — I:Irs (R) cannot be uniformly continuous on
bounded subsets.

And with initial data in modulation spaces, the situation is similar.

8Particula.rly for large p > 3 the continuity of the solution is an issue. This was pointed out in [54], where
at least for 1 < p < 3 continuity of the solutions was established.
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Theorem 3.7. For j > 2,2 < p <ocoand() < s < % there exists a NLS-like
equation (i.e. choice of coefficients cx o, p € R) such that for the Cauchy problem (3.1)
the flow-map S : M‘zvip(R) x (=T,T) — M‘zy,p(R) cannot be uniformly continuous
on bounded subsets.

Thus far we have only stated results about the well-posedness theory on the line R.
Regarding the torus T, it seems no positive result is possible without additional argu-
ments, like renormalising the equation or moving to a weaker sense of well-posedness.

Theorem 3.8. Forany 1 <r < ooands € R the flow-map S : I-AI,S (T x (=T, T) —
H;(T) of the Cauchy problem for the fourth-order NLS hierarchy equation (j = 2)
cannot be three times continuously differentiable.

Looking at lower regularities only, we may generalise to large j as well. In this
case, the flow becomes even more irregular:

Theorem 3.9. For j > 2,1 <r <ocoands < j— 1 there exists a NLS-like equation
(i.e. choice of coefficients cy o, € R) such that for the Cauchy problem (3.1) the flow-
map S : H¥(T) x (=T,T) — H}(T) cannot be uniformly continuous on bounded
subsets.

3.3. Global well-posedness for the NLS hierarchy

Theorem 3.10. The solutions constructed in Theorem 3.1 for initial datauy € H* (R),
fors > % extend globally in time.

Proof. In order to prove this theorem, we rely on the scale of conserved quantities
constructed in [47]. Specifically referring to Theorem 1.1 and Corollary 1.2 therein,
there exist conserved quantities, for all s > —l, such that the norm of a solution
remains bounded if the norm of the initial data was finite under the flow of NLS and
complex mKdV.

We must argue that the same holds for all flows in the NLS hierarchy. Combined
with our local result in Theorem 3.1 this will prove the theorem. Referencing the
construction of the conserved quantities in [47, eqns. (2.12) and (2.13)], one notices
that these solely rely on the so-called transmission coefficient. This quantity arises in
the scattering problem we reference in (2.1), translating between two Jost solutions
of ;v = (¢ Ro + P)v, see [2, eqns. (2.1.6) and (2.1.25)ff.] and [47, eqns. (2.5)ff.].

Key insight is, that the transmission coefficient is always the same, independent of
which equation in the hierarchy one is interested in. This is also reflected in the fact
that our choice of Q (see the paragraph after (2.5)) does not influence the transmission
coefficient. The importance of the transmission coefficient for at least polynomial
conservation laws was also already recognised in [2, eqn. (2.1.29)]. 0

3.4. Discussion

Before moving on, we would like to discuss our positive and negative results laid
out in the preceding subsection.
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First let us mention that our Theorem 3.6 establishes that, within the realm of the
technique we utilise, our well-posedness result in Theorem 3.1 is optimal. In the
sense that no direct application of the contraction mapping theorem will lead to well-
posedness at a lower initial regularity s € R than stated in Theorem 3.1, since this
would lead to the flow being analytic.

This, of course, does not preclude the possibility of different arguments, more heav-
ily relying on the integrability of the hierarchy, similar to [43] for the KdV hierarchy,
leading to well-posedness in H*(R) for some s < %

We extend previous results regarding the fourth-order equation: in [31] it was shown
that the fourth-order NLS equation is locally well-posed in H*(R), for s > %, under
a non-resonance condition on the coefficients in the nonlinearity. This non-resonance
condition could be removed by different authors in [30]. We are also able to remove this
condition (using different underlying function spaces) and extend the well-posedness
result to all higher-order Schrodinger equations. Also, the global result in [16,17] we
extend all the way down to our local result using the a priori estimates from [47].

Notincluded in our well-posedness resultis the critical space on our scale of function
spaces L! (R). Though this comes at no surprise as this space contains some nasty initial
data, including the Dirac delta §¢. For this, shown in [39, Theorem 1.5], it is known
that no suitable notion of solution may be defined in the case of NLS. We mention
the ongoing effort of extending well-posedness results (under weakened continuity
assumptions on the flow) to ever greater spaces comparable to the critical H ~2orLl.
See [3] for recent developments and an overview.

In connection with Theorem 3.6, we would also like to mention, that our arguments
do not establish ill-posedness for the actual NLS hierarchy equations. Rather looking
at a set of related equations, the first of which we give in (6.4).

Next we argue our interest in the other scale of function spaces that we deal with,
modulation spaces. Recall that in [27,54] it was shown, that NLS is locally well-posed
in Mg’ p(]R) for 2 < p < oo. This exhausts the entire subcritical range suggested by

the scaling heuristic (where the critical space is H ™~ %) and the embedding Mi = H ; ,
for p > 2. In the Fourier-Lebesgue space setting similar results were shown in [23],
establishing local well-posed of NLS in L' forl <r < .

For mKdV local well-posedness was also established in almost critical Fourier—
Lebesgue spaces. Specifically in [26] it was shown that mKdV is locally well-posed
in ﬁrs (R) fors = % - % and 2 > r > 1. In the modulation space setting though a gap

of a quarter’ derivative between the scaling heuristic and the optimal result appears.
1

To be exact, in [10,51], it was shown that mKdV is locally well-posed in Mi » (R) for

2 < p < oo and that this is optimal in the sense that the flow fails to be uniformly

continuous for s < 4—11.

ltisa quarter of a derivative keeping in mind we accept the embedding Mg 00 2 L1 as our guidance for
criticality in the modulation space setting.
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Our Theorem 3.3 parallels this development for the higher-order equations, i.e. for
every step to the next equation in the NLS hierarchy another half-derivative regularity
of the initial data is necessary for our positive result.!”

Moving on to results for the torus T, Theorem 3.8 establishes that no well-posedness
results may be established using the contraction mapping principle directly in the data
spaces we use, at least for the next higher-order equation. This is in stark contrast to
NLS, where well-posedness in L2('JT) was established in [5].

It is reasonable to believe that the further NLS hierarchy equations are ill-posed
in a similar manner and do not allow direct treatment with the contraction mapping
principle. Even worse though at low regularities: here Theorem 3.9 establishes a milder
form of ill-posedness, but in this case for an NLS-like equation of arbitrarily high
(dispersion) order.

In such cases, where the proper model fails to have a well-behaved local theory, it
sometimes helps to look at a renormalised/gauge-transformed version of the equation.
For example, with NLS below Lz(T), considering the so-called Wick ordered NLS
equation

1
idu +0%u ==+ <|u|2 - —/ |u|2dx> u (3.2)
T Jr

has led to some success. See [48] for areview. Transitioning to a renormalised equation
(via a gauge-transformation) is also a common approach with the derivative NLS
equation [23,25,29,52,59].

For our NLS hierarchy equations such a renormalisation might also lead to positive
well-posedness results. Though it is not clear if such an approach would yield well-
posedness only for the NLS hierarchy equations or for a general class, like in our
results on the line.

Another viable path to approachmg well-posedness on the torus (but also on the
line in H*(R) for some s < —) is to rely on the integrability of the equation, as
was done for the KdV hierarchy in [43]. This has the disadvantage of definitely not
working for similar, but non-integrable, variants of higher-order NLS-like equations.

4. Linear and multilinear smoothing estimates

In the following section we will be collecting and proving smoothing estimates for
free solutions of Eq. (3.1), i.e. with F = 0. To shorten notation, consider solutions
u(x,r) = e(_l)'f’a%juo(x), v(x, 1) = Dy vo(x) and w(x,t) = eI wo(x)
with initial data ug, vg and wy, respectively, when proving estimates involving free
solutions. Likewise u, v and w will refer to functions in appropriate X , space variants
when talking about estimates in these spaces.

10Note that the half-derivative increase is for stepping from one NLS hierarchy equation to the next. Looking
also at the mKdV hierarchy equations in modulation spaces would be an interesting feat. The author expects
that well-posedness would be achieved in modulation spaces differing by a quarter derivative from the
corresponding NLS hierarchy results.
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4.1. Linear estimates

The following linear estimates are essentially known in the literature. Our proof of
Proposition 5.2 relies heavily upon them.

Proposition 4.1. Let b > %, then the following inequalities hold

(1) for2 <qg <ocoando > %—%

lull o s < Nl (@.1)
(2) for2 < p <ooando = -2 (1 — 2)

lullprrz S Nullx,, 4.2)
(3) ford < p <ococando > %—%

lullpppoe S Nullx,, (4.3)

Proof. These linear estimates are interpolated variants of a Kato-type local smoothing
estimate (for (4.1) and (4.2)) and a maximal function estimate (for (4.3)).
From [33, Theorem 4.1], we know for large frequencies

2j —

Gd = Pull peop2 S IGd — PDuoll o, foro = — 4.4
For small frequencies we may use a Sobolev-embedding in the space variable, where
we may ignore the loss of derivatives. So we also know (4.4) without the projector
(id — Pp). Using the transfer principle on this bound and interpolating with the trivial
bounds

Xt~

1
lullzge < lullxy, , and flull2 S llullxg, forb> > (4.5)
7+ xt 2

results in estimates (4.1) and (4.2) above, respectively.
For the maximal function estimate we cite [33, Theorem 2.5], where

IGd = Poull g S G = Pouoll 1

is established, again only for high frequencies. The same estimate was also indepen-
dently found in [58]. Taking care of low frequencies as above and interpolating with
the first bound in (4.5) results in estimate (4.3) above. O

4.2. Bilinear estimates

Before we can go about proving any bilinear estimates, we will first define the
bilinear operators which we will use. We will need two bilinear operators, the estimates
for which will also differ if complex conjugation is applied to one of the factors, since
our phase function is even. This is in contrast to the mKdV hierarchy in [24], where the
phase function is odd, and thus X ;, norms are invariant under complex conjugation.
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So for j € Nand 1 < p < oo define the pair of bilinear operators I;tj by their
Fourier transform:

Foly ;(f9)E) =c / KL £2)7 FEDE(E)E.
Their symbol is given by

K6 B) = 161 (18 2 + 15157,

Compared with the linear estimates above, this bilinear operator is a refinement in
the sense that we now have access to the symbol of the not-quite-derivative |£) & &;|.
The following proposition establishes a corresponding estimate:

11

Proposition4.2. Let j > land 1 < q <ri,rp < p < 0o with % + 5 =5 >

Then, one finds

1
+ ~ ’ N ’ =
1T, s v2) € )l S (ldol? * [Dol” (€))7
and
+ —_ < — —
15 vz < ol 7 voll 7.
where v4 = v and v— = v.

Proof. We will only write down the details for the +-case, the proof of the —-case is
similar and we omit the details. Let us begin by calculating the Fourier transform only
in the space-variable:

2j

Fel ) j(w,0)(E, 1) = fk;r(élvfz)%ei’@‘zj_gz Vg (£1)V0(€2)dE).

And now for the complete Fourier transform, substituting x = & — %

FI} . 0)E 1) = / K (61 8)78( — 82 + 30 (1) Do (828 (4.6)
1
— [ij (% + x, % —x) " 8(r — g(x))io (% +x> 20 (% - x> dx @7

5(x — xp) E & \v. [ \. (£
=L<Z 18/ Gon) )kf <5+x’§_x) ”°<5+x)”°(§_x)dx’

! (4.8)

where the sum ), is over the simple solutions of the equation 7 — g(x) = 0 involving
the function

£ 2j £ 2j 2j 2j £ 2j—k . .
() - () SR o
2 2 k:ZO k 2
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j 2(j=D+1 J - 2(j-1)
§ 20-1 _ 2j § 2(—1)
e 210 6 Rt o [ G

=1

By our choice in the definition of the symbol of our bilinear operator, we have the
following lower bound on the absolute value of the derivative of g(x)

J ; 20—
2j § -1 > .+ (& 3
[0xg(x)| ~ |§] < )(—) X kTS 4+x, 2 —x].
; 21 —1 2 7\ 2 2

Now g(x), as a sum of monotone functions, only admits a single (real) solution of
T — g(x) = 0. Calling this solution y € R we can bound, except on a £ set of measure

Zero
1

(4.8)§kf<§+y,§—y) . ﬁ0<%+y>%o<§—y>.

In order to now calculate the L? -norm of this expression we substitute the measure
dt = |g’(y)|dy, since we have T = g(y), which causes the symbol of the operator to

disappear and we arrive at
. (§ . (& P
0 ( > +y)vo 5 Y

This proves our first claim. In order to now extend this to an L L result we make use

IF L, D) E, )| dy = liio|”" * [%|” ().

’;:
Lt

of Young’s convolution inequality. For this choose p’ = %, Pk = % for k € {1, 2},
1 _ 1, 1
so that o= + e Then,

1

/
+ e A / N /
(EASICR] oy N< dS) = [lléol” = |Bol” lng/

1
/

< Min? oo l? !

S | Muol IILp; [0l IIL,)Q = lluoll 7 llvoll 7

¢ £
as claimed and the proof is complete. 0

Using the transfer principle for X !, spaces mentioned in Sect. 1.2 we may now
conclude:

Corollary 4.3. Let 1 <g <ry,ro < p < oo andb; > % Then, we have
17, vl Iz IIMIIAH IIUIIAfz 4.9)
P TR X0y’

where vy = v and v— = v.
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Throughout dealing with the cubic terms, we will also make heavy use of inequalities
that can be interpreted as the duals of those in (4.9). For this view, the bilinear operators
as maps

U I;j(u,vi), )A((r){bl — izl/z
i.e. as a multiplication with vy with operator norm < |jv|| X(rsz . By duality we also
have the continuity, except in the endpoint case, of the map

/
"

+.% P v
w Ip,j (w, vy), Ly Ly — X07_171

with the same upper bound for the operator norm. Note how we now multiply with
vy instead of v+. A straightforward calculation gives the associated symbols of the
operators [ ;—L’j* as

KL &) = 11081772 + 18177,
kM EL ) = 18 + 28181772 + 16177,

We collect the new estimates in the following

Corollary44. Let 1 < g <ri,;mm <p < oowith%+$ = rl—l+%andb,- > rl

Then, the estimate

+,%
g L < lull—— vl or
14,7 (u, U:F)II)A(S1 o IIMIIL;{/L?/ IIUIIXOgb2 (4.10)
—by
holds. If alternatively 0 < # < % and B < —% we have
+,%
” o < IV .
11775 vl , S lukAvlgy @11

In both cases v+ = v and v— = v.

Proof. The first estimate follows from above arguments, for the second inequality we
first mention the endpoint of Young’s convolution inequality

lwveliz < lull vl -

which we will use in the form
IS vl Sl llvllg 4.12)
00, j s VR X6,0 ~ th X&o()- .

Setting ¢ = r; = rp = p = r’ in (4.10) results in

+,
|| Ir/";'k(uv v?)

1
g, S Il vl ford > . 4.13)

Now applying Stein’s interpolation theorem between (4.12) and (4.13) results in the
desired bound (4.11). O
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4.3. Fefferman—Stein estimate

For later interpolation arguments, we need a generalisation of the Fefferman—Stein
[14] inequality for higher-order phase functions.

Proposition 4.5. Let 4 < g < oo and % = % + é. Foro = % one has

o < o
117ull a0 S ol -

Proof. We at first assume that i19(§) = x(0,00)(§)it0(&). Furthermore, let v = [%u,
then

IO'M4 — v22 < 18v22 :f18v22
17 ull4pq = NI ” S = IFF I

where we have ¢ = % — %I. Calculating the Fourier transform and substituting x =

& — %, we get

FIvv)(E, 1) ~ /R |E1°8(g(x) — T)ilg (% —I—x> o (% — x) dx. (4.14)

In order to rid ourselves of the Dirac delta present in the integral, we derive a lower
bound on the derivative of its argument:

] ) J 2 2(j—0)+1
gy =6 -5/ =Y (2l / 1) (%) X2

=1

/ 2j § 200 2 2(j—1
18Ol ~ 11y @l - 1>(21 - 1) <§> Xz JglyVh (4.15)
=1

In (4.15), y refers to the single real solution that g(x) — v = 0 admits, as a sum of
monotone functions. With this, we can simplify (4.14) to

~Gi-D) )
FuawmE o < e 2 ——ao (— + y) fio (5 - y> |
g’ \2 2

Thanks to our assumed condition on the support of ug, we only have a contribution if
%—i—y > 0 and —% + y > 0 which allows us to write 2y = (% —Ai—y)—{—(—% +y) =
I% + y| + I% — y|. Thus, we control the arguments of iy and ug and with that the
derivatives on these terms via y.

1
&3
< Il

~V1g I

Piecing the Lzr—norm together and substituting the measure dt = g(y)dy and z4 =

Fo=Fup (S +y) Fr-Fay (£ -
X 0 B y x 0 ) y

y+£ % gives
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2

2e—1
2 < [E] dedr

_izt & izt (&
2, ~ 17O FrI™ 7 ugp) (5"')’) (FxI™ 7 up) (z_y)

2e—1y,~ ~ 2
§/IZ+—Z—I M uo(z4)lo(z-)|"dz4dz .

IFIE 2|

An application of the Hardy—Littlewood—Sobolev inequality requires 0 < 1 —2¢ < 1
and % +1—2¢ =2, whichis equivalentto4 < g < oo and % = % + é. So HLS gives
us the desired upper bound. The support condition on g can be lifted by noting that
both norms on the left and right hand side of the inequality are invariant with respect
to complex conjugation. g

Interpolating the above proposition with the endpoint of the Riemann—Lebesgue
lemma [u||z < |lull;= gives
xt

xt ~

Corollary 4.6. Let % = % +-,0< and 0 < = < 4—1‘. Then, one finds that

B
=

<

< =

1

L
2(j=D

17 ullpge S ol

The diagonal case p = g = 3r is of special interest and the only one we will make
use of. Using the transfer principle, we have the estimate

2(-1
3r

1l S Nl (4.16)

as long as b > %andOf % < %.
4.4. Trilinear estimates

Particularly in the realm of r < 2 we rely on a trilinear refinement of a Strichartz
type estimate in order to derive our local well-posedness result. Specifically we rely on
itin proving the trilinear estimates leading to Theorems 3.1 and 3.3. Though in contrast
to the mKdV hierarchy, we may prove our trilinear estimate in a more general setting,
not relying on a specific frequency constellation; see [24, Sect. 3.2]. This parallels the
Jj = 1 case, see, for example, [23].

Proposition 4.7. Let1 < p; < p < pg < 00, p < py, % = %—l—%and% < l—l—%.
Then, we have the estimate
j—1 j—1

_ _J=1 =
IIMvafE,S IIMOIIEFIII P vollf@lll P wollffT- (4.17)

Proof. We begin by taking the Fourier transform in both space- and time-variable of
the product uvw and substituting & 3 = % +x

F(uvm)(, 7) ~ / 8(g(E1: x) — Diig (81 (S ;‘51 + x) o (5 ;gl - x) dg déy,
3
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where in the argument of the Dirac delta

2
g =87 +&’ +Z(’>(E 51) ok — (=)
J 2 _ 2(j-0
. s>2<21’ )(%) 2

As a sum of monotone functions g(&;; x) only admits a single (real) solution with
respect to x of g(x) — v = 0, which we will call y € R. We can bound the derivative
of g from below at this root by

J ; 2(j-0)
Jie . e _ 2j §—4& 20—1)
18/ (€1 y)| = IE sn;(zz 1)(21_1)( 5 ) y

2 1§ =11 — 612070 4,207,

Having estimated |g’ (&1, ¥)|, we may move back to proving our trilinear estimate. An
application of Holder’s inequality splits the integral into two parts:

h e BBl A B
f(uuw)(s,r)=f"°(€l)"°( ﬁg,;l_y)yl;)f( 2 =Yg, (4.18)

. 1 s & e_p ) ) L
< ( o En)IPdE, ) (/ lio (552 + pwo (55 = I IE — &7 d§1> .

& — & |10 & —&11%7"18 (1, 1P
(4.19)

To estimate the first factor in (4.19), we use the weak Young inequality to deal with
the Lg -norm

1
A p o1 16=Dpyp N
I[To|” * | - | I %/5 [0 7] %OIII | S Slluollfxﬁ-
L L
Its application calls for
‘ 1 1
O<(l-@p<l, 1<~ g=_
p 1=-0=0)p Po

which are all fulfilled thanks to our requirements for the Holder exponents.
Moving on to the second factor in (4.19), where we rely on our bound on the
derivative |g'(&1: y)| 2 1€ — &11(|& — & 2U~D 4 y2U~D), we may estimate

1

E-& E-& 51 _ P P’ v
/‘ [Uo (> + y)wog I IE =&l d&, (4.20)
& — &9 (&1, WIP
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1

/ (Fl ™7 ) 52+ ) F T 7 wo) (S5 — y)1Pdgy |
& — &7 g1 )] '

421

Now taking the LY "_norm of the preceding line and then substituting both the measure
dr = g/(€1: y)dy and zx = 552 & y we arrive at

j=1 =1 ,
Fel 7 F I » )P dzydz—
/ [(Fx v0)(24) (Fx ; /wl())(z ) {4-dZ (4.22)
lz4 + 2|~
_j=t _J=t
S M voI|Z€T||1 P wolla,r, (4.23)
where we used the Hardy—Littlewood—Sobolev inequality, noting that 6 = % - ;—, €
1
(0, 1) by our conditions on the Holder exponents and thus that 6p’ — 1 € (0, 1),

;—/ +6p" —1=2and p] > 1. This concludes the proof of the trilinear estimate. [J
1

In order for this trilinear estimate to actually be useful (we want the same ZZ -norm
on all factors), we must interpolate this estimate with the Fefferman—Stein inequality
from the previous subsection.

Corollary 4.8. Let 1 < r < 2, then there exist so, s1 > 0 such that so + 2s1 = @
and

vz 1 uollz 1" voll gz 1" woll 77
In addition, if b > %, then
wvwl——< 11" %u|l ¢r Il I wlor . 4.24
lev®g=< 1l 1 vllgy 11 wllg (424)
Proof. Using Holder’s inequality, we derive

<
levwll 2, S el o 1011 Il (4.25)

2(j—=D 2(j=1 2(j=1
S0 uoll i voll gz Il woll a3 (4.26)

where qo, g1 > % are chosen such that % = + 3q Furthermore interpolating

340
with the trilinear estimate (4.17) leads to the additional constralnts 1 1=0 4 % =

=2—= on the first
2(=D
r

lp;oe + qio = ﬁ +3 i The derivative gain on the factors is thus s =

and 5| = 2(] — 1)( + —) on the other two, for a grand total of sg + 251
as claimed. O

Remark 4.9. 1t is at this point we would like to discuss the applicability of our esti-
mates, particularly Corollary 4.8, to other problems only tangentially related to NLS-
like equations. We refer to the recently published work [8], in which the cubic fractional
Schrodinger equation (fNLS)

idu = 1% + |uu 4.27)
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was studied on both the real line and the torus.'! There, the local well-posedness in
H*(R) for {%”‘ <s < Owith @ > 2 and in H*(T) for the same range of regularities
was established. The local solutions could be extended globally in time for the range
sz" < 5 < 0 on the line and for Z_T"‘ < s < 0 on the circle.

In [8, Remark 1.12] the question of well-posedness of (4.27) in Fourier—Lebesgue
spaces was posed. Assuming, as is usual, the resonant interaction high x high x high —
low is the culprit, our trilinear estimate from Corollary 4.8 suggests that (4.27) is well-
posed in I-AIrS (R) for 2;—“ <s,1 <r<2and % € Ns,. This would already cover a

r
big chunk of the subcritical regime up to s.(r) = 25;" , where r — 1.

5. Well-posedness results

Now we have all our smoothing estimates together we can deal with the necessary
multilinear estimates that lead to Theorems 3.1 and 3.3. We separate out the cases
dealing with Fourier—-Lebesgue and modulation spaces.

For both families of spaces, the cubic nonlinear terms are strictly less well behaved,
so dealing with them requires separate analysis. In contrast the quintic and higher-
order terms are more tame and we are thus able to prove a general multilinear estimate
for these.

The latter estimates, specifically Corollaries 5.5 and 5.9, we establish by multilinear
interpolation between an X ;, (corresponding to the case r = 2 or equivalently p = 2)
and an (almost) endpoint estimate in the respective class of spaces.

5.1. Multilinear estimates in X !, spaces
5.1.1. Estimates for cubic nonlinearities

Proposition 5.1. Let 1 <r <2,5s = jr;,l, o € Ng with |a| = 2(j — 1) then there
existb' > —r—l/, b > % and one has

3

||3f1u18?2u_23?3u3||grb/ ST lotillgr - (5.1
s, 5,
i=1

We divide the proof into different cases, depending on the size of the interacting
frequencies.

110n the torus the equation stated above (4.27) is in fact not well-behaved at negative Sobolev regularities
s < 0. In order to achieve positive results on the circle the equation has to be renormalised to

1
0 = 1%+ <|u\2 - 7/ Iu\zd.x> u
T JT

using a gauge-transformation to eliminate a certain set of resonant interactions.
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(1) Low frequency case |&,,,,| < 1: Here, using the trivial estimate suffices, since

s> 0:
3 3
It mdPmar sy S lumusliz,, < [ [l < [ lillg, .
> i=1 i=1 b

(2) Non-resonant interaction |&,,,,| > |&,in|: If there is at least one small fre-
quency then without loss of generality we may assume that |£] + &| 2 |&|
(otherwise swap the factors u; and u3). This in turn allows us to estimate
kF(&1,8) 2 161177 and k" (&1 + &, §3) Z &7~ Applied to the quantity
to be estimated this gives

— 2(i—1 —
0% w0 w0 us g SNV uniusllg,
S, g

2j-1
T N I
S ”Ir,j(‘l v u, MZ)LB”X(),[;/

: 1 1
< +ok ot s+Q2j-D(5—-)—1 — R
S, v ul’MZ)’u3)||X6,b/’
where p’ is to be chosen later, according to the constraints set forth in the fol-
lowing. First, we want to assume (2] — 1)(% — i,) — 1 < 0, which allows us to

reshuffle the derivatives and apply estimate (4.11):
okt s = 2i=D(E—5)—1
Sy un), J 7u)lgy

s oy g Qi—DEE—=5)—1
S u w11 voe ”3”)23’,,,,

For this to hold we must have 1 < r < 00,00 > p' > r' and b’ < —%. Now

for the first factor we may apply estimate (4.9) on the condition that b > %
and for the second factor we use a Sobolev-embedding style estimate assuming
that ¥’ + b > —% and @ — % < s. This is also the point where our
argument breaks down for the classic cubic NLS, with s = 0. After choosing p’
appropriately the proof for this case is complete.

(3) Resonant interaction |&1| ~ |&| ~ |&3] = 1: Now we may utilise our trilinear
smoothing estimate. As is mentioned above we do not rely on a specific frequency
constellation (their signs, see [24, Sect. 3.2]) for its application, so choosing

50, 51 > 0 so that (4.24) is applicable we may directly estimate

3
I w00 usll g SN Fu) (P Hm) ) I S [ il
" i=1 '
which concludes the proof. g

5.1.2. Estimates for quintic and higher-order nonlinearities

The following proposition is the X, ; estimate we will later interpolate with, as
mentioned in the beginning of this section. Because its proof does not rely on the
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specific number of factors that are complex conjugates it is responsible for the remark
following Theorem 3.1.

Proposition 5.2. Let2 < k < j, s > —1, o € N*'! with |a| = 2(j — k). Then
there exists a b’ > —% such that for all b > % with b’ + 1 > b one has

2k+1 2k+1

T 8% wilix,, < [T luillx,, (5.2)
i=1

i=1

Additionally for an arbitrary subset of the factors on the left hand side these may be
replaced with their complex conjugates.

Without loss of generality assume that the frequencies are sorted in descending
order of magnitude, i.e., |£1| > |&2] > ... > |&xk+1]. We distinguish two cases for the
magnitude of the resulting frequency |£].

(1) |&] ~ |&1|. Here we can make proper use of the —%+ derivatives that lie on
the product. First we apply the dual form of Kato’s smoothing estimate (4.2)
and redistribute derivatives, introducing § > 0, in order to at a later point use
the maximal function estimate (4.3). After using Holder’s inequality, we make
use of (4.2) again (this time literally). Finally, we apply the maximal function
estimate, where the magnitude of § ensures we had previously gained enough

derivatives:
2k+1 2k+1
P < 17 2GR =2 st -
T a%uillx,, 177~ Ty [T 7 %uillx,,
i=1 i=2
- A+l
P N bt N
SANPITROREy ) TT 7 2wl e 2
X t
i=2
2j+1 21 5
2H k4548 -5
ST T U ) o [T Fuill porate oo
i=2
2%tl . ] 2k+1
Slurlix,, [T 172770 % uylix,, < T luillx,,
i=2 i=l
This holds as long as § + 1 < 2k and % — m — 28—,{ <§5= —%+, which can

be achieved by choosing ¢ > 0 sufficiently small.

(2) €] < |&1]. In this case we argue there must be at least one factor that also has
large frequency magnitude compared to &, since || is small. Thus we know
|€1] ~ |&2]. Though there must also be another factor with comparatively small
frequency magnitude, because if all frequencies had comparable magnitude the
resulting frequency & must also be large since we have an uneven number of
factors. Hence, also |&1] > |&2x+1]. We now argue
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2k+1

T a%uillx,
i=1

2k
j—1 -1 j—1 25
SN UG 2ug DT u) [T 0wk,
=3
. . 2k .
* (2 -3 j—1 —l4 g7
S 2w, T 2w ) ) [ T30 0w

i=3

where we used the Sobolev embedding theorem and may freely make use of the
bilinear operator 12+j since |&1 £&xr 41| ~ |&1]. Next, settingr = 2(k—1)(2+¢),
we use Holder’s inequality

2k
,l i—1 _1+;
SIS 2w, T 2wk ) g2 17 a2 [T 0 w1 oo
=3

For the first factor we used the bilinear estimate (4.9), for the second the interpo-
lated Kato’s smoothing (4.2) and for the rest the maximal function estimate (4.3),
in order to arrive at our desired bound.

For the latter estimate to lead us into the correct X, ,-space we need

1 111 1 1
S T W _
ta-n T2 T 2oy 2i—nete ~°
1
__5_1-

which can be achieved by choosing ¢ > 0 small enough.

In both cases every factor passes through a norm that is invariant under complex
conjugation, or we have the freedom to use 7, jover IZ' j» 50 fulfilling the addi-
tional claim that an arbitrary number of the factors can be complex conjugated
is also dealt with. 0

Unfortunately, when transitioning to Fourier—Lebesgue spaces, one loses the free-
dom to choose arbitrarily the number of factors in the nonlinearity that may be complex
conjugates of the solution u.

Proposition 5.3. Let2 < k < j and o« € N**! with |a| = 2(j — k). Then, there
exists an ro > 1 such that forall 1 <r <ropands > k P k there exists a br > —%
such that for all b > ; with b’ + 1 > b one has

2k+1 2k+1
T o%villyr S T Muillgr (53)
i=1 s,b o s.b
where exactly k of v, va, ..., vaks1 are equal to the complex conjugate of u; and

otherwise just equal to u;.



J. Evol. Equ. Well-posedness for the NLS hierarchy Page 33 of 52 88

Proof. We assume, without loss of generality, that the magnitudes of the frequencies
are sorted, i.e., |£1| > |&]| > ...|&2+1]|. Distinguish cases based on the number of
high-frequency factors that are present in the product:

(1) |&4] Z |&1]. So we have at least four high-frequency factors which is enough for

Q@

~

us to make use of the Fefferman—Stein estimate (4.16). We start by choosing
ro > 1 suchthats < 1. Nextfix s > $(2(j — k) +s + 2k — 3)(L - 5)) and
sy < §— % < O fulfilling 4s1 + (2k — 3)s2 = 2(j —k) +s. Then, we can estimate
using the Hausdorff—Young inequality

2k+1 2k+1 2k+1
[ H il S ||1"[J” H Il S ||1"[J“ [T 72ville,
i=1 =5
4 2k+1
ST willge TT 19%2uils
i=1 i=5

For every factor in the second product, we can now use || f|z S fli=
- xt

followed by a Sobolev style embedding, where we end up with s, + % - $+
space- and %+ time-derivatives. The first four factors can be dealt with by the
diagonal case of the Fefferman—Stein inequality (4.16). So that we end up in the
correct X ¢ p-norm we need s > 51 + M , which we can achieve for every
s > W (by choosing s; near enough 1(2(] —k)+s+ 2k — 3)(% —5))) as
claimed.

|&] ~ |&1] > |&2|. With only a single high-frequency factor v; we must distin-
guish if it is a complex conjugate or not. Without loss of generality we assume
v] = u1 and that (since we know exactly k of the factor are complex conjugates)
we are dealing with a product of the form m(l‘[?if Vi) UDk—2UDk— 1 UK UDR+]
(omitting the derivatives). The arguments for the alternate cases is similar, we
omit the details. Having only |&; | large gives us control over the symbols of I/;:;k

and I: j when applied as in

2k+1

I T il

i=1

2%-1
2(j—k)— 2=
SN (PO i, i ]"[ uillgy
=2
. o 2j-1_2j-1 Zk—1
) !
S, ot ug) | ] vtau2k+l)||xr
i=2
2k _26-1) i

1 1
—, % + 7 7 -t R
S, T, ugk) l_[ JTrT, S M2k+l)||X6,b,
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Now choosing p ~ r such that M — % <Owegetforad < —%
2k—1
+ -1 it
S G [T 777wl 1077 skl g
=2 0.-b
2k—1 . 11
+ (e _ T et =
S G wolz [T 17 vl 7wl g

i=2 0.~
Using a the bilinear estimate (4.9), a Sobolev style embedding and Young’s
inequality we arrive at the desired upper bound, at least in the case s = 0.

(3) 1&11 ~ |62] > |&3] or [&1] ~ [53] > |&al.
subcase: v1 = u; and vy = uy If there are two or three high-frequency factors
we proceed similarly as to the case where there is only a single one, though
parenthesising differently with the bilinear operators. Here, further cases can be
made depending on if the high-frequency factors are complex conjugates or not,
though these are remedied by using Iy rather than I;)L ; and vice versa (dito for
the dual operators). The arguments are very similar to the preceding cases, so
we omit the details.
We proved the inequality for s = 0 in the latter two cases, thus it also holds for
every s > 0.

0

Remark 5.4. Let us discuss what influence the distribution of complex conjugates has
on the estimate proven in Proposition 5.3. In the first case, where we have ‘enough’,
that is four or more, high-frequency factors, whether the terms in the nonlinearity are
complex conjugates or not is irrelevant. Inspecting the proof for the subsequent cases,
where there are three or fewer high-frequency factors, we point out that 2k — 2 of the
factors pass through a Z;’\? norm and thus, if these are complex conjugates or not is
irrelevant.

Also in these cases, since u is a high-frequency factor and uy; has low frequency,
which of the symbols of either bilinear operators Irjfj we gain does not matter. Hence
we are not restricted in the sense that the ‘partner’ of u; in the application of Ifj has
a complex conjugate or not. (This is also independent of whether u; is a complex
conjugate, because Ifj passed through a ZE norm.)

What would remain to argue is why one also has free choice to apply either of the
dual bilinear operators ij;k and hence again, that if the ‘partner’ (1754 in the argument
given in the proof) is a complex conjugate or not, is irrelevant. This is slightly more
delicate and one must vary the ‘partner’ in application of the dual bilinear operator
between usr41 and one of the other high-frequency factors, if the total frequency
of I:j (v1, vag) ]_[lzigl v; (ignoring derivatives) is small. (This product having small
frequency can only happen in case there are multiple (but fewer than four) high-
frequency factors.) In such a case the symbol of, say, I:,j is small and one can thus
not fully exploit the gain in derivative this operator would offer. To remedy this one
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can swap out uor+1 with one of the high-frequency factors besides u; to ensure the
symbol of both bilinear operators is large again.

We deem adding such a case by case analysis to the proof of Proposition 5.3 would
distract from the overall argument, so we leave working out further details to the
reader.

Finally we may use multilinear interpolation to interpolate between the estimates
in Propositions 5.2 and 5.3 in order to establish the corollary from which Theorem 3.1
follows.

Corollary 5.5. Ler 2 < k < j and @ € N with |a| = 2(j — k). Then, for
l<r<2ands > —% there exists a b’ > —% such that for all b > % we have

2k+1 2k+1
I W villgr < Nuillgr (5.4)
X X
i=1 S "
where exactly k of vi, va, ..., Var41 are equal to the complex conjugate of u; and

otherwise just equal to u;.

5.2. Multilinear estimates in X f » Spaces

Before we dive into the proofs that will lead to Proposition 5.7 and Corollary 5.9,
which in turn imply Theorem 3.3, we would like to give the reader a run down of extra
conventions we will be using when dealing with estimates of frequency localised
functions. As in the previous section, we will be proving our estimates separately for
different frequency constellations on a case by case basis.

Let us first mention that even though we are in modulation spaces, we will not
need the added control the associated uniform frequency localisation may give us. In
particular we will only rely on this additional control in the resonant case for the cubic
nonlinear term. For all other cases a more common dyadic frequency decomposition
will suffice, which we may sum to arrive in the correct modulation space using, for
example, (1.3).

Furthermore, in order to save vertical space and give a more compact presentation
of our estimates, we will play loose with the description of the set over which we will
be summing in some cases. Implicitly it is understood that we are always summing
over all dyadic frequencies N, N, Na, ... or integer frequencies n, ny, na, ... that
appear in the expression we want to estimate, subject to the restrictions implied by the
case we are currently estimating. An example of the suppression of information in a
sum, would be the following two sums being equivalent

Z /2MN1MN2MN3Wdth = Z /2 Pyyuy Pyyuz Pyyusz Pyvdxds,
Nz R N.NiNy N3 1 VR
N12N3

where additional we have made clear the convention mentioned in Sect. 1.2 that indices
denoting frequency decomposition may suppress other indices.
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We also introduce the notation &4y, &min and Npgyx, Nmin referring to the largest
and smallest element of the sets of all frequencies {|&;| | 1 <i < 2k + 1} and of all
dyadic frequencies {N; | 1 <i < 2k + 1}, where 2k + 1 is the total number of factors
in a nonlinear term.

One last ingredient: the following lemma will help us piece together uniform-
frequency localised functions. It had previously appeared in [51, eq. (2.7)], without
proof, but we include its proof here for the reader’s convenience.

Lemma 5.6. Let (a,;)mez and (by)nez be two sequences. Then for 1 < p < oo and

every ¢ > 0 one has

amby
" < /
§ Im — n|(n)e N ”am”lf’n(Z)”b””e,{ @
m,ner

m#n

Proof. We apply Holder’s inequality and Young’s convolution inequality

Z am n Xm;én
m,nez |m mez nEZ |
m#n
X-#0 - -1
S llamller ISCR S Mamllgz 15 (n) ™ N2 | xnzolnl ™" lley
. épl
- 1
S llamller I6nl 1l () 8||Eq||Xn7é0|n| ler, Se Nlamllgr 1bn o
where 1 + =3 + and L — pi—i— L The lastinequality becomes true, if we choose
£>0 small enough and then set L aswellas L = £ g

= T+z 5 T+é-

5.2.1. Estimates for cubic nonlinearities

In the proof of Proposition 5.7, we assume s = %, though because of the inequality

(&) < (E1)(52)(&3) for & = & +&>+&3 the derived estimate also holds true for s > %

Proposition 5.7. Let j > 2,2 < p <00, s = &5 o e N3 with |a| = 2(j — 1).
Then, there existb’ < Qandb' +1>b > % such that one has

’%

It moemo e < ] Ll
i=1

Again, the proof is a case by case analysis of different frequency interactions. We
prove the estimate in each case by duality:

(1) Low-frequency case |Ny,:| < 1: In this case we may deduce that the fre-
quency of the product N is also small. So we use Holder’s inequality, Sobolev
embeddings and (1.3) for the sum
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(@)

> f2 3%y, 021N, 0% u Ny N Ty dxdt
R
Nmax,N,Sl

s+2(j—-D+1+
S Y N ety 2 s N oo 2 lums oo 2 llow 2
NmaXsNSI

3
sH2(j—DH1+3 -3+
S D Nuar P llowllye T e lixe
o s,b

Nma)csN,Sl =l

This is a finite sum (remember, our dyadic frequencies are N; € 2V), so we may
. . 3
bound the final expression by our desired || v||X,,/ , TTi2g e ”be-
0 :

Non-/Semi-resonant interaction N,,,, > le-.n: Here there are two subcases
to be dealt with, depending on which frequencies are of similar magnitude to
Nmax, but with opposite sign, if any. The arguments in both cases are the same
(just with the roles of some of the factors interchanged), so we will only present
one of the cases.

Say we have [§nax| = |11 > [€3] = |minl. Then either |§; + & ~ |&1] or
|&1 + &| ~ |&1]. In the former case, both |&] + &>| and |&3 + &| are comparable
to |&max| and in the latter it is both |&; + &| and |&, + &3] that are comparable.
For other choices of &,,,, and &,,;, one may argue similarly.

Observe the argument for the case with |£,,x| = |&1] > |&] = |&nin| and
|&1 + &2| ~ |&1]: first we use Holder’s inequality

> f O un, 077U N, 0V un, N Uy dxdt (5.5)
2
Ni>N; VR
s2(j—1) [ _
S Y NVl 2 luns oWl (5.6)
Ni>N3

Next we would like to apply our bilinear estimate (4.9) withg = p = 2 to
both terms in the L? norm. Though because we are estimating by duality simply
using (4.9) as-is would leave us with vy in the wrong space X, for b > % To
remedy this we interpolate (4.9) with the much simpler bound

157 @, D)2, S N7 )2, (5.7)

SN w0 e Sl ) ol 5®)

+ | +.0

[N

where 0 = 2j — 1 and we used Holder’s inequality and Sobolev embeddings.
Using our interpolated bound we may proceed with estimating (5.6):

-1y 7+ — + —
S Y Nyl Gony w2 5 s o) 2,
N1>N3

3
-1 — 0—
S D N T NNaND T llowll e [TV luwilixg,
Ni>>N3 =1
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3
1_1

275t —s+3—14 ;0 0—
S DN TN TN ol [T el
Ni>>Ns 0.-b" iy ’

At this point it becomes important, that j 7# 1, because otherwise s = 0 and
we wouldn’t be able to sum up. For j > 2 though, one has s > % so that
1_1

Nl_j_ﬁ (N2N3)_S+%_117+ < 1 and we can close our argument with a final

application of (1.3).

(3) Resonant interaction N,,,, ~ N,,;,: Here we will have to utilise the added con-
trol modulation spaces give us with the unit cube decomposition. We distinguish
between the following subcases:

1. Y@, j) : 1& + &;] 2 |& — &;|: This means that all frequencies have the same
sign. Since we have separate control over the symbols |§; +& ;| and |§; —&;| we
may argue simpler than in [51]. The estimate in this subcase may be proven
analogously to the non-/semi-resonant case.

2. 161 =&l =& + &l

2.1 &+ &| < 1and min(|& + &3], |&2 — &]) < 1: Without loss of generality
we will assume |& — &3] < 1, the other case may be argued analogously.
So here we have the following frequencies for the individual factors and
their product

n=—L+01), np=4¢, n3=L+0(), n=£+0)

for a fixed £ € Z. We may restrict ourselves to proving the diagonal case,
where —n1 = np, = n3 = n = £ hold exactly. This is because after
having established the inequality for the diagonal case, the general case
may be proven by switching to a different family of isometric decomposition
operators (ljn)nEZ and using the inequality for the diagonal case. We omit
the details.

After using Holder’s inequality we use our trilinear estimate (4.24) to bound
the contribution in this case:

Z(E)S“U—”f U_giouvedxde
RZ

Lel
s+2(j—1 -
S Y 0wl 2 Nlv—ell 2,
LeZ
2(j—1 - 3
SO gl 2 lo-ell 2 S el 1v—cllx,
LeZ Lel

Using the trivial embeddings €2 > ¢7" and €37 > €7 we arrive at our
desired bound:

3 3
< . < .
S ””*e”xglb, | |1 luillgsr < IIUIIXg:b, | |1 lloill xr,
! = ! =
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22 & + &| < 1 and |& &+ &] > 1: In this case we have the following

23

frequencies:
n=—L+00), np=4¢, n3y=m+0O1), n=m+ O).

for fixed ¢, m € Z. Also we may note that [£ + m| 2> 1, as well as |m| ~
|¢] because we are in a resonant case. By symmetry we may additionally
assume |m + £| > |m — £|. Again it suffices to deal with the diagonal case,
where —n| = np = £ and n3 = n = m exactly. As usual, we begin with an
application of Holder’s inequality:

Z (m)$ 20D /

meZ R

2(j—1 — —
S D m P il Nl 2
t,meZ

U_gUpUy Uy dxdt
2

Being left in a similar situation to (5.6), we argue with the same interpolated
inequality (between (4.9) and (5.8)) to arrive at

2(j—1
(mY 20Dl 1 x0 el x5 11—l 0.5 10-m 1,

(m)27=2=/Im — €] - [€ + m]

S
L,meZ

Here we may use |m + £| > |m — £| and then apply Lemma 5.6, which is
again reliant on the fact s > 0:

1
S 2 e s el Nuellxs lo-nllxg
€Z

p—2
Zm

=Y [ P R P P [ P P U P
4

Finally for the first factor we utilise Holder’s inequality, for the second
we send |lupllx,, to X9 and then use the embeddings £*° D ¢ and

L 7 > €7 1o arrive at our desired bound for this case.

Vi # j i 1& £ &;] > 1: This subcase starts similarly to the preceding one,
where we first apply Holder’s inequality and then our interpolated bilinear
estimate (between (4.9) and (5.8)) in order to place v, in the correct space
X 0,—b-

Z |n|s+2(f_l)/ Up, Un,Uns Opdxds
R2

nj+ny+n3z=n

s+2(j—1 — —
S PP g By N2 Nty Bl 2
ni+ny+n3z=n

Z |n|s+ ||Ltn1 ”Xo,b ”u—nz ”Xoﬁ ”un3 ”XO,h ”U—n ”X(),—b/

<
~ VI +nal - [n3 +n|

ny+ny+n3=n



88 Page 40 of 52 J. ADAMS J. Evol. Equ.

Now at least one of |n1 + na| or |n3 + n| is comparable to |n|, so assuming
without loss, that |n3 + n| ~ |n| we may split the factor |»n|*T and apply
Holder’s inequality:

< Z Netmy N xg 1t —ny Nl X, luns x5 lV—=nllxo

~ 1_ j—1
nitmima=n /1 + mal|n2 In|

Noens Nl x; p lv—nlixg
< su Z 1) " Nt x, Ny |l x, Z = L
~ p( (n2)™ " lluny Nl xg e —ns 1%y, 13 £ 1] (0)OF

I3\ ny n,n3

Sl H luillxr,

where in the final step we used Lemma 5.6 again.
3. |& — &]| > |& + &3): One can deal with this case in the same way as the
previous with the roles of £ and &3 swapped. g

5.2.2. Estimates for quintic and higher-order nonlinearities

Proposition 5.8. Let2 <k < j, s > 7, & € NJF" with |a| = 2(j — k). Then, there

existb' < O0andb' +1 > b > % such that one has

2k+1 2k+1
I TT ool < T tiles, (5.9)
i=1 i=1
Additionally for an arbitrary subset of the factors on the left hand side these may be
replaced with their complex conjugates.

Proof. In the proof of this proposition, we again assume that the frequencies of the
factors in the nonlinearity are ordered in descending order |£1| > |&| > -+ - > |2k 41].
There are essentially two cases to be dealt with, depending on if & is cancelled out
by &> or not. We estimate both cases by duality:

(1) |&1] ~ |&]: Here &; is not cancelled by &;, but the factor corresponding to the
product vy must thus have high frequency. The contribution from this case may
be bounded by first using Holder’s inequality

2k+1

/ N Ty NV T v dxdr
N~N; i=1
2k+1
s+2(j—k)
YN lowll ooz lluni ooz [T luwill 2 oo
N~N i=2

Now we use Kato’s inequality (4.2) for both vy and u y, and the maximal function
estimate (4.3) 2k times for the remaining u ;.

2k+1 I

+1-2k+ —mrt
YN lowllxg o llem e, JT N2 luw; lixo,
i=2
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2k+1 2k+1
S (H ||u||x3> Ivllx) Zw e ]‘[ NTE
i=1
Finally we make use of the embedding £2 > ¢! and (1.3), where we lose half a
derivative using the endpoint estimate. The last term is summable, since we may
distribute the 2k — 5— derivatives gain from the first factor and 1 — 57 — (1 —
43k — s+ < Ocan be achieved for s > @.

(2) 1&1] > |&]: In this case we must have |£1]| ~ |&2]|. To bound this case’s contribu-
tion we use a Sobolev-embedding for the factor vy and Kato’s inequality (4.2)
for the two high frequency factors uy, and vy after an application of Holder’s
inequality.

Z / NSvy Nz(j 2 1_[ uy, dxds

N<N; i=1
2k+1

s+2(j—k)
<) N TNl 2 oo Ny Iy oy 24 Ny Il oy 24 llun, L2261 oo
L2LS LeL] L®L LS
i=3
2%k+1

1
s+1-2k+ 17t
<YM o llxg _ leny o, lumallxo, [T N; ;1 X0,
i=3

For all other factors we applied the maximal function estimate (4.3). We close
this case by (1.3) for the u y; and using the embedding €2 > ¢! for the factor vy .

2k+1 2k+1 ot
2—2k—s+ 2(2k 1)
S (1‘[ ||u||x;<;,) Il 2 NP H N,

i=1
The final sums converge, because for every i = 3, 4,...,2k + 1 we have an

additional gain of M derivatives and one can easily check that
1 2k — 1) + s 0 1
— -5 — <0 &= s> —
2k — 1) 2k — 1 4k

O

Again, as in Corollary 5.5, the following corollary is derived from a multilinear
interpolation between Proposition 5.2 and the endpoint estimate in Proposition 5.8 we
just proved.

Corollary 5.9. Let 2 < k < jand a € N(z)k+1 with |a| = 2(j — k). Then, for

1 2k+1 ’ 1
2§p§oo,s>@—w,andb +1>b>§wehave

2k+1 2k+1

T o5 u Ixr, S ]_[ luilxe, - (5.10)

i=1
Additionally for an arbitrary subset of the factors on the left hand side these may be
replaced with their complex conjugates.
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6. Ill-posedness results on R and T

After now dealing with the positive results regarding the NLS hierarchy in this
paper, let us now move focus to negative results. First we will establish Theorems 3.6
and 3.7, that shows our Theorems 3.1 and 3.3 to be optimal in the framework we are
using. To do so, we first exhibit a family of solutions to equations of type (2.7).

Lemma 6.1. For j > 2 let us choose

J . j—1 .
. 2] o 2]
So =Y _(=DrTINAUTY d co=) (—1)'N>U=!
0 (=D oy ) @nd o (=D o+ 1

n=0 n=0

and set uy(x,t) = exp(i(Nx + dot)) sech(x — cot). Then, for every N > 0 the
Sfunction uy is a solution of a higher-order NLS-like Eq. (2.10).

Before we prove this lemma, let us note that the one-parameter family uy of so-
Iutions will not suffice for our ill-posedness argument. Luckily, due to the scaling
invariances of the equations we are looking at, we can extend this family:

Corollary 6.2. The family of solutions in Lemma 6.1 can be extended to a two-
parameter family vy ., of solutions by setting vn »(x,t) = wu y (wx, w?t).

Proof of Lemma 6.1. To simplify notation in the forthcoming proof we will use f =
sech. Similarly to the argument in [24] we begin with calculating the time derivatives
of our supposed solution:

idiup (x, 1) = exp(i(Nx + 801)) (=80 f —icof')

Turning to the space derivatives, a slightly more lengthy calculation yields

0 uy (v, 1) = (=17 exp(i(Nx +801) D 2" > (=1)"ep N2

m=0 n=m

2j i( 2 ,
"'[(2n>f_N(znﬂ)@m“)f]

where we have omitted the arguments to f (which are always equal to x — cot) and
the coefficients ¢, ,, are taken from the identities

@) =) ) and @) = e @uA DL (6.1

m=0 m=0

Of these coefficients we will only need to know the exact value ¢, 0 = 1. One may
easily derive these identities from the well-known fact f> = f2 — f*and f” =

=27



J. Evol. Equ. Well-posedness for the NLS hierarchy Page 43 of 52 88

Now the parameters &g and ¢ were chosen specifically such that the linear part of
Eq. (2.10) would vanish, so

, j
@0+ (=D uy (1) = exp((Nx +800) | =Y f2"Sw |, (62)
m=1

where we set

J . . .

i 2j i 2j
— _1\ 2(j—n) _ v ’
Y = E (=D "cpmNY |:<2n>f N <2n n 1)(2171 + 1)f:|

n=m

for readability.

What is left to argue now, is that the right-hand side of (6.2) can in fact be expressed
by inserting our supposed solution u into a nonlinear term, that is part of the family
described by (2.10).

Though this can be achieved by the same argument that is used at the end of the
proof of [24, Lemma 8]. We merely give the two tables of (nonlinear) terms appearing
in the double sum (6.2). The rest of the details are left to the reader.

In (6.2) one may notice “that the last term is missing”, i. e. there are only 2(j —m)+1
terms per line, for a total of j2 in the whole table (as opposed to (j + 1)? terms in
[24]):

n=1 n=2 n=3 n==4 en=j
m =1 N>U=D 3 N2G=D=1 g2 g7 N20=2) 3 N2G=2=1 g2 g7 f3
m=2 N2U=2) 5 N2G=2=1 g4 g7 . £5
m=j fF2m+1

Finally the nonlinear terms of the resulting equation that uy will solve is given:

2(j—1 2(j—1)—1 2(j-2 2(j—2)—1 2(j—1
2039V (oo~ u(a,%|u|2)za)g(12 u (a,%|u|2)8§‘{ 2) 1""'(83(]- 2)|u|2>u
A CN VT R G F e T

)/ u

Note that these align with the expectation of the equation u solves belonging to
the family described in (2.10). O

Now with knowledge of our family of solutions from Corollary 6.2 we may reuse an
argument given in [24, Proposition 1], based upon [39], in order to prove Theorem 3.6.

Proof of Theorem 3.6. The same argument as given in [24, Proposition 1] works here,
just that one has to modify the choices made at the start of the proof. We choose
N1, N2 ~ N but fulfilling [Ny — N2| = %N”/_Nj_l) for a constant C > 0. (We keep
N — ocoand w = N’”/.)
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When checking the details the astute reader should note, that we have the bound
1 j—1

—.7 < s < &5 on the regularity of the data and the propagation speed of a solution
is of the order of NZJ_I (instead of Nkzj), fork =1, 2. O

Though our family of solutions is not just useful for proving ill-posedness in Fourier—
Lebesgue spaces. We may reuse it again for the proof of Theorem 3.7. We adapt an
argument from [51, Lemma 4.1], which is also based on [39], to our situation.

Proof of Theorem 3.7. The proof of this theorem is similar in spirit to that of Theo-
rem 3.6, only that one has to be more careful in estimating the difference of solutions
at a time T > 0. This is due to the fact, that the argument relies on the separation
of (essential) support of two solutions in physical space, but this “conflicts” with the
isometric decomposition used in the definition of modulation spaces.

Let us begin by stating some parameter choices that we will use down the line.
Since s < % wecan fixa6 > Osuchthat4s —2(j — 1) +260 < 0.Let N > 1 and
N1, Np ~ N but fulfilling the separation condition |[N1 — N> | = %N“_Q(-/_l)"’z@ for
a positive time 7 > 0 and constant C > 0. Finally let = N~%*. Later we will look
at the limiting behaviour N — oo.

The next step is establishing bounds on our family of solutions in modulation
spaces. We reuse the same arguments as in [51, eqns. (4.7) through (4.10)] estab-
lishing [lvn, (-, t)”ME,p ~ 1 uniformly in r € R and N, Ny, Ny > 1.

For the bound on the difference of solutions attime t = 0, we may use the embedding
Mg, O H* and [39, eqn. (3.5)] to estimate

108102 0) = 0Ny, O)llagg , S NNy = Na| ~ T7INH 72070520,

which converges to zero, for N — oo.

Next up is bounding the difference of solutions at a positive time 7 > 0. This
is the point where an extra argument is necessary in the modulation space setting.
One resorts to looking at frequency contributions to the norm in the vicinity of N; in
£ —N|I K N? to be precise.

Noting our increased propagation speed of the solutions, we may argue analogously
to [51, eqn. (4.12)] and establish

1

. . < < p—1a—25-20
|(|:|nvN1,w( 9 T)a Dnsz,w( ) T))' ~ N2(j_l)|N] _ N2|T ~ T N s (63)

which we now utilise in said bound on the difference of solutions at 7 > 0. Following
along the lines of [51, Eq. (4.14)], but using our new bound (6.3), we may establish

1 0 20425 n—20— 120
oo T) = Vo Dy, 2 1 =TT INPTENT72 = 1 77 INTT

Letting N — oo we have thus established the theorem. O

As mentioned above in the discussion of results in the introduction, the equations
leading to ill-posedness on R are not in general the NLS hierarchy equations. This is
of course reflected in the statement of Theorem 3.6.
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For the interested reader though we give the family of fourth-order equations (j = 2)
for which a solution was constructed in Lemma 6.1. Let A € R, then the solution for
J = 2 that was constructed in Lemma 6.1 solves the equations

i0pu — 0%u = A|u>0%u + (44 — 30)u9%u + (61 — 80)[0ulu
+ (56 — 41) (0,10) %% + (40 — 22)|u|*u. 6.4)

Next we may deal with the propositions leading to forms of ill-posedness on the
torus T, i.e. Theorems 3.8 and 3.9.

Proposition 6.3. The flow S : ﬁ,s (Tyx (-T,T) — ﬁf (T) of the fourth-order equa-
tion (j = 2) in the NLS hierarchy

iuy — 0% = —2u”0%u — 8|u|?9%u — 4|d,ul*u — 6(d,u)*u + 6|u|*u
cannot be C3f0rany l1<r<ooands € R.

Proof. Following an argument by Bourgain [7], assume the flow is indeed thrice
continuously differentiable. For a datum 1o (x) = §¢ (x), where § > Oand ¢ € H*(T)
for any s € R are to be chosen later, we will evaluate the third derivative of the flow
at the origin. So let # denote the corresponding solution to uq, then

a3u

t
FIEI / Ut —1")N3(U (¢ )ug)dr',

§=0 0

where we have used the notation N3(u) to denote solely the cubic terms of the non-
linearity and U (¢) the linear propagator of the equation.
We may now write the integrand as its Fourier series to arrive at

t JE——
- f S R G R G (k)b (k) (ka)ns (ki Ko, Ka)d !
0

keZ
ky+ko+k3=k

JE—— t
= Y TGk G~k lena k. ko, k) / e KD gy
0

keZ
ki+ko+k3=k

Here n3(k1, ko, k3) = (ki + k»2)* + %(kl + k3)? is the symbol corresponding to the
terms in N3. We may now choose ¢3(k) = k™% (8k,N + Sk,N,), Where Ny < N. The
choice of the Ny parameter is not important as long as it is, say, fixed. For all further
calculations the reader may assume Ny = 1. We then observe ||¢|| 5, ~ 1 independent
of the two parameters. '

Inserting this into the above expression we note that it suffices to look at the terms
that produce a resulting frequency of k = N. There are three such choices for the
tuple (k1, k2, k3), namely (N, —N, N), (N, —Ny, No) and (Ng, —Nop, N). Note that
for each of these three choices the resonance relation k* — k‘f + ké — kg‘ cancels and
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the integral in the formula above is equal to ¢ and the symbol of our nonlinearity has
size on the order of N2.

These frequency choices thus produce Fourier coefficients (at frequency N) on the
order of  N2735 (for the first one) and N2~ (for the second and third). The remaining
five frequency constellations cannot cancel these contributions as they are of lower
order in N.

This leaves us with the following lower bound for the Sobolev norm of the operator
that is the derivative of the flow:

93u
383

for I < r < oo. If r = 1 we still have a lower bound of N2 though with a simpler

argument. Letting N — oo we can now see, that the flow cannot be C? for any
s e R 0

Z Nsr’ . tr’N(Z—s)r’(l + N—Zsr’) > tr’NZr’

r
7S
Hr

The previous proposition shows that an approach with (just) a fixed-point theorem to
prove well-posedness must fail at any regularity in 4 (T). As is stated in Theorem 3.9
the situation is much more dire at lower regularities. Its proof lies in the following
proposition.

Proposition 6.4. Let j e N, 1 <r < ocoands < j — 1. The flow S : I:I;‘(T) X
(=T,T) — H}(T) of the Cauchy problem

i+ (=170 u = )20y 2 with u(t =0) = ug € A (T), (6.5)
cannot be uniformly continuous on bounded sets.

We want to point out that Eq. (6.5) is in fact a higher-order NLS-like equation
according to (2.10). More so it even fits the structure of an NLS hierarchy Eq. (2.8),
though it is unlikely to be one because of its simple nonlinearity.

Proof of Proposition 6.4. We follow a similar argument to the one used in, for exam-
ple, [49, Appendix A.2].
The reader may verify that our Eq. (6.5) has the two-parameter family of solutions

un.a(x,1) = NSaexp(i(Nx — N¥t + N 7272 a)%1)).
We fix a € R at two different values and will only deal with the two solution families

Up(x,t) =un,1(x,t)and i, (x, 1) = “N,l,1+l(x’ t) depending on n € N. N,, will be
chosen later. We find that

- - 1
litn G Ol e N Ol S 1 and (-, 0) = i . OVl g ~ —

where the implicit constant is independent of n € N. Now choosing

2s+2-2j
7_[an+ J

A+ hr-a

In
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and N, large enough, such that ¢, < % we may then observe that

- 2j-2-2 1 1 1
”Mn(',l‘n)_I/ln(':l‘n)”[—}}Y = exp(anj S(l _(1 +;)2)tn)_(1 +;) :2+;
Letting n — oo this shows that the flow is not uniformly continuous. Such a choice
is possible, if 2s 42 — 2j < 0 or equivalently s < j — 1 as stated. U
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Appendix A. The first few NLS hierarchy equations

For the reader’s convenience and future reference, we will list the first few conserved
quantities [ derived from (2.5) and their associated nonlinear evolution Eq. (2.7) in
terms of the potentials g and r. In this form both the focusing and defocusing variants
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of the (NLS) hierarchy can be derived by the identifications r = +q or r = —q,
respectively.

Though we will not just give the even numbered equations, corresponding to the NLS
hierarchy, but also those corresponding to the mKdV hierarchy. Using the identification
r = q one arrives at the real mKdV hierarchy discussed in [24]. Deriving a complex
mKdV hierarchy (of which again there is a defocusing and focusing variant) is also
possible (again using the identifications r = £¢). But there are two problems:

(1) Identifying r = =g for the equation induced by /4, see (A.1), does not lead to
the well-known form of the complex mKdV equation given in (1.2). Rather the
nonlinearity is replaced by +6|u|?d,u, up to a choice of a3. For our local well-
posedness theory this does not make a difference, as we are able to estimate
both nonlinearities equally well. Though for a treatment relying more on the
structure of the equation (e.g. for cancellation properties) this may be a relevant
difference.

When looking at the real mKdV hierarchy, i.e. using r = ¢, this problem does
not present itself.

(2) If one wishes to use the identification »r = —g the compatibility condition for
the coefficients a4 1 reads a1 = —(a2j41), as in (2.6). Meaning a4 is
imaginary'? and thus introducing a factor i that is usually not present in complex
mKdV-like equations.

Again, looking at the real mKdV hierarchy this is a non-issue, see also [2,
Sect. 3.2.2].

Not choosing an identification r = 4¢q or r = ¢ also has the advantage, that we
may derive the equations in the KdV hierarchy by setting r = —1, see [2, Sect. 3.2.1]

Finally we note that our conserved quantities may differ from those given elsewhere
in the literature, as these are only determined up to (repeated) partial integration and
simplification. The equations though only differ up to a choice of .

A similar listing is given in [47, Appendix C] and [43, Appendix C].

(1) n =1, 2. Phase shifts & Group of translations

1 1\?
I = —5 qrdx and L=—|= qrydx
i

gr = 200q and gr = ia1qx

(2) n = 3. cubic nonlinear Schrodinger equation

1 3
Iz = (-) /qxrx +q2r2dx
21

(¢%)]
qr = ?(_QXX + 2q2r)

21t g nonzero, as otherwise this would lead to a trivial equation.
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(3) n = 4. modified Korteweg—de Vries equation

1 4
Iy = (E) /erxx +qqxr2+4q2rrxdx

a3
qr = T(Qxxx - 661%6”) (Al)

(4) n = 5. fourth-order NLS hierarchy equation

1\5
Is = (Z) / —QrxTx + Qe + 64qxrry + 56717 4+ 6¢°rrey — 2¢°r dx
T 2 2 32
q:t = (—Gxxxx +8qquxr +2q 1y x +4qqyry + 6q;r — 6g7r°)

8
(5) n = 6. fifth-order mKdV hierarchy equation

1 6
Is = (E) / —{qTxxxxx T qc]xxx’”2 + 8qquxrry + 116]qu§ + 12qqxrryx

+ lngrxrxx + qurrxxx - 66]2qu3 — l6q3r2rxdx
ias

qar :2_4(%6xxxx — 10gGxxxr — 10gGxsrx — 10gqxrxy — 20qxquxr — IOq)%rx
+ 30q2qxr2)

(6) n = 7. sixth-order NLS hierarchy equation

1 7
I = <Z) / —qFxxxxxx T CICIxxxxxrz + 109 Gxxxrry + 19‘1‘1”'3

+52qqxrxryx +20qqxxrrxy +20GG 1Ty + 19q2r§x
+ 28q2rxrxxx + 10q2rrxxxx + 5q4r4
— 6qq%r3 — 8612qmr3 — 64q2qxr2rx — 50q3rrf — 3Oq3r2rxxdx

a6
qt = 2_5(_‘]xxxxxx + 12qGxxxxr + 2qzrxxxx + 18qqxxxry +22qqxxrxx + 8qqxraxx

+ 30gxGxxxr + 206]?’”” + 206])%)(" + 50gxGxx7x + 20(]4}"3
— 20q3rrxx — SOqumr2 — 1Oq3r§ — 60q2qxrrx — 7qufr2)
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