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A B S T R A C T

We present a numerical discretisation of the coupled moment systems, previously introduced in Dahm and Helzel [1], which approximate the 
kinetic-fluid model by Helzel and Tzavaras [2] for sedimentation in suspensions of rod-like particles for a two-dimensional flow problem and a 
shear flow problem. We use a splitting ansatz which, during each time step, separately computes the update of the macroscopic flow equation and 
of the moment system. The proof of the hyperbolicity of the moment systems in [1] suggests solving the moment systems with standard numerical 
methods for hyperbolic problems, like LeVeque’s Wave Propagation Algorithm [3]. The number of moment equations used in the hyperbolic moment 
system can be adapted to locally varying flow features. An error analysis is proposed, which compares the approximation with 2𝑁 + 1 moment 
equations to an approximation with 2𝑁 +3 moment equations. This analysis suggests an error indicator which can be computed from the numerical 
approximation of the moment system with 2𝑁 + 1 moment equations. In order to use moment approximations with a different number of moment 
equations in different parts of the computational domain, we consider an interface coupling of moment systems with different resolution. Finally, 
we derive a conservative high-resolution Wave Propagation Algorithm for solving moment systems with different numbers of moment equations.

1. Introduction

We are interested in the development of numerical methods for solving the coupled moment systems, introduced in Dahm and 
Helzel [1], which approximate the kinetic multi-scale model by Helzel and Tzavaras [2] for sedimentation in suspensions of rod-like 
particles. A typical phenomenon during the sedimentation process in initially well-stirred suspensions of rod-like particles under 
the influence of gravity is the formation of concentration instabilities. Guazzelli and coworkers observed experimentally in [4], [5]

that after some time and under the influence of gravity, the interplay of the particle orientation and the flow field generated by the 
sedimenting rods leads to a destruction of the spatially homogeneous distribution of the rods and structural instabilities like cluster 
formations. While the rods are nearly isotropic in regions with low particle densities, they are strongly oriented in the direction of 
gravity in regions of particle packages.

First numerical simulations in [1] have shown that different levels of detail are required to accurately approximate the spatially 
varying behaviour of the particles. While a high number of moment equations is needed to resolve the complex flow structure in 
spatial regions of the domain with clusters, few moment equations are sufficient in spatial regions of the domain with low particle 
densities. Thus, for deriving an accurate and efficient approximation of the concentration instabilities observable during the process 
of sedimentation in suspensions of rod-like particles, the number of moment equations used in the hyperbolic moment system should 
be adapted to locally varying flow features and accuracy requirements.
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The central goal of this paper is to describe numerical discretisations for the coupled moment systems which can adaptively adjust 
the level of detail. Alternatively, approximations of coupled kinetic-fluid problems have been considered which directly approximate 
the high dimensional kinetic equation, see for example [6].

In section 2, we introduce the multiscale model by Helzel and Tzavaras [2] for sedimentation in suspensions of rod-like particles 
and its approximation by hyperbolic systems of moment equations derived by Dahm and Helzel [1]. As in [1], we restrict our 
considerations to shear flow and two-dimensional flow and more importantly allow the particles to orient only on 𝑆1 , i.e. the plane 
spanned by the direction of shear and the direction of gravity. In section 3 an error estimate for the one-dimensional moment system 
coupled to the flow equation is proved, which motivates an error indicator that can be used in practical computations. In section 4, 
the numerical discretisation of the one- and two-dimensional homogenous moment system is presented. Since it was shown in [1]

that the one- and two-dimensional moment systems are hyperbolic, we can solve the moment systems with the high-resolution 
Wave Propagation Algorithm by LeVeque [3]. We distinguish between a uniform approximation, in which the number of moment 
equations is fixed globally for the entire domain and a non-uniform approximation, in which the number of moment equations is 
adapted locally. We derive a conservative high-resolution Wave Propagation Algorithm for solving moment systems with different 
resolution. Bulk-coupling of the moment equations with the flow equations is challenging. For shear flow, an inhomogeneous, one-

dimensional hyperbolic system is coupled to the flow equation, which in the simplest case reduces to the diffusion equation. For 
two-dimensional flow, an inhomogeneous, two-dimensional hyperbolic system is coupled to the Navier-Stokes equation. In section 5, 
we provide a splitting algorithm for solving the coupled moment system for shear flow and two-dimensional flow. We provide 
accuracy studies for several test problems and illustrate that the error indicator can efficiently be used to predict regions with larger 
errors.

2. A kinetic model for sedimentation in suspensions of rod-like particles and its approximation by hyperbolic systems of 
moment equations

In this section, we briefly introduce the general multiscale model by Helzel and Tzavaras [2] for sedimentation in dilute sus-

pensions of rod-like particles under the influence of gravity as well as the simpler models for shear flow and two-dimensional flow 
with director 𝑓 on 𝑆1. Moreover, we present the hyperbolic systems of moment equations derived by Dahm and Helzel [1], which 
represent a lower-dimensional approximation of the kinetic equation. The reader is referred to [2] and [1] for a detailed derivation 
of the models presented in this section.

2.1. Multiscale models for sedimentation in suspensions of rod-like particles

In [2], Helzel and Tzavaras describe sedimentation in dilute suspensions of inflexible rod-like particles with a high-dimensional 
multiscale model which couples a kinetic Smoluchowski equation for the rod orientation to a Navier-Stokes equation for the macro-

scopic flow. Kinetic models of this type were established by Doi and Edwards [7].

The mathematical model considers rigid rod-like particles in a dilute suspension under the influence of gravity. Let 𝑙 denote the 
constant length of the molecules and 𝑏 their constant width. As we consider slender rods, we assume 𝑏 ≪ 𝑙. Let 𝜈 denote the constant 
number density of the rod-like molecules. The characteristic feature of a dilute suspension is that the rods are well separated, as 
expressed by 𝜈 ≪ 𝑙−3. Further, we assume that the density of particles is not constant in time and space so that clusters are allowed 
to form. Let 𝑑 be the spatial dimension. In a physical space Ω ⊂ℝ𝑑 , the probability distribution function 𝑓 = 𝑓 (𝑡, 𝑥𝑥𝑥, 𝑛𝑛𝑛) models the 
time-dependent probability that a particle with orientation 𝑛𝑛𝑛 ∈ 𝑆𝑑−1, where 𝑆𝑑−1 is the unit sphere embedded in ℝ𝑑 , has a centre

of mass at position 𝑥𝑥𝑥 ∈ℝ𝑑 . Moreover, 𝑢𝑢𝑢(𝑡, 𝑥𝑥𝑥) describes the macroscopic velocity field and 𝑝 = 𝑝(𝑡, 𝑥𝑥𝑥) the pressure of the solvent. The 
model accounts for the effects of gravity which acts in the direction of 𝑒𝑒𝑒3, where 𝑒𝑒𝑒3 is the unit vector in the upward direction. In 
non-dimensional form, the multiscale model is given as

𝜕𝑡𝑓 +∇𝑥 ⋅ (𝑢𝑢𝑢𝑓 ) + ∇𝑛 ⋅ (𝑃𝑛𝑛𝑛⟂∇𝑥𝑥𝑥𝑢𝑛𝑢𝑛𝑢𝑛𝑓 ) − ∇𝑥 ⋅ ((𝐼 + 𝑛𝑛𝑛⊗𝑛𝑛𝑛)𝑒𝑒𝑒3𝑓 )

=𝐷𝑟Δ𝑛𝑓 + 𝛾∇𝑥 ⋅ (𝐼 + 𝑛𝑛𝑛⊗𝑛𝑛𝑛)∇𝑥𝑓 ,

𝜎 = ∫
𝑆𝑑−1

(𝑑𝑛𝑛𝑛⊗𝑛𝑛𝑛− 𝐼)𝑓d𝑛𝑛𝑛,

𝑅𝑒
(
𝜕𝑡𝑢𝑢𝑢+ (𝑢𝑢𝑢 ⋅∇𝑥)𝑢𝑢𝑢

)
=Δ𝑥𝑢𝑢𝑢−∇𝑥𝑝+ 𝛿𝛾∇𝑥 ⋅ 𝜎 − 𝛿 ∫

𝑆𝑑−1

𝑓d𝑛𝑛𝑛𝑒𝑒𝑒3,

∇𝑥 ⋅ 𝑢𝑢𝑢 = 0.

(1)

We give a short explanation of the different terms in model (1). The transport of the centre of mass of the rods due to the macroscopic 
velocity 𝑢𝑢𝑢 and gravity is described with the second and fourth term in the first line. The third term models the rotation of the axis 
of the particles due to a macroscopic velocity gradient ∇𝑥𝑢𝑢𝑢, where 𝑃𝑛⟂∇𝑥𝑢𝑛𝑢𝑛𝑢𝑛 is the orthogonal projection of the vector ∇𝑥𝑢𝑢𝑢𝑛𝑛𝑛 onto the 
tangent space in 𝑛𝑛𝑛. On the right hand side of the first equation, rotation and translation of the rod-like particles due to Brownian 
motion is modelled. The dynamic of an incompressible fluid is described by a Navier-Stokes equation which is extended by an 
additional elastic stress tensor 𝜎 and a buoyancy term. Thermodynamic consistency justifies the form of 𝜎 as shown in [2]. Moreover, 
2

four non-dimensional parameters are used in the full model (1): 𝑅𝑒, a Reynolds number based on the sedimentation velocity, 𝐷𝑟, the 
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rotational diffusion coefficient, 𝛿, which measures the relative importance of buoyancy versus viscous stresses and 𝛾 , which measures 
the relative importance of elastic forces over buoyancy forces. We will restrict to the case 𝛾 = 0.

Physical applications of the model assume a three-dimensional physical space Ω ⊂ℝ3 in which the orientation of the particles is 
characterised by a director 𝑛𝑛𝑛 ∈ 𝑆2. In this case, model (1) is a time-dependent five dimensional system of coupled partial differential 
equations.

2.1.1. Simplified model for two-dimensional flow

A simplification of the general model (1) can be achieved by restricting to a two-dimensional flow and more importantly, to 
restrict the orientation of the rod like particles to take values only on 𝑆1. In this case, we consider a velocity field of the form 
𝑢𝑢𝑢 = (𝑢(𝑡, 𝑥, 𝑧), 0, 𝑤(𝑡, 𝑥, 𝑧))𝑇 . The director 𝑛𝑛𝑛 ∈ 𝑆1, which characterises the orientation of the rod-like particles, is restricted to take 
non-zero values only in the sphere embedded in the (𝑥, 𝑧)-plane. We set 𝑛𝑛𝑛 = (cos𝜃, 0, sin𝜃), with the angle 𝜃 ∈ [0, 2𝜋] measured 
counter-clockwise from the positive 𝑥-axis. For 𝛾 = 0, the general model (1) reduces to

𝜕𝑡𝑓 + 𝜕𝜃
(((

𝜕𝑧𝑤− 𝜕𝑥𝑢
)
cos𝜃 sin𝜃 − 𝜕𝑧𝑢 sin2 𝜃 + 𝜕𝑥𝑤 cos2 𝜃

)
𝑓
)

+𝜕𝑥 ((𝑢− cos𝜃 sin𝜃)𝑓 ) + 𝜕𝑧
(
𝑤−

(
1 + sin2(2𝜃)

)
𝑓
)
=𝐷𝑟𝜕𝜃𝜃𝑓 ,

𝑅𝑒
(
𝜕𝑡𝑢+ 𝑢𝜕𝑥𝑢+𝑤𝜕𝑧𝑢

)
+ 𝜕𝑥𝑝 = 𝜕𝑥𝑥𝑢+ 𝜕𝑧𝑧𝑢,

𝑅𝑒
(
𝜕𝑡𝑤+ 𝑢𝜕𝑥𝑤+𝑤𝜕𝑧𝑤

)
+ 𝜕𝑧𝑝 = 𝜕𝑥𝑥𝑤+ 𝜕𝑧𝑧𝑤− 𝛿

2𝜋

∫
0

𝑓𝑑𝜃,

𝜕𝑥𝑢+ 𝜕𝑧𝑤 = 0,

(2)

where 𝑓 = 𝑓 (𝑡, 𝑥, 𝑧, 𝜃) describes the distribution of the particles as a function of time 𝑡, space (𝑥, 𝑧) ∈ℝ2 and orientation 𝜃 ∈ [0, 2𝜋].

2.1.2. Simplified model for shear flow

Considering shear flow and orientations of particles restricted to 𝑆1 further simplifies the general model (1). We assume 𝑢𝑢𝑢 =
(0, 0, 𝑤(𝑡, 𝑥))𝑇 and 𝑓 = 𝑓 (𝑡, 𝑥, 𝜃). The most general form of the pressure which is consistent with the ansatz of shear flow is 𝑝 = −𝜅(𝑡)𝑧, 
where 𝜅(𝑡) can account for an externally imposed pressure gradient. Here, see also [2], we use 𝜅 = 𝛿�̄� where �̄� is the total mass of 
suspended rods to describe an equilibrated flow. For 𝛾 = 0, the coupled system for shear flow is given as

𝜕𝑡𝑓 + 𝜕𝜃(𝜕𝑥𝑤 cos2 𝜃𝑓 ) − 𝜕𝑥(sin𝜃 cos𝜃𝑓 ) =𝐷𝑟𝜕𝜃𝜃𝑓 ,

𝑅𝑒𝜕𝑡𝑤 = 𝜕𝑥𝑥𝑤+ 𝛿

⎛⎜⎜⎝�̄�−
2𝜋

∫
0

𝑓𝑑𝜃

⎞⎟⎟⎠ .
(3)

For periodic boundary conditions the average density is constant in time, i.e.

�̄� = 1|Ω| ∫
Ω

2𝜋

∫
0

𝑓 (𝑡, 𝑥, 𝜃)𝑑𝜃 = 1|Ω| ∫
Ω

2𝜋

∫
0

𝑓 (0, 𝑥, 𝜃)𝑑𝜃.

Note that the evolution of 𝑓 in (2) and (3) is described by a conservation law. Furthermore, integration of 𝑓 over 𝑆1 leads in 
both cases to a conservation law for the density as a function of space and time.

2.2. Hyperbolic moment system for shear flow

As in Dahm and Helzel [1], the dimension of the multi-scale model (3) is reduced by replacing the distribution function 𝑓 in the 
kinetic model (3) by a hierarchy of moment equations.

Using the quantities

𝜌(𝑥, 𝑡) ∶=

2𝜋

∫
0

𝑓 (𝑥, 𝑡, 𝜃)𝑑𝜃,

𝐶𝑙(𝑥, 𝑡) ∶=
1
2

2𝜋

∫
0

cos(2𝑙𝜃)𝑓 (𝑥, 𝑡, 𝜃)𝑑𝜃, 𝑙 = 1,2, ...

𝑆𝑙(𝑥, 𝑡) ∶=
1
2

2𝜋

∫
0

sin(2𝑙𝜃)𝑓 (𝑥, 𝑡, 𝜃)𝑑𝜃, 𝑙 = 1,2, ...

(4)
3

and setting 𝐶0 =
1
2𝜌, 𝑆0 = 0, the infinite system of partial differential equations for shear flow is given as
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𝜕𝑡𝜌 = 𝜕𝑥𝑆1,

𝜕𝑡𝐶𝑙 =
1
4
𝜕𝑥(𝑆𝑙+1 − 𝑆𝑙−1) −

𝑙

2
𝜕𝑥𝑤(𝑆𝑙−1 + 2𝑆𝑙 +𝑆𝑙+1) − 4𝑙2𝐷𝑟𝐶𝑙, 𝑙 = 1,2, ...

𝜕𝑡𝑆𝑙 =
1
4
𝜕𝑥

(
𝐶𝑙−1 −𝐶𝑙+1

)
+ 𝑙

2
𝜕𝑥𝑤

(
𝐶𝑙−1 + 2𝐶𝑙 +𝐶𝑙+1

)
− 4𝑙2𝐷𝑟𝑆𝑙, 𝑙 = 1,2, ...

The system is closed with 𝐶𝑁+1 = 𝑆𝑁+1 = 0 which is based on the assumption that higher order moments decay faster than lower 
order moments as they correspond to a larger eigenvalue of the Laplace Operator on 𝑆1. The closed moment system can be written 
in the form

𝜕𝑡𝑄(𝑥, 𝑡) +𝐴𝜕𝑥𝑄(𝑥, 𝑡) = 𝜙(𝑄(𝑥, 𝑡)), (5)

where 𝑄(𝑥, 𝑡) = (𝜌, 𝐶1, 𝑆1, ..., 𝐶𝑁, 𝑆𝑁 ) represents the vector of moments. The coefficient matrix 𝐴 ∈ ℝ(2𝑁+1)×(2𝑁+1) has the compo-

nents

𝐴1,3 ∶= −1, 𝐴3,1 ∶= −1
8
,

⎛⎜⎜⎝
𝑎2(𝑁−𝑗)−2,2(𝑁−𝑗)−2 ⋯ 𝑎2(𝑁−𝑗)−2,2(𝑁−𝑗)+1

⋮ ⋮
𝑎2(𝑁−𝑗)+1,2(𝑁−𝑗)−2 ⋯ 𝑎2(𝑁−𝑗)+1,2(𝑁−𝑗)+1

⎞⎟⎟⎠ ∶=
⎛⎜⎜⎜⎜⎝
0 0 0 −1

4
0 0 1

4 0
0 1

4 0 0
−1

4 0 0 0

⎞⎟⎟⎟⎟⎠
, 𝑗 = 0, ...,𝑁 − 2.

(6)

Note that our definition of 𝐴 defines some of the components twice. However, all those values are zero. While the kinetic equation 
in (3) is a time-dependent partial differential equation in space and orientation, the system of moment equations (5) depends only 
on space and time. The moment system (5) has to be considered with the diffusion equation

𝑅𝑒𝜕𝑡𝑤 = 𝜕𝑥𝑥𝑤+ 𝛿

⎛⎜⎜⎝�̄�−
2𝜋

∫
0

𝑓𝑑𝜃

⎞⎟⎟⎠ . (7)

In [1], we showed that the moment system (5) is hyperbolic. Moreover, we showed that the update

𝜕𝑡𝑄(𝑥, 𝑡) = 𝜙(𝑄(𝑥, 𝑡)) (8)

resulting from the source term of the moment system is equivalent with a spectral method for the drift diffusion equation

𝜕𝑡𝑓 + 𝜕𝜃(𝜕𝑥𝑤 cos2 𝜃𝑓 ) =𝐷𝑟𝜕𝜃𝜃𝑓 , (9)

which is also described in more detail in [1] and [8].

Note that the density is a conserved quantity of the moment system, since the source term in (5) only acts on the higher 
order moments. Furthermore, note that the density distribution function 𝑓 (𝑡, 𝑥, 𝜃) can be reconstructed from the moments using 
an expansion of the form

𝑓 (𝑡, 𝑥, 𝜃) = 1
2𝜋

𝜌(𝑥, 𝑡) +
∞∑
𝑖=1

( 2
𝜋
𝐶𝑖(𝑥, 𝑡) cos(2𝑖𝜃) +

2
𝜋
𝑆𝑖(𝑥, 𝑡) sin(2𝑖𝜃)

)
. (10)

In practical computations a finite number of moments will be used in order to approximate 𝑓 .

2.3. Hyperbolic moment systems for two-dimensional flow

For two-dimensional flow, the infinite system of moment equations is given as

𝜕𝑡𝜌 = −𝑢𝜕𝑥𝜌+ 𝜕𝑥𝑆1 −
(
𝑤− 3

2

)
𝜕𝑧𝜌− 𝜕𝑧𝐶1,

𝜕𝑡𝐶𝑙 = −𝑢𝜕𝑥𝐶𝑙 +
1
4
𝜕𝑥(𝑆𝑙+1 − 𝑆𝑙−1) − 𝜕𝑧

(1
4
𝐶𝑙−1 +

(
𝑤− 3

2

)
𝐶𝑙 +

1
4
𝐶𝑙+1

)
− 𝑙

2
(𝜕𝑧𝑤− 𝜕𝑥𝑢)𝐶𝑙−1 +

𝑙

2
(𝜕𝑧𝑤− 𝜕𝑥𝑢)𝐶𝑙+1

− 𝑙

2
(𝜕𝑧𝑢+ 𝜕𝑥𝑤)𝑆𝑙−1 + 𝑙(𝜕𝑧𝑢− 𝜕𝑥𝑤)𝑆𝑙 −

𝑙

2
(𝜕𝑧𝑢+ 𝜕𝑥𝑤)𝑆𝑙+1

− 4𝑙2𝐷𝑟𝐶𝑙, 𝑙 = 1, ...,𝑁

𝜕𝑡𝑆𝑙 = −𝑢𝜕𝑥𝑆𝑙 +
1
4
𝜕𝑥(𝐶𝑙−1 −𝐶𝑙+1) − 𝜕𝑧

(1
4
𝑆𝑙−1 +

(
𝑤− 3

2

)
𝐶𝑙 +

1
4
𝑆𝑙+1

)
− 𝑙

2
(𝜕𝑧𝑤− 𝜕𝑥𝑢)𝑆𝑙−1 +

𝑙

2
(𝜕𝑧𝑤− 𝜕𝑥𝑢)𝑆𝑙+1
4

+ 𝑙

2
(𝜕𝑧𝑢+ 𝜕𝑥𝑤)𝐶𝑙−1 − 𝑙(𝜕𝑧𝑢− 𝜕𝑥𝑤)𝐶𝑙 +

𝑙

2
(𝜕𝑧𝑢+ 𝜕𝑥𝑤)𝐶𝑙+1
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− 4𝑙2𝐷𝑟𝑆𝑙, 𝑙 = 1, ...,𝑁.

Again, the system is closed with 𝐶𝑁+1 = 𝑆𝑁+1 = 0. The moment equations can be rewritten in the form

𝜕𝑡𝑄(𝑥, 𝑧, 𝑡) +𝐴𝜕𝑥𝑄+𝐵𝜕𝑧𝑄 = 𝜙(𝑄). (11)

The coefficient matrix 𝐴 ∈ℝ(2𝑁+1)×(2𝑁+1) has the entries

𝑎1,3 ∶= −1,

𝑎3,1 ∶= −1
8
,

𝑎𝑖,𝑖 ∶= 𝑢, 𝑖 = 1, ..,2𝑁 + 1,

⎛⎜⎜⎝
𝑎2(𝑁−𝑗)−2,2(𝑁−𝑗)−2 ⋯ 𝑎2(𝑁−𝑗)−2,2(𝑁−𝑗)+1

⋮ ⋮
𝑎2(𝑁−𝑗)+1,2(𝑁−𝑗)−2 ⋯ 𝑎2(𝑁−𝑗)+1,2(𝑁−𝑗)+1

⎞⎟⎟⎠ ∶=
⎛⎜⎜⎜⎜⎝
0 0 0 −1

4
0 0 1

4 0
0 1

4 0 0
−1

4 0 0 0

⎞⎟⎟⎟⎟⎠
, 𝑗 = 0, ...,𝑁 − 2.

All other components of 𝐴 are equal to zero. The coefficient matrix 𝐵 ∈ℝ(2𝑁+1)×(2𝑁+1) has the form

𝑏1,2 ∶= 1, 𝑏2,1 ∶=
1
8
,

𝑏𝑗,𝑗+2 ∶=
1
4
, 𝑏𝑗+2,𝑗 ∶=

1
4
, 𝑗 = 2, ...,2𝑁 − 1,

𝑏𝑗,𝑗 ∶=𝑤− 3
2
, 𝑗 = 1, ...,2𝑁 + 1.

All other components of 𝐵 are equal to zero. The two-dimensional moment system (11) has to be considered with the flow equation

𝑅𝑒
(
𝜕𝑡𝑢+ 𝑢𝜕𝑥𝑢+𝑤𝜕𝑧𝑢

)
+ 𝜕𝑥𝑝 = 𝑢𝑥𝑥 + 𝑢𝑧𝑧,

𝑅𝑒
(
𝜕𝑡𝑤+ 𝑢𝜕𝑥𝑤+𝑤𝜕𝑧𝑤

)
+ 𝜕𝑧𝑝 =𝑤𝑥𝑥 +𝑤𝑧𝑧 − 𝛿

2𝜋

∫
0

𝑓𝑑𝜃,

𝜕𝑥𝑢+ 𝜕𝑧𝑤 = 0.

(12)

In [1], we showed that also the moment system (11) is hyperbolic.

3. Estimating modelling errors

Our goal is to control the difference between the solution to the (2𝑁 + 1)-moments system and the solution to the (2𝑁 + 3)
moments system based on information that can be computed from the solution of the (2𝑁 + 1)-moments system. We will prove 
such an estimate in the case of one space dimension and periodic boundary conditions. The rationale is that we plan to solve the 
(2𝑁 + 1)-moments system numerically and would like to assert whether its solution also provides a good approximation of the 
(2𝑁 + 3) moments system. In particular, we avoid dependence of constants in our estimate on the (2𝑁 + 3)-moments solution. We 
denote the flat, 1-dimensional torus by 𝕋 .

For any 𝑁 ∈ ℕ the (2𝑁 + 1)-moments system is endowed with an energy, energy flux pair. Indeed, let 𝑄 = (𝜌, 𝐶1, 𝑆1, .., 𝐶𝑁, 𝑆𝑁 )
we define entropy 𝜂 and entropy flux 𝑞 by

𝜂(𝑄) ∶= 1
2
𝐶2
0 +

𝑁∑
𝑖=1

𝐶2
𝑖 + 𝑆2

𝑖 , (13)

𝑞(𝑄) ∶= 1
4
𝑆1𝐶0 +

1
4

𝑁∑
𝑖=2

(𝐶𝑖𝑆𝑖−1 +𝐶𝑖−1𝑆𝑖) (14)

Lemma 3.1. Any solution (𝑄, 𝑤) of the 2𝑁 + 1-moments system with

𝑄 ∈𝐿∞(0, 𝑇 ;𝐿2(𝕋 )),𝑤 ∈𝐿∞(0, 𝑇 ;𝐻1(𝕋 )) ∩𝐿2(0, 𝑇 ;𝐻2(𝕋 ))

satisfies:

𝜕𝑡
(
𝜂(𝑄) + 𝑅𝑒

2
(𝜕𝑥𝑤)2

)
+ 𝜕𝑥

(
𝑞(𝑄) − 𝜕𝑥𝑤𝜕𝑥𝑥𝑤

)
= 𝜕𝑥𝑤

1
2

(𝑁−1∑
𝓁=1

𝐶𝓁𝑆𝓁+1 −𝑆𝓁𝐶𝓁+1

)
− 4𝐷𝑟

𝑁∑
𝓁=1

𝓁2(𝐶2
𝓁 +𝑆2

𝓁) − (𝜕𝑥𝑥𝑤)2 − 𝛿𝜕𝑥𝑤𝜕𝑥𝜌
5

in the sense of distributions.
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This can be seen by smoothing the solution 𝑄 in space and time.

In order, to bound the difference between the solutions to the (2𝑁 +3) and (2𝑁 +1) moments systems, we will need the following 
generalised Gronwall lemma:

Proposition 3.2. [9, Prop 6.2, Generalised Gronwall lemma] Suppose that the nonnegative functions 𝑦1 ∈ 𝐶([0, 𝑇 ]), 𝑦2, 𝑦3 ∈𝐿1([0, 𝑇 ]), 𝑎 ∈
𝐿∞([0, 𝑇 ]), and the real number 𝐴 ≥ 0 satisfy

𝑦1
(
𝑇 ′)+ 𝑇 ′

∫
0

𝑦2(𝑡)d𝑡 ≤𝐴+

𝑇 ′

∫
0

𝑎(𝑡)𝑦1(𝑡)d𝑡+

𝑇 ′

∫
0

𝑦3(𝑡)d𝑡

for all 𝑇 ′ ∈ [0, 𝑇 ]. Assume that for 𝐵 ≥ 0, 𝛽 > 0, and every 𝑇 ′ ∈ [0, 𝑇 ], we have

𝑇 ′

∫
0

𝑦3(𝑡)d𝑡 ≤𝐵

(
sup

𝑡∈
[
0,𝑇 ′]𝑦𝛽1(𝑡)

) 𝑇 ′

∫
0

(
𝑦1(𝑡) + 𝑦2(𝑡)

)
d𝑡.

Set 𝐸 = exp
(∫ 𝑇

0 𝑎(𝑡)d𝑡
)

. Provided 8𝐴𝐸 ≤ (8𝐵(1 + 𝑇 )𝐸)−1∕𝛽 holds, then

sup
𝑡∈[0,𝑇 ]

𝑦1(𝑡) +

𝑇

∫
0

𝑦2(𝑡)d𝑡 ≤ 8𝐴𝐸.

Note that if �̂�, �̂�1, �̂�1, .., �̂�𝑁 , �̂�𝑁 solve the (2𝑁 + 1)-moments system and we insert �̂� ∶= (�̂�, �̂�1, �̂�1, .., �̂�𝑁 , �̂�𝑁 , 0, 0)𝑇 into the 
(2𝑁 + 3)-moments system then the evolution equation for 𝑤 and all but the last two evolution equations for the 𝐶𝑖, 𝑆𝑖 are satisfied. 
In the evolution equation for 𝐶𝑁+1 we have (due to �̂�𝑁+1 = �̂�𝑁+1 = 0)

𝜕𝑡0 +
1
4
𝜕𝑥�̂�𝑁 + 𝑁 + 1

2
𝜕𝑥�̂�(�̂�𝑁 + 2 ⋅ 0) + 4(𝑁 + 1)2𝐷𝑟0

which is, in general, not zero. Thus, we can understand �̂� as the solution of a perturbed (2𝑁 +3)-moments system with perturbations

−1
4
𝜕𝑥�̂�𝑁 − 𝑁 + 1

2
�̂�𝑁𝜕𝑥�̂� =∶ �̂�2𝑁+2, (15)

+1
4
𝜕𝑥�̂�𝑁 + 𝑁 + 1

2
�̂�𝑁𝜕𝑥�̂� =∶ �̂�2𝑁+3, (16)

in the evolution equation for 𝐶𝑁+1, 𝑆𝑁+1 respectively.

If we define the vector �̂� ∶= (0, ..., 0, �̂�2𝑁+2, �̂�2𝑁+3)𝑇 , then the homogeneously extended (2𝑁 + 1)-moments solution �̂� satisfies 
the perturbed (2𝑁 + 3)-moments system:

𝜕𝑡�̂�+𝐴𝜕𝑥�̂� = �̂�(�̂�) + �̂� (17)

Re𝜕𝑡�̂� = 𝜕𝑥𝑥�̂�+ 𝛿(�̄�− �̂�), (18)

where we write �̂� to emphasise the dependence on �̂�.

Now, we plan to show that the difference between (�̂�, �̂�) and the exact solution of the (2𝑁 + 3) moments system (𝑄, 𝑤) can 
be bounded in terms of �̂� and norms of (�̂�, �̂�). It turns out that this can only be done rigorously if �̂� is small enough and certain 
norms of �̂� and 𝜕𝑥�̂� are not too large. This is a reflection of the fact that the equations allow for the development of clusters that 
are associated with instabilities.

In the following, let 𝜂 be the entropy of the (2𝑁 + 3)-moments system and note that 𝜂′(𝑄) is given by (𝐶0, 2𝐶1, 2𝑆1, … , 2𝐶𝑁+1,
2𝑆𝑁+1).

Theorem 3.3. Let (�̂�, �̂�) be a solution to (17), (18) with �̂� ∈𝐿2((0, 𝑇 ) × 𝕋 ) and let (𝑄, 𝑤) solve (5), (7). Assume that

𝑄 ∈𝐿∞(0, 𝑇 ;𝐿2(𝕋 ))

�̂� ∈𝐿∞((0, 𝑇 ) × 𝕋 )

𝑤 ∈𝐿∞(0, 𝑇 ;𝐻1(𝕋 )) ∩𝐿2(0, 𝑇 ;𝐻2(𝕋 ))

�̂� ∈𝐿∞(0, 𝑇 ;𝑊 1,∞(𝕋 )) ∩𝐿2(0, 𝑇 ;𝐻2(𝕋 ))

Set

𝑦1 ∶=
1 (𝐶0 − �̂�0)2 +

𝑁+1∑
((𝑆𝑖 − �̂�𝑖)2 + (𝐶𝑖 − �̂�𝑖)2) +

𝑅𝑒 (𝜕𝑥𝑤− 𝜕𝑥�̂�)2𝑑𝑥
6

∫
𝕋

2
𝑖=1 2
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then, provided

163
⎛⎜⎜⎝𝑦1(0) +

𝑇

∫
0

‖�̂�‖2
𝐿2(𝕋 )𝑑𝑡

⎞⎟⎟⎠
(
(1 + 𝑇 ) 1

2
√
𝐷𝑟

)2

≤ exp
⎛⎜⎜⎝−3

⎛⎜⎜⎝
𝑇

∫
0

(‖𝜕𝑥�̂�‖∞ + 2𝛿2 + 12 max
1≤𝓁≤𝑁(𝓁 + 1)(‖�̂�𝓁‖∞ + ‖�̂�𝓁‖∞))𝑑𝑡

⎞⎟⎟⎠
⎞⎟⎟⎠ (19)

is satisfied, the following estimate holds

sup
0≤𝑡≤𝑇

𝑦1(𝑡) +

𝑇

∫
0

1
2
‖𝜕𝑥𝑥𝑤− 𝜕𝑥𝑥�̂�‖2

𝐿2(𝕋 ) +𝐷𝑟

𝑁+1∑
𝓁=1

𝓁2(‖𝑆𝓁 − �̂�𝓁‖2𝐿2(𝕋 ) + ‖𝐶𝓁 − �̂�𝓁‖2𝐿2(𝕋 ))𝑑𝑡

≤ 8
⎛⎜⎜⎝𝑦1(0) +

𝑇

∫
0

‖�̂�‖2
𝐿2(𝕋 )𝑑𝑡

⎞⎟⎟⎠
× exp

⎛⎜⎜⎝3
⎛⎜⎜⎝

𝑇

∫
0

‖𝜕𝑥�̂�‖∞ + 2𝛿2 + 12 max
1≤𝓁≤𝑁(𝓁 + 1)(‖�̂�𝓁‖∞ + ‖�̂�𝓁‖∞)𝑑𝑡

⎞⎟⎟⎠
⎞⎟⎟⎠ (20)

Proof. We observe that

𝜂(𝑄) − 𝜂(�̂�) − 𝜂′(�̂�)(𝑄− �̂�) = 1
2
(𝐶0 − �̂�0)2 +

𝑁+1∑
𝑖=1

((𝑆𝑖 − �̂�𝑖)2 + (𝐶𝑖 − �̂�𝑖)2)

and 𝜂′(𝑄) − 𝜂′(�̂�) = 𝜂′(𝑄 − �̂�). Thus, we have, in an almost everywhere sense,

𝑑

𝑑𝑡 ∫
𝕋

1
2
(𝐶0 − �̂�0)2 +

𝑁+1∑
𝑖=1

((𝑆𝑖 − �̂�𝑖)2 + (𝐶𝑖 − �̂�𝑖)2) +
𝑅𝑒

2
(𝜕𝑥𝑤− 𝜕𝑥�̂�)2𝑑𝑥

= ∫
𝕋

(𝜂′(𝑄) − 𝜂′(�̂�)) ⋅ (𝜕𝑡𝑄− 𝜕𝑡�̂�) +𝑅𝑒(𝜕𝑥𝑤− 𝜕𝑥�̂�)(𝜕𝑥𝑡𝑤− 𝜕𝑥𝑡�̂�)𝑑𝑥

= ∫
𝕋

−(𝜂′(𝑄) − 𝜂′(�̂�)) ⋅𝐴(𝜕𝑥𝑄− 𝜕𝑥�̂�) + (𝜂′(𝑄) − 𝜂′(�̂�)) ⋅ (𝜙(𝑄) − �̂�(�̂�))

−(𝜕𝑥𝑥𝑤− 𝜕𝑥𝑥�̂�)2 + 𝛿(𝜕𝑥𝑥𝑤− 𝜕𝑥𝑥�̂�)(𝜌− �̂�) − (𝜂′(𝑄) − 𝜂′(�̂�))�̂�𝑑𝑥

= ∫
𝕋

𝑁+1∑
𝓁=1

−𝓁
2

(𝐶𝓁 − �̂�𝓁)
[
𝜕𝑥𝑤(𝑆𝓁−1 + 2𝑆𝓁 + 𝑆𝓁+1) − 𝜕𝑥�̂�(�̂�𝓁−1 + 2�̂�𝓁 + �̂�𝓁+1)

]
+

𝑁+1∑
𝓁=1

𝓁
2
(𝑆𝓁 − �̂�𝓁)

[
𝜕𝑥𝑤(𝐶𝓁−1 + 2𝐶𝓁 +𝐶𝓁+1) − 𝜕𝑥�̂�(�̂�𝓁−1 + 2�̂�𝓁 + �̂�𝓁+1)

]
−(𝜕𝑥𝑥𝑤− 𝜕𝑥𝑥�̂�)2 + 𝛿(𝜕𝑥𝑥𝑤− 𝜕𝑥𝑥�̂�)(𝜌− �̂�) − (𝜂′(𝑄) − 𝜂′(�̂�))�̂�

−𝐷𝑟

𝑁+1∑
𝓁=1

𝓁2((𝑆𝓁 − �̂�𝓁)2 + (𝐶𝓁 − �̂�𝓁)2)𝑑𝑥

= ∫
𝕋

𝜕𝑥�̂�

𝑁+1∑
𝓁=1

(𝑆𝓁 − �̂�𝓁)(𝐶𝓁+1 − �̂�𝓁+1) − (𝐶𝓁 − �̂�𝓁)(𝑆𝓁+1 − �̂�𝓁+1)

+
𝑁+1∑
𝓁=1

𝓁
2
(𝑆𝓁 − �̂�𝓁)(𝜕𝑥𝑤− 𝜕𝑥�̂�)(𝐶𝓁−1 + 2𝐶𝓁 +𝐶𝓁+1) − (𝐶𝓁 − �̂�𝓁)(𝜕𝑥𝑤− 𝜕𝑥�̂�)(𝑆𝓁−1 + 2𝑆𝓁 +𝑆𝓁+1)

−(𝜕𝑥𝑥𝑤− 𝜕𝑥𝑥�̂�)2 + 𝛿(𝜕𝑥𝑥𝑤− 𝜕𝑥𝑥�̂�)(𝜌− �̂�) − (𝜂′(𝑄) − 𝜂′(�̂�))�̂�

−𝐷𝑟

𝑁+1∑
𝓁=1

𝓁2((𝑆𝓁 − �̂�𝓁)2 + (𝐶𝓁 − �̂�𝓁)2)𝑑𝑥

Introducing the abbreviations

𝑦1 ∶=
1 (𝐶0 − �̂�0)2 +

𝑁∑
((𝑆𝑖 − �̂�𝑖)2 + (𝐶𝑖 − �̂�𝑖)2) +

𝑅𝑒 (𝜕𝑥𝑤− 𝜕𝑥�̂�)2𝑑𝑥,
7

∫
𝕋

2
𝑖=1 2
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𝑦2 ∶= ∫
𝕋

(𝜕𝑥𝑥𝑤− 𝜕𝑥𝑥�̂�)2𝑑𝑥+𝐷𝑟

𝑁+1∑
𝓁=1

𝓁2((𝑆𝓁 − �̂�𝓁)2 + (𝐶𝓁 − �̂�𝓁)2)𝑑𝑥,

𝑦3 ∶= ∫
𝕋

𝜕𝑥�̂�

𝑁+1∑
𝓁=1

(
(𝑆𝓁 − �̂�𝓁)(𝐶𝓁+1 − �̂�𝓁+1) − (𝐶𝓁 − �̂�𝓁)(𝑆𝓁+1 − �̂�𝓁+1)

)
𝑑𝑥,

𝑦4 ∶= ∫
𝕋

𝑁+1∑
𝓁=1

(𝓁
2
(𝑆𝓁 − �̂�𝓁)(𝜕𝑥𝑤− 𝜕𝑥�̂�)(�̂�𝓁−1 + 2�̂�𝓁 + �̂�𝓁+1)

−(𝐶𝓁 − �̂�𝓁)(𝜕𝑥𝑤− 𝜕𝑥�̂�)(�̂�𝓁−1 + 2�̂�𝓁 + �̂�𝓁+1)
)
𝑑𝑥,

𝑦5 ∶= ∫
𝕋

𝑁+1∑
𝓁=1

(𝓁
2
(𝑆𝓁 − �̂�𝓁)(𝜕𝑥𝑤− 𝜕𝑥�̂�)(𝐶𝓁−1 + 2𝐶𝓁 +𝐶𝓁+1 − �̂�𝓁−1 − 2�̂�𝓁 − �̂�𝓁+1)

−𝓁
2
(𝐶𝓁 − �̂�𝓁)(𝜕𝑥𝑤− 𝜕𝑥�̂�)(𝑆𝓁−1 + 2𝑆𝓁 +𝑆𝓁+1 − �̂�𝓁−1 − 2�̂�𝓁 − �̂�𝓁+1)

)
𝑑𝑥,

𝑦6 ∶= ∫
𝕋

𝛿(𝜕𝑥𝑥𝑤− 𝜕𝑥𝑥�̂�)(𝜌− �̂�)𝑑𝑥,

𝑦7 ∶= −∫
𝕋

(𝜂′(𝑄) − 𝜂′(�̂�))�̂�𝑑𝑥.

We can summarise our computation by

𝑦′1 + 𝑦2 ≤ |𝑦3|+ |𝑦4|+ |𝑦5|+ |𝑦6|+ |𝑦7| (21)

and, in order to apply Proposition 3.2, we need to bound |𝑦3|, … , |𝑦7| in terms of 𝑦1, 𝑦2 and norms of (�̂�, �̂�).
Young’s inequality implies

|𝑦3| ≤ ‖𝜕𝑥�̂�‖∞𝑦1,
and

|𝑦4| ≤ 1
4
𝑦2 + 2 max

1≤𝓁≤𝑁(𝓁 + 1)(‖�̂�𝓁‖∞ + ‖�̂�𝓁‖∞)𝑦1.

We can use the embedding of 𝐻1(0, 1) into 𝐿∞(0, 1) with Lipschitz constant 2 to obtain

|𝑦5|2 ≤ ‖𝜕𝑥(𝑤− �̂�)‖2∞4

(∑
𝓁

𝓁2(‖𝑆𝓁 − �̂�𝓁‖2𝐿2 + ‖𝐶𝓁 − �̂�𝓁‖2𝐿2 )

)(∑
𝓁

‖𝑆𝓁 − �̂�𝓁‖2𝐿2 + ‖𝐶𝓁 − �̂�𝓁‖2𝐿2

)
≤ 1

4𝐷𝑟

𝑦22𝑦1.

Using Young’s inequality twice more implies

|𝑦6| ≤ 1
4
𝑦2 + 2𝛿2𝑦1

and

|𝑦7| ≤ 𝑦1 + ‖�̂�‖2
𝐿2(𝕋 ).

Thus, inserting the inequalities that we just derived into (21) and integrating in time from 0 to some 𝑇 ′ we obtain for any 
0 ≤ 𝑇 ′ ≤ 𝑇

𝑦1(𝑇 ′) +

𝑇 ′

∫
0

1
2
𝑦2(𝑡)𝑑𝑡 ≤ 𝑦1(0) +

𝑇 ′

∫
0

‖�̂�‖2
𝐿2(𝕋 )𝑑𝑡+

1
2
√
𝐷𝑟

sup
0≤𝑡≤𝑇 ′

√
𝑦1

𝑇 ′

∫
0

𝐶𝑆 (𝑦1 + 𝑦2)𝑑𝑡

+

𝑇 ′

∫
0

(‖𝜕𝑥�̂�‖∞ + 2𝛿2 + 12 max
1≤𝓁≤𝑁(𝓁 + 1)(‖�̂�𝓁‖∞ + ‖�̂�𝓁‖∞))𝑦1𝑑𝑡 (22)
8

where we write ‖ ⋅ ‖∞ instead of ‖ ⋅ ‖𝐿∞(0,1) for brevity.
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Thus, by invoking (3.2), we conclude that for any 𝑇 such that

163
⎛⎜⎜⎝𝑦1(0) +

𝑇

∫
0

‖�̂�‖2
𝐿2(𝕋 )𝑑𝑡

⎞⎟⎟⎠ ((1 + 𝑇 ) 1
2
√
𝐷𝑟

)2 ≤ exp
⎛⎜⎜⎝−3

⎛⎜⎜⎝
𝑇

∫
0

(‖𝜕𝑥�̂�‖∞ + 2𝛿2 + 12 max
1≤𝓁≤𝑁(𝓁 + 1)(‖�̂�𝓁‖∞ + ‖�̂�𝓁‖∞))𝑑𝑡

⎞⎟⎟⎠
⎞⎟⎟⎠ (23)

the following bound for the difference between the solutions to both systems holds:

sup
0≤𝑡≤𝑇

𝑦1(𝑡) +

𝑇

∫
0

1
2
𝑦2(𝑡)𝑑𝑡 ≤ 8

⎛⎜⎜⎝𝑦1(0) +
𝑇

∫
0

‖�̂�‖2
𝐿2(𝕋 )𝑑𝑡

⎞⎟⎟⎠ exp
⎛⎜⎜⎝3

⎛⎜⎜⎝
𝑇

∫
0

(‖𝜕𝑥�̂�‖∞ + 2𝛿2 + 12 max
1≤𝓁≤𝑁(𝓁 + 1)(‖�̂�𝓁‖∞ + ‖�̂�𝓁‖∞))𝑑𝑡

⎞⎟⎟⎠
⎞⎟⎟⎠ . □

(24)

4. Numerical discretisation of the 1D and 2D homogenous moment system

In this section, we present a numerical discretisation of the homogenous moment systems for shear flow (5) and two-dimensional 
flow (11) with 𝜙(𝑄) = 0. The update described by the source term is in each grid cell equivalent to a spectral method described in 
[8]. The source term will be added via a straightforward splitting approach and will not be discussed further.

As it could be shown in [1] that the one- and two-dimensional moment systems are hyperbolic, they can be solved with the high-

resolution Wave Propagation Algorithm by LeVeque [3], a finite volume method for hyperbolic problems. We distinguish between a 
uniform approximation and a non-uniform approximation, which corresponds to a constant number of moment equations throughout 
the domain or a varying number of moment equations.

4.1. Uniform approximation

For the uniform approximation, the number of moment equations is fixed globally for the entire domain. Thus, we consider

𝜕𝑡𝑄+𝐴𝜕𝑥𝑄 = 0, 𝐴 ∈ℝ(2𝑁+1)×(2𝑁+1) (25)

where the matrix 𝐴 is diagonalisable with real eigenvalues. We use the notation 𝐴 = 𝑅Λ𝑅−1, where Λ is the diagonal matrix 
of eigenvalues 𝜆1 ≤ … ≤ 𝜆2𝑁+1 of 𝐴 and 𝑅 is the matrix whose columns are the corresponding linear independent eigenvectors 
𝑟1, … , 𝑟2𝑁+1.

4.1.1. Wave propagation algorithm for 1D moment system

The spatial domain Ω ∶= [𝑥𝑙, 𝑥𝑟] is discretised with an equidistant numerical grid 𝑥𝑙 = 𝑥 1
2
, … , 𝑥

𝑀+ 1
2
= 𝑥𝑟 with grid cells

𝐶𝑖 ∶=
[
𝑥
𝑖− 1

2
, 𝑥

𝑖+ 1
2

]
, 𝑖 = 1,… ,𝑀,

of length Δ𝑥 ∶= 𝑥
𝑖+ 1

2
− 𝑥

𝑖− 1
2
. For the discretisation of the time variable, we consider 0 = 𝑡0 < 𝑡1 < 𝑡2 <… and define the length of 

the time step as Δ𝑡 ∶= 𝑡𝑛+1 − 𝑡𝑛, ∀𝑛 ∈ ℕ0. The discrete values of 𝑄(𝑥, 𝑡) in (25) at time 𝑡𝑛 are stored at the midpoints of the grid cell, 
i.e.

𝑄𝑛
𝑖 ≈

1
Δ𝑥

𝑥
𝑖+ 1

2

∫
𝑥
𝑖− 1

2

𝑄 (𝑥, 𝑡𝑛)𝑑𝑥 ≈𝑄
(
𝑥𝑖, 𝑡

𝑛
)
, 𝑖 = 1,… ,𝑀 (26)

approximates the cell averages in cell 𝐶𝑖 at time 𝑡𝑛. For each time step, the cell averages are updated with LeVeque’s high-resolution 
Wave Propagation Algorithm, which can be described in the general form

𝑄𝑛+1
𝑖

=𝑄𝑖 −
Δ𝑡
Δ𝑥

(+Δ𝑄𝑖−1∕2 +−Δ𝑄𝑖+1∕2
)
− Δ𝑡

Δ𝑥
(
𝐹𝑖+1∕2 − 𝐹𝑖−1∕2

)
. (27)

The fluctuations ± are defined as

±
𝑖+1∕2 ∶=

2𝑁+1∑
𝑝=1

(𝜆𝑝)±𝑝

𝑖+ 1
2

, (28)

with waves 𝑝

𝑖− 1
2

= 𝛼𝑝𝑟𝑝. The coefficients describe the eigenvector decomposition of the jump in 𝑄 at the grid cell interface, i.e. 

(𝛼1, … , 𝛼2𝑁+1)𝑇 =𝑅−1(𝑄𝑛
𝑖
−𝑄𝑛

𝑖−1). The second-order correction terms 𝐹 are for all 𝑖 given as

𝐹 = 1
2𝑁+1∑ |𝜆𝑝| (1 − Δ𝑡 |𝜆𝑝|)̃𝑝

.

9

𝑖−1∕2 2
𝑝=1 Δ𝑥 𝑖−1∕2
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The tilde indicates that limited versions of the waves are used to suppress unphysical oscillations near discontinuities or steep 
gradients as described in detail in [3].

While the Wave Propagation Algorithm (27) is not written in flux difference form, one obtains a conservative method for the 
homogeneous hyperbolic system (25) if

𝐴𝑄𝑖 −𝐴𝑄𝑖−1 =−Δ𝑄
𝑖− 1

2
++Δ𝑄

𝑖− 1
2
. (29)

Computing the waves by an eigenvector decomposition of 𝑄𝑖 − 𝑄𝑖−1 using the eigenvectors of 𝐴 as outlined above provides a 
conservative method.

4.1.2. Wave propagation algorithm for 2D moment system

For the approximation of the two-dimensional homogenous moment system

𝜕𝑡𝑄+𝐴𝜕𝑥𝑄+𝐵𝜕𝑦𝑄 = 0, (30)

with 𝐴, 𝐵 ∈ℝ(2𝑁+1)×(2𝑁+1) as described in subsection 2.3, we assume that the velocity field (𝑢(𝑡, 𝑥, 𝑧), 0, 𝑤(𝑡, 𝑥, 𝑧))𝑇 is constant in time 
over a time step and externally imposed. The two-dimensional spatial domain Ω ∶= [𝑥𝑙, 𝑥𝑟] × [𝑧𝑙, 𝑧𝑟] is discretised on an equidistant 
numerical grid with grid cells

𝐶𝑖,𝑗 ∶=
[
𝑥
𝑖− 1

2
, 𝑥

𝑖+ 1
2

]
×
[
𝑧
𝑗− 1

2
, 𝑧

𝑗+ 1
2

]
, 𝑖 = 1,… ,𝑀, 𝑗 = 1,… ,𝑁,

of length Δ𝑥 ∶= 𝑥
𝑖+ 1

2
− 𝑥

𝑖− 1
2

and Δ𝑧 ∶= 𝑧
𝑗+ 1

2
− 𝑧

𝑗− 1
2
. The average value of 𝑄(𝑥, 𝑧, 𝑡) over the (𝑖, 𝑗)-th grid cell at time 𝑡𝑛

𝑄𝑛
𝑖,𝑗 ≈

1
Δ𝑥Δ𝑧

𝑧𝑗+1∕2

∫
𝑧𝑗−1∕2

𝑥𝑖+1∕2

∫
𝑥𝑖−1∕2

𝑄 (𝑥, 𝑧, 𝑡𝑛)𝑑𝑥𝑑𝑧 = 1
Δ𝑥Δ𝑧 ∫

𝐶𝑖,𝑗

𝑄 (𝑥, 𝑧, 𝑡𝑛)𝑑𝑥𝑑𝑧, (31)

is updated with a method of the form

𝑄𝑛+1
𝑖,𝑗

=𝑄𝑛
𝑖,𝑗 −

Δ𝑡
Δ𝑥

(+Δ𝑄𝑖−1∕2,𝑗 +−Δ𝑄𝑖+1∕2,𝑗
)
− Δ𝑡

Δ𝑧
(+Δ𝑄𝑖,𝑗−1∕2 +−Δ𝑄𝑖,𝑗+1∕2

)
− Δ𝑡

Δ𝑥
(
𝐹𝑖+1∕2,𝑗 − 𝐹𝑖−1∕2,𝑗

)
− Δ𝑡

Δ𝑧
(
�̃�𝑖,𝑗+1∕2 − �̃�𝑖,𝑗−1∕2

)
,

± and ± are the fluctuations resulting from solving Riemann problems in the 𝑥- and 𝑧-direction. The fluxes 𝐹 and �̃� perform 
second order corrections. The details can again be found in [3].

4.2. Non-uniform approximation with interface coupling

For the non-uniform approximation, the number of moment equations in the moment system is adjusted adaptively. Depending 
on locally varying flow structures or accuracy requirements, the domain of interest is divided into intervals in which moment systems 
with different numbers of moment equations are considered. This leads to cell interfaces at which moment systems with different 
numbers of moment equations have to be coupled.

4.2.1. Generalised Riemann problems for moment systems with different resolution

At interfaces between two cells in which moment systems with different resolutions are used, generalised Riemann problems of 
the following form are considered

𝜕𝑡𝑄
2𝑁+1 +𝐴2𝑁+1𝜕𝑥𝑄

2𝑁+1 = 0, 𝜕𝑡𝑄
2𝑀+1 +𝐴2𝑀+1𝜕𝑥𝑄

2𝑀+1 = 0,

𝑄2𝑁+1(𝑥,0) = 𝑄2𝑁+1
𝐿

, 𝑄2𝑀+1(𝑥,0) = 𝑄2𝑀+1
𝑅

,

𝑥 < 0, 𝑥 > 0,

(32)

where 𝐴2𝑁+1 ∈ℝ(2𝑁+1)×(2𝑁+1) and 𝐴2𝑀+1 ∈ℝ(2𝑀+1)×(2𝑀+1) correspond to the coefficient matrix (6) of the one dimensional moment 
system, 𝑀 ≠𝑁 and 𝑄2𝑁+1 ∈ℝ2𝑁+1, 𝑄2𝑀+1 ∈ℝ2𝑀+1. Without loss of generality we assume 𝑁 ≤𝑀 . The change of the number of 
10

moment equations leads to a change of the eigenvalues and eigenvectors of the matrix 𝐴 and thus influences the waves.
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0

𝑄𝐿

𝑥 = 𝜆31𝑡

�̃�1

𝑥 = 𝜆53𝑡

�̃�2

𝑥 = 𝜆54𝑡

�̃�3

𝑥 = 𝜆55𝑡

𝑄𝑅

Fig. 1. Structure of the solution 𝑄 of the generalised Riemann Problem (32) for 𝑁 = 1 and 𝑀 = 2. The value of 𝑄 is constant in each wedge of the 𝑥− 𝑡 plane.

We approximate a solution of (32) by a piecewise constant function of the form

𝑄(𝑥, 𝑡) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

𝑄2𝑁+1
𝐿

, 𝑥− 𝜆2𝑁+1
1 𝑡 < 0,

𝑄2𝑁+1
𝐿

+
∑𝑖

𝑝=1𝑝,2𝑁+1, 𝑥 ∈ (𝜆2𝑁+1
𝑖

𝑡, 𝜆2𝑁+1
𝑖+1 𝑡), 𝑖 = 1,… ,𝑁,

𝑄2𝑀+1
𝑅

+
∑𝑘

𝑝=2𝑀+1𝑝,2𝑀+1, 𝑥 ∈ (𝜆2𝑀+1
𝑘−1 𝑡, 𝜆2𝑀+1

𝑘
𝑡), 𝑘 = 2𝑀 + 1,… ,𝑀 + 2,

𝑄2𝑀+1
𝑅

, 𝑥− 𝜆2𝑀+1
2𝑀+1𝑡 > 0.

(33)

Here 𝜆2𝑁+1
𝑖

, 𝑖 = 1, … , 𝑁 are the negative eigenvalues of the coefficient matrix 𝐴2𝑁+1 and 𝜆2𝑀+1
𝑗

, 𝑗 =𝑀 + 2, … , 2𝑀 + 1 are the 
positive eigenvalues of 𝐴2𝑀+1. Note that 𝜆2𝑁+1

𝑁+1 = 𝜆2𝑀+1
𝑀+1 = 0. Thus, for 𝑥 < 0 the piecewise constant solution, with 2𝑁 + 1 com-

ponents, is computed by adding the left moving waves 𝑝,2𝑁+1 = 𝛼𝑝𝑟
𝑁+1
𝑝 , 𝑝 = 1, … , 𝑁 , with 𝛼 = (𝑅2𝑁+1)−1(𝑄2𝑁+1

𝑅
−𝑄2𝑁+1

𝐿
) and 

eigenvectors of 𝐴2𝑁+1 which correspond to negative eigenvalues, to the left initial state 𝑄2𝑁+1
𝐿

. Here 𝑄2𝑁+1
𝑅

consists of the first 
2𝑁 +1 components of 𝑄2𝑀+1

𝑅
. Analogously, the piecewise constant solution for 𝑥 > 0 is computed by adding the right moving waves 

𝑝,2𝑀+1 = 𝛼𝑝𝑟
2𝑀+1
𝑝 , 𝑝 = 2𝑀 + 1, … , 𝑀 + 2, with 𝛼 = (𝑅2𝑀+1)−1(𝑄2𝑀+1

𝑅
−𝑄2𝑀+1

𝐿
), to the initial state 𝑄2𝑀+1

𝑅
. Now the left state 

𝑄2𝑀+1
𝐿

∈ℝ2𝑀+1 is obtained from 𝑄2𝑁+1
𝐿

by adding zeros at the components 2𝑁 + 2, … , 2𝑀 + 1.

In order to visualise the solution of the generalised Riemann problem for the homogeneous system of moment equations, we 
start with piecewise constant initial values which are obtained from steady state solutions of (9) with constant externally imposed 
velocity gradient 𝜕𝑥𝑤 and initial values 𝑓 (0, 𝜃) = 1∕2𝜋 using the spectral method from [8]. The spectral method for (9) is based on 
an expansion of 𝑓 of the form (10) but with a finite number of moments. Thus, the spectral method directly provides the initial 
values for the moments.

Example 4.3. We consider the generalised Riemann problem (32) for different values of 𝑁 and 𝑀 . For 𝑥 < 0 we use 𝑤𝑥∕𝐷𝑟 = 1, 
for 𝑥 > 0 we use 𝑤𝑥∕𝐷𝑟 = 4 in order to compute the initial values for the moments using a spectral method for the computation of 
steady states of (9).

As a reference solution for the generalised Riemann problem we compute the solution of the detailed model

𝜕𝑡𝑓 (𝑥, 𝑡, 𝜃) + 𝜕𝑥(−cos𝜃 sin𝜃𝑓 ) = 0 (34)

using the steady state solutions of (9) as initial values in 𝑓 . We compute the numerical solution 𝑓 of (34) at time 𝑡 = 5 using the 
two-dimensional Wave Propagation Algorithm adapted to this scalar transport equation. We then numerically integrate this solution 
over 𝜃 to compute the reference solution 𝜌(𝑥, 𝑡).

In Fig. 1, the solution of the generalised Riemann Problem (32) is visualised in the 𝑥-𝑡 plane for 𝑁 = 1 and 𝑀 = 2. For 𝑥 < 0 we 
consider the coefficient matrix 𝐴3 and for 𝑥 ≥ 0 the matrix 𝐴5 to compute the waves. While the negative eigenvalue 𝜆31 of 𝐴3 gives 
the wave speed of the left-going wave 1,3, the positive eigenvalues 𝜆54 and 𝜆55 of 𝐴5 describe the wave speeds of the right-going 
waves. Both matrices 𝐴3 and 𝐴5 have the eigenvalue 𝜆 = 0 as centred eigenvalue. The jump in 𝑄 across this centred wave follows 
from �̃�1 and �̃�2. In Fig. 2, the constructed solution of the generalised Riemann problem in Example 4.3 is visualised at time 𝑡 = 5. 
The blue dashed-dotted curve shows the first component 𝜌 of the solution vector 𝑄 of the generalised Riemann problem described 
in Example 4.3 coupling moment systems of order 𝑁 = 1 and 𝑀 = 2. The red dashed curve uses 2𝑁 + 1 = 2𝑀 + 1 = 3 moment 
equations throughout the domain. The green dotted curve uses 2𝑁 + 1 = 2𝑀 + 1 = 5 moment equations throughout the domain. 
The black solid curve is a highly resolved reference solution. Note that 𝜌 is a Riemann invariant of the centred wave for the 3 × 3
moment system and of the second and fourth wave of the 5 × 5 moment system. The jump in the moments at 𝑥 = 0 is neither an 
11

eigenvector of 𝐴3 nor of 𝐴5 but instead follows from the coupling of the two different solutions. Fig. 3 shows that a spatial coupling 
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Fig. 2. Solution 𝜌 of the generalised Riemann problem (32) described in Example 4.3 at time 𝑡 = 5. For 𝑥 < 0 we used 𝑤𝑥∕𝐷𝑟 = 1, for 𝑥 > 0 we used 𝑤𝑥∕𝐷𝑟 = 4. The 
blue dashed dotted curve is the solution for 𝑁 = 1 and 𝑀 = 2. The red dashed curve uses 𝑁 =𝑀 = 1 and the green dotted curve uses 𝑁 =𝑀 = 2 moment equations. 
The black solid curve is a highly resolved reference solution. (For interpretation of the colours in the figure(s), the reader is referred to the web version of this article.)

Fig. 3. Solution 𝜌 of the generalised Riemann problem described in Example 4.3 at time 𝑡 = 5. For 𝑥 < 0 we use 𝑤𝑥∕𝐷𝑟 = 1, for 𝑥 > 0 we use 𝑤𝑥∕𝐷𝑟 = 4. The blue 
dashed dotted curve uses different values of 𝑁 on the left hand side of the interface and 𝑀 = 20 on the right hand side of the interface. This solution is compared 
with a rough solution (red dashed curve) and a detailed solution (green dotted curve) which use 2𝑁 + 1 = 2𝑀 + 1 moment equations throughout the domain. The 
black solid curve is a highly resolved reference solution.

of moment systems with different resolution leads to an accurate approximation of the reference solution once the resolution of the 
moment systems is large enough on both sides of the interface. The red dashed curve is a rough solution using moment systems 
of order 𝑁 = 1, 𝑁 = 5, and 𝑁 = 10 throughout the domain. For 𝑁 = 1 and 𝑀 = 20, the solution in 𝜌 (blue dashed dotted curve) 
roughly approximates the highly resolved reference solution (black solid curve). At lower computational costs, the approximation 
using 𝑁 = 10 and 𝑀 = 20 compares well with the detailed solution using 𝑁 =𝑀 = 20 (green dotted curve). In Fig. 4, we consider 
an analogous test problem as in Example 4.3 but we used 𝑤𝑥∕𝐷𝑟 = 10 for 𝑥 < 0 and 𝑤𝑥∕𝐷𝑟 = 40 for 𝑥 > 0 for the computation of the 
piecewise constant initial values. Using 𝑁 = 10 and 𝑀 = 20 produces accurate results. In the next section we will describe a wave 
propagation algorithms which uses this wave decomposition of the generalised Riemann problem.

4.3.1. Conservative wave propagation algorithm for 1D moment system with different resolution

We now develop a Wave Propagation Algorithm for the moment system with different resolution. At grid cell interfaces with 
different numbers of moment equation the wave decomposition used in the numerical method is based on the generalised Riemann 
problem (32) discussed in the previous section. As the flux function of the moment system on the left hand side of the interface 
differs from the flux function on the right hand side, fluctuations defined in analogy to the standard form (28) do not lead to a 
conservative method. In fact, the condition (29), which guaranties conservation in the standard case, is not even well defined if 
vectors and matrices with different dimension are used across a grid cell interface where the number of moment equations changes.

To derive a conservative Wave Propagation Algorithm for solving moment systems with different numbers of moment equa-

tions, we use an alternative procedure to define the fluctuations ±Δ𝑄
𝑖− 1

2
. For homogeneous linear hyperbolic systems (25) the 

fluctuations can alternatively be defined using

+ ∗ − ∗
12

 Δ𝑄
𝑖− 1

2
=𝐴𝑄𝑖 −𝐴𝑄

𝑖− 1
2
,  Δ𝑄

𝑖− 1
2
=𝐴𝑄

𝑖− 1
2
−𝐴𝑄𝑖−1. (35)
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Fig. 4. Solution 𝜌 of the generalised Riemann problem described in Example 4.3 at time 𝑡 = 5. For 𝑥 < 0 we used 𝑤𝑥∕𝐷𝑟 = 10, for 𝑥 > 0 we used 𝑤𝑥∕𝐷𝑟 = 40. The blue 
dashed dotted curve uses different values of 𝑁 on the left hand side of the interface and 𝑀 = 20 on the right hand side of the interface. This solution is compared 
with a rough solution (red dashed curve) and a detailed solution (green dotted curve) which use 2𝑁 + 1 = 2𝑀 + 1 moment equations throughout the domain. The 
black solid curve is a highly resolved reference solution.

Here 𝑄∗
𝑖− 1

2

is the solution of the Riemann problems with piecewise constant initial values given by 𝑄𝑖−1 and 𝑄𝑖 at the interface 𝑥
𝑖− 1

2
. 

This value can be computed using

𝑄∗
𝑖− 1

2
=𝑄𝑖−1 +

∑
𝑝∶𝜆𝑝<0

𝑝

𝑖−1∕2 (36)

or alternatively by using

𝑄∗
𝑖− 1

2
=𝑄𝑖 −

∑
𝑝∶𝜆𝑝>0

𝑝

𝑖−1∕2. (37)

The stationary wave of the homogeneous Riemann problem with constant number of moment equations can be ignored since 
𝑁+1,2𝑁+1 is an eigenvector with eigenvalue zero and therefore this wave does not contribute to the flux 𝐴𝑄∗ at the interface.

If the same number of moment equations is used in adjacent cells, we have the same flux function on both sides of the interface 
𝑥 = 𝑥

𝑖− 1
2
. For 2𝑁 + 1 moment equations, formula (35) leads to

+Δ𝑄
𝑖− 1

2
=𝐴2𝑁+1𝑄2𝑁+1

𝑖
−𝐴2𝑁+1𝑄2𝑁+1

𝑖
+

2𝑁+1∑
𝑝=1

(
𝜆𝑝,2𝑁+1)+𝑝,2𝑁+1

𝑖− 1
2

=
2𝑁+1∑
𝑝=1

(
𝜆𝑝,2𝑁+1)+𝑝,2𝑁+1

𝑖−1∕2 ,

−Δ𝑄
𝑖− 1

2
=𝐴2𝑁+1𝑄2𝑁+1

𝑖−1 +
2𝑁+1∑
𝑝=1

(
𝜆𝑝,2𝑁+1)−𝑝,2𝑁+1

𝑖− 1
2

−𝐴2𝑁+1𝑄2𝑁+1
𝑖−1

=
2𝑁+1∑
𝑝=1

(
𝜆𝑝,2𝑁+1)−𝑝,2𝑁+1

𝑖−1∕2 .

Analogously for adjacent cells in which 2𝑀 + 1 moments are used.

At the interface between cells in which different numbers of moment equations are used, we solve Riemann problems between 
states 𝑄2𝑁+1

𝑖−1 and 𝑄2𝑀+1
𝑖

(or 𝑄2𝑀+1
𝑖−1 and 𝑄2𝑁+1

𝑖
). To construct a conservative method, we assign both states at the interface to the 

flux function of the moment system of higher order. Again, we assume 2𝑀 + 1 > 2𝑁 + 1. We extend the vector 𝑄2𝑁+1
𝑖−1 ∈ℝ2𝑁+1 to a 

vector of length 2𝑀 + 1 by adding 2𝑀 − 2𝑁 zeros, i.e., we define

�̃�2𝑁+1
𝑖−1 ∶=

⎛⎜⎜⎜⎝
𝑄2𝑁+1
𝑖−1
0
⋮
0

⎞⎟⎟⎟⎠ ∈ℝ2𝑀+1.

Moreover, we use (37) for both fluctuations ±Δ𝑄
𝑖− 1

2
, i.e. we set

𝑄∗
𝑖− 1

2
=𝑄2𝑀+1

𝑖
−

∑
𝑝∶𝜆𝑝,2𝑀+1>0

𝑝,2𝑀+1
𝑖− 1

2

.

13

Then, the fluctuations are given as
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+Δ𝑄
𝑖− 1

2
=𝐴2𝑀+1𝑄2𝑀+1

𝑖
−𝐴2𝑀+1𝑄∗

𝑖− 1
2

=𝐴2𝑀+1𝑄2𝑀+1
𝑖

−𝐴2𝑀+1𝑄2𝑀+1
𝑖

+
2𝑀+1∑
𝑝=1

(
𝜆𝑝,2𝑀+1)+𝑝,2𝑀+1

𝑖− 1
2

=
2𝑀+1∑
𝑝=1

(
𝜆𝑝,2𝑀+1)+𝑝,2𝑀+1

𝑖− 1
2

,

−Δ𝑄
𝑖− 1

2
=𝐴2𝑀+1𝑄∗

𝑖− 1
2
−𝐴2𝑀+1�̃�2𝑁+1

𝑖−1

=𝐴2𝑀+1𝑄2𝑀+1
𝑖

−
2𝑀+1∑
𝑝=1

(
𝜆𝑝,2𝑀+1)+𝑝,2𝑀+1

𝑖− 1
2

−𝐴2𝑀+1�̃�2𝑁+1
𝑖−1

=𝐴2𝑀+1 (𝑄2𝑀+1
𝑖

− �̃�2𝑁+1
𝑖−1

)
−

2𝑀+1∑
𝑝=1

(
𝜆𝑝,2𝑀+1)+𝑝,2𝑀+1

𝑖− 1
2

.

Since −Δ𝑄
𝑖− 1

2
is the fluctuation due to the left moving waves, this term updates the cell average values in cell (𝑖 − 1) where we 

only use 2𝑁 + 1 moment equations. Therefore, we only use the first 2𝑁 + 1 components of −Δ𝑄
𝑖− 1

2
to update the cell averages in 

cell (𝑖 −1). For the second order correction terms at the interface 𝑖 − 1
2 we use the 𝑁 +𝑀 +1 waves and corresponding wave speeds 

discussed in subsubsection 4.2.1, i.e. we compute

𝐹
𝑖− 1

2
= 1

2

𝑁∑
𝑝=1

|𝜆𝑝,2𝑁+1| (1 − Δ𝑡
Δ𝑥

|𝜆𝑝,2𝑁+1|)̃𝑝,2𝑁+1
𝑖− 1

2

+ 1
2

2𝑀+1∑
𝑝=𝑀+2

|𝜆𝑝,2𝑀+1| (1 − Δ𝑡
Δ𝑥

|𝜆𝑝,2𝑀+1|)̃𝑝,2𝑀+1
𝑖− 1

2

.

To obtain vectors of the same length, we add zeros as components 2𝑁 + 2, … , 2𝑀 + 1 to ̃𝑝,2𝑁+1
𝑖− 1

2

and only use the first 2𝑁 + 1

components of the correction flux for the update of the moments in cell 𝑖 − 1 but the whole vector for the update in cell 𝑖. The wave 
limiter described in [3] limits waves based on a comparison with neighbouring waves of the same family, i.e. neighbouring waves 
which correspond to the same eigenvector are compared. In order to apply limiting for the waves at the interface 𝑖 − 1

2 one needs to 
compute two additional wave decompositions at the interfaces 𝑖 − 3

2 and 𝑖 + 1
2 .

We summarise our results in the following theorem.

Theorem 4.4. Let

+Δ𝑄
𝑖− 1

2
=

2𝑀+1∑
𝑝=1

(
𝜆𝑝,2𝑀+1)+𝑝,2𝑀+1

𝑖− 1
2

,

−Δ𝑄
𝑖− 1

2
=𝐴2𝑀+1 (𝑄2𝑀+1

𝑖
− �̃�2𝑁+1

𝑖−1
)
−

2𝑀+1∑
𝑝=1

(
𝜆𝑝,2𝑀+1)+𝑝,2𝑀+1

𝑖− 1
2

(38)

at interfaces between cells in which moment systems with 2𝑁 + 1 and 2𝑀 + 1, 𝑀 >𝑁 , moment equations are used and

+Δ𝑄
𝑖− 1

2
=

2𝑁+1∑
𝑝=1

(
𝜆𝑝,2𝑁+1)+𝑝,2𝑁+1

𝑖−1∕2 ,

−Δ𝑄
𝑖− 1

2
=

2𝑁+1∑
𝑝=1

(
𝜆𝑝,2𝑁+1)−𝑝,2𝑁+1

𝑖−1∕2

(39)

at interfaces between cells in which moment systems with 2𝑁 + 1 = 2𝑀 + 1 moment equations are used. Then the high-resolution Wave 
Propagation Algorithm

𝑄𝑛+1
𝑖

=𝑄𝑖 −
Δ𝑡
Δ𝑥

(+Δ𝑄𝑖−1∕2 +−Δ𝑄𝑖+1∕2
)
− Δ𝑡

Δ𝑥

(
𝐹𝑖+1∕2 − 𝐹𝑖−1∕2

)
(40)

is a conservative method in the first 2𝑁 + 1 components for solving moment systems with different resolution in different spatial regions of 
14

the domain.
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𝑥𝑖− 3
2

𝑥𝑖− 1
2

0

𝑥𝑖+ 1
2

𝑄𝑖−2 𝑄𝑖−1 𝑄𝑖 𝑄𝑖+1

1,3
𝑖−1∕2 3,3

𝑖−1∕2 1,3
𝑖−1∕2 4,5

𝑖−1∕2

5,5
𝑖+1∕2 1,5

𝑖−1∕2

2,5
𝑖+1∕2 4,5

𝑖+1∕2

5,5
𝑖+1∕2

Fig. 5. Schematic diagram of Godunov’s method for solving the generalised Riemann Problem (32) for 𝑁 = 1 and 𝑀 = 2. The Riemann problem is solved at each cell 
interface.

𝑡𝑛

𝑡𝑛+1

𝐹𝑛

𝑖− 1
2

𝐹𝑛

𝑖+ 1
2

𝑤𝑛

𝑖− 3
2

𝑤𝑛

𝑖− 1
2

𝐶𝑖−1

𝑤𝑛

𝑖+ 1
2

𝐶𝑖

𝑤𝑛

𝑖+ 3
2

𝐶𝑖+1

𝑄𝑛
𝑖−1 𝑄𝑛

𝑖
𝑄𝑛

𝑖+1

𝑤𝑛+1
𝑖− 3

2

𝑤𝑛+1
𝑖− 1

2

𝑤𝑛+1
𝑖+ 1

2

𝑤𝑛+1
𝑖+ 3

2
𝑄𝑛+1

𝑖−1 𝑄𝑛+1
𝑖

𝑄𝑛+1
𝑖+1

Fig. 6. Illustration of the staggered grid used for the discretisation of the coupled moment system for shear flow.

Proof. At interfaces between cells in which moment systems with 2𝑁 + 1 and 2𝑀 + 1, 𝑀 >𝑁 are used, we have

−Δ𝑄
𝑖− 1

2
++Δ𝑄

𝑖− 1
2
=

2𝑀+1∑
𝑝=1

(
𝜆𝑝,2𝑀+1)+𝑝,2𝑀+1

𝑖− 1
2

+𝐴2𝑀+1 (𝑄2𝑀+1
𝑖

− �̃�2𝑁+1
𝑖−1

)
−

2𝑀+1∑
𝑝=1

(
𝜆𝑝,2𝑀+1)+𝑝,2𝑀+1

𝑖− 1
2

=𝐴2𝑀+1𝑄2𝑀+1
𝑖

−𝐴2𝑀+1�̃�2𝑁+1
𝑖−1

=𝐴2𝑀+1𝑄2𝑀+1
𝑖

−𝐴2𝑀+1�̃�2𝑁+1
𝑖−1 .

At interfaces between cells in which moment systems with 2𝑁 + 1 = 2𝑀 + 1 moment equations are used, the fluctuations (39) are 
defined in the standard form and obviously fulfil the conservation condition. As the second order correction terms are defined in flux 
difference form, (40) leads to a conservative update. □

The form of our moment equations (5) shows that only 𝜌 is a conserved quantity. Our approximation of the homogeneous moment 
system obtained by ignoring the source term conserves the minimal number of moments used anywhere in the computational domain 
by defining a unique flux at each grid cell interface. After applying the source term update to the moment system only 𝜌 will be 
conserved.

Fig. 5 gives a schematic diagram of Godunov’s method for solving the generalised Riemann problem (32) for 𝑁 = 1 and 𝑀 = 2. At 
the interface 𝑥

𝑖− 3
2
, the Riemann problem between the states 𝑄3

𝑖−2 and 𝑄3
𝑖−1 has to be solved. The flux function at this interface is given 

as 𝐴3𝑄∗
𝑖− 3

2

. Analogously, the flux function at the interface 𝑥
𝑖+ 1

2
is given as 𝐴5𝑄∗

𝑖− 1
2

. At the interface 𝑥
𝑖− 1

2
, three moment equations 

are used on the left and five moment equations on the right hand side of the interface. To get a method which is conservative in the 
first three components, we choose the coefficient matrix 𝐴5 to compute the numerical flux function.

5. Bulk-coupling of moment equations with flow equations

In this section, we study the numerical discretisation of the one- and two-dimensional hyperbolic moment systems coupled to the 
diffusion equation (7) or the two-dimensional Navier-Stokes equation (12).

5.1. Bulk-coupling for shear flow

We consider the one-dimensional moment system (5) coupled to (7). We discretise the spatial domain Ω = [𝑥𝑙, 𝑥𝑟] and the time 
variable 𝑡 in the same way as described in subsubsection 4.1.1. We define the discrete values of the velocity 𝑤(𝑥, 𝑡) and of the vector 
of moments 𝑄(𝑥, 𝑡) on a staggered grid as visualised in Fig. 6. The discrete value of the velocity at time 𝑡𝑛 is stored at the nodes of 
the grid, i.e.

𝑛

(
𝑛

)

15

𝑤
𝑖+ 1

2
≈𝑤 𝑥

𝑖+ 1
2
, 𝑡 , 𝑖 = 1,… ,𝑚+ 1
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approximates the point value on the interface 𝑥
𝑖+ 1

2
at time 𝑡𝑛. The discrete value of the moments at time 𝑡𝑛 is stored at the midpoints 

of the grid cell, see (26).

We compute the numerical solution of the coupled moment system for shear flow with an operator splitting method in which 
we separately approximate the different components of the coupled moment system. We use Strang splitting for solving the inho-

mogeneous diffusion equation as well as for solving the inhomogeneous system of moment equations. The steps of the algorithm 
for solving the coupled moment system for one time step are presented in Algorithm 1. The approach is comparable to the splitting 
method presented by Cheng and Knorr [10] for the Vlasov-Poisson equation. While in [10] a Poisson equation is considered, we have 
an inhomogeneous diffusion equation.

Algorithm 1 Operator splitting algorithm for solving the coupled moment system for shear flow.

1.
1
2
Δ𝑡 step on 𝜕𝑡𝑄(𝑥, 𝑡) = 𝜙(𝑄(𝑥, 𝑡)).

2.
1
4
Δ𝑡 step on 𝜕𝑡𝑤(𝑥, 𝑡) = 𝛿(�̄�− 𝜌).

3.
1
2
Δ𝑡 step on 𝜕𝑡𝑤(𝑥, 𝑡) − 𝜕𝑥𝑥𝑤(𝑥, 𝑡) = 0. Calculate 𝜕𝑥𝑤(𝑥, 𝑡).

4.
1
4
Δ𝑡 step on 𝜕𝑡𝑤(𝑥, 𝑡) = 𝛿(�̄�− 𝜌).

5. Δ𝑡 step on 𝜕𝑡𝑄(𝑥, 𝑡) +𝐴𝜕𝑥𝑄(𝑥, 𝑡) = 0.

6.
1
4
Δ𝑡 step on 𝜕𝑡𝑤(𝑥, 𝑡) = 𝛿(�̄�− 𝜌).

7.
1
2
Δ𝑡 step on 𝜕𝑡𝑤(𝑥, 𝑡) − 𝜕𝑥𝑥𝑤(𝑥, 𝑡) = 0. Calculate 𝜕𝑥𝑤(𝑥, 𝑡).

8.
1
4
Δ𝑡 step on 𝜕𝑡𝑤(𝑥, 𝑡) = 𝛿(�̄�− 𝜌).

9.
1
2
Δ𝑡 step on 𝜕𝑡𝑄(𝑥, 𝑡) = 𝜙(𝑄(𝑥, 𝑡)).

first half time step 
of Strang splitting 

for the flow equation

second half time step 
of Strang splitting 

for the flow equation

The system of ordinary differential equations resulting from the source term of the moment system is solved with the classical 
Runge-Kutta method. For each time step, the update of the discrete velocity field 𝑤(𝑥, 𝑡) is computed with the Crank-Nicolson method 
for periodic solutions. This solution is used to calculate

𝜕𝑥𝑤
(
𝑥𝑖, 𝑡

𝑛
)
=
𝑤𝑛

𝑖+ 1
2

−𝑤𝑛

𝑖− 1
2

Δ𝑥
, 𝑖 = 1,… ,𝑚.

We calculate the solution of the homogeneous system of moment equations with the high-resolution Wave Propagation Algorithm 
by LeVeque, described in subsubsection 4.1.1. We use the test case that was already considered in [1] to study the accuracy of this 
approach.

Example 5.2. We study the one-dimensional moment system (5) coupled to (7) with initial data on the interval [0, 100] of the form

𝜌(𝑥,0) = exp
(
−(𝑥− 50)2

)
,

𝐶𝑖(𝑥,0) = 𝑆𝑖(𝑥,0) = 0, 𝑖 = 1, ...,𝑁,

𝑤(𝑥,0) = 0

and periodic boundary conditions. The parameters are set to 𝐷𝑟 = 0.01, 𝑅𝑒 = 1 and 𝛿 = 1. We compute the solution of 𝜌 at time 
𝑡 = 30.

In Table 1, we present a convergence study for the problem in Example 5.2 for different values of 𝑁 . As there is no analytical 
solution for the coupled problem for shear flow, we use a highly resolved numerical solution of the coupled problem calculated on a 
very fine grid with 8192 grid cells as a reference solution. We compare the highly resolved solution of 𝜌 with the numerical solution 
of 𝜌 on coarse grids for different values of 𝑁 . As the grids are chosen in the way that all grid points on coarser grids are also grid 
points on the fine grid, we can compare the numerical solutions of 𝜌 on coincident grid points. In the first test, the highly resolved 
solution and the coarse solution use the same number of moment equations. We show the 𝐿∞-error and the experimental order of 
convergence (EOC), computed by comparing the error on two different grids

𝐸𝑂𝐶 =
log

(‖𝜌𝑛 − 𝜌𝑒𝑥𝑛 ‖∞/‖𝜌2𝑛 − 𝜌𝑒𝑥2𝑛‖∞)
log(2)

.

𝜌𝑛 denotes the numerical solution computed on a coarse grid with 𝑛 grid cells in 𝑥 at time 𝑡 = 30. 𝜌𝑒𝑥𝑛 is the reference solution which 
is computed on a fine grid in 𝑥 at time 𝑡 = 30 and subsequently projected onto the grid with 𝑛 cells. In all computations for Table 1, 
we discretised the coupled problem for shear flow with the methods presented in Algorithm 1. The results in Table 1 confirm second 
order convergence rates.

Next, we calculate the reference solution on a highly resolved grid with 8192 grid cells using 𝑁 = 20 moment equations. We 
compare this reference solution with the numerical solution on a coarse grid using 𝑁 = {3, 6, 10, 15} moments in Table 2. The 
accuracy study in Table 2 illustrates the convergence due to grid refinement as well as due to an increase of the number of moments. 
For 𝑁 = 3 the error due to an inadequate number of moment equations dominates the error on all grids and we do not observe 
16

convergence as the mesh is refined. For 𝑁 = 6 the discretisation error dominates the error on relatively coarse grids. On finer 
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Table 1

Accuracy study for the coupled problem for shear flow using 𝑁 = 1, 2, 3, 10 moment equations. The reference 
solution uses the same number of moment equations as the coarse solution. The models are coupled with Algo-

rithm 1.

N=1 N=2 N=3 N=10

grid 𝐿∞-Error EOC 𝐿∞-Error EOC 𝐿∞-Error EOC 𝐿∞-Error EOC

512 5.8162 ⋅ 10−3 2.1098 ⋅ 10−3 8.4068 ⋅ 10−4 1.0134 ⋅ 10−3
1024 1.7213 ⋅ 10−3 1.75 5.8559 ⋅ 10−4 1.85 2.3662 ⋅ 10−4 1.83 2.9458 ⋅ 10−4 1.78

2048 4.4172 ⋅ 10−4 1.96 1.4176 ⋅ 10−4 2.05 6.5280 ⋅ 10−5 1.86 7.5300 ⋅ 10−5 1.97

Table 2

Accuracy study for the coupled shear flow problem using 𝑁 = 3, 6, 10, 15. The reference solution uses 𝑁 = 20
moment equations. The models are coupled with Algorithm 1.

N=3 N=6 N=10 N=15

grid 𝐿∞-Error EOC 𝐿∞-Error EOC 𝐿∞-Error EOC 𝐿∞-Error EOC

256 9,0513 ⋅ 10−3 2.4774 ⋅ 10−3 4.2754 ⋅ 10−3 4.4779 ⋅ 10−3
512 8.4361 ⋅ 10−3 0.10 6.9811 ⋅ 10−4 1.83 1.2723 ⋅ 10−3 1.75 1.3225 ⋅ 10−3 1.76

1024 8.3212 ⋅ 10−3 0.02 3.3731 ⋅ 10−4 1.05 3.5854 ⋅ 10−4 1.83 3.3623 ⋅ 10−4 1.98

2048 8.2830 ⋅ 10−3 0.007 3.3305 ⋅ 10−4 0.02 8.5690 ⋅ 10−5 2.06 8.8320 ⋅ 10−5 1.93

Fig. 7. Approximation of the coupled problem for shear flow as described in Example 5.3. The blue dashed dotted curve shows the density at time 𝑡 = 50 for different 
values of 𝑁 . The black solid line is a reference solution.

grids the error due to an insufficient value of 𝑁 dominates the total error. Therefore, we only observe the expected second order 
convergence rates on the coarser grids. For 𝑁 ≥ 10 the discretisation error dominates the total error on all considered grids and we 
observe the expected second order convergence rates as the grid is refined. From the different values of the error on grids with 1024 
or 2048 cells one can also observe how an increase of the number of moment equations leads to a decrease of the error.

In the following example, we use the discretisation presented in section 4 and section 5 to again solve the coupled moment 
system for shear flow. Now we adapt the number of moment equations locally in order to resolve the solution structure accurately 
and efficiently. Based on the results of section 3, we will use the magnitude of the residuum as an error indicator and choose the 
number of moments accordingly.

Example 5.3. We consider the moment system for shear flow (5) coupled to the diffusion equation (7) with initial data on the 
interval [0, 100] of the form

𝜌(𝑥,0) = exp
(
−10(𝑥− 50)2

)
𝑤(𝑥,0) = 0.

All other moments are initially set to zero. We use the parameters 𝐷𝑟 = 0.01 and 𝛿 = 1 and periodic boundary conditions. The solution 
is computed at time 𝑡 = 50 and the zeroth order moment 𝜌 will be shown. We compare this solution using different levels of detail 
with the solution of the coupled problem for shear flow using the same number of moment equations throughout the domain.

In Fig. 7, the solution of the coupled moment system using the same number of moment equations throughout the domain is 
illustrated.

We plot the density 𝜌 at time 𝑡 = 50 for 𝑁 = 1, 𝑁 = 2 and 𝑁 = 3 as a blue dashed line. The black solid line is a reference solution 
using 𝑁 = 20. Using 𝑁 = 1, i.e. only the three moment equations for 𝜌, 𝐶1 and 𝑆1, approximations of the coupled fluid-moment 
system lead to negative and thus unphysical values in density for 𝑥 ∈ (30, 40) ∪ (60, 70). In spatial regions of low density the solution 
of the moment system using 𝑁 = 1 moment equations approximates the highly resolved solution very well. The solution of the 
17

coupled moment system using 𝑁 = 2 moments still leads to negative values of density in the intervals [25, 35] and [65, 75]. Also 
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Fig. 8. Error indicators |�̂�2𝑁+2| at time 𝑡 = 50 for 𝑁 = 1, 𝑁 = 2 and 𝑁 = 3. Note the different scaling of the 𝑦 axis.

Fig. 9. Error indicators |�̂�2𝑁+3| at time 𝑡 = 50 for 𝑁 = 1, 𝑁 = 2 and 𝑁 = 3. Note the different scaling of the 𝑦 axis.

Fig. 10. Error indicators for the resolved reference solution computed at 𝑡 = 50.

in the area of the highest density [45, 55], the moment system using 𝑁 = 1 or 𝑁 = 2 leads to visible deviations from the solution 
structure of the reference solution. The density computed by the coupled moment system with 𝑁 = 3 moment equations compares 
well with the reference solution and does not show any unphysical values.

The analytical considerations of section 3 suggest that the quantities

|�̂�2𝑁+2| ∶= |1
4
𝜕𝑥𝑆𝑁 + 𝑁 + 1

2
𝜕𝑥𝑤𝑆𝑁 |, |�̂�2𝑁+3| ∶= |1

4
𝜕𝑥𝐶𝑁 + 𝑁 + 1

2
𝜕𝑥𝑤𝐶𝑁 |

can be used as error indicators. In Figs. 8 and 9 we plot these quantities for the numerical solution at time 𝑡 = 50 using 𝑁 = 1, 2, 3.

For 𝑁 = 1, we can see that the magnitude of |�̂�4| has maximal values for 𝑥 ∈ (30, 40) ∪ (60, 70). Precisely in these intervals, the 
moment 𝜌 for 𝑁 = 1 has unphysical values in Fig. 7. The error indicator |�̂�5| has its maximum at the centre. For 𝑁 = 2 both |𝑅6|
and |�̂�7| indicate the largest error within the interval [27, 73] but the magnitude of the error indicators for 𝑁 = 2 is more than an 
order of magnitude smaller than for 𝑁 = 1. For 𝑁 = 3 the magnitude of the error indicators |�̂�8| and |�̂�9| decrease further. In this 
case the solution structure of 𝜌 compares well with the reference solution.

Finally, in Fig. 10 we show the two components of the error indicator for the highly resolved reference solution using 𝑁 = 20. 
Now both error indicators have values on the level of machine precision.

Based on these observations, we choose the number of moment equations used in the coupled moment system in the different 
18

regions of the domain [0, 100] to compute an accurate and efficient approximation of the solution of Example 5.3. We use 𝑁 = 1 for 
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Fig. 11. Approximation of the coupled problem for shear flow as described in Example 5.3. The blue dashed dotted curve shows the density at time 𝑡 = 50. We use 
𝑁 = 1 for 𝑥 ∈ [0, 20] ∪ [80, 100], 𝑁 = 2 for 𝑥 ∈ [20, 25] ∪ [75, 80] and 𝑁 = 3 for 𝑥 ∈ [25, 75]. The black solid line is a reference solution.

the intervals [0, 20] and [80, 100], 𝑁 = 2 for [20, 25] ∪ [75, 80] and 𝑁 = 3 for [25, 75]. In Fig. 11, the first component 𝜌 of the solution 
of the coupled moment system with different resolution in different spatial regions and initial data as described in Example 5.3 is 
shown as a blue dashed line. We again compare this solution of the coupled moment system using different levels of detail with a 
highly resolved reference solution, which is given as a black solid line. The solution of the coupled moment system using different 
levels of resolution shows no unphysical values and compares very well with the solution structure of the reference solution.

The comparison demonstrates that a local increase of the number of moment equations can avoid the unphysical solutions 
observed in the under-resolved case. The adaptive usage of moment systems of higher resolution leads to accurate approximations 
at lower computational costs. The error indicators obtained from the residuum provide a useful selection criteria for choosing the 
number of moments.

5.4. Bulk-coupling for two-dimensional flow

We present the numerical discretisation of the two-dimensional moment system (11) coupled to the flow equation (12). The 
two-dimensional spatial domain Ω ∶= [𝑥𝑙, 𝑥𝑟] × [𝑧𝑙, 𝑧𝑟] is discretised as described in subsubsection 4.1.2.

To apply the High-Resolution Wave Propagation Algorithm by LeVeque from subsubsection 4.1.2, the components of the discrete 
vector of moments 𝑄𝑛

𝑖,𝑗
are defined as the average value over the (𝑖, 𝑗)-th grid cell at time 𝑡𝑛, see (31). To solve the Navier-Stokes 

Equation with the projection method by Lee [11], the divergence-free velocity field (𝑢, 𝑤) in the two-dimensional Navier-Stokes 
equation is discretised on a staggered grid. While (𝑈𝑛

𝑖,𝑗
, 𝑊 𝑛

𝑖,𝑗
) is defined at the cell centre of 𝐶𝑖,𝑗 , the horizontal and vertical compo-

nents of the discrete edge velocity field (𝑢𝑛
𝑖±1∕2,𝑗 , 𝑤

𝑛
𝑖,𝑗±1∕2) are defined at the midpoints of the interfaces (𝑥𝑖±1∕2, 𝑧𝑗 ) and (𝑥𝑖, 𝑧𝑗±1∕2) of 

the cell 𝐶𝑖,𝑗 . We compute the cell average 𝑈𝑈𝑈𝑛
𝑖,𝑗

= (𝑈𝑛
𝑖,𝑗
, 𝑊 𝑛

𝑖,𝑗
) over the (𝑖, 𝑗)-th grid cell at time 𝑡𝑛 as

𝑈𝑈𝑈𝑛
𝑖,𝑗 ≈

1
Δ𝑥Δ𝑧 ∫

𝐶𝑖,𝑗

𝑢𝑢𝑢 (𝑥, 𝑧, 𝑡𝑛)𝑑𝑥𝑑𝑧. (41)

The discrete edge velocity is calculated by taking the average of the cell-centred values. For example, the left edge value of cell 𝐶𝑖,𝑗

is

𝑢𝑛
𝑖−1∕2,𝑗 =

1
2
(𝑈𝑛

𝑖−1,𝑗 +𝑈𝑛
𝑖,𝑗 ). (42)

The numerical solution of the coupled moment system for the two-dimensional flow problem is computed with the steps presented 
in Algorithm 2.

Algorithm 2 Operator splitting algorithm for solving the coupled moment system for two-dimensional flow.

1.
1
2
Δ𝑡 step on 𝜕𝑡𝑄(𝑥𝑥𝑥, 𝑡) = 𝜙(𝑄(𝑥𝑥𝑥, 𝑡)).

2.
1
4
Δ𝑡 step on 𝑤𝑡(𝑥𝑥𝑥, 𝑡) = − 𝛿

𝑅𝑒
𝜌.

3.
1
2
Δ𝑡 step on Navier-Stokes; Calculate 𝜕𝑥𝑢(𝑥𝑥𝑥, 𝑡), 𝜕𝑧𝑢(𝑥𝑥𝑥, 𝑡), 𝜕𝑥𝑤(𝑥𝑥𝑥, 𝑡), 𝜕𝑧𝑤(𝑥𝑥𝑥, 𝑡).

4.
1
4
Δ𝑡 step on 𝜕𝑡𝑤(𝑥𝑥𝑥, 𝑡) = − 𝛿

𝑅𝑒
𝜌.

5. Δ𝑡 step on 𝜕𝑡𝑄(𝑥𝑥𝑥, 𝑡) +𝐴𝜕𝑥𝑄(𝑥𝑥𝑥, 𝑡) +𝐵𝜕𝑧𝑄(𝑥𝑥𝑥, 𝑡) = 0.

6.
1
4
Δ𝑡 step on 𝜕𝑡𝑤(𝑥𝑥𝑥, 𝑡) = − 𝛿

𝑅𝑒
𝜌.

7.
1
2
Δ𝑡 step on Navier-Stokes; Calculate 𝜕𝑥𝑢(𝑥𝑥𝑥, 𝑡), 𝜕𝑧𝑢(𝑥𝑥𝑥, 𝑡), 𝜕𝑥𝑤(𝑥𝑥𝑥, 𝑡), 𝜕𝑧𝑤(𝑥𝑥𝑥, 𝑡).

8.
1
4
Δ𝑡 step on 𝜕𝑡𝑤(𝑥𝑥𝑥, 𝑡) = − 𝛿

𝑅𝑒
𝜌.

9.
1
2
Δ𝑡 step on 𝜕𝑡𝑄(𝑥𝑥𝑥, 𝑡) = 𝜙(𝑄(𝑥𝑥𝑥, 𝑡)).

first half time step 
of Strang splitting 

for the flow equation

second half time step 
of Strang splitting 

for the flow equation
19
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Fig. 12. Approximation of the two-dimensional coupled problem using 𝐷𝑟 = 1 and 𝑁 = 4. Contour plots of density 𝜌 are shown at times 𝑡 = 10,15,20.

In each time step, the system of ordinary differential equations resulting from the source term of the moment system is solved 
with the classical Runge-Kutta method. The Navier-Stokes equation is solved with the projection method by Long Lee [11]. The 
solution is used to calculate the discrete derivatives

𝜕𝑥𝑢
(
𝑥𝑖, 𝑦𝑗 , 𝑡

𝑛
)

=
𝑢𝑛
𝑖+ 1

2 ,𝑗
− 𝑢𝑛

𝑖− 1
2 ,𝑗

Δ𝑥
, 𝑖 = 1,… ,𝑚, 𝑗 = 1,… ,𝑚,

𝜕𝑧𝑢
(
𝑥𝑖, 𝑦𝑗 , 𝑡

𝑛
)

=
𝑢𝑛
𝑖,𝑗+ 1

2

− 𝑢𝑛
𝑖,𝑗− 1

2

Δ𝑧
, 𝑖 = 1,… ,𝑚, 𝑗 = 1,… ,𝑚,

𝜕𝑥𝑤
(
𝑥𝑖, 𝑦𝑗 , 𝑡

𝑛
)

=
𝑤𝑛

𝑖+ 1
2 ,𝑗

−𝑤𝑛

𝑖− 1
2 ,𝑗

Δ𝑥
, 𝑖 = 1,… ,𝑚, 𝑗 = 1,… ,𝑚,

𝜕𝑧𝑤
(
𝑥𝑖, 𝑦𝑗 𝑡

𝑛
)

=
𝑤𝑛

𝑖,𝑗+ 1
2

−𝑤𝑛

𝑖,𝑗− 1
2

Δ𝑧
, 𝑖 = 1,… ,𝑚, 𝑗 = 1,… ,𝑚.

The solution of the homogeneous system of moment equations is calculated with the high-resolution Wave Propagation Algorithm 
by LeVeque described in subsubsection 4.1.2.

5.5. Numerical simulation for the coupled moment system in a two-dimensional flow

In the two-dimensional case we consider the sedimentation of a droplet of rod-like particles.

Example 5.6. We consider the two-dimensional moment system (11) coupled to the flow equations (12) on the domain [0, 100] ×
[0, 100] with doubly periodic boundary conditions. The initial values are set to

𝑢(𝑥, 𝑦,0) = 𝑣(𝑥, 𝑦,0) = 0

𝜌(𝑥, 𝑦,0) = exp
(
−0.025

(
(𝑥− 50)2 + (𝑦− 75)2

))
𝐶𝑖(𝑥, 𝑦,0) = 𝑆𝑖(𝑥, 𝑦,0) = 0, 𝑖 = 1,… ,𝑁

We set the parameter values to 𝛿 = 1, 𝑅𝑒 = 1 and vary the rotational diffusion parameter to consider 𝐷𝑟 = 1 and 𝐷𝑟 = 0.1.

In Fig. 12 we show the sedimenting droplet at three different times using 𝐷𝑟 = 1 and 𝑁 = 4. The initially circular droplet deforms 
as it sediments. The solution structure at time 𝑡 = 20 computed with fewer moment equations is shown in Fig. 13. For 𝑁 = 1
differences in the solution structure are clearly visible. For 𝑁 = 2, 3 the solution structure compares well with those observed for 
𝑁 = 4.

Motivated by the error indicator derived for shear flow, we also consider the quantities

|�̂�2𝑁+2| ∶= ||||−1
4
𝜕𝑥𝑆𝑁 − 1

4
𝜕𝑧𝐶𝑁 − 𝑁 + 1

2
(𝜕𝑧𝑤− 𝜕𝑥𝑢)𝐶𝑁 − 𝑁 + 1

2
(𝜕𝑧𝑢+ 𝜕𝑥𝑤)𝑆𝑁

|||||1 1 𝑁 + 1 𝑁 + 1 |

20

|�̂�2𝑁+3| ∶= |||4𝜕𝑥𝐶𝑁 −
4
𝜕𝑧𝑆𝑁 −

2
(𝜕𝑧𝑤− 𝜕𝑥𝑢)𝑆𝑁 +

2
(𝜕𝑧𝑢+ 𝜕𝑥𝑤)𝐶𝑁

||| .
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Fig. 13. Approximation of the two-dimensional coupled problem at time 𝑡 = 20 using 𝐷𝑟 = 1 and from left to right 𝑁 = 1,2,3.

Fig. 14. |�̂�2𝑁+2| at time 𝑡 = 20 using 𝐷𝑟 = 1 and from left to right 𝑁 = 1,2,3. Note the different scales of the colourbar.

Fig. 15. Approximation of the two-dimensional coupled problem using 𝐷𝑟 = 0.1 and 𝑁 = 4. Contour plots of density 𝜌 are shown at times 𝑡 = 5,10,15.

In Fig. 14 we show contour plots of |�̂�2𝑁+2| for 𝑁 = 1, 2, 3 at time 𝑡 = 20. Contour plots of |�̂�2𝑁+3| look similar and are therefore 
not shown here. The error indicator shows the expected behaviour. In particular it becomes smaller as 𝑁 increases, indicating that 
this quantity is well suited as error indicator.

In Fig. 15 we show the sedimenting droplet at different times for 𝐷𝑟 = 0.1 and 𝑁 = 4. In this case the droplet starts to split into 
three smaller droplets with high density. In Fig. 16 we show the solution at time 𝑡 = 15 computed using 𝑁 = 1, 2, 3. For 𝑁 = 1 and 
𝑁 = 2 we observe small negative values of density which are unphysical. In Fig. 17 we show contour plots of the corresponding 
error indicators |�̂�2𝑁+2|. The error indicator predicts a relatively large error in regions where the concentration is very large. In such 
regions an assumption analogously to inequality (19) from Theorem 3.3 might not even be satisfied and the use of the considered 
quantity as error indicator might not be justified. Furthermore, note that high concentrations of rod-like particles located at small 
regions in space might arise as solutions of the coupled system (1) but might not correspond to solution structures observed in 
the sedimentation process. A reason for this discrepancy is that our coupled kinetic-fluid model was derived under the assumption 
21

of a dilute suspension. In the concentrated regime so-called excluded volume effects would have an influence on the microscopic 
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Fig. 16. Approximation of the two-dimensional coupled problem at time 𝑡 = 15 using 𝐷𝑟 = 0.1 and 𝑁 = 1,2,3.

Fig. 17. |�̂�2𝑁+2| at time 𝑡 = 15 using 𝐷𝑟 = 0.1 and from left to right 𝑁 = 1,2,3. Note the different scales of the colourbar.

orientation and consequently on the solution structure of the coupled model. In the future we plan to include such effects into the 
model equations.

All two-dimensional computations were performed on a grid with 512 × 512 grid cells.

6. Conclusions

We presented a numerical discretisation of the coupled hyperbolic moment systems which approximate a simplified multiscale 
model for sedimentation in suspensions of rod-like particles. For the shear flow problem, an experimental study confirmed second 
order convergence. We adaptively adjusted the level of detail of the model by coupling moment systems with different numbers of 
moment equations. We derived a conservative high-resolution finite volume method for solving the moment systems with different 
resolution. A theoretically justified error indicator was introduced and used to determine regions in which an accurate approximation 
requires a higher number of moment equations.

A future goal is the derivation of physically more realistic, moment based models and efficient numerical methods that approxi-

mate the dynamics of sedimenting rod-like particles dispersed in a three-dimensional fluid.
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