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Abstract 

The human species is unique in their capacity for large-scale cooperation. What is 

particularly remarkable is the extent to which cooperators are willing to sacrifice own 

resources to punish others for non-cooperation, referred to as moral punishment. 

While this behavior can be easily explained when interacting with partners 

repeatedly, it is more challenging to explain why people consistently engage in costly 

moral punishment even in one-shot interactions where they cannot benefit from 

forcing others to cooperate. In light of the ubiquity of this behavior as well as the 

crucial role of such moral punishment in sustaining cooperation, understanding what 

motivates people to morally punish in one-shot interactions is an important but yet 

unanswered question. In the present dissertation, this gap in research was addressed 

in seven experiments using a simultaneous one-shot Prisoner’s Dilemma game. The 

established multinomial cooperation-and-punishment model was used to obtain an 

adequate estimate of the probability of moral punishment and to thereby test 

different mechanisms proposed to underlie the inclination to morally punish, namely 

emotion communication, conformity and deliberation. The findings revealed that a) 

communicating one’s emotions after an interaction could partly substitute costly 

moral punishment, indicating that moral punishment to some extent serves to 

communicate an emotional evaluation to the partner; b) people do not punish to 

enforce conformity but, instead, primarily punish defection; and c) moral 

punishment occurs deliberately rather than intuitively, in line with the hypothesis 

that deliberating fairness helps overcome selfish, profit-oriented impulses. In sum, 

while the experiments shed light on different mechanisms underlying moral 

punishment, they jointly reveal a remarkably robust preference to morally punish 

defection across a variety of contexts. 
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Introduction

Cooperation, that is, to be bearing own costs for the benefit of others and the 

collective good, has been observed in a variety of animal species. Bees, for example, 

cooperate in building honeycombs and meerkats guard each others’ offspring when 

the others go hunting. Humans, however, are special in that they cooperate 

extensively even among non-kin and in one-shot interactions where there are no 

future benefits expected through direct or indirect reciprocity (Bowles & Gintis, 2004; 

Clutton-Brock, 2009). Researchers agree that this capacity for large-scale cooperation 

has crucially fostered human evolution and the establishment of modern societies 

(Boyd & Richerson, 2005; Henrich et al., 2003; Hill, 2002; Nowak, 2006; Tomasello et 

al., 2005). Still, as cooperation implies costs, many situations raise an incentive to shy 

away from these costs and to free ride on the cooperation maintained by others. If too 

many people free ride, cooperation continuously loses its appeal and impends to 

collapse (Andreoni, 1995; Boyd et al., 2003; Boyd & Richerson, 1992; Fehr & 

Fischbacher, 2004). This clash of individual and collective interests is called a social 

dilemma (cf. Kollock, 1998). Given that many current global challenges resemble a 

social dilemma in which an individual incentive to free ride (e.g., by not investing in 

environmentally friendly products) clashes with the collective demand for 

cooperation (to preserve our planet), it is crucial to understand which mechanisms 

foster and maintain cooperation.

One mechanism that helps sustain cooperation is punishment of defection which 

removes the incentive of defection and thereby effectively enforces cooperation 

(Axelrod, 1986; Boyd & Richerson, 1992; Hua & Liu, 2023; Ostrom et al., 1992; 

Yamagishi, 1986). Similar to cooperation, punishment entails costs to the punisher in 

the form of time, money or the risk of retaliation. The costly punishment of defectors 

by cooperators is therefore often considered a moral act, thus referred to as moral 

punishment (cf. Kurzban et al., 2007; Mieth et al., 2021a, 2021b). Despite its costs, it is 
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well established that people consistently engage in costly moral punishment of 

defection even in one-shot interactions where they cannot personally benefit from 

coercing others to cooperate because they cannot reasonably expect to interact with 

the person again. This phenomenon is not confined to laboratory experiments (e.g., 

Barclay, 2006; Carpenter & Matthews, 2012; Falk et al., 2005; Fehr & Gächter, 2000, 

2002; Henrich et al., 2006; Walker & Halloran, 2004) but can also be observed in the 

field (Artavia-Mora et al., 2016; Carpenter, 2004; Price, 2005) and in everyday social 

interactions. For example, people often invest a lot of time to write negative online 

reviews after transactions they feel were unfair even though they will never interact 

with the reviewed person again. In light of this ubiquity and the important role of 

moral punishment in sustaining cooperation, it is crucial to investigate what drives 

this puzzling yet socially tangible behavior.

The aim of the present dissertation was therefore to test three different hypotheses 

regarding the mechanisms behind moral punishment. First, in Experiments 1.1 and 

1.2 the hypothesis was tested that moral punishment serves to privately express or to 

communicate one’s emotions after an unfair interaction. Second, in Experiments 2.1 

and 2.2 it was tested whether punishment is directed primarily at punishing 

defection or merely directed at punishing deviations from the majority behavior. 

Lastly, in Experiments 3.1, 3.2 and 3.3 it was tested whether moral punishment occurs 

intuitively or relies on deliberation.

In all experiments, cooperation and punishment behavior was investigated in a 

simultaneous one-shot Prisoner’s Dilemma game with a costly punishment option. 

In this game, participants interact with a different partner every round. In each 

round, they are asked whether they want to cooperate or to defect. They are 

informed beforehand that their partner simultaneously makes the same decision as 

they do and that, depending on the decisions of both players, the game results in 

different monetary outcomes, as summarized in the payoff matrix of the game (see 

Figure 1). The payoff matrix is construed in such a way that, at a collective level, it is 
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always more profitable to cooperate since mutual cooperation leads to a better 

outcome than mutual defection. However, at an individual level, there is an incentive 

to defect at the other’s expense since unilateral defection yields the highest possible 

outcome. The matrix thereby incorporates a typical social dilemma in which the 

collective and the individual interests clash (Kollock, 1998). After participants have 

received feedback on their own and their partner’s decision in the interaction along 

with the corresponding consequences for their account balances, they may choose to 

use some of their own endowment to deduct tenfold the amount from their partner’s 

account balance as punishment.

 

Figure 1. Payoff matrix of the Prisoner’s Dilemma game. Shaded cells indicate the decision of and 
payoff to Player A.White cells indicate the decision of and payoff to Player B. Mutual cooperation 
yields the best outcome for both players collectively but, individually, defecting on a cooperating 
player resembles the best possible outcome, thereby capturing a typical social dilemma (Kollock, 
1998).

When investigating the mechanisms behind punishment, it is important to 

acknowledge that moral punishment of defection is not the only type of punishment 

that might occur in an interaction. Punishment in social dilemma games is not only 

performed by cooperators but, sometimes, also by defectors and may be directed at 

both defectors and cooperators (e.g., Carpenter, 2007; Cinyabuguma et al., 2006; Falk 

et al., 2005; Gächter & Herrmann, 2009; Henrich et al., 2006; Herrmann et al., 2008; 

Nikiforakis, 2008; Sylwester et al., 2013). In order to clearly distinguish between 

different types of punishment, the multinomial cooperation-and-punishment model 

was used (cf. Mieth et al., 2021a, 2021b). Multinomial models help disambiguate 
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observable data by delineating the sequence of underlying, otherwise unobservable, 

latent cognitive processes contributing to a certain extent to the observed behavior 

(for a review see Batchelder & Riefer, 1999; Erdfelder et al., 2009). The probabilities 

with which these latent processes occur are estimated with easy-to-use computer 

programs such as multitree (Moshagen, 2010). Based on the observed cooperation and 

punishment behavior, the multinomial cooperation-and-punishment model allows to 

clearly differentiate between different types of punishment that may occur in an 

interaction. It further allows to dissect cooperation from moral punishment. In doing 

so, it provides a clear advantage over common behavioral measures used in other 

studies in which both components are entangled in only a single measure although, if 

separately measured, these components are essentially unrelated (Boyd et al., 2003; 

Mischkowski et al., 2018; Peysakhovich et al., 2014; Weber et al., 2018; Yamagishi et 

al., 2012). Another advantage of the model is that it yields an estimate of a punishment 

bias, that means an unspecific tendency to punish irrespective of the outcome of the 

game, which is distinguished from types of punishment that are contingent on the 

specific outcome of the game. This approach is parallel to how response bias is taken 

into account in other decision-making models (Batchelder & Riefer, 1990; Bayen et al., 

1996; Buchner et al., 1995; Erdfelder et al., 2007; Menne et al., 2022). 

The model is illustrated in Figure 2. The following description of the model is largely 

based on the model description in Philippsen et al. (2024b). The model incorporates 

two trees, one for each type of partner in the Prisoner’s Dilemma game (defector or 

cooperator), as indicated by the rectangles on the left. Rectangles on the right 

describe the participant’s observable responses in the game (cooperation or defection; 

punishment or no punishment). The letters along the branches of the trees denote the 

parameters of the model which represent the latent processes underlying the 

observable responses in the game. Parameter C describes a participant’s probability 

to cooperate which is assumed to be independent of the individual partner’s 

behavior since this is revealed only after the participant’s own cooperation decision. 
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Therefore, the same parameter C can be used for both trees. The P. parameters along 

both trees reflect the conditional probabilities of different types of punishment that 

may be applied, depending on the participant’s decision and the type of partner they 

encounter. To illustrate, if a participant decides to cooperate with probability C but 

encounters a defecting partner, they may apply moral punishment with probability 

PMoral. Even if the participant does not apply moral punishment, which occurs with 

probability 1 − PMoral, they may still punish the partner due to an unspecific 

punishment bias with probability b. With the complementary probability 1 − b, no 

punishment is applied in this case. If a participant decides to defect with probability 

1 − C and encounters a defecting partner, they may apply hypocritical punishment with 

probability PHypocritical. Faithful to its name, this type of punishment may be 

motivated by the hypocritical intent to enforce a cooperation norm the participant 

themselves fail to follow (cf. Mieth et al., 2021b). If no hypocritical punishment is 

applied, which occurs with probability 1 − PHypocritical, the participant may still punish 

the partner due to the unspecific punishment bias with probability b. With 

probability 1 − b, no punishment is applied in this case. In turn, if a defecting 

participant encounters a cooperating partner, they may apply antisocial punishment 

with probability PAntisocial. This type of punishment is considered antisocial in that it 

reflects an act of opposition towards cooperation. Even if no antisocial punishment is 

applied, which occurs with probability 1 − PAntisocial, the participant may still punish 

the partner due to the unspecific punishment bias with probability b. With 

probability 1 − b, no punishment is applied in this case. Lastly, if a cooperating 

participant encounters a cooperating partner, there is no specific reason to punish the 

partner. Any punishment in this case is therefore assumed to be caused only by the 

unspecific punishment bias with probability b. With probability 1 − b, no punishment 

is applied in this case.

By applying this model and thereby obtaining precise estimates of the probabilities of 

different types of punishment in a variety of different conditions, specific 
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mechanisms previously proposed to underlie moral punishment could be tested. 

This enabled a more profound insight into what actually drives moral punishment in 

one-shot interactions than analyzing overt behavior which must necessarily remain 

ambiguous because the same observed punishment can be brought about by 

different types of processes.

 

Figure 2. The multinomial cooperation-and-punishment model. Rectangles on the left indicate the 
types of partners that may be encountered in the Prisoner’s Dilemma game (defector or cooperator); 
rectangles on the right describe the participant’s observable responses in the game (cooperation or 
defection; punishment or no punishment). The letters along the branches of the trees reflect the 
parameters of the model, namely parameter C for cooperation, the P. parameters for the different 
types of punishment (PMoral, PHypocritical and PAntisocial) and parameter b for the punishment bias. 

The role of emotion

One of the first mechanisms proposed to underlie punishment of defection was anger 

caused by the perceived unfairness (Fehr & Gächter, 2002). This assumption is 

corroborated by a large number of studies indicating that the application of such 

punishment coincides with self-reported anger (Ambrus & Greiner, 2012; Bosman & 
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Van Winden, 2002; Dickinson & Masclet, 2015; Hopfensitz & Reuben, 2009; Pillutla & 

Chen, 1999; Seip et al., 2014) as well as physiological indices of anger (Ben-Shakhar et 

al., 2007; Civai et al., 2010; Gummerum et al., 2020; Joffily et al., 2014; Sanfey et al., 

2003; Van’t Wout et al., 2006). Seip et al. (2014) further delineated that anger is an 

essential prerequisite for an unfair interaction to trigger punishment. This is 

supported by other correlational studies reporting that anger mediates the relation 

between unfairness and punishment (Gummerum et al., 2020; Pillutla & Murnighan, 

1996; Wang et al., 2009). 

Overall, it is well established that anger evokes punishment. It is, however, less 

understood how expressing anger, in turn, affects punishment. Some studies indicate 

that a cathartic relief of anger, through a cooling-off period (Bolle et al., 2014; 

Dickinson & Masclet, 2015) or emotional ratings (Dickinson & Masclet, 2015), 

diminishes punishment of unfairness. In a different approach, Xiao and Houser 

(2005) demonstrated that offering players ways to communicate to their partner how 

they felt about the previous interaction other than costly punishment led to a 

decrease in rejection rates in an Ultimatum Game. In the Ultimatum Game, one 

player is endowed with a certain amount of money and asked to propose an offer on 

how to share the endowment to the other player. The other player may then choose 

to accept the offer, leading to the share being paid out accordingly, or to reject the 

offer, leading to both players receiving nothing. Rejecting an unfair offer in the 

Ultimatum Game may be interpreted as costly moral punishment because it implies 

relinquishing a personal gain to prevent an unfair distribution (Bolton & Zwick, 1995; 

Fehr & Fischbacher, 2003). Xiao and Houser’s findings may therefore suggest that 

expressing one’s emotions after an unfair interaction causes a cathartic relief of anger 

and thereby a reduction in moral punishment. Alternatively, it could be assumed that 

it was the communication of emotions which served as a valid alternative for moral 

punishment. If so, then it can be deduced that one function of moral punishment 

may be to communicate an emotional evaluation to the interaction partner. This 
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interpretation is reasonable given the crucial role of moral punishment in preserving 

cooperation and the multitude of literature linking punishment to the wish of 

making the offender understand their wrongdoing (e.g., Crockett et al., 2014; 

Gollwitzer & Denzler, 2009; Gollwitzer et al., 2011; Molnar et al., 2020) and of 

achieving a change within the punished person (Aharoni et al., 2022; Funk et al., 

2014). The first set of experiments therefore served to test whether one function of 

moral punishment is indeed to communicate an emotional evaluation, possibly to 

deter from future free-riding. 

Experiment 1.1: No expression versus communication of emotions


The aim of the first experiment was to conceptually replicate the findings of Xiao and 

Houser (2005) using a less ambiguous measure of moral punishment than observable 

behavior in the Ultimatum Game. While rejection rates in the Ultimatum Game are 

commonly interpreted as moral punishment, this interpretation has been challenged 

because it conflates moral punishment with cooperation, both of which are 

represented in only one decision (Mieth et al., 2021a; Yamagishi et al., 2012). A 

paradigm that enables to clearly dissect these two decisions is the Prisoner’s 

Dilemma game with a costly punishment option, employed in all experiments of the 

present dissertation. In order to test whether offering participants a way to 

communicate how they feel about the previous interaction to their partner can serve 

as an alternative to moral punishment, participants were randomly assigned to one 

of two conditions: In the emotion-communication condition, participants were asked 

to rate their emotions along the Self-Assessment Manikin scales (Bradley & Lang, 

1994) after each round. They had been informed beforehand that these ratings would 

be communicated to their partners. They then received the costly punishment option. 

In the no-emotion-expression condition, participants were not asked to rate their 

emotions prior to making their punishment decision. A detailed description of the 

manipulation as well as the results of the analyses performed in Experiments 1.1 and 
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1.2 can be found in Published Article 1, attached to this dissertation (Philippsen et al., 

2023).

Providing participants with an alternative way to express and communicate their 

emotions in response to the interaction significantly reduced moral punishment 

compared to the no-emotion-expression condition, thereby conceptually replicating 

the results of Xiao and Houser (2005). As explained earlier, this may indicate that 

moral punishment is, at least partly, driven by the wish to communicate a negative 

emotional evaluation in response to being defected. Nonetheless, the reduction in 

moral punishment may also be explained by the catharsis account, suggesting that 

emotion expression may serve as a venting mechanism which does not necessitate a 

communicative component (cf. Dickinson & Masclet, 2015). The catharsis account 

therefore implies that privately expressing one’s emotions without communicating 

them may already reduce anger and thereby moral punishment. Based on 

Experiment 1.1, in which an emotion-communication condition was compared solely 

to a no-emotion-expression condition, these two accounts could not be distinguished. 

Experiment 1.2: Private expression versus communication of emotions


The aim of Experiment 1.2 was to further differentiate the effect reported in 

Experiment 1.1 and to test whether it was driven by the communication of emotions 

or merely by their expression. To do so and parallel to Experiment 1.1, an emotion-

communication condition was contrasted to a no-emotion-expression condition. In 

addition, the emotion-communication condition was also contrasted to a private-

emotion-expression condition in which participants were asked to express their 

emotions after each round but were informed that this information was kept private. 

If the reduction in moral punishment reported in Experiment 1.1 was merely due to a 

cathartic relief of anger caused by expressing one’s emotions, then moral punishment 

should be diminished in both the emotion-communication and the private-emotion-

expression condition compared to the no-emotion-expression condition. If, however, 
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a communicative function underlies the effect, then moral punishment should be 

diminished exclusively in the emotion-communication but not in the private-

emotion-expression condition.

In line with the communication account, moral punishment was significantly 

reduced when emotions were communicated to the partner but not when they were 

only privately expressed. This indicates that the decline in moral punishment relative 

to the no-emotion-expression condition was not due to a cathartic relief enabled by 

the mere expression of emotions. Instead, the opportunity to communicate an 

emotional evaluation to the partner served as a valid alternative to moral 

punishment. Nonetheless, although slightly reduced in the emotion-communication 

condition, the probability of moral punishment remained above 0.60 in all three 

conditions.

As an additional result, both communicating and privately expressing one’s 

emotions prior to making the punishment decision increased hypocritical 

punishment and decreased cooperation; privately expressing emotions even more so. 

Privately expressing emotions also increased the unspecific punishment bias, 

indicating that it led participants to punish their partners more randomly. These side 

findings, although not initially predicted, complement the main finding by further 

challenging the catharsis account of punishment (cf. Dickinson & Masclet, 2015). 

According to this account, expressing one’s emotions and thereby venting one’s 

frustration should have diminished the urge to punish the partner. An increase in 

hypocritical as well as random punishment, thus, cannot be reconciled with the 

catharsis account.

Discussion


In search of the mechanisms underlying the puzzling yet robust human behavior of 

sacrificing own resources to punish defecting strangers, anger is one of the most 

frequently mentioned candidates. Unfairness consistently causes anger which in turn 
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triggers the urge to punish the person causing that unfairness (Gummerum et al., 

2020; Seip et al., 2014). Xiao and Houser (2005) argue that, in social dilemma games, 

punishment often constitutes participants’ only resort to satisfy an intrinsic need to 

express their anger about the previous interaction. Accordingly, they found that 

offering participants other ways to communicate their emotions reduced rejection 

rates in an Ultimatum Game. This suggests that a communicative function underlies 

moral punishment. In two consecutive experiments, this effect could be conceptually 

replicated with the Prisoner’s Dilemma game which allows for a less ambiguous 

measure of moral punishment than the Ultimatum game. Further, it could be 

demonstrated that it is not the mere expression of emotions and a resulting cathartic 

relief thereof that causes the reduction in moral punishment. Instead, it is the 

opportunity to communicate one’s anger to the partner which partly serves as an 

alternative to moral punishment. Given the crucial role of moral punishment in 

maintaining cooperation (e.g., Boyd et al., 2003), it is sensible that this 

communicative component serves to signal socially inadequate behavior and to deter 

from pursuing this behavior, thereby enforcing cooperation. This is in line with 

literature emphasizing communication as a motive underlying punishment (cf. Funk 

et al., 2014).

Nonetheless, it is crucial to note that both experiments reported here consistently 

show that the attenuating effect of the communication of emotions on moral 

punishment is only small. A high level of moral punishment was observed even in 

the emotion-communication condition. This indicates that communicating emotions 

can partly substitute moral punishment but cannot replace it completely.

The role of conformity

Another mechanism that might explain why people engage in costly punishment is 

conformity. People strive for conformity in a number of different situations as it helps 
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to reduce ambiguity concerning the appropriate behavior in a given situation (Boyd 

& Richerson, 1988; Morgan et al., 2012). Instead of punishing specifically to 

discourage defection, as implied by a purely moral account of punishment (cf. Bone et 

al., 2014), people might actually punish the deviation from majority behavior, 

irrespective of its effect on cooperation, in order to enforce conformity (Carpenter & 

Matthews, 2012). Since cooperation is the majority behavior in most social settings, 

both a strictly moral account of punishment and a conformity account of punishment 

might explain why punishment of defection is the most prevalent form of 

punishment. A conformity account of punishment, however, has the unique 

advantage that it offers a reasonable explanation for why people sometimes 

antisocially punish cooperation which, by contrast, cannot be reconciled with a 

purely moral account of punishment (Horne & Irwin, 2016; Irwin & Horne, 2013). 

Experiments 2.1 and 2.2


In two consecutive experiments, it was tested whether people primarily punish to 

discourage defection, as implied by an inherently moral account of punishment, or 

merely punish deviations from majority behavior. To do so, the cooperation base 

rates of the interaction partners were manipulated and participants were informed 

about the typical behavior in the game—that is cooperation or defection—before 

starting the game. In the cooperating-majority condition, partners were programmed 

to cooperate in 60 % and to defect in the other 40 % of the trials. In the defecting-

majority condition, this ratio was reversed. A detailed description of the 

manipulation can be found in Published Article 2, attached to this dissertation 

(Philippsen et al., 2024a). The two experiments were identical in procedure with the 

exception that in Experiment 2.1, defecting participants were always morally 

punished by their partners whereas in Experiment 2.2, partners did not morally 

punish. The aim was to thereby test whether the results can be replicated when 
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participants cannot follow a punishment norm established by their interaction 

partners. 

If punishment is, in fact, directed at discouraging defection, then moral punishment 

of defection should be the most prevalent form of punishment, irrespective of the 

manipulated base rates. If, on the other hand, punishment is driven by the motive to 

enforce conformity, then moral punishment of defection should be high when the 

majority of partners cooperates but low when the majority defects. Antisocial 

punishment of cooperation, in turn, should be high when the majority of partners 

defects and low when the majority cooperates. In fact, if punishment were 

exclusively driven by the motive to enforce conformity, then the probability of moral 

punishment of defection when the majority cooperates should be equal to the 

probability of antisocial punishment of cooperation when the majority defects 

because it would be the mere deviation from majority behavior not the type of 

behavior itself—specifically, the partner’s unilateral defection—that drives 

punishment. 

Results and Discussion


The results of the analyses performed in Experiment 2.1 and 2.2 are described in 

detail in Published Article 2, attached to this dissertation (Philippsen et al., 2024a). In 

line with the conformity account, in both experiments moral punishment of defection 

was higher when the majority cooperated. However, moral punishment of defection 

when the majority cooperated was much more likely than antisocial punishment of 

cooperation when the majority defected which should not be the case if punishment 

were exclusively driven by the motive to enforce conformity. Even more strikingly 

inconsistent with the conformity account is the fact that antisocial punishment of 

cooperation was higher when the majority cooperated than when the majority 

defected, directly refuting the assumption that people punish what is uncommon. 

Instead, it can be argued that people antisocially punish “moral do-gooders” for 
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raising a cooperation norm that they themselves disapprove of but might feel 

embarrassed for not adhering to (cf. Herrmann et al., 2008). This opposition towards 

cooperation is enhanced by a stronger normative pressure to cooperate and a 

stronger embarrassment caused by the higher prevalence of cooperators. Such an 

interpretation of antisocial punishment conforms to the results of studies from the 

field of do-gooder derogation, indicating more do-gooder derogation the more 

people belong to the alleged morally superior group (Loughnan & Piazza, 2018; 

Minson & Monin, 2012).

Further, it stands out that moral punishment, despite being sensitive to the 

manipulated cooperation rates, was remarkably high when the majority defected. 

This remained the case even when partners did not morally punish in Experiment 2.2 

which indicates that the high levels of moral punishment were not the result of 

participants following a punishment norm established by their interactions partners. 

Overall, it can be concluded that people do not punish to blindly enforce conformity. 

Punishment is used primarily, yet not solely, in a moral fashion to discourage 

defection. Defectors may sometimes engage in antisocial punishment to oppose those 

raising a cooperation norm; some cooperators may slightly adjust their punishment 

behavior to the perceived strength of the cooperation norm but, overall, the effect of 

conformity on punishment seems rather weak.

The role of deliberation

According to the moral preference hypothesis, costly punishment of defection is 

driven by an internalized preference to do the right moral thing (Capraro & Perc, 

2021). The four previously illustrated experiments support this hypothesis by 

indicating that moral punishment remains at a high level even in the presence of 

other cost-efficient ways to communicate one’s emotions in response to the defection 

(Experiments 1.1 and 1.2) or when defection entails conforming to the majority 
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behavior (Experiments 2.1 and 2.2). A question that remains, however, is whether 

moral punishment is driven by people’s intuition, as implied by an intuitive-morality 

account (Zaki & Mitchell, 2013), or whether it actually requires deliberation to show 

this economically irrational yet socially valuable behavior, as suggested by a 

deliberate-morality account (DeWall et al., 2008).

In order to stimulate intuitive behavior, researchers typically restrict cognitive 

resources through time pressure or a distractor task; in order to stimulate deliberate 

behavior, they impose a time delay (for a review see Capraro, 2024). In doing so, 

some researchers found that punishment was increased with restricted resources 

(Anderson & Dickinson, 2010; Balafoutas & Jaber-Lopez, 2018; Cappelletti et al., 2011; 

Halali et al., 2014; Liu et al., 2015; Sutter et al., 2003) and decreased when punishment 

decisions were delayed (Grimm & Mengel, 2011; Neo et al., 2013; Smith & Silberberg, 

2010; Wang et al., 2011). These findings suggest that punishment occurs intuitively, 

thereby supporting an intuitive-morality account of punishment. However, these results 

are challenged by studies in which either no effect of manipulating the intuitive or 

deliberate processing mode was found (Achtziger et al., 2018; Artavia-Mora et al., 

2017; Bosman et al., 2001; Cappelletti et al., 2011; Fraser & Nettle, 2020; Oechssler et 

al., 2015) or the exact opposite pattern was reported with decreased punishment 

when resources were restricted and increased punishment when decisions were 

delayed (Achtziger et al., 2016; Ferguson et al., 2014; Hochman et al., 2015). The latter 

findings suggest that punishment requires time to deliberate, possibly to overcome 

the selfish impulse of refraining from the costs of punishment and to instead act in 

accordance with moral goals. Such a deliberate-morality account of punishment is also 

underpinned by neuroimaging studies in which the application of punishment 

coincided with activation in areas of cognitive control (Knoch et al., 2008; Knoch et 

al., 2006). 

Overall, the findings on the processing mode underlying moral punishment remain 

inconsistent. Further, they again stem from the Ultimatum Game which, as explained 
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earlier, only provides an ambiguous measure of moral punishment. In a previous 

study, Mieth et al. (2021a) therefore used the same paradigm and model as the 

experiments of the present dissertation to pursue the question of whether moral 

punishment relies on intuition or deliberation. They found that restricting cognitive 

resources by the means of a distractor task decreased moral punishment, providing 

support for a deliberate-morality account of punishment. 

Experiments 3.1 and 3.2: Testing the deliberate-morality account of 
punishment


The aim of Experiment 3.1 was to conceptually replicate the findings by Mieth et al. 

(2021a) using time pressure instead of cognitive load to suppress deliberation (cf. 

Rand, 2016). Thus, punishment decisions had to be made within a five-second 

interval in the condition with time pressure. These decisions were then contrasted to 

the standard condition without time pressure. The aim of Experiment 3.2 was to test 

whether stimulating deliberation, in turn, has the reversed effect. In the condition 

with deliberation, punishment decisions were delayed by a 30-second pause in which 

participants were encouraged to deliberate their decision. This condition was again 

contrasted to the standard condition without deliberation in which punishment 

decisions were not delayed and participants were not specifically encouraged to 

deliberate their decision. A detailed description of the manipulations of the two 

experiments can be found in Published Article 3, attached to this dissertation 

(Philippsen et al., 2024b).

If moral punishment relies on intuition, as implied by an intuitive-morality account, 

then moral punishment should be increased with time pressure (Experiment 3.1) but 

decreased with deliberation (Experiment 3.2) compared to the corresponding 

standard control condition. If, on the other hand, moral punishment is facilitated 

through deliberation, as predicted by the deliberate-morality account, the opposite 
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pattern should be found: Moral punishment should be decreased with time pressure 

but increased when encouraged to deliberate one’s punishment decisions. 

The results of the analyses performed in Experiment 3.1 and 3.2 are described in 

detail in Published Article 3 (Philippsen et al., 2024b). Both experiments provided 

evidence in favor of the deliberate-morality account of punishment: Moral 

punishment was decreased with time pressure (Experiment 3.1) but increased when 

deliberation was encouraged (Experiment 3.2). The results of Experiments 3.1 and 3.2 

therefore replicate and extend the findings of Mieth et al. (2021a) by showing that not 

only different methods to stimulate intuitive behavior decreases moral punishment 

but that, in turn, stimulating deliberate behavior increases moral punishment. While 

these results are consistent with some of the previously mentioned studies (e.g., 

Ferguson et al., 2014; Hochman et al., 2015), they are inconsistent with other studies 

in which the opposite pattern was found, thereby favoring an intuitive-morality 

account of punishment (e.g., Neo et al., 2013; Sutter et al., 2003). Such discrepancies 

might be partly explained by differences in the applied method and analyses (cf. 

Capraro, 2024). They might further allude to specific context factors modulating the 

influence of intuition and deliberation on punishment. In fact, in light of the vast 

inconsistencies on the effect of intuition and deliberation on moral behaviors, some 

researchers have suggested to refrain from a dichotomous classification of behaviors 

as either strictly intuitive or strictly deliberate behaviors and to consider them as 

contingent upon the context instead (Declerck & Boone, 2015; Isler et al., 2021). In 

that sense, instructing participants to deliberate their decision in Experiment 3.2 may 

have initiated them to deliberate the fairness of their decision by default since they 

are accustomed to considering fairness principles from everyday social interactions. 

Such unguided deliberation of fairness then increased moral punishment. However, 

according to the process-based account proposed by Declerck and Boone (2015), the 

effect of deliberation may depend on the type of deliberation that takes place. The 

aim of Experiment 3.3 was therefore to move beyond the effect of unguided 
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deliberation on punishment, and test whether this effect can be manipulated by 

varying the specific content of deliberation.

Experiment 3.3: Specific manipulation of the content of deliberation


The procedure was similar to the condition with deliberation of Experiment 3.2 with 

the exception that participants were encouraged to specifically deliberate either their 

self-interests or fairness during the time delay (for a detailed description of the 

manipulation as well as the analyses, see Philippsen et al., 2024b). The results 

revealed that moral punishment was significantly higher when participants 

deliberated fairness compared to when they deliberated their self-interests which 

demonstrates that the effect of deliberation does, in fact, depend on what is 

specifically deliberated. Similar to the previous experiments, it stands out that even 

in the condition which discouraged moral punishment—in this case, the condition in 

which participants deliberated self-interests—participants still morally punished 

defection with a probability of more than 0.60 although this entailed sacrificing own 

costs and thereby clearly went against their economic self-interest. This, yet again, 

demonstrates the persistence of moral punishment and thereby supports the moral 

preference hypothesis (Capraro & Perc, 2021). In contrast to moral punishment, 

antisocial punishment was significantly higher when participants deliberated self-

interests compared to when they deliberated fairness which underscores that it 

serves to antisocially oppose the very fairness norms that moral punishment serves 

to uphold. 

Discussion


It is well understood that moral punishment of defection helps enforce cooperation 

and is thereby integral to the functioning of human societies. What is less 

understood, however, is whether this behavior results from people’s intuitive 

predisposition, as implied by an intuitive-morality account (Zaki & Mitchell, 2013), 
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or whether time and deliberation are required to show this economically irrational, 

yet socially valuable behavior, as predicted by a deliberate-morality account (DeWall 

et al., 2008). In two consecutive experiments, the results are more compatible with a 

deliberate-morality account: In Experiment 3.1, time pressure decreased moral 

punishment, suggesting that intuition favors selfish rather than moral behaviors in 

social dilemma games. In Experiment 3.2, time delay and the instruction to deliberate 

the decision, in turn, increased moral punishment. Nonetheless, this effect of 

deliberation could be modulated by manipulating the specific content of deliberation. 

When participants were encouraged to deliberate their self-interests in Experiment 

3.3, moral punishment was lower than when they were encouraged to deliberate 

fairness. This supports the notion that deliberation does not always favor or inhibit 

moral behaviors as this effect depends on the context in which the decision is made 

(cf. Declerck & Boone, 2015). In that reasoning, Declerck and Boone intended to 

reconcile the prevailing inconsistencies regarding the effect of intuition and 

deliberation on punishment by proposing a more nuanced process-based account 

which incorporates context-specific modulations. Such an account is supported by 

evidence showing that aspects like the fairness of the offer (Ferguson et al., 2014; 

Halali et al., 2014), the length of the time delay (Oechssler et al., 2015), the specific 

game in question (Oechssler et al., 2015), the partner’s social status (Harris et al., 

2020) or group membership (Yudkin et al., 2016) modulate the effect of intuition and 

deliberation on punishment. With Experiment 3.3, these findings are extended by 

demonstrating that manipulating what is specifically deliberated during a time delay 

also affects moral punishment.

Despite being slightly reduced with time pressure or when encouraged to deliberate 

self-interests, moral punishment consistently remained at a high level. This 

corresponds to all of the previous experiments already demonstrating the robustness 

of moral punishment against a number of context-specific modulations. In line with 

the moral preference hypothesis (Capraro & Perc, 2021), the present findings again 



Investigating moral punishment  24

show that moral punishment is persistent in many contexts, partly reduced but far 

from completely eliminated by time pressure and the instruction to deliberate self-

interests. 

General discussion

Human cooperation among anonymous strangers is exceptional within the animal 

kingdom. One mechanism to uphold such large-scale cooperation is punishment of 

defection (e.g., Boyd & Richerson, 1992; Hua & Liu, 2023). Over the years, it has 

frequently been demonstrated that people readily sacrifice own resources to punish 

those who do not cooperate (e.g., Barclay, 2006; Fehr & Gächter, 2000, 2002). 

Strangely, they do so even in one-shot interactions in which they do not benefit from 

forcing someone to cooperate since they cannot expect to interact with the person 

again. This raises the question: What drives people to sacrifice own resources to 

punish defectors in situations where there are no prospective benefits from doing so?

The aim of the present dissertation was therefore to find the mechanisms underlying 

people’s puzzling yet robust inclination to sacrifice costs in order to morally punish 

defection in one-shot interactions. While previous studies have already identified a 

number of candidates, the findings remain inconsistent and are based on ambiguous 

measures which do not allow to distinguish moral punishment from cooperation or 

from an unspecific punishment bias. In the experiments presented in this 

dissertation, multinomial modeling was used to directly measure moral punishment. 

This allowed to more adequately test a number of proposed mechanisms and thereby 

further differentiate what specifically underlies moral punishment.

In a first step, it was demonstrated that an alternative way to communicate emotions 

can partly substitute moral punishment, thereby conceptually replicating the 

findings by Xiao and Houser (2005). Further, it could be delineated that it is not a 

cathartic relief of anger caused by the mere expression of emotions (as suggested by 
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Dickinson & Masclet, 2015) that underlies the effect. Instead, the findings suggest 

that moral punishment, at least partly, serves to communicate an emotional 

evaluation to the defecting partner (cf. Aharoni et al., 2022; Crockett et al., 2014; Funk 

et al., 2014; Nahmias & Aharoni, 2017). 

In a second step, it could be demonstrated that people primarily punish defection 

and not merely deviations from majority behavior (as suggested by Carpenter & 

Matthews, 2012; Irwin & Horne, 2013; Li et al., 2021). While participants did adjust 

their punishment to the majority behavior, this effect was fairly small. Further, the 

effect on antisocial punishment was in the direction opposite to what a conformity 

account of punishment would have predicted, thereby clearly refuting the 

assumption that people punish what is uncommon. 

Lastly, it was demonstrated that moral punishment is not the derivative of an 

intuitive predisposition but requires time and the possibility to deliberate fairness 

principles to overcome selfish, profit-maximizing impulses. Moral punishment was 

decreased with time pressure and, in turn, increased when deliberation was 

encouraged. Instructing participants to deliberate their self-interests (compared to 

deliberating fairness) reduced moral punishment, indicating that the effect of 

deliberation on punishment depends on the specific content that is deliberated. 

Although different mechanisms were investigated within the three series of 

experiments presented in this dissertation, a similarity across all experiments is that 

in every condition in which the moral use of punishment was discouraged, moral 

punishment was remarkably persistent. Taken together, this demonstrates that moral 

punishment is driven by a strong internal preference robust against other more cost-

efficient ways to communicate one’s emotions, against conformity concerns, against 

time pressure or against the instruction to consider one’s self-interests in the matter. 

These findings provide evidence supporting the moral preference hypothesis, 

proposed by Capraro and Perc (2021). According to this hypothesis, the persistence of 
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a variety of prosocial behaviors in different social dilemmas can be best explained by 

a “generalized moral preference” motivating them to act in accordance with what is 

perceived as morally right or wrong in that situation (Capraro & Perc, 2021; Capraro 

& Rand, 2018). Following this assumption, moral punishment may be driven by a 

strong internal preference to do the right moral thing, in this case punish the decision 

to defect rather than to cooperate, causing people to forgo economic self-interest in 

order to adhere to this preference.

A general moral preference to punish defection cannot, however, exhaustively 

explain people’s punishment behavior. While the present experiments jointly suggest 

that such a preference underlies moral punishment, these experiments also show that 

participants consistently concede costs to engage in hypocritical, antisocial as well as 

unspecific punishment. These punishment types exhibited specific patterns of effects 

which highlights the necessity of clearly distinguishing between these types of 

punishment when trying to understand the mechanisms underlying costly 

punishment.

Hypocritical punishment was partly influenced in the same manner as moral 

punishment (Experiments 2.1, 2.2 and 3.2; cf. also Mieth et al., 2021b), suggesting that 

this form of punishment may be—faithful to its name—motivated by hypocritical 

outrage about the other’s defection (cf. Mieth et al., 2021b) or by the attempt to feign 

support for a cooperation norm, as suggested by Experiments 2.1 and 2.2 (cf. Willer 

et al., 2009). However, hypocritical punishment also exhibited effects different to 

those relating to moral punishment (Experiments 1.1, 1.2, 3.1 and 3.3; cf. also Mieth et 

al., 2021a), suggesting that hypocritical punishment also relies on mechanisms 

distinct to the ones underlying moral punishment. Antisocial punishment seems to 

be in direct opposition to moral punishment, driven by a motivation to oppose the 

very cooperation norm that moral punishment serves to uphold. This opposition was 

increased when participants exhibited a stronger normative pressure to cooperate 

through a higher frequency of cooperating partners (Experiments 2.1 and 2.2) or 
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partners morally punishing defection (Mieth et al., 2016; Mieth et al., 2017, 2021b), 

possibly causing a stronger motivation to oppose that very cooperation norm. The 

instruction to deliberate self-interests (Experiment 3.3), highlighting the utility of 

defecting rather than cooperating, in turn caused a stronger urge to oppose partners 

who were not acting in line with their self-interests but sticking to the morally 

superior option of cooperating—in line with research assuming antisocial 

punishment to be driven by an aversion to moral do-gooders (cf. Herrmann et al., 

2008). Finally, participants’ unspecific punishment bias was increased when emotions 

were made salient (Experiment 1.2) or when cognitive resources were restricted 

(Experiment 3.1; cf. also Mieth et al., 2021a), suggesting that impairing deliberate 

processing increases people’s unspecific bias to punish.

Even though these other forms of punishment have consistently been observed in the 

present as well as preceding experiments (Mieth et al., 2016; Mieth et al., 2017, 2021a, 

2021b), moral punishment remains by far the most common type of punishment, in 

line with previous literature (e.g., Barclay, 2006; Falk et al., 2005; Fehr & Gächter, 

2002). Looking at previous literature, it stands out that it is also the most commonly 

investigated form of punishment. Understanding what drives people to show this 

puzzling behavior is not only important from a theoretical but also from a practical 

point of view. Especially in modern times in which social interactions are more and 

more shifted to online one-shot interactions with strangers, investigating the 

mechanisms that underlie moral punishment and thereby contribute to sustaining 

cooperation in such one-shot interactions becomes increasingly important. The fact 

that we repeatedly find evidence for a strong internal preference to morally punish 

defection that is robust against various context modulations appears promising in 

that regard.

Still, in light of the present and previous indications that antisocial punishment 

directly undermines cooperation and thereby counteracts the effect of moral 

punishment, it seems crucial that future research does not focus solely on moral 



Investigating moral punishment  28

punishment. Gaining a deeper understanding of what motivates people to 

antisocially punish those who contribute to the collective good and what effect this 

may have on people’s willingness to cooperate as well as to morally punish defection 

may provide a valuable perspective when trying to understanding how prosocial 

behavior can be sustained.

Conclusion


In conclusion, all experiments of the present dissertation find compelling evidence 

that even in one-shot interactions, precluding the effects of strategic prosociality, 

participants do not act in accordance with their monetary self-interests. Instead, they 

were reliably willing to sacrifice own money to punish others at remarkable rates and 

they do so primarily, yet not exclusively, to morally punish defection. While moral 

punishment is slightly reduced when there are other, more cost-efficient ways to 

communicate one’s emotions to the partner, when cooperation is the minority 

behavior, when decisions are made under time pressure and when they are 

instructed to deliberate self-interests in the matter, it is overall robust against 

manipulations discouraging the moral use of punishment. This indicates that people 

bear a strong, internal preference to morally punish defection even in situations 

where there are no prospective benefits from doing so. In light of current global 

crises, this appears promising since moral punishment plays a pivotal role in 

sustaining cooperation.
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Communicating emotions, 
but not expressing them privately, 
reduces moral punishment 
in a Prisoner’s Dilemma game
Ana Philippsen *, Laura Mieth , Axel Buchner  & Raoul Bell 

The existence of moral punishment, that is, the fact that cooperative people sacrifice resources to 
punish defecting partners requires an explanation. Potential explanations are that people punish 
defecting partners to privately express or to communicate their negative emotions in response to the 
experienced unfairness. If so, then providing participants with alternative ways to privately express 
or to communicate their emotions should reduce moral punishment. In two experiments, participants 
interacted with cooperating and defecting partners in a Prisoner’s Dilemma game. After each round, 
participants communicated their emotions to their partners (Experiments 1 and 2) or only expressed 
them privately (Experiment 2). Each trial concluded with a costly punishment option. Compared to a 
no-expression control group, moral punishment was reduced when emotions were communicated to 
the defecting partner but not when emotions were privately expressed. Moral punishment may thus 
serve to communicate emotions to defecting partners. However, moral punishment was only reduced 
but far from being eliminated, suggesting that the communication of emotions does not come close 
to replacing moral punishment. Furthermore, prompting participants to focus on their emotions 
had undesirable side-effects: Privately expressing emotions diminished cooperation, enhanced 
hypocritical punishment (i.e., punishment of defecting partners by defecting participants), and 
induced an unspecific bias to punish the partners irrespective of their actions.

People have a strong tendency to punish unfair behaviors and are even willing to accept costs to do  so1–7. As a 
potential explanation for this puzzling behavior, it has been suggested that moral punishment of unfair behaviors 
of others is driven by the negative emotional reaction to the perceived  unfairness8–12. !is explanation is sup-
ported by evidence showing that the experience of negative emotions can increase punishment  rates13–15. Con-
versely, o"ering players of social dilemma games alternative ways to vent their frustration about an experienced 
unfairness can reduce punishment  rates16–18. Moral punishment may thus serve to express or to communicate 
emotional evaluations of the other’s behavior, hence forth referred to as emotion communication. If so, then 
providing participants with alternative ways to privately express or communicate their emotions should reduce 
moral punishment. Here, we test these hypotheses by examining how emotion expression and communication 
a"ects moral punishment in a Prisoner’s Dilemma game.

Cooperation implies accepting costs for the bene#t of others. On average, humans have a rather strong dispo-
sition to cooperate with others that prevails even when interacting with strangers in one-shot interactions, albeit 
the strength of this disposition varies among individuals. An overall strong propensity for cooperation is essential 
to the evolutionary success of human groups and  cultures19, 20. Free riders, on the other hand, may exploit the 
cooperation of others without reciprocating. If too many group members free-ride, cooperation declines and 
eventually  collapses4, 19, 21. Hence, a dilemma arises: If each group member only follows their sel#sh interests, 
the outcome for the group as a whole is worse than it could have been if every group member had cooperated.

!is dilemma between what is in the immediate interest of the individual and what is best for the group is 
captured in the Prisoner’s Dilemma  game22. Two players are endowed with a certain amount of money. !ey 
can either decide to cooperate by sacri#cing part of their endowment for the collective good or they can decide 
to defect by refraining from cooperation at the other player’s expense. !e Prisoner’s Dilemma is de#ned by its 
payo" structure (Fig. 1). A defecting player who bene#ts from a cooperating partner receives the highest payo". 
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Mutual cooperation leads to a better outcome for both players than mutual defection. A cooperating player 
who interacts with a defecting partner receives the lowest outcome. At a collective level, cooperation is desir-
able because mutual cooperation leads to a better outcome for both players than mutual defection. However, at 
an individual level, it is always more pro#table to defect, irrespective of what the other player does. !is payo" 
structure thereby captures the basic dilemma of cooperation. From this clash of individual and collective inter-
ests, the free-rider problem arises. Cooperation can only be maintained at a high level in groups and societies 
if the free rider problem is solved.

One solution to the free rider problem is moral punishment as it removes the incentive of defection and 
thereby e"ectively enforces  cooperation19, 23, 24. !e threat of moral punishment can greatly enhance cooperation 
rates by reducing free  riding3, 25–32. However, moral punishment incurs costs to the  punisher4, 33, 34. Participants 
have to invest some of their own endowment to deduce points or money from the other player’s account. In 
repeated interactions, punishers can build a  reputation35–41 and can thereby directly bene#t from their punish-
ment, forcing others to  cooperate42, 43. However, people use costly punishment even in one-shot interactions in 
which they cannot build a reputation or bene#t in another way from forcing others to cooperate in subsequent 
 rounds3, 5, 6, 44. !is raises the question: What drives people to punish free riders in one-shot interactions?

As a proximate mechanism, Fehr and Gächter3 have proposed that moral punishment is driven by strong 
negative emotions. Unfair decisions have been found to cause anger in a variety of di"erent social dilemma 
 games3, 8, 45–47. People may use costly punishment to express their negative emotional response to the experience 
of unfairness. Consistent with this view, people who use costly punishment o%en report  anger8, 14, 18, 31, 48, 49 and 
show evidence of emotional arousal in physiological  measures9, 11, 46, 50–52. Further, Seip et al.14 showed that it is 
not the mere perception of unfairness per se but rather the anger in response to the perception of unfairness 
that triggers moral punishment. Accordingly, anger has been demonstrated to mediate punishment in several 
correlation-based  analyses8, 11, 53. A causal role of anger in moral punishment is supported by #ndings showing 
that experimentally induced anger increases punishment  rates13–15, 54.

In line with the basic tenets of classical catharsis  theory55, 56, some researchers have suggested that o"ering 
participants alternative ways to relieve their anger, referred to as venting, may reduce costly  punishment17, 18. 
Dickinson and  Masclet18 demonstrated that di"erent venting methods could signi#cantly reduce subsequent 
punishment rates in the Public Good game, a multi-player variant of the Prisoner’s Dilemma game. O"ering 
participants the opportunity to rate their experienced emotions (anger, joy and surprise) during a cooling-o" 
waiting phase diminished punishment rates even more than a cooling-o" waiting period without emotional 
ratings but not as much as a high venting condition that included a combination of di"erent venting strategies. 
!ese #ndings suggest that the opportunity to express one’s current emotional state may, to some degree, decrease 
the need for moral punishment.

In economic games, applying costly punishment is o%en the only option for players to express their negative 
emotions. Xiao and  Houser16 therefore examined how the expression of emotions—as a potential alternative to 
costly punishment—a"ected the participants’ behavior in an Ultimatum Game. In the Ultimatum Game, one 
player, the proposer, is endowed with a certain amount of money and can decide to send any proportion of this 
endowment, ranging from 0 to 100%, to the other player. !e responder can then decide to accept, allowing for 
the monetary shares to be paid out as proposed, or to reject the o"er, causing both players to receive nothing. 
Rejection in the Ultimatum Game can be interpreted as costly moral punishment as the responder sacri#ces 
money to deny the proposer an unfair  share8, 57, 58. When players of a one-shot Ultimatum Game were given the 
option to send written messages to the other player to communicate how they felt, the rejection of unfair o"ers 
declined, suggesting that the communication of emotions partly replaced moral punishment. !is interpretation, 
however, is not straightforward because the rejection of o"ers in the Ultimatum Game could also be interpreted as 
a decline in cooperation. It thus seems interesting to examine how the communication of emotions a"ects moral 
punishment in a paradigm that allows to more clearly distinguish between cooperation and moral punishment.

In the present study, a one-shot simultaneous Prisoner’s Dilemma game was combined with a costly punish-
ment  option59–62. To assess cooperation and di"erent types of punishment, we used the multinomial cooperation-
and-punishment model that has been successfully applied and validated in previous  studies61, 62. !e model 
serves to distinguish among cooperation, three types of punishment (moral, hypocritical and antisocial punish-
ment) and a punishment bias. Within the model, moral punishment is de#ned as the type of punishment that is 
exclusively triggered by an unfair interaction in which the participant’s cooperation is exploited by the partner’s 
defection. !is type of punishment can be considered moral because it implies sacri#cing resources to enforce 
norms of  cooperation62. While our hypotheses mainly pertain to moral punishment, other types of punishment 

Figure 1.  Payo" structure of the Prisoner’s Dilemma game. Values in shaded cells indicate the payo" to Player 
A, values in white cells indicate the payo" to Player B. !e payo"s are displayed as a function of both players’ 
decisions in the Prisoner’s Dilemma game.
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occur in social dilemma games as  well1, 5, 44, 63–71. Within the model, hypocritical punishment is de#ned as the 
type of punishment that is exclusively triggered by an interaction in which both partners defect. !e purpose 
of this type of punishment is to enforce a cooperative norm the participants themselves fail to  follow62. Antiso-
cial punishment is de#ned as the type of punishment that is exclusively triggered by the mismatch between the 
participant’s defection and the partner’s cooperation. !is type of punishment serves to oppose the normative 
pressure toward cooperation. Finally, people may show an unspeci#c bias for punishment implying that they 
punish their partners regardless of the outcome of the Prisoner’s Dilemma game, for instance, when they are 
distracted from the  task61, so that a proper measurement model of punishment has to take bias into account.

!e aim of the present experiments was to test how the expression and communication of emotions about 
unfair interactions a"ects moral punishment. Experiment 1 serves to test whether moral punishment is reduced 
when participants have an alternative route for communicating their negative emotions about unfair interactions 
to their partners. To this end, we manipulated between subjects whether participants could communicate their 
emotional response to the outcome of the Prisoner’s Dilemma game. If moral punishment serves to commu-
nicate emotions, moral punishment should be reduced in a condition in which participants can communicate 
their negative emotions about the outcome of the Prisoner’s Dilemma game to their partners in comparison to a 
condition in which there is no way of communicating emotions to the partner other than the act of punishment. 
However, a reduction of moral punishment may also be predicted based on the catharsis account, according 
to which the mere expression of emotions is already su&cient and communication is not necessary to cause a 
reduction in punishment. Experiment 2 was designed to test the catharsis account by comparing the e"ects of 
an emotion-communication condition to the e"ects of a private-emotion-expression condition in which emo-
tions were only privately expressed. To anticipate, both experiments demonstrate that moral punishment is 
reduced—but only by a rather small amount—in the emotion-communication condition in comparison to the 
control condition. Privately expressing emotions without communicating them had no e"ect on moral punish-
ment, favoring the emotion-communication account over the catharsis account. No speci#c hypotheses were 
derived about the non-moral types of punishment and the punishment bias. Nevertheless, it is interesting to 
explore whether the e"ects of emotion expression are closely restricted to moral punishment or whether there 
are potential harmful side e"ects of prompting participants to focus on their emotions.

Experiment 1
Method. Sample. We aimed at collecting at least 200 valid data sets (100 per group) and stopped data col-
lection at the end of the week in which this criterion was reached. !e #nal sample consisted of 203 participants 
(130 female, 73 male) with a mean age of 22 (SD = 4) who were randomly assigned to one of two conditions. One 
group of participants had the option to communicate their emotions about the Prisoner’s Dilemma game to the 
partner (n = 101) and one group of participants did not have this option (n = 102). A sensitivity analysis showed 
that, with this sample size and 20 punishment decisions per participant, it was possible to detect small e"ects 
of w = 0.06 with a statistical power of 1 – β = 0.95 at an ( level of 0.05 when comparing the moral-punishment 
parameters between the two  conditions72. !e study was advertised on campus and in social media. Participants 
received either course credit or a small honorarium as a compensation for participation.

Materials and procedure. A%er consenting to the study, participants were informed that their task was to inter-
act with di"erent partners during a game. At the start of the experiment, they were endowed with 4 ) (displayed 
as 400 cents) which they could invest into the game. Participants were informed that they would play for real 
money and that they would receive the money in their account at the end of the experiment. Participants played 
26 trials of a simultaneous one-shot Prisoner’s Dilemma game with a costly punishment option. !e #rst six tri-
als were training trials. Participants interacted with partners whose responses were determined by a computer 
program to ensure that half of the partners cooperated and half defected while still presenting trials in random 
order. !e experimental manipulation of the behavior of the partners is a common approach in Experimental 
Psychology to gain control over confounding factors that may in*uence an individual’s behavior. !e same pro-
cedure has been used in many previous studies applying the same  task59–62, 73 and is similar to the procedures 
used in other studies on the psychological underpinnings of social  cooperation44, 46, 74, 75.

In each round, participants saw a silhouette on the le% side of the screen representing themselves (see Fig. 2). 
To emphasize the social nature of the game, a color photograph (640 × 480 pixels) of a di"erent partner was 
displayed on the right side of the screen in each round of the game. !e photograph was randomly drawn from 
a pool of 90 female and 90 male faces of the Chicago Face  Database76, matching the participants’ gender. !ese 
photographs showed the faces of young white adults. All faces had a neutral expression and were shown from 
a frontal view.

Participants could decide whether they wanted to cooperate or to defect. Cooperating meant to invest 30 cents 
in a joint business venture while defecting meant to invest nothing. To emphasize the social implications of the 
behavior in the Prisoner’s Dilemma game (cf.62), the two options “I cooperate” and “I defect” were displayed as 
buttons above both the silhouette and the partner’s photograph. Participants knew that they would make their 
decision at the same time as their partner and that these decisions a"ected their payo".

When the participants had made their decision, the selected option was highlighted. At the same time, the 
partner’s choice was displayed. !e corresponding investments of both partners were displayed in arrows moving 
from each side to the center of the screen within 750 ms. With a delay of 750 ms, the sum of investments was 
displayed in-between the two arrows. A%er another 750 ms, a bonus—corresponding to one third of the sum 
of investments—was displayed. A%er 750 ms, the bonus was added to the sum of investments and the resulting 
total sum in the shared account was revealed. Both partners received half of the money in the shared account 
irrespective of their investments. A%er 750 ms, the two shares were represented by two arrows moving away 
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from the center to each side of the screen within 750 ms. Finally, the individual gains or losses as well as the 
updated account balances were displayed. !e game was thus associated with the following outcomes: If both 
players cooperated by investing 30 cents, a bonus of 20 cents was added to the invested 60 cents so that both the 
participant and the partner received 40 cents from the total sum of 80 cents, resulting in a gain of 10 cents for 
each player. If both players defected, none of them gained or lost any money. If one of the players cooperated 
by investing 30 cents and the other player defected by investing nothing, a bonus of 10 cents was added to the 
shared account of 30 cents so that both players received 20 cents from the total sum of 40 cents. !is resulted in 
a gain of 20 cents for the defecting player and in a loss of 10 cents for the cooperating player. !e payo" structure 
thus corresponds to that of a typical Prisoner’s Dilemma in which the collective incentive to cooperate clashes 
with the individual incentive to  defect22.

A%er each round of the Prisoner’s Dilemma game, participants were provided with a costly punishment 
option displayed at the bottom of the screen. Participants were asked to indicate whether they wanted to punish 
the partner. !ey could invest either 0 cents if they did not want to punish their partner or 1 to 9 cents from 
their own account to subtract 10 to 90 cents from their partner’s account. !is 1:10 ratio was chosen to facilitate 
the use of the punishment option. !e same ratio has been frequently applied in previous investigations using 
the multinomial cooperation-and-punishment  model59–62. One second a%er participants had con#rmed their 
punishment decision by clicking a “Punishment” button, the updated account balances were shown at the bottom 
of the screen. Participants could then press a “Continue” button to start the next trial.

At the end of the experiment, participants were thanked, compensated for their participation and debriefed 
that they had interacted with preprogrammed partners. !ey were reminded that they could withdraw their 
consent to the storage and processing of their data without having to accept any detriments but no participant 
did so. !e amount of money paid to the participants varied between 3.50 and 6.60 ) (M = 5.21, SD = 0.78). !e 
experiment took about 12 min on average.

Communication of emotions. To examine the e"ect of emotion communication on punishment, participants 
were randomly assigned to one of two conditions. One group of participants had no opportunity to express their 
emotions (no emotion expression). Another group of participants was asked to communicate to their partner 

Figure 2.  Example trial of the Prisoner’s Dilemma game with costly punishment in Experiment 1. In this 
example trial, the participant in the emotion-communication condition chose to cooperate while the partner 
defected, resulting in a loss of 10 cents for the participant (le%) and a gain of 20 cents for the partner (right). !e 
participant then used the valence and arousal scales of the Self-Assessment  Manikin77 to communicate their 
emotions to the partner. A%erwards, the participant invested two cents to deduce 20 cents from the partner’s 
account as punishment. !e partner’s photograph was randomly selected from the Chicago Face  Database76.



5

Vol.:(0123456789)

Scientific Reports |        (2023) 13:14693  |  https://doi.org/10.1038/s41598-023-41886-9

www.nature.com/scientificreports/

how they felt about the interaction in the Prisoner’s Dilemma game before they decided whether to punish the 
partner (emotion communication). !e instructions in the emotion-communication condition explained that 
participants would be able to communicate their emotions to their partners:

[You] have the opportunity to communicate to your partner how you have felt. Two rating scales are avail-
able for this purpose. Please indicate on the #rst scale how happy or unhappy you have felt. Please indicate 
on the second scale how relaxed or aroused you have felt. !ese scales will be displayed to your partner as 
soon as you con#rm your response using the ‘Continue’ button.

!e participants rated their emotions on the valence and arousal scales of the Self-Assessment Manikin77. !e 
two non-verbal scales consist of #ve pictograms each, one for valence (from 1 = unhappy to 5 = happy) and one 
for arousal (from 1 = calm to 5 = aroused). Average valence scores were M = 2.63 (SD = 0.68) in response to defect-
ing partners and M = 3.82 (SD = 0.64) in response to cooperating partners. Average arousal scores were M = 2.36 
(SD = 0.94) in response to defecting partners and M = 2.27 (SD = 0.96) in response to cooperating partners.

!e cooperation-and-punishment model. Multinomial models are useful tools to disambiguate observable cat-
egorical data by distinguishing among underlying latent processes and their contributions to observed response 
frequencies in terms of parameter  probabilities78–81. Computer programs such as multiTree82 have been devel-
oped to test how well a model #ts the data, to estimate the model parameters and to test hypotheses directly at the 
level of the model parameters. Hypotheses tests are performed by introducing parameter restrictions and testing 
whether the restrictions lead to a signi#cant decrease in how well the model #ts the data. !e multinomial model 
used here has already been successfully applied and validated in previous  studies61, 62. A graphical illustration of 
the model is shown in Fig. 3. !e upper tree in Fig. 3 refers to interactions with defecting partners, the lower tree 
refers to interactions with cooperating partners.

!e #rst latent process speci#ed in each tree is that participants may choose to cooperate with probability 
C or to defect with the complementary probability 1 – C. Given that the participant and the partner decide 
simultaneously whether to cooperate or to defect, the participant’s cooperation is assumed to be independent 
of the partner’s cooperation. !erefore, the same parameter C is used in both trees of Fig. 3. If the participant’s 
cooperation is met with the partner’s defection, the participant uses moral punishment with probability PMoral. 
When no moral punishment is applied with probability 1 – PMoral, punishment may still occur due to an unspe-
ci#c punishment bias with probability b. With probability 1 – b, no punishment is applied. Following mutual 
defection, hypocritical punishment may be applied with probability PHypocritical. Even if no hypocritical punish-
ment is applied with probability 1 – PHypocritical, punishment may still occur due to the punishment bias with 

Figure 3.  Multinomial cooperation-and-punishment model. Rounded rectangles on the le% represent 
the partner behavior, rectangles on the right represent the participant behavior in a one-shot Prisoner’s 
Dilemma game with a costly punishment option. Letters along the branches denote the parameters of the 
model (C = cooperative behavior in the Prisoner’s Dilemma game, PMoral = moral punishment a%er unilateral 
cooperation, PHypocritical = hypocritical punishment a%er mutual defection, PAntisocial = antisocial punishment a%er 
unilateral defection; b = unspeci#c punishment bias).
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probability b. With probability 1 – b, no punishment is applied. If participant’s defection is met with a partner’s 
cooperation, antisocial punishment may be applied with probability PAntisocial. If no antisocial punishment is 
applied with probability 1 – PAntisocial, punishment may still occur due to the punishment bias with probability 
b. With probability 1 – b, no punishment is applied. Mutual cooperation does not provide any speci#c reason 
to punish the partner but punishment may still occur due to the punishment bias b (cf.61, 62). With probability 
1 – b, no punishment is applied.

Results. !e data were analyzed using the multinomial cooperation-and-punishment model (see Fig. 3) to 
assess how the communication of emotions a"ects cooperation and punishment. Two instances of the model are 
needed to analyze the results of Experiment 1, one instance for each condition (no emotion expression, emotion 
communication). !e base model #t the data, G2(2) = 0.99, p = 0.610. !e estimates of the cooperation param-
eter C are shown in Fig. 4. Cooperation did not signi#cantly di"er between conditions, ,G2(1) = 0.37, p = 0.543, 
w = 0.01.

Figure 5 displays the results pertaining to costly punishment. !e le% panel shows the estimates of the 
parameters representing moral, hypocritical and antisocial punishment. As predicted, moral punishment was 
signi#cantly reduced when participants had the opportunity to communicate their emotions to their partners 
in comparison to when they were not given this opportunity, ,G2(1) = 5.11, p = 0.024, w = 0.04. Neither hypo-
critical, ,G2(1) = 0.51, p = 0.476, w = 0.01, nor antisocial punishment, ,G2(1) = 0.02, p = 0.881, w < 0.01, di"ered 
signi#cantly between conditions. !e right panel shows the estimates of the punishment-bias parameter. At a 
descriptive level, the punishment bias was enhanced in the emotion-communication condition in comparison 
to the no-emotion-expression condition but this di"erence was not signi#cant, ,G2(1) = 3.64, p = 0.056, w = 0.03.

Discussion. !e aim of Experiment 1 was to test the prediction of the emotion-communication account of 
moral punishment according to which moral punishment should be reduced when participants have an alterna-
tive route of communicating their emotions to their partners a%er each round of the Prisoner’s Dilemma game. 
In line with this prediction, the communication of emotions signi#cantly reduced moral punishment relative to 
a condition in which participants had no opportunity to express their emotions other than punishment. !is 
#nding suggests that one function of moral punishment is the communication of negative emotions in response 
to the partner’s unilateral defection. However, moral punishment was only reduced, but far from being elimi-
nated in the emotion-communication condition. !e communication of emotions thus reduces the need for 
moral punishment but does not come close to replacing it. !e e"ect of emotion communication was speci#c 
to moral punishment. Hypocritical punishment of defecting partners was not a"ected by communicating one’s 
emotions prior to punishment decisions. Similarly, the communication of emotions did not a"ect antisocial 
punishment of cooperating partners. Within the limits of the sensitivity of the statistical tests used in Experi-
ment 1, these #ndings suggest that the communication of emotions does not seem to be a relevant factor in 
hypocritical and antisocial punishment.

Figure 4.  Estimates of the cooperation parameter C as a function of whether emotions could be communicated 
a%er each round of the Prisoner’s Dilemma game (no emotion expression, emotion communication). !e error 
bars represent standard errors.
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Experiment 2
Given that the e"ect of communicating emotions on moral punishment was relatively small in Experiment 1, 
an important aim of Experiment 2 was to test whether this e"ect can be replicated. !e most important aim of 
Experiment 2, however, was to test whether this e"ect, if replicated, was due to the communication of negative 
emotions to the partner, as implied by the emotion-communication account, or whether it was simply due to 
the mere expression of negative emotions, as implied by the catharsis account. Given that, in Experiment 1, an 
emotion-communication condition was contrasted with a control condition in which one’s emotions could not 
be expressed, it is impossible to distinguish between these two accounts. !e results of Experiment 1 are thus not 
only consistent with the emotion-communication account; the results are equally compatible with the catharsis 
account according to which the mere expression of emotions su&ces to reduce the need for moral punishment.

Both accounts have received some support in previous studies. For instance, Xiao and  Houser16 found 
that o"ering responders an opportunity to communicate their emotions to proposers in an Ultimatum Game 
diminished rejection rates. !is #nding supports the assumption that one function of moral punishment is to 
communicate to the proposers that their behavior was inadequate under a cooperative norm. According to 
this account, the component of moral punishment in question is directed at regulating others’ behaviors. By 
contrast, Dickinson and  Masclet18 found a signi#cant e"ect on punishment rates in a Public Goods game when 
participants expressed their emotions privately in written messages they knew would never be sent, support-
ing the assumption that a private self-centered process underlies the application of costly punishment with the 
intention to regulate one’s own emotions. Experiment 2 was designed to distinguish between these contrasting 
accounts. To this end, the emotion-communication condition was compared to a no-emotion-expression and 
to a private-emotion-expression condition. If the e"ects of emotional responses on moral punishment are due 
to a self-centered venting process, moral punishment should be reduced in both the emotion-communication 
condition and the private-emotion-expression condition in comparison to the control condition without emo-
tion expression. If it is the communication of emotions that underlies the e"ect, then moral punishment should 
be reduced only in the emotion-communication condition but not in the private-emotion-expression condition 
in comparison to the no-emotion-expression control condition. Experiment 2 also addresses another limitation 
of Experiment 1, namely that punishment was unilateral. Participants could punish their partners but did not 
receive any punishment from the partners. Previous  studies59–62 have shown that antisocial punishment rates are 
quite low under these conditions suggesting that the experience of being punished increases antisocial punish-
ment which is in line with the idea that antisocial punishment serves to oppose the normative pressure toward 
cooperation. Consistent with these previous #ndings, antisocial punishment occurred only with a comparatively 
low probability in the present Experiment 1. It thus seemed interesting to explore whether the expression of emo-
tions has an e"ect on antisocial punishment when antisocial punishment occurs with a higher probability which 
represents more favorable conditions for #nding an e"ect if it exists. Also, we deliberately increased the sample 
size and, thus, the sensitivity of the statistical tests, in Experiment 2 relative to the sample size of Experiment 1 
such that it was possible to detect even small e"ects on antisocial punishment, hypocritical punishment and the 
punishment bias. !is seemed important given that, at a descriptive level, hypocritical punishment and the pun-
ishment bias were increased in the emotion-communication condition compared to the no-emotion-expression 

Figure 5.  Estimates of the parameters representing moral, hypocritical and antisocial punishment (le% 
panel) and punishment bias (right panel) as a function of whether participants could communicate their 
emotions about the Prisoner’s Dilemma game before punishing the partners (no emotion expression, emotion 
communication). !e error bars represent standard errors.
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condition in Experiment 1. As a more ecologically valid form of communicating emotions, we asked participants 
to communicate their emotions in the way they were used to from everyday life, that is, by using the emojis in 
the design determined by their computer’s operating system rather than the Self-Assessment Manikin that we 
had used in Experiment 1.

Method. Sample. Given that the aim of Experiment 2 was to further dissect the e"ect of emotion-expres-
sion on moral punishment, we presumed the population e"ect size of interest to be half the size of the sample 
e"ect observed in Experiment 1 (w = 0.04). An a-priori power analysis in G*Power72 showed that with an ( level 
of 0.05 and 20 punishment decisions in the Prisoner’s Dilemma game, a sample size of n = 1625 was necessary to 
detect an e"ect of emotion-expression on moral punishment of w = 0.02 with a statistical power of 1 – β = 0.95. 
To achieve such a large sample size, the experiment was performed online. Participants were recruited via the 
online research panel provider mingle. Of those participants who had started the Prisoner’s Dilemma game, 199 
withdrew from the experiment, 44 data #les were incomplete and 121 data #les had to be removed due to double 
participation. !e #nal sample consisted of 1681 participants (720 female, 957 male and 4 diverse), aged 18 to 
87 years (M = 53, SD = 16).

Materials and procedure. Switching from the laboratory setting of Experiment 1 to an online format required 
a few adjustments to the procedure. Participants of the online panel provider mingle are used to being compen-
sated with points that can be exchanged for vouchers, charity donations or bank transfers. !erefore, partici-
pants were informed that they were playing for points (1 point = 0.01 ) or 1 cent) that they would receive from 
mingle a%er the study was completed. At the start of the game, participants were endowed with 100 points (cor-
responding to 1 ) or 100 cents). As in Experiment 1, participants played 26 rounds of the one-shot simultaneous 
Prisoner’s Dilemma game (Fig. 6). !e #rst six trials were training trials. Photographs of 26 white adult faces 
were selected from the Chicago Face  Database76. Half of the faces were female. !e partner’s behavior (coopera-
tion, defection) was again randomly determined. !e payo" structure was the same as in Experiment 1.

!e procedure was similar to the procedure of Experiment 1 but was adjusted to the online environment to 
ensure that the information would be displayed smoothly on the participants’ personal computers. Each trial 
started with the presentation of the participant’s current account balance in the middle of the browser window. 
A%er having clicked on a “Continue” button, participants saw the partner’s photograph (266 × 186 pixels) in the 
middle of the screen. !e photograph had a blue frame (4 pixels). !e photograph remained visible on screen 
until the end of the trial. Participants selected whether to cooperate or to defect. Upon clicking a “Continue” 
button, the participants received written feedback about their own decision (e.g., “You cooperate.”) and their 
partner’s decision (e.g., “Your partner defects.”) and were informed about the monetary consequences of these 
decisions for both players (e.g., “You lose 10 points.” And “Your partner gains 20 points.”). Statements referring to 
the participant were shown in black while statements referring to the partner were shown in blue, corresponding 
to the blue frame around the partner’s photograph.

!e feedback about the outcomes of the Prisoner’s Dilemma game remained visible until the end of the trial. 
Upon clicking a “Continue” button, participants were asked to make a punishment decision. To simplify the 
procedure for the online environment, a maximum of up to three points could be invested to subtract between 
10 and 30 points from the partner’s account. Other than in Experiment 1, punishment was not unilateral. Par-
ticipants were informed that the partners had the same punishment option as the participants. !e participant’s 
and the partner’s punishment decisions were displayed simultaneously. To approximate the typical behavior of 
real players, the partners were programmed to punish the unilateral defection of the participants by investing 
a random amount between 1 and 3 points to deduce between 10 and 30 points from the participant’s account. 
Participants received immediate feedback about their own punishment decision (e.g., “You invest 2 points to 
punish your partner.”) and its e"ect on the partner’s account (e.g., “20 points are deducted from your partner’s 
account.”) as well as about the partner’s punishment decision (e.g., “Your partner does not punish you.”) and 
its e"ect on the participant’s account (e.g., “No #ne will be deducted from your account.”). Again, statements 
referring to the participant were shown in black while statements referring to the partner were shown in blue.

Participants could then start the next trial by clicking a “Continue” button. On average, participants acquired 
a #nal account balance of 78 (SD = 32) points. !e experiment took about 18 min.

Emotion expression and communication. Participants were randomly assigned to one of three groups: Par-
ticipants in the private-emotion-expression condition (n = 576) privately expressed their emotional state without 
communicating with their partner. Participants in the emotion-communication condition (n = 541) sent a mes-
sage about their emotional state to their partners. Participants in the control condition (n = 564) had no oppor-
tunity to express or to communicate their emotions. In the private-emotion-expression condition, participants 
were asked to express how they felt a%er each Prisoner’s Dilemma interaction. !ey were reassured that this 
information would not be shared with their partners. Participants selected one of seven emojis, ordered in the 
same random horizontal array in each trial, and submitted their answer using a button labeled “save emotional 
state”. A%er having con#rmed their response, the selected emoji was displayed along with a statement con#rming 
that the emotional state had been saved. In the emotion-communication condition, participants were instructed 
to communicate to their partner how they felt a%er the interaction. As in the private-emotion-expression condi-
tion, participants selected one of the seven emojis, ordered in the same random horizontal array in each trial, 
and submitted their answer using a button labeled “send message”. !e subsequent feedback con#rmed that the 
message had been sent.

In order to express or to communicate their emotions, participants could choose among seven emojis express-
ing anger, sadness, joy, surprise, fear, schadenfreude and a neutral state. !e emojis were selected based on a 
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Figure 6.  Example trial of the Prisoner’s Dilemma game with costly punishment in the emotion-
communication condition in Experiment 2. !e cooperating participant chose to send the angry emoji to the 
defecting partner (A) and then decided to invest two points to deduce 20 points from the partner’s account (B). 
!e partner’s photograph was randomly selected from the Chicago Face  Database76.
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norming study (N = 16) in which participants were asked to choose, from a selection of suitable emojis, the 
ones that best expressed these emotions. !e emojis that were displayed were those o"ered by the participant’s 
individual operating system which allowed participants to use the same emojis as in their everyday online 
communication. Participants were instructed either to privately express their emotions or to communicate 
their emotions to their partner but they were not instructed about the particular type of emotion they were 
supposed to express. Instead, they could use the available emojis in any way they wanted in order to express or 
communicate their emotions. !e most frequently selected emoji a%er an interaction with a defecting partner 
was the one expressing a neutral state (25%), closely followed by the angry emoji (20%). A%er having interacted 
with a cooperating partner, the majority of the participants (52%) selected the happy emoji. !e selected emoji 
remained visible during the punishment decision until the end of the trial.

Ethical approval and consent to participate. Both experiments reported here were conducted in 
accordance with the guidelines laid down in the Declaration of Helsinki and by the German Research Founda-
tion (DFG) including con#dentiality of data and personal conduct. Informed consent was obtained prior to par-
ticipation. For the noninvasive, purely behavioral research reported in the present series of experiments which 
carried no risk for the participants, a formal approval by the institution’s ethical board is not legally required in 
Germany (see: https:// www. dfg. de/ en/ resea rch_ fundi ng/ faq/ faq_ human ities_ social_ scien ce/ index. html).

Results. As in Experiment 1, we used the cooperation-and-punishment model illustrated in Fig. 3 to dis-
entangle cooperation, the di"erent types of punishment and the punishment bias. To analyze the results of 
Experiment 2 we needed three instances of the model illustrated in Fig.  3, one instance for each condition 
(no emotion expression, private emotion expression, emotion communication). !e base model #t the data, 
G2(3) = 2.58, p = 0.460. !e estimates of the cooperation parameter C are depicted in Fig. 7. In both the private-
emotion-expression condition, ,G2(1) = 25.73, p < 0.001, w = 0.03, and the emotion-communication condition, 
,G2(1) = 4.37, p = 0.037, w = 0.01, cooperation decreased in comparison to the no-emotion-expression control 
condition, suggesting that requiring participants to focus on their emotions about the Prisoner’s Dilemma game 
had detrimental e"ects on cooperation. Private emotion expression reduced cooperation even further than emo-
tion communication, ,G2(1) = 8.52, p = 0.004, w = 0.02.

Figure 8 shows the results pertaining to costly punishment. In line with the main #nding of Experiment 1, 
moral punishment was signi#cantly decreased when participants had the opportunity to communicate their 
emotions to their partners in comparison to both the no-emotion-expression control condition, ,G2(1) = 7.19, 
p = 0.007, w = 0.01 and the private-emotion-expression condition, ,G2 (1) = 4.32, p = 0.038, w = 0.01. By con-
trast, privately expressing emotions did not reduce moral punishment relative to the no-emotion-expression 
control condition, ,G2(1) = 0.32, p = 0.573, w < 0.01. Hypocritical punishment was enhanced in both the private-
emotion-expression condition, ,G2(1) = 14.01, p < 0.001, w = 0.02, and the emotion-communication condition, 
,G2(1) = 7.55, p = 0.006, w = 0.01, relative to the no-emotion-expression control condition, while there was no 
di"erence between the private-emotion expression condition and the emotion-communication condition, 
,G2(1) = 1.00, p = 0.318, w = 0.01.

In line with the results of Experiment 1, there was no e"ect of emotion expression or communication on 
antisocial punishment, ,G2(2) = 1.22, p = 0.543, w = 0.01. Communicating one’s emotions did not signi#cantly 
a"ect the punishment bias compared to the no-emotion-expression control condition, ,G2(1) = 1.60, p = 0.206, 

Figure 7.  Estimates of the cooperation parameter C which speci#es the probability of cooperation as a function 
of whether emotions were expressed or communicated a%er each round of the Prisoner’s Dilemma game (no 
emotion expression, private emotion expression, emotion communication). Error bars represent standard 
errors.

https://www.dfg.de/en/research_funding/faq/faq_humanities_social_science/index.html
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w = 0.01. However, expressing one’s emotions privately signi#cantly increased the punishment bias compared to 
the no-emotion-expression control condition, ,G2(1) = 6.23, p = 0.013, w = 0.01, and the emotion-communication 
condition, ,G2(1) = 13.81, p < 0.001, w = 0.02.

Discussion. !e main result of Experiment 1 was replicated in Experiment 2. Communicating one’s emo-
tions to the partner prior to the punishment decision attenuated moral punishment. Extending the results of 
Experiment 1, Experiment 2 demonstrates that moral punishment is attenuated only when the emotions can be 
communicated to the interaction partner. !e fact that moral punishment was not attenuated when participants 
expressed their emotions privately indicates that the emotional function of moral punishment is other- rather 
than self-directed.

!e pattern of #ndings is thus consistent with the emotion-communication account according to which moral 
punishment serves to communicate one’s emotional state in response to the outcome of the Prisoner’s Dilemma 
game to the partner. !e fact that privately expressing emotions had no e"ect on moral punishment provides 
evidence against the catharsis account. It seems important to note that moral punishment was only reduced 
and far from being abolished in the emotion-communication condition. !is aspect of the present results sug-
gests that there are other functions of moral punishment in addition to communicating one’s emotions—such 
as that of reducing the unfair payo" imbalance (cf.83, 84)—that are very likely much more important than the 
communication of emotions.

!e overall level of cooperation was considerably higher in Experiment 2 than in Experiment 1. !e most 
likely explanation of this di"erence is that participants could punish their partners but did not receive any pun-
ishment from the partners in Experiment 1. In Experiment 2, by contrast, the partners punished the participants 
for unilateral defection. It is thus reasonable to assume that the moral punishment of the participants’ unilateral 
defection enforced more cooperation from participants in Experiment 2, consistent with the role of moral pun-
ishment in enforcing  cooperation59, 60, 62.

By increasing the sample size, we were better able to detect even smaller e"ects of the communication or 
expression of emotions in Experiment 2 compared to Experiment 1. !is increased sensitivity of the statistical 
tests may be the reason why some of the e"ects that were absent or only present at a descriptive level in Experi-
ment 1 reached statistical signi#cance in Experiment 2. First of all, both, expressing one’s emotions privately and 
communicating one’s emotions, reduced cooperation in the Prisoner’s Dilemma game relative to the no-emotion-
expression control condition. Secondly, there was an increase in hypocritical punishment in both the private-
emotion-expression condition and the emotion-communication condition relative to the no-emotion-expression 
control condition. !irdly, privately expressing one’s emotions also increased the punishment bias relative to the 
no-emotion-expression control condition, suggesting that privately focusing on one’s emotions may increase the 
likelihood of punishment regardless of the outcome of the preceding interaction. !ese #ndings highlight that 
prompting participants to focus on emotions and thereby increasing the emotional saliency of the outcomes of 
the Prisoner’s Dilemma game does not only have desirable e"ects on social interactions.

Figure 8.  Estimates of parameters representing moral, hypocritical and antisocial punishment (le% panel) 
and punishment bias (right panel) as a function of whether participants could express or communicate their 
emotions about the Prisoner’s Dilemma game before punishing the partners (no emotion expression, private 
emotion expression, emotion communication). !e error bars represent standard errors.
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General discussion
People accept costs to punish uncooperative individuals even in one-shot interactions in which punishment 
cannot yield any direct personal bene#ts (e.g.,5, 65). !e question is why people show this economically irrational 
behavior. Fehr and Gächter3 have proposed that this moral form of punishment is driven by a negative emo-
tional response to perceived unfairness. !erefore, negative emotions are assumed to represent a key driving 
force behind moral punishment. Accordingly, a bulk of studies has linked the application of punishment to self-
reports (e.g.,8, 14) or physiological  indices50, 52 of anger. !e main aim of the present study was to test whether the 
expression or communication of emotions may reduce moral punishment. Both experiments con#rm that the 
communication of emotions reduces moral punishment.

Two accounts were distinguished. According to the emotion-communication account, moral punishment 
serves to communicate one’s discontent with a social interaction to the interaction partner. According to the 
emotion-communication account, providing participants with an alternative way of communicating their emo-
tions should reduce moral punishment. By contrast, privately expressing emotions should be ine"ective in 
reducing moral punishment. According to the catharsis account, a reduction of moral punishment relative to 
the control condition should already be observed when participants privately vent their emotions. !erefore, 
the catharsis account implies that moral punishment should be reduced in both the emotion-communication 
condition and the private-emotion-expression condition relative to the no-emotion-expression condition. In line 
with the emotion-communication account, moral punishment was attenuated when participants were provided 
with an option to communicate their emotions about the Prisoner’s Dilemma game to their partners in Experi-
ments 1 and 2. By contrast, privately expressing one’s emotions did not signi#cantly attenuate moral punishment 
in Experiment 2 despite the large sample size and, thus, the considerable sensitivity of the relevant statistical 
test. !e pattern of results thus provides evidence against the catharsis account according to which punishment 
serves to regulate one’s own emotions by venting frustration (cf.18) and in favor of the assumption that punish-
ment is instrumental in regulating the other’s behavior, possibly by signaling a negative emotional evaluation 
of unilateral defection with the purpose to enforce cooperation even if one cannot directly bene#t from  it16, 85.

It is also important to note that both experiments reported here consistently show that the e"ect of the com-
munication of emotions on moral punishment is only small. A high level of moral punishment remained even 
in the emotion-communication condition. !is indicates that an opportunity to communicate emotions does 
not come close to replacing moral punishment. However, while emotion communication appears to play only a 
minor role for moral punishment, this does not entail that emotions per se play a minor role. As previous stud-
ies clearly demonstrate, emotions, particularly anger, constitute a strong motivator of costly moral punishment 
(e.g.,11, 14, 52). However, the mere communication of emotions, in contrast to moral punishment, is not e"ective 
in removing the unfair payo" di"erences resulting from the Prisoner’s Dilemma game and might therefore not 
represent a valid alternative for this emotionally driven form of punishment.

An interesting side #nding is that paying attention to emotions, particularly expressing emotions privately 
without being able to communicate them, had a range of undesirable e"ects on cooperation and punishment in 
Experiment 2. Focusing on one’s emotions about the outcomes of the Prisoner’s Dilemma game—especially when 
they were only privately expressed—had a negative impact on one’s willingness to engage in cooperation, possibly 
because the focus on emotions emphasized the fact that the payo" structure of the Prisoner’s Dilemma game is 
constructed in such a way that the individual outcome of the game is always more negative a%er cooperation (see 
Fig. 1). Furthermore, expressing and communicating emotions increased hypocritical punishment and privately 
expressing emotions induced a punishment bias. !ese #ndings indicate that integrating emotional responses 
into the game paradigm may sometimes amplify rather than defuse negative social interactions. !ese #ndings go 
against the predictions of catharsis  theory55, 56 according to which an opportunity to vent one’s emotional frustra-
tion by expressing it should have had attenuating e"ects on punishment (cf.18, 86). !is suggests that prompting 
participants to focus on their emotions—which might otherwise have been less salient—may have social costs. 
It is a fascinating avenue for future research to further explore the possibility that making emotions salient may 
have detrimental e"ects on social interactions.

In line with the research methods of Experimental  Psychology44, 46, 59–62, 73, 74, the focus of the present study 
lies on the individual’s cognition and behavior. !erefore, the behavior of the partner is seen as an extraneous 
in*uence that is experimentally controlled by factoring it in the design. Furthermore, in the present experiments, 
participants were not only informed about the raw incentive structure of the game but were also presented 
with a situation that was rich in social cues (including, for example, the partners’ faces). !is is di"erent from 
Experimental Economics in which the focus is o%en on how the incentive structure a"ects the interactions of 
dyads or groups of individuals interacting with each other. !e fact that the participants cooperate with their 
partners and punish their partners even when cooperation and punishment go against their #nancial interests, 
as well as the fact that the communication of emotions to the partners but not the private expression of emotions 
a"ected moral punishment, suggests that the present paradigm taps into mechanisms of social interactions. !is 
is in line with recent experimental #ndings demonstrating that beliefs about the human versus preprogrammed 
nature of partners has surprisingly little e"ects on the behavior in economic  games87, 88. Nevertheless, it is of 
course an important goal for future research to explore whether the present conclusions hold in more ecologi-
cally realistic settings.

Conclusion
To summarize, two experiments were performed to test the e"ects of the expression and communication of emo-
tions on moral punishment. In line with the emotion-communication account, moral punishment was attenuated 
when participants were provided with an alternative way of communicating their negative emotions in response 
to the outcomes of the Prisoner’s Dilemma game. !e e"ects on moral punishment were only present when the 
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emotions were communicated to the partner and absent when the emotions were merely privately expressed, 
emphasizing the communicative role of moral punishment. Still, moral punishment was attenuated but did not 
come close to being abolished by the communication of emotions, suggesting that communicating emotions is 
only a minor component of moral punishment.

Data availability
We provide the data used in our analyses via the Open Science Framework. !e data are publicly available at 
https:// osf. io/ z8fwh/.

Received: 13 January 2023; Accepted: 1 September 2023

References
 1. Ostrom, E., Walker, J. & Gardner, R. Covenants with and without a sword: Self-governance is possible. Am. Polit. Sci. Rev. 86, 

404–417. https:// doi. org/ 10. 2307/ 19642 29 (1992).
 2. Yamagishi, T. !e provision of a sanctioning system as a public good. J. Pers. Soc. Psychol. 51, 110–116. https:// doi. org/ 10. 1037/ 

0022- 3514. 51.1. 110 (1986).
 3. Fehr, E. & Gächter, S. Altruistic punishment in humans. Nature 415, 137–140. https:// doi. org/ 10. 1038/ 41513 7a (2002).
 4. Fehr, E. & Fischbacher, U. Social norms and human cooperation. Trends Cogn. Sci. 8, 185–190. https:// doi. org/ 10. 1016/j. tics. 2004. 

02. 007 (2004).
 5. Falk, A., Fehr, E. & Fischbacher, U. Driving forces behind informal sanctions. Econometrica 73, 2017–2030. https:// doi. org/ 10. 

1111/j. 1468- 0262. 2005. 00644.x (2005).
 6. Barclay, P. Reputational bene#ts for altruistic punishment. Evol. Hum. Behav. 27, 325–344. https:// doi. org/ 10. 1016/j. evolh umbeh 

av. 2006. 01. 003 (2006).
 7. Henrich, J. et al. Costly punishment across human societies. Science 312, 1767–1770. https:// doi. org/ 10. 1126/ scien ce. 11273 33 

(2006).
 8. Pillutla, M. M. & Murnighan, J. K. Unfairness, anger, and spite: Emotional rejections of ultimatum o"ers. Organ. Behav. Hum. 

Decis. Process. 68, 208–224. https:// doi. org/ 10. 1006/ obhd. 1996. 0100 (1996).
 9. Van’t Wout, M., Kahn, R. S., Sanfey, A. G. & Aleman, A. A"ective state and decision-making in the ultimatum game. Exp. Brain 

Res. 169, 564–568. https:// doi. org/ 10. 1007/ s00221- 006- 0346-5 (2006).
 10. Mischkowski, D., Glöckner, A. & Lewisch, P. From spontaneous cooperation to spontaneous punishment–Distinguishing the 

underlying motives driving spontaneous behavior in #rst and second order public good games. Organ. Behav. Hum. Decis. Process. 
149, 59–72. https:// doi. org/ 10. 1016/j. obhdp. 2018. 07. 001 (2018).

 11. Gummerum, M., López-Pérez, B., Van Dijk, E. & Van Dillen, L. F. When punishment is emotion-driven: Children’s, adolescents’, 
and adults’ costly punishment of unfair allocations. Soc. Dev. 29, 126–142. https:// doi. org/ 10. 1111/ sode. 12387 (2020).

 12. Gummerum, M., López-Pérez, B., Van Dijk, E. & Van Dillen, L. F. Ire and punishment: incidental anger and costly punishment in 
children, adolescents, and adults. J. Exp. Child Psychol. 218, 105376. https:// doi. org/ 10. 1016/j. jecp. 2022. 105376 (2022).

 13. Nelissen, R. M. & Zeelenberg, M. Moral emotions as determinants of third-party punishment: Anger, guilt and the functions of 
altruistic sanctions. Judgm. Decis. Mak. 4, 543–553 (2009).

 14. Seip, E. C., Van Dijk, W. W. & Rotteveel, M. Anger motivates costly punishment of unfair behavior. Motiv. Emot. 38, 578–588. 
https:// doi. org/ 10. 1007/ s11031- 014- 9395-4 (2014).

 15. Gummerum, M., Van Dillen, L. F., Van Dijk, E. & López-Pérez, B. Costly third-party interventions: !e role of incidental anger 
and attention focus in punishment of the perpetrator and compensation of the victim. J. Exp. Soc. Psychol. 65, 94–104. https:// doi. 
org/ 10. 1016/j. jesp. 2016. 04. 004 (2016).

 16. Xiao, E. & Houser, D. Emotion expression in human punishment behavior. Proc. Natl. Acad. Sci. 102, 7398–7401. https:// doi. org/ 
10. 1073/ pnas. 05023 99102 (2005).

 17. Bolle, F., Tan, J. H. & Zizzo, D. J. Vendettas. Am. Econ. J. Microecon. 6, 93–130. https:// doi. org/ 10. 1257/ mic.6. 2. 93 (2014).
 18. Dickinson, D. L. & Masclet, D. Emotion venting and punishment in public good experiments. J. Public Econ. 122, 55–67. https:// 

doi. org/ 10. 1016/j. jpube co. 2014. 10. 008 (2015).
 19. Boyd, R., Gintis, H., Bowles, S. & Richerson, P. J. !e evolution of altruistic punishment. Proc. Natl. Acad. Sci. 100, 3531–3535. 

https:// doi. org/ 10. 1073/ pnas. 06304 43100 (2003).
 20. Nowak, M. A. Five rules for the evolution of cooperation. Science 314, 1560–1563. https:// doi. org/ 10. 1126/ scien ce. 113375 (2006).
 21. Andreoni, J. Cooperation in public-goods experiments: Kindness or confusion?. Am. Econ. Rev. 85, 891–904 (1995).
 22. Kollock, P. Social dilemmas: !e anatomy of cooperation. Annu. Rev. Sociol. 24, 183–214 (1998).
 23. Axelrod, R. An evolutionary approach to norms. Am. Polit. Sci. Rev. 80, 1095–1111. https:// doi. org/ 10. 2307/ 19608 58 (1986).
 24. Heckathorn, D. D. Collective action and the second-order free-rider problem. Ration. Soc. 1, 78–100. https:// doi. org/ 10. 1177/ 

10434 63189 00100 1006 (1989).
 25. Yamagishi, T. Seriousness of social dilemmas and the provision of a sanctioning system. Soc. Psychol. Q. 51, 32–42. https:// doi. 

org/ 10. 2307/ 27869 82 (1988).
 26. Fehr, E. & Gächter, S. Cooperation and punishment in public goods experiments. Am. Econ. Rev. 90, 980–994. https:// doi. org/ 10. 

1257/ aer. 90.4. 980 (2000).
 27. Masclet, D., Noussair, C., Tucker, S. & Villeval, M.-C. Monetary and nonmonetary punishment in the voluntary contributions 

mechanism. Am. Econ. Rev. 93, 366–380. https:// doi. org/ 10. 1257/ 00028 28033 21455 359 (2003).
 28. Bochet, O., Page, T. & Putterman, L. Communication and punishment in voluntary contribution experiments. J. Econ. Behav. 

Organ. 60, 11–26. https:// doi. org/ 10. 1016/j. jebo. 2003. 06. 006 (2006).
 29. Gurerk, O., Irlenbusch, B. & Rockenbach, B. !e competitive advantage of sanctioning institutions. Science 312, 108–111. https:// 

doi. org/ 10. 1126/ scien ce. 11236 33 (2006).
 30. Fudenberg, D. & Pathak, P. A. Unobserved punishment supports cooperation. J. Public Econ. 94, 78–86. https:// doi. org/ 10. 1016/j. 

jpube co. 2009. 10. 007 (2010).
 31. Ambrus, A. & Greiner, B. Imperfect public monitoring with costly punishment: An experimental study. Am. Econ. Rev. 102, 

3317–3332. https:// doi. org/ 10. 1257/ aer. 102.7. 3317 (2012).
 32. Fischer, S., Grechenig, K. & Meier, N. Monopolizing sanctioning power under noise eliminates perverse punishment but does not 

increase cooperation. Front. Behav. Neurosci. https:// doi. org/ 10. 3389/ fnbeh. 2016. 00180 (2016).
 33. Úbeda, F. & Duéñez-Guzmán, E. A. Power and corruption. Evolution 65, 1127–1139. https:// doi. org/ 10. 1111/j. 1558- 5646. 2010. 

01194.x (2011).
 34. van den Berg, P., Molleman, L. & Weissing, F. J. !e social costs of punishment. Behav. Brain Sci. 35, 42–43. https:// doi. org/ 10. 

1017/ s0140 525x1 10013 48 (2012).

https://osf.io/z8fwh/
https://doi.org/10.2307/1964229
https://doi.org/10.1037/0022-3514.51.1.110
https://doi.org/10.1037/0022-3514.51.1.110
https://doi.org/10.1038/415137a
https://doi.org/10.1016/j.tics.2004.02.007
https://doi.org/10.1016/j.tics.2004.02.007
https://doi.org/10.1111/j.1468-0262.2005.00644.x
https://doi.org/10.1111/j.1468-0262.2005.00644.x
https://doi.org/10.1016/j.evolhumbehav.2006.01.003
https://doi.org/10.1016/j.evolhumbehav.2006.01.003
https://doi.org/10.1126/science.1127333
https://doi.org/10.1006/obhd.1996.0100
https://doi.org/10.1007/s00221-006-0346-5
https://doi.org/10.1016/j.obhdp.2018.07.001
https://doi.org/10.1111/sode.12387
https://doi.org/10.1016/j.jecp.2022.105376
https://doi.org/10.1007/s11031-014-9395-4
https://doi.org/10.1016/j.jesp.2016.04.004
https://doi.org/10.1016/j.jesp.2016.04.004
https://doi.org/10.1073/pnas.0502399102
https://doi.org/10.1073/pnas.0502399102
https://doi.org/10.1257/mic.6.2.93
https://doi.org/10.1016/j.jpubeco.2014.10.008
https://doi.org/10.1016/j.jpubeco.2014.10.008
https://doi.org/10.1073/pnas.0630443100
https://doi.org/10.1126/science.113375
https://doi.org/10.2307/1960858
https://doi.org/10.1177/1043463189001001006
https://doi.org/10.1177/1043463189001001006
https://doi.org/10.2307/2786982
https://doi.org/10.2307/2786982
https://doi.org/10.1257/aer.90.4.980
https://doi.org/10.1257/aer.90.4.980
https://doi.org/10.1257/000282803321455359
https://doi.org/10.1016/j.jebo.2003.06.006
https://doi.org/10.1126/science.1123633
https://doi.org/10.1126/science.1123633
https://doi.org/10.1016/j.jpubeco.2009.10.007
https://doi.org/10.1016/j.jpubeco.2009.10.007
https://doi.org/10.1257/aer.102.7.3317
https://doi.org/10.3389/fnbeh.2016.00180
https://doi.org/10.1111/j.1558-5646.2010.01194.x
https://doi.org/10.1111/j.1558-5646.2010.01194.x
https://doi.org/10.1017/s0140525x11001348
https://doi.org/10.1017/s0140525x11001348


14

Vol:.(1234567890)

Scientific Reports |        (2023) 13:14693  |  https://doi.org/10.1038/s41598-023-41886-9

www.nature.com/scientificreports/

 35. Sigmund, K., Hauert, C. & Nowak, M. A. Reward and punishment. Proc. Natl. Acad. Sci. 98, 10757–10762. https:// doi. org/ 10. 1073/ 
pnas. 16115 5698 (2001).

 36. Santos, M. D., Rankin, D. J. & Wedekind, C. !e evolution of punishment through reputation. Proc. R. Soc. B. Biol. Sci. 278, 
371–377. https:// doi. org/ 10. 1098/ rspb. 2010. 1275 (2011).

 37. dos Santos, M., Rankin, D. J. & Wedekind, C. Human cooperation based on punishment reputation. Evolution 67, 2446–2450. 
https:// doi. org/ 10. 1111/ evo. 12108 (2013).

 38. Roos, P., Gelfand, M., Nau, D. & Carr, R. High strength-of-ties and low mobility enable the evolution of third-party punishment. 
Proc. R. Soc. B. Biol. Sci. 281, 20132661. https:// doi. org/ 10. 1098/ rspb. 2013. 2661 (2014).

 39. Raihani, N. J. & Bshary, R. !e reputation of punishers. Trends Ecol. Evol. 30, 98–103. https:// doi. org/ 10. 1016/j. tree. 2014. 12. 003 
(2015).

 40. dos Santos, M. & Wedekind, C. Reputation based on punishment rather than generosity allows for evolution of cooperation in 
sizable groups. Evol. Hum. Behav. 36, 59–64. https:// doi. org/ 10. 1016/j. evolh umbeh av. 2014. 09. 001 (2015).

 41. Jordan, J. J. & Rand, D. G. !ird-party punishment as a costly signal of high continuation probabilities in repeated games. J. !eor. 
Biol. 421, 189–202. https:// doi. org/ 10. 1016/j. jtbi. 2017. 04. 004 (2017).

 42. Clutton-Brock, T. H. & Parker, G. A. Punishment in animal societies. Nature 373, 209–216. https:// doi. org/ 10. 1038/ 37320 9a0 
(1995).

 43. Bowles, S. & Gintis, H. !e evolution of strong reciprocity: Cooperation in heterogeneous populations. !eor. Popul. Biol. 65, 
17–28. https:// doi. org/ 10. 1016/j. tpb. 2003. 07. 001 (2004).

 44. Irwin, K. & Horne, C. A normative explanation of antisocial punishment. Soc. Sci. Res. 42, 562–570. https:// doi. org/ 10. 1016/j. ssres 
earch. 2012. 10. 004 (2013).

 45. Frank, R. H. Passions Within Reason: !e Strategic Role of the Emotions (W W Norton & Co, 1988).
 46. Sanfey, A. G., Rilling, J. K., Aronson, J. A., Nystrom, L. E. & Cohen, J. D. !e neural basis of economic decision-making in the 

ultimatum game. Science 300, 1755–1758. https:// doi. org/ 10. 1126/ scien ce. 10829 76 (2003).
 47. Camerer, C. F. Behavioral Game !eory: Experiments in Strategic Interaction (Princeton University Press, 2011).
 48. Bosman, R. & Van Winden, F. Emotional hazard in a power-to-take experiment. Econ. J. 112, 147–169. https:// doi. org/ 10. 1111/ 

1468- 0297. 0j677 (2002).
 49. Hopfensitz, A. & Reuben, E. !e importance of emotions for the e"ectiveness of social punishment. Econ. J. 119, 1534–1559. 

https:// doi. org/ 10. 1111/j. 1468- 0297. 2009. 02288.x (2009).
 50. Ben-Shakhar, G., Bornstein, G., Hopfensitz, A. & Van Winden, F. Reciprocity and emotions in bargaining using physiological and 

self-report measures. J. Econ. Psychol. 28, 314–323. https:// doi. org/ 10. 1016/j. joep. 2007. 02. 005 (2007).
 51. Civai, C., Corradi-Dell’Acqua, C., Gamer, M. & Rumiati, R. I. Are irrational reactions to unfairness truly emotionally-driven? 

Dissociated behavioural and emotional responses in the Ultimatum Game task. Cognition 114, 89–95. https:// doi. org/ 10. 1016/j. 
cogni tion. 2009. 09. 001 (2010).

 52. Jo&ly, M., Masclet, D., Noussair, C. N. & Villeval, M. C. Emotions, sanctions, and cooperation. South. Econ. J. 80, 1002–1027. 
https:// doi. org/ 10. 4284/ 0038- 4038- 2012. 067 (2014).

 53. Wang, C. S., Galinsky, A. D. & Murnighan, J. K. Bad drives psychological reactions, but good propels behavior: Responses to 
honesty and deception. Psychol. Sci. 20, 634–644. https:// doi. org/ 10. 1111/j. 1467- 9280. 2009. 02344.x (2009).

 54. Drouvelis, M. & Grosskopf, B. !e e"ects of induced emotions on pro-social behaviour. J. Public Econ. 134, 1–8. https:// doi. org/ 
10. 1016/j. jpube co. 2015. 12. 012 (2016).

 55. Feshbach, S. & Singer, R. D. Television and Aggression (Jossey-Bass Inc., 1971).
 56. Lee, J. Facing the "re: Experiencing and expressing anger appropriately. (Bantam Books, 2011).
 57. Fehr, E. & Fischbacher, U. !e nature of human altruism. Nature 425, 785–791. https:// doi. org/ 10. 1038/ natur e02043 (2003).
 58. Gintis, H., Bowles, S., Boyd, R. & Fehr, E. Explaining altruistic behavior in humans. Evol. Hum. Behav. 24, 153–172. https:// doi. 

org/ 10. 1016/ S1090- 5138(02) 00157-5 (2003).
 59. Mieth, L., Bell, R. & Buchner, A. Facial likability and smiling enhance cooperation, but have no direct e"ect on moralistic punish-

ment. J. Exp. Psychol. 63, 263–277. https:// doi. org/ 10. 1027/ 1618- 3169/ a0003 38 (2016).
 60. Mieth, L., Buchner, A. & Bell, R. E"ects of gender on costly punishment. J. Behav. Decis. Mak. 30, 899–912. https:// doi. org/ 10. 

1002/ bdm. 2012 (2017).
 61. Mieth, L., Buchner, A. & Bell, R. Cognitive load decreases cooperation and moral punishment in a Prisoner’s Dilemma game with 

punishment option. Sci. Rep. 11, 1–12. https:// doi. org/ 10. 1038/ s41598- 021- 04217-4 (2021).
 62. Mieth, L., Buchner, A. & Bell, R. Moral labels increase cooperation and costly punishment in a Prisoner’s Dilemma game with 

punishment option. Sci. Rep. 11, 1–13. https:// doi. org/ 10. 1038/ s41598- 021- 89675-6 (2021).
 63. Anderson, C. M. & Putterman, L. Do non-strategic sanctions obey the law of demand? !e demand for punishment in the voluntary 

contribution mechanism. Games. Econ. Behav. 54, 1–24. https:// doi. org/ 10. 1016/j. geb. 2004. 08. 007 (2006).
 64. Cinyabuguma, M., Page, T. & Putterman, L. Can second-order punishment deter perverse punishment?. Exp. Econ. 9, 265–279. 

https:// doi. org/ 10. 1007/ s10683- 006- 9127-z (2006).
 65. Carpenter, J. P. !e demand for punishment. J. Econ. Behav. Organ. 62, 522–542. https:// doi. org/ 10. 1016/j. jebo. 2005. 05. 004 (2007).
 66. Denant-Boemont, L., Masclet, D. & Noussair, C. N. Punishment, counterpunishment and sanction enforcement in a social dilemma 

experiment. Econ. !eory 33, 145–167. https:// doi. org/ 10. 1007/ s00199- 007- 0212-0 (2007).
 67. Herrmann, B., !oni, C. & Gachter, S. Antisocial punishment across societies. Science 319, 1362–1367. https:// doi. org/ 10. 1126/ 

scien ce. 115380 (2008).
 68. Sylwester, K., Herrmann, B. & Bryson, J. J. Homo homini lupus? Explaining antisocial punishment. J. Neurosci. Psychol. Econ. 6, 

167–188. https:// doi. org/ 10. 1037/ npe00 00009 (2013).
 69. de Melo, G. & Piaggio, M. !e perils of peer punishment: Evidence from a common pool resource framed #eld experiment. Ecol. 

Econ. 120, 376–393. https:// doi. org/ 10. 1016/j. ecole con. 2015. 05. 011 (2015).
 70. Pfattheicher, S., Keller, J. & Knezevic, G. Sadism, the intuitive system, and antisocial punishment in the public goods game. Pers. 

Soc. Psychol. Bull. 43, 337–346. https:// doi. org/ 10. 1177/ 01461 67216 684134 (2017).
 71. Pleasant, A. & Barclay, P. Why hate the good guy? Antisocial punishment of high cooperators is greater when people compete to 

be chosen. Psychol. Sci. 29, 868–876. https:// doi. org/ 10. 1177/ 09567 97617 752642 (2018).
 72. Faul, F., Erdfelder, E., Lang, A.-G. & Buchner, A. G* Power 3: A *exible statistical power analysis program for the social, behavioral, 

and biomedical sciences. Behav. Res. Methods 39, 175–191. https:// doi. org/ 10. 3758/ BF031 93146 (2007).
 73. Bell, R., Mieth, L. & Buchner, A. Separating conditional and unconditional cooperation in a sequential Prisoner’s Dilemma game. 

PLoS ONE 12, e0187952. https:// doi. org/ 10. 1371/ journ al. pone. 01879 52 (2017).
 74. Parks, C. D. & Stone, A. B. !e desire to expel unsel#sh members from the group. J. Pers. Soc. Psychol. 99, 303–310. https:// doi. 

org/ 10. 1037/ a0018 403 (2010).
 75. Bürhan, P. & Alici, T. Enhanced source memory for cheaters with higher resemblance to own-culture typical faces. Psychon. Bull. 

Rev. 30, 700–711. https:// doi. org/ 10. 3758/ s13423- 022- 02177-y (2022).
 76. Ma, D. S., Correll, J. & Wittenbrink, B. !e Chicago face database: A free stimulus set of faces and norming data. Behav. Res. 

Methods 47, 1122–1135. https:// doi. org/ 10. 3758/ s13428- 014- 0532-5 (2015).
 77. Bradley, M. M. & Lang, A.-G. Measuring emotion: !e self-assessment manikin and the semantic di"erential. J. Behav. !er. Exp. 

Psychiatry 25, 49–59. https:// doi. org/ 10. 1016/ 0005- 7916(94) 90063-9 (1994).

https://doi.org/10.1073/pnas.161155698
https://doi.org/10.1073/pnas.161155698
https://doi.org/10.1098/rspb.2010.1275
https://doi.org/10.1111/evo.12108
https://doi.org/10.1098/rspb.2013.2661
https://doi.org/10.1016/j.tree.2014.12.003
https://doi.org/10.1016/j.evolhumbehav.2014.09.001
https://doi.org/10.1016/j.jtbi.2017.04.004
https://doi.org/10.1038/373209a0
https://doi.org/10.1016/j.tpb.2003.07.001
https://doi.org/10.1016/j.ssresearch.2012.10.004
https://doi.org/10.1016/j.ssresearch.2012.10.004
https://doi.org/10.1126/science.1082976
https://doi.org/10.1111/1468-0297.0j677
https://doi.org/10.1111/1468-0297.0j677
https://doi.org/10.1111/j.1468-0297.2009.02288.x
https://doi.org/10.1016/j.joep.2007.02.005
https://doi.org/10.1016/j.cognition.2009.09.001
https://doi.org/10.1016/j.cognition.2009.09.001
https://doi.org/10.4284/0038-4038-2012.067
https://doi.org/10.1111/j.1467-9280.2009.02344.x
https://doi.org/10.1016/j.jpubeco.2015.12.012
https://doi.org/10.1016/j.jpubeco.2015.12.012
https://doi.org/10.1038/nature02043
https://doi.org/10.1016/S1090-5138(02)00157-5
https://doi.org/10.1016/S1090-5138(02)00157-5
https://doi.org/10.1027/1618-3169/a000338
https://doi.org/10.1002/bdm.2012
https://doi.org/10.1002/bdm.2012
https://doi.org/10.1038/s41598-021-04217-4
https://doi.org/10.1038/s41598-021-89675-6
https://doi.org/10.1016/j.geb.2004.08.007
https://doi.org/10.1007/s10683-006-9127-z
https://doi.org/10.1016/j.jebo.2005.05.004
https://doi.org/10.1007/s00199-007-0212-0
https://doi.org/10.1126/science.115380
https://doi.org/10.1126/science.115380
https://doi.org/10.1037/npe0000009
https://doi.org/10.1016/j.ecolecon.2015.05.011
https://doi.org/10.1177/0146167216684134
https://doi.org/10.1177/0956797617752642
https://doi.org/10.3758/BF03193146
https://doi.org/10.1371/journal.pone.0187952
https://doi.org/10.1037/a0018403
https://doi.org/10.1037/a0018403
https://doi.org/10.3758/s13423-022-02177-y
https://doi.org/10.3758/s13428-014-0532-5
https://doi.org/10.1016/0005-7916(94)90063-9


15

Vol.:(0123456789)

Scientific Reports |        (2023) 13:14693  |  https://doi.org/10.1038/s41598-023-41886-9

www.nature.com/scientificreports/

 78. Riefer, D. M. & Batchelder, W. H. Multinomial modeling and the measurement of cognitive processes. Psychol. Rev. 95, 318–339. 
https:// doi. org/ 10. 1037/ 0033- 295X. 95.3. 318 (1988).

 79. Batchelder, W. H. & Riefer, D. M. !eoretical and empirical review of multinomial process tree modeling. Psychon. Bull. Rev. 6, 
57–86. https:// doi. org/ 10. 3758/ BF032 10812 (1999).

 80. Erdfelder, E. et al. Multinomial processing tree models: A review of the literature. Z. Psychol. 217, 108–124. https:// doi. org/ 10. 
1027/ 0044- 3409. 217.3. 108 (2009).

 81. Schmidt, O., Erdfelder, E. & Heck, D. W. Tutorial on multinomial processing tree modeling: How to develop, test, and extend MPT 
models. Psychol. Methods https:// doi. org/ 10. 1037/ met00 00561 (2022).

 82. Moshagen, M. multiTree: A computer program for the analysis of multinomial processing tree models. Behav. Res. Methods 42, 
42–54. https:// doi. org/ 10. 3758/ BRM. 42.1. 42 (2010).

 83. Fehr, E. & Schmidt, K. M. A theory of fairness, competition, and cooperation. Q. J. Econ 114, 817–868. https:// doi. org/ 10. 1162/ 
00335 53995 56151 (1999).

 84. Raihani, N. J. & Bshary, R. Punishment: One tool, many uses. Evol. Hum. Sci. 1, E12. https:// doi. org/ 10. 1017/ ehs. 2019. 12 (2019).
 85. Czap, H. J., Czap, N. V., Khachaturyan, M., Burbach, M. E. & Lynne, G. D. Agricultural and Applied Economics Association (AAEA) 

Conferences (Pittsburgh, Pennsylvania, 2011).
 86. Bushman, B. J. Does venting anger feed or extinguish the *ame? Catharsis, rumination, distraction, anger, and aggressive respond-

ing. Pers. Soc. Psychol. Bull. 28, 724–731 (2002).
 87. Nielsen, Y. A., Pfattheicher, S. & Keijsers, M. Prosocial behavior toward machines. Curr. Opin. Psychol. 43, 260–265. https:// doi. 

org/ 10. 1016/j. copsyc. 2021. 08. 004 (2022).
 88. Krasnow, M. M., Howard, R. M. & Eisenbruch, A. B. !e importance of being honest? Evidence that deception may not pollute 

social science subject pools a%er all. Behav. Res. Methods 52, 1175–1188. https:// doi. org/ 10. 3758/ s13428- 019- 01309-y (2020).

Author contributions
A.P., L.M., A.B., and R.B. contributed to the study conception and design. Material preparation, data collection 
and analysis were performed by A.P. and L.M. All authors contributed through discussion and interpretation of 
the results. A.P. wrote the manuscript with subsequent input and #nal approval from all co-authors.

Funding
Open Access funding enabled and organized by Projekt DEAL.

Competing interests 
!e authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to A.P.
Reprints and permissions information is available at www.nature.com/reprints.
Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional a&liations.

Open Access  !is article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. !e images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

© !e Author(s) 2023

https://doi.org/10.1037/0033-295X.95.3.318
https://doi.org/10.3758/BF03210812
https://doi.org/10.1027/0044-3409.217.3.108
https://doi.org/10.1027/0044-3409.217.3.108
https://doi.org/10.1037/met0000561
https://doi.org/10.3758/BRM.42.1.42
https://doi.org/10.1162/003355399556151
https://doi.org/10.1162/003355399556151
https://doi.org/10.1017/ehs.2019.12
https://doi.org/10.1016/j.copsyc.2021.08.004
https://doi.org/10.1016/j.copsyc.2021.08.004
https://doi.org/10.3758/s13428-019-01309-y
www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/


Investigating moral punishment  60

Published Article 2


The article includes Experiments 2.1 and 2.2. 

Philippsen, A., Mieth, L., Buchner, A., & Bell, R. (2024). People punish defection, not 

failures to conform to the majority. Scientific Reports, 14(1), Article: 1211. https://

doi.org/10.1038/s41598-023-50414-8  

https://doi.org/10.1038/s41598-023-50414-8
https://doi.org/10.1038/s41598-023-50414-8


1

Vol.:(0123456789)

Scientific Reports |         (2024) 14:1211   | https://doi.org/10.1038/s41598-023-50414-8

www.nature.com/scientificreports

People punish defection, 
not failures to conform 
to the majority
Ana Philippsen *, Laura Mieth , Axel Buchner  & Raoul Bell 

Do people punish others for defecting or for failing to conform to the majority? In two experiments, 
we manipulated whether the participants’ partners cooperated or defected in the majority of the 
trials of a Prisoner’s Dilemma game. The effects of this base-rate manipulation on cooperation 
and punishment were assessed using a multinomial processing tree model. High compared to low 
cooperation rates of the partners increased participants’ cooperation. When participants’ cooperation 
was not enforced through partner punishment, the participants’ cooperation was closely aligned to 
the cooperation rates of the partners. Moral punishment of defection increased when cooperation 
rates were high compared to when defection rates were high. However, antisocial punishment 
of cooperation when defection rates were high was much less likely than moral punishment of 
defection when cooperation rates were high. In addition, antisocial punishment was increased when 
cooperation rates were high compared to when defection rates were high. The latter two results 
contradict the assumption that people punish conformity-violating behavior regardless of whether the 
behavior supports or disrupts cooperation. Punishment is thus sensitive to the rates of cooperation 
and defection but, overall, the results are inconsistent with the idea that punishment primarily, let 
alone exclusively, serves to enforce conformity with the majority.

!e capacity for large-scale cooperation has crucially fostered human evolution and the establishment of societies 
as we know them today. As cooperation implies accepting personal costs for achieving a long-term collective 
bene"t, there is o#en an incentive to free ride on the other’s cooperation. !is clash of individual and collective 
interests creates a social dilemma [cf.1]. !e free-rider problem poses a threat: If too many people free ride, 
cooperation continuously loses its appeal, declines and the system  collapses2–5. Cooperation levels vary strongly 
between groups as a function of a number of di$erent factors and may fall above or below 50%, depending on 
the  situation6,7. One factor that is o#en believed to support the maintenance of cooperation is the punishment of 
people who refuse to cooperate and instead  defect8–10. While punishment of defection in repeated interactions 
can obviously bene"t the punishing individuals by enforcing cooperation of their partners in future interactions, 
punishment of defection in one-shot interactions is more challenging to explain. Irrespective of this, it is a fact 
that people punish defectors even in one-shot interactions in which there are no obvious incentives%for doing so. 
!is is evident not only in the  lab11–13 but also in everyday social interactions. For example, in a one-time inter-
action on an online shopping site, buyers who feel they were treated unfairly (e.g., because they ordered goods 
that later turn out to be of poorer quality than advertised) may spend time and e$ort to write negative reviews to 
punish the seller. It is thus important to gain a better understanding of this puzzling yet socially tangible behavior. 
Two possible explanations can be distinguished for why people punish defection in one-shot interactions. One 
possibility is that cooperating individuals punish others speci"cally for their  defection14. Another possibility is 
that people punish behavior to enforce conformity with the majority regardless of whether it supports or disrupts 
 cooperation15–18. Here we test these accounts by examining how a manipulation of the proportions of cooperation 
and defection a$ects costly punishment in a Prisoner’s Dilemma game.

!e Prisoner’s Dilemma game is a classical paradigm for studying cooperation. In this game, two players 
simultaneously decide to either cooperate or defect which leads to di$erent possible outcomes, as determined by 
the game’s payo$ structure (see Fig.%1). A defecting player who interacts with a cooperating partner receives the 
highest outcome. A cooperating player who interacts with a defecting partner receives the lowest outcome. At an 
individual level, it is therefore more pro"table to defect. At a collective level, however, cooperation is desirable 
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because mutual cooperation leads to a better outcome for both interactants combined than mutual defection. 
!is payo$ structure thereby captures the basic dilemma of cooperation [cf.1].

People o#en strive to achieve mutual cooperation but try to avoid being cheated by a defecting partner who 
does not reciprocate cooperation. !erefore, it comes as no surprise that cooperation in economic dilemmas is 
o#en conditioned on the perceived or proclaimed prevalence of  cooperation16,19–23. For example, Engel et%al.23 
provided their participants with selective information about the behavior of either very cooperative or very 
uncooperative groups before participating in an economic game. Participants were more likely to cooperate 
when they had received information about the behavior of cooperative groups than when they had received 
information about the behavior of uncooperative groups. !ese "ndings indicate that a person’s propensity to 
cooperate is in&uenced by the assumed prevalence of cooperation.

A factor that has been shown to crucially contribute to the maintenance of cooperation within groups is 
moral punishment [cf.2]. Here, the term moral punishment is used to speci"cally refer to the punishment of 
defecting partners by cooperating individuals. Defection becomes unattractive when a signi"cant proportion 
of people punish defection because punishment decreases the payo$s of defecting partners. Moral punish-
ment can thus help to solve the free-rider problem by disincentivizing defection, thereby increasing the level 
of  cooperation8,11,13,24,25. However, moral punishment o#en entails personal costs to the punisher. !erefore, 
moral punishment can be considered a second-order cooperative  act5,11,13,26,27. Given the importance of moral 
punishment for the establishment and maintenance of cooperation, it is crucial to understand the factors that 
drive people to punish others for defection.

Two broad accounts can be distinguished with regard to how the proportion of cooperation or defection 
should a$ect people’s punishment behavior. One possibility is that punishment is primarily used to discourage 
defection, regardless of the prevalence of defection [e.g.,14]. !is seems reasonable as punishment in economic 
games is, as a rule, mainly directed at defectors. However, in a small proportion of cases, people may prefer not to 
cooperate, sometimes leading to antisocial punishment of cooperative  acts28–30. !is type of punishment is termed 
antisocial as it undermines  cooperation31,32. A possible explanation is that antisocial punishers are motivated 
by their disapproval of the normative pressure towards cooperation, exerted by individuals who are perceived 
as moral “do-gooders”33–35. While it may, at "rst glance, seem obvious that people should punish behaviors they 
disapprove of—which would explain the prevalence of both moral and antisocial punishment—it has been sug-
gested that people do at least sometimes punish others for failing to conform to the majority regardless of their 
own private  preferences36. !e conformity account implies that punishment is directed at behavior that deviates 
from what is  typical15–18,36. People may punish atypical behaviors to enforce conformity as conformity may reduce 
the costs that result from con&icts arising from uncertainty about the%appropriate behavior. Furthermore, people 
may engage in punishment when they think that the punishment is justi"ed by the fact that others approve of 
their punishment which also keeps the costs of punishment  low17. Considering the high prevalence of coopera-
tion in human groups and societies, punishment will o#en be directed at defectors who fail to contribute to the 
collective bene"t. However, there is a dark side to enforcing conformity irrespective of the consequences of the 
behavior: People may antisocially punish atypical behavior even when it is promoting the collective  good16,17 
simply because it violates expectations.

Here we examine how the proportion of cooperation and defection a$ects costly punishment in the Prisoner’s 
Dilemma game. !is study follows a previous study by Li et%al.37 in which participants had to decide between 
cooperation and defection in a Prisoner’s Dilemma game. Prior to making their punishment decision, partici-
pants received information about eleven possible scenarios regarding how many other players had previously 
chosen to cooperate (ranging from less than 5% to more than 95%). Each participant was then asked to make a 
punishment decision for defecting partners in every one of these hypothetical scenarios. Punishment increased 
with the percent of cooperation in the reference group. Apart from the fact that conceptual replications of impor-
tant "ndings are always useful, there are several additional reasons to expand on the previous "ndings. First, Li 
et%al.37 asked participants to respond to a list of eleven scenarios with di$erent hypothetical base rates which may 
have accentuated the impact of the base rates on behavior. It is thus interesting to examine whether moral punish-
ment increases with the proportion of cooperation when participants interact with partners directly. Second, Li 
et%al.37 concentrated only on moral punishment by requiring participants to provide punishment decisions only 
for defecting partners. Here, we allow participants to make punishment decisions regardless of the outcome of the 
Prisoner’s Dilemma game which gives us the opportunity to distinguish between di$erent types of punishment.

To allow to cleanly distinguish between di$erent types of punishment and a bias towards punishing, the mul-
tinomial cooperation-and-punishment model has been developed. !e model belongs to the class of multinomial 

Figure 1.  Examples of a payo$ structure of the Prisoner’s Dilemma game. !e payo$s are displayed as a 
function of both players’ decisions in the Prisoner’s Dilemma game. Shaded cells denote the payo$ to Player A, 
white cells denote the payo$ to Player B.
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processing tree models. !ese models have become increasingly popular to measure the components of human 
decision making [for a review  see38]. Multinomial models are &exible and accessible measurement models for 
which easy-to-read  tutorials39 and user-friendly  so#ware40 exists. !ey disambiguate observable behavior by 
enabling the measurement of the processes underlying overt behavior such as di$erent strategies in decision-
making  tasks41–43. !e relationship between observable behavioral categories and the underlying processes can be 
visualized in a tree-like structure. Here, we use the multinomial cooperation-and-punishment model (see Fig.%3) 
which has been successfully applied and validated in previous  studies44–46. Besides the cooperation parameter C, 
representing the participants’ propensity to cooperate, the model entails that speci"c types of punishment have 
to be distinguished from a general punishment bias. Moral punishment is de"ned as the type of punishment 
that is speci"cally provoked when the participant’s cooperation is met with the partner’s defection. !is type of 
punishment can be viewed as moral because it is aimed at retaliating the perceived violation of a cooperation 
norm. To illustrate, moral punishment is enhanced when the labels of the behavioral options in the Prisoner’s 
Dilemma game facilitate a moral interpretation of the behaviors relative to when the labels are  neutral44. Hypo-
critical punishment is the type of punishment that is speci"cally provoked by an interaction in which both the 
participant and the partner chose to defect. !is type of punishment can be viewed as hypocritical because 
participants punish behavior in others which they themselves have shown. Antisocial punishment is speci"cally 
provoked by an interaction in which the participant’s defection is met with a partner’s cooperation. !is type of 
punishment can be labeled as antisocial in the sense that it re&ects an opposition against cooperation norms. To 
illustrate, previous  studies44,46 have shown that antisocial punishment is increased when participants experience 
normative pressure to cooperate through the moral punishment exerted by the partners. Furthermore, a proper 
measurement model of punishment has to take an unspeci"c bias to punish into account. !is allows us to test 
whether the observed e$ects are distinct for the di$erent punishment types or re&ect a general increase in the 
willingness to punish, for example, as a way to vent frustration about factors that are unrelated to the outcome 
of the immediate  interaction46.

To test whether people primarily punish others for violating conformity, we manipulated the proportion of 
cooperating and defecting partners in the Prisoner’s Dilemma game between groups. In the cooperating-majority 
condition, partners cooperated in 60% of the trials and defected in the other 40%, thereby making cooperation 
the dominant behavior. In the defecting-majority condition, this ratio was reversed, thereby making defection 
the dominant behavior. To ensure that the behavior of the majority was correctly represented, the participants 
were truthfully informed prior to the start of the game whether most partners would cooperate or defect. 
If punishment primarily serves to discourage defection, moral punishment should prevail irrespective of the 
base-rate manipulation. If punishment primarily serves to enforce conformity, punishment should be highly 
susceptible to the base-rate manipulation. Speci"cally, moral punishment should be high in the cooperating-
majority condition but low or even absent in the defecting-majority  condition37. Based on the idea that people 
may enforce conformity with the majority behavior regardless of their own  preferences36, hypocritical punish-
ment should follow the same pattern as moral punishment. Hypocritical punishment should thus be increased 
in the cooperating-majority condition in comparison to the defecting-majority condition. If people punish to 
enforce conformity with the dominant behavior in the Prisoner’s Dilemma game, antisocial punishment, that is, 
the punishment of cooperation by defecting participants, should be high in the defecting-majority condition but 
low or even absent in the cooperating-majority  condition16,17. In fact, if punishment were exclusively determined 
by the goal to enforce conformity, then the probability that cooperating participants use moral punishment to 
punish a deviation from a cooperating majority should be identical to the probability that defecting participants 
use antisocial punishment to punish a deviation from a defecting majority.

Experiment 1
Method
Sample
We aimed to obtain about 500 valid data sets in each of the two experiments with the help of the online panel 
provider mingle. Of the data "les of those participants who started the Prisoner’s Dilemma game, 54 data "les had 
to be removed because the participants did not complete the experiment and 70 data "les had to be excluded due 
to double participation. !e "nal sample consisted of 544 participants (305 female, 239 male) aged 18–88 (M = 49, 
SD = 15) years. A sensitivity analysis showed that with a sample size of N = 544 and 25 decisions per participant 
it was possible to detect e$ects of the base-rate manipulation on the cooperation and punishment parameters 
of the multinomial cooperation-and-punishment model (see below) of the size w = 0.03 with a statistical power 
of 1 − ( = 0.95 at an ) level of 0.0547.

Base-rate manipulation
At the start of the experiment, participants were assigned to either the cooperating-majority condition (n = 278) 
or the defecting-majority condition (n = 266). Depending on the assigned condition, participants were instructed 
either that most people would cooperate and only some would defect or that most people would defect and only 
some would cooperate. !ese instructions were used to ensure that participants formed a correct representation 
about the majority behavior even before the Prisoner’s Dilemma game started.

!e fact that the partners’ responses were determined by a computer program then allowed us to manipulate 
the proportion of cooperating and defecting partners in line with these instructions. Experimentally manipu-
lating the partner behavior is a common approach in Experimental Psychology to generate varying base rates 
while maintaining control over confounding factors that may otherwise in&uence partner  behavior16,48–54. In 
the cooperating-majority condition, partners were programmed to cooperate in 60% of the trials and to defect 
in 40% of the trials. In the defecting-majority condition, this ratio was reversed.
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Prisoner’s Dilemma game
Materials and procedure of the Prisoner’s Dilemma game were parallel to those of a previous online study exam-
ining costly punishment in the Prisoner’s Dilemma  game46. A#er giving their informed consent and answering 
demographic questions, participants received the instructions for the Prisoner’s Dilemma game. Participants of 
the online panel provider%mingle are compensated with points that can be exchanged for online vouchers, char-
ity donations or money (with 1 point corresponding to 1 Euro cent). Participants were thus informed that they 
were playing for points which they would be awarded by%mingle at the end of the study in addition to the points 
they would receive for participating in the study. At the start of the experiment, participants were endowed with 
150 points. Participants played 30 trials, "ve of which were training trials, of a simultaneous one-shot Prisoner’s 
Dilemma game with a costly punishment option.

Each trial of the Prisoner’s Dilemma started with the display of the participant’s current account balance in 
the middle of the screen. Participants knew that they would interact with a di$erent partner in every trial. Upon 
clicking a “Continue” button, the interaction partner was shown. To emphasize the social nature of the game, 
participants saw a color photograph (266 * 186 pixels) of a di$erent partner in each trial. To this end, photographs 
of 30 white adult faces, half of which were female and half of which were male, were randomly drawn from the 
Chicago Face  Database55. All faces had a neutral expression and were shown from a frontal view. !e partner’s 
photograph was centered on-screen and surrounded by a blue frame (4 pixels, see Fig.%2).

Beneath the photograph, participants could choose to cooperate or to defect by clicking the corresponding 
button and submitting their choice with a “Continue” button. Participants had been instructed that they and their 
partner would see their decisions to cooperate or to defect simultaneously. !ere were four di$erent outcomes 
depending on both partners’ decisions, as illustrated by the payo$ matrix in Fig.%1. Participants knew that mutual 
cooperation would lead to a gain of 10 points for each partner while mutual defection would lead to no gain or 
loss. !ey also knew that a defecting partner would gain 20 points when interacting with a cooperating partner 
who would in return lose 10 points. Participants received feedback about their own decision (e.g., “You cooper-
ate.”) and their partner’s decision (e.g., “Your partner defects.”) and how these decisions a$ected each players’ 
account balance (e.g., “You lose 10 points.”, “Your partner gains 20 points.”). Feedback regarding the participant’s 
decision and outcome was displayed in black font color whereas feedback on the partner’s decision and outcome 
was shown in blue font color, corresponding to the blue frame around the partner’s photograph. !e photograph 
and the feedback of the interaction outcome remained visible on the screen until the end of each trial.

Figure 2.  Example trial of the Prisoner’s Dilemma game with costly punishment. In this example trial, the 
participant cooperated while the partner defected which led to a loss of 10 points for the participant and a gain 
of 20 points for the partner. !e participant then chose to morally punish the partner by investing 2 points so 
that 20 points were subtracted from the partner’s account balance. !e partner’s photograph was randomly 
selected from the Chicago Face  Database55.
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Costly-punishment option
A#er each interaction in the Prisoner’s Dilemma, participants were o$ered a costly punishment option. Partici-
pants could decide either not to punish their partner or to invest 1, 2 or 3 points to deduce 10, 20 or 30 points, 
respectively, from their partner’s account balance. Participants were informed beforehand that their partners 
would simultaneously make their decision to punish the participants. As in a previous  experiment46, the partners 
were programmed to always punish unilateral defection of the participants by deducing a randomly determined 
amount of 10, 20 or 30 points from the participants’ account. Upon clicking a “Continue” button, participants 
received feedback about their own punishment decision (e.g., “You invest 2 points to punish your partner.”) and 
its e$ect on the partner’s account balance (e.g., “20 points will be deducted from your partner’s account bal-
ance.”). Participants simultaneously learned about their partner’s punishment decision (e.g., “Your partner does 
not punish you.”) and its e$ect on their own account balance (e.g., “No "ne will be deducted from your account 
balance.”). With a “Continue” button, participants could then start the next trial. !e average "nal account bal-
ance was 128 (SD = 54) points.

!e cooperation-and-punishment model
Multinomial models have become increasingly popular as they allow to estimate the latent cognitive processes 
that underlie observable categorical behavioral data [e.g.,42,43,56,57]. !e cooperation-and-punishment model used 
here has been successfully used to measure cooperation and punishment in previous  studies44–46. It is illustrated 
in Fig.%3. !e model incorporates two trees, one for the defecting partners and one for the cooperating partners. 
!e "rst latent process speci"ed in both trees is the participant’s propensity to cooperate which is assumed to 
be independent of the individual partner’s behavior that is revealed only a#er the participant’s decision. !ere-
fore, the same parameter C can be used for both trees: Participants may choose to cooperate with probability 
C or to defect with probability 1–C. Depending on whether the partner cooperates or defects, distinct types of 
punishment may occur. If the participant’s cooperation is met with the partner’s defection, the participant may 
apply moral punishment with probability PMoral. Even if the participant does not apply moral punishment with 
probability 1 − PMoral, the participant may still punish the partner because of an unspeci"c punishment bias with 
probability b. With probability 1 − b, no punishment is applied. A#er the mutual defection of both players, hypo-
critical punishment may be applied with probability PHypocritical. Even if no hypocritical punishment is applied with 
probability 1 − PHypocritical, punishment may still occur due to the unspeci"c punishment bias with probability b. 
With probability 1 − b, no punishment is applied. If the participant’s defection mismatches with the cooperation 
of the partner, the participant may apply antisocial punishment with probability PAntisocial. If the participant does 
not apply antisocial punishment with probability 1–PAntisocial, punishment may still occur due to the unspeci"c 
punishment bias with probability b. With probability 1 − b, no punishment is applied. Mutual cooperation does 
not provide any speci"c reason to punish the partner. Any punishment in this case is therefore used to estimate 
the punishment bias b which re&ects an unspeci"c tendency to punish the partner irrespective of the outcome 

Figure 3.  Multinomial cooperation-and-punishment model. Rectangles on the le# represent the 
partner’s behavior. Rectangles on the right represent the participant’s behavior. Letters along the branches 
indicate the parameters of the model (C = cooperation, PMoral = moral punishment of unilateral defection, 
PHypocritical = hypocritical punishment following mutual defection, PAntisocial = antisocial punishment of unilateral 
cooperation; b = unspeci"c punishment bias).
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of the interaction. To illustrate, if an emotion-centered processing focus induces feelings of frustration, this may 
well result in the indiscriminate punishment of partners irrespective of the outcomes of the Prisoner’s Dilemma 
game which is then re&ected in the punishment bias b46. !e model implies that this punishment bias has to be 
distinguished from types of punishment that discriminate between di$erent partner behaviors in a parallel way 
to how response bias has to be distinguished from more speci"c responses in other decision-making  models58–62. 
With probability 1–b, no punishment is applied.

Results
When using multinomial models to test substantive hypotheses it is ideal to begin with a base model that "ts the 
data. A multinomial model "ts the data if the goodness-of-"t test assessing the discrepancy between the observed 
responses and the responses predicted by the model is non-signi"cant, as indicated by%a p-value larger than the 
)-level (usually 0.05). !e corresponding goodness-of-"t statistic G2 is chi-square distributed with degrees of free-
dom indicated in parentheses. To analyze the present data, two sets of the trees of the multinomial cooperation-
and-punishment model depicted in Fig.%3 are needed for the base model, one set for the cooperating-majority 
condition and one for the defecting-majority condition. !is base model "t the data, G2(2) = 3.46, p = 0.177.

Multinomial models allow hypothesis tests to be performed directly at the level of the parameters repre-
senting the cognitive processes assumed to underly observed behavior. For example, the hypothesis that the 
participants’ propensity to cooperate is signi"cantly higher in the cooperating-majority condition than in the 
defecting-majority condition can be tested by restricting the C parameters of the two conditions to be equal. If 
this equality restriction signi"cantly worsens the "t of the restricted model compared to the base model, as indi-
cated by the ΔG2 statistic which is chi-square distributed with degrees of freedom displayed in parentheses, it can 
be concluded that the participants’ propensity to cooperate di$ers between the two conditions. Figure%4 displays 
the estimates of the cooperation parameter C. Cooperation was indeed signi"cantly higher in the cooperating-
majority condition than in the defecting-majority condition, ΔG2(1) = 272.57, p < 0.001, w = 0.14.

Estimates of the punishment parameters are shown in Fig.%5. In line with the conformity account, moral pun-
ishment was signi"cantly higher in the cooperating-majority condition than in the defecting-majority condition, 
ΔG2(1) = 19.79, p < 0.001, w = 0.04. Also consistent with the conformity account, a high base rate of cooperation 
in comparison to defection led to an increase in hypocritical punishment, ΔG2(1) = 7.88, p = 0.005, w = 0.02. So 
far, the data seem compatible with the conformity account. However, participants were much more likely to 
use moral punishment to punish a deviation from the cooperating-majority group than to use antisocial pun-
ishment to punish a deviation from the defecting-majority group, ΔG2(1) = 557.29, p < 0.001, w = 0.20, which 
provides evidence against the assumption that punishment is exclusively determined by the goal to enforce 
conformity. Also, in direct opposition to the prediction of the conformity account, antisocial punishment was 
enhanced in the cooperating-majority condition compared to the defecting-majority condition, ΔG2(1) = 11.55, 
p = 0.001, w = 0.03. Finally, the punishment bias did not di$er between the cooperating-majority condition and 
the defecting-majority condition, ΔG2(1) = 2.10, p = 0.147, w = 0.01.

Discussion
!e aim of the experiment was to test two accounts of punishment. If punishment serves to enforce conform-
ity, then punishment should be directed at punishing any deviation from the majority and should therefore be 
a$ected by the proportion of cooperating and defecting partners. Speci"cally, moral punishment should be 
increased when cooperation is the dominant behavior whereas antisocial punishment should be increased when 
defection is the dominant behavior. In line with the conformity account, moral punishment was signi"cantly 

Figure 4.  Estimates of the cooperation parameter C as a function of cooperation base rates in Experiment 1 
(with partner punishment). In the cooperating-majority condition, partners cooperated in 60% of the trials 
and defected in the other 40%. In the defecting-majority condition, this ratio was reversed. Error bars represent 
standard errors.
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higher in the cooperating-majority condition compared to the defecting-majority condition. In line with the 
idea that people punish to enforce conformity regardless of their own  preferences36, hypocritical punishment was 
also higher in the cooperating-majority condition compared to the defecting-majority condition. However, if 
punishment were exclusively determined by the goal to enforce conformity, then the probability that participants 
use moral punishment to punish a deviation from the cooperating majority should be identical to the prob-
ability that they use antisocial punishment to punish a deviation from the defecting majority. !is was clearly 
not the case. In addition, antisocial punishment was enhanced in the cooperating-majority condition compared 
to the defecting-majority condition which is also not compatible with the conformity account. In other words, 
these results clearly rule out that people punish what is uncommon without regard to the type of behavior that 
is shown. !e fact that moral punishment was much more likely than antisocial punishment regardless of the 
proportion of cooperation and defection strongly suggests that, while punishment is a$ected by the base rates of 
cooperation and defection, punishment primarily serves to discourage  defection14. Finally, it seems noteworthy 
that the punishment bias was not a$ected by the base-rate manipulation, suggesting that a high proportion of 
defection did not generally decrease the propensity to punish.

Similar to the punishment parameters, the probability of cooperation was signi"cantly higher in the cooper-
ating-majority condition than in the defecting-majority condition. !is is in line with a bulk of studies report-
ing how participants condition their own cooperation on the perceived or proclaimed cooperation rates of 
 others16,19–21,23. Interestingly, while being clearly in&uenced by the prevailing cooperation rates, participants’ 
propensity to cooperate still exceeded the base rate of cooperation in both the cooperating-majority condition 
and the defecting-majority condition: When partners cooperated in 60% of the trials in the cooperating-majority 
condition, participants cooperated in 70% of the trials, whereas when partners cooperated in 40% of the trials in 
the defecting-majority condition, participants nevertheless cooperated in 56% of the trials.

Cooperation rates may have been elevated in Experiment 1 because the partners reliably punished the uni-
lateral defection of the participants and thereby discouraged defection. !is could potentially also explain why 
moral punishment remained at a high level in the cooperating-majority condition as well as the defecting-
majority condition in that it seems conceivable that participants may have followed the example of their partners 
when deciding to apply moral punishment [cf.37,63–65]. It thus is necessary to test how the proportion of coopera-
tion and defection a$ects moral punishment when participants cannot base their own punishment decisions on 
the example set by the partners. !erefore, we tested in Experiment 2 how the proportion of cooperating and 
defecting partners a$ects moral punishment when punishment is unilaterally available to the participants but 
not to the partners, as in previous  experiments44,66,67. If the e$ects of the base-rate manipulation are independent 
of the presence or absence of partner punishment, the pattern of results from Experiment 1 should be replicated. 
To the degree that the e$ects of the base rate manipulation depend on the presence or absence of the partners’ 
moral punishment, the e$ects should di$er between Experiments 1 and 2.

Figure 5.  Estimates of the parameters representing moral, hypocritical and antisocial punishment (le# panel) 
and the punishment bias (right panel) in Experiment 1 (with partner punishment). In the cooperating-majority 
condition, partners cooperated in 60% of the trials and defected in the other 40%. In the defecting-majority 
condition, this ratio was reversed. Error bars represent standard errors.
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Experiment 2
Method
Parallel to Experiment 1, we aimed at recruiting about 500 valid data sets with the help of the online panel 
provider mingle. Of those participants who had started the game, 54 data "les had to be excluded because the 
participants did not complete the experiment; 48 data "les had to be excluded due to double participation. !e 
"nal sample consisted of N = 495 participants (209 female, 284 male, 2 non-binary) aged 18–90%years with a 
mean age of 49 (SD = 16) years. !e slightly smaller sample size relative to that of Experiment 1 (n = 544) did 
not substantially a$ect the sensitivity of the statistical tests. It was still possible to detect e$ects of w = 0.03 with 
a statistical power of 1 – ( = 0.95 at an ) level of 0.05 when comparing the cooperation and punishment param-
eters between the cooperating-majority condition (n = 250) and the defecting-majority condition (n = 245)47.

Materials and procedure were identical to those of Experiment 1 with the exception that the punishment 
option was unilaterally available to the participants, implying that the partners did not punish participants’ 
defection. Participants therefore only received feedback about their own punishment decision and its e$ect on 
the partner’s account balance. !e average "nal account balance was 275 (SD = 100) points.

Results
As in Experiment 1, the data were analyzed using the multinomial cooperation-and-punishment model (see 
Fig.%3). !e goodness-of-"t test showed that the base model provided a good "t to the data, G2(2) = 0.40, p = 0.819. 
!e estimates of the cooperation parameter C are shown in Fig.%6. Replicating the results of Experiment 1, coop-
eration was signi"cantly higher in the cooperating-majority condition in comparison to the defecting-majority 
condition, ΔG2(1) = 188.35, p < 0.001, w = 0.12.

Figure%7 displays the estimates of the punishment parameters (le# panel) and the punishment bias (right 
panel). In line with Experiment 1, moral punishment was signi"cantly higher in the cooperating-majority condi-
tion than in the defecting-majority condition, ΔG2(1) = 10.01, p = 0.002, w = 0.03. Also consistent with Experiment 
1, a high base rate of cooperation in comparison to defection led to an increase in hypocritical punishment, 
ΔG2(1) = 8.70, p = 0.003, w = 0.03. Further replicating Experiment 1 and in direct opposition to the prediction 
of the conformity account, moral punishment in the cooperating-majority group was much more likely than 
antisocial punishment in the defecting-majority group, ΔG2(1) = 486.20, p < 0.001, w = 0.20, which is evidence 
against the assumption that these types of punishment are exclusively determined by the goal to enforce con-
formity. Parallel to the results of Experiment 1, and further discon"rming the conformity account, antisocial 
punishment was enhanced in the cooperating-majority condition compared to the defecting-majority condition, 
ΔG2(1) = 4.87, p = 0.027, w = 0.02. Finally, the punishment bias was signi"cantly higher in the defecting-majority 
condition than in the cooperating-majority condition, ΔG2(1) = 11.46, p = 0.001, w = 0.03.

Discussion
!e aim of Experiment 2 was to test whether the e$ects of Experiment 1 can be replicated when partners do not 
morally punish defection. Replicating the main "ndings of Experiment 1, moral, hypocritical and antisocial pun-
ishment were signi"cantly higher in the cooperating-majority condition in comparison to the defecting-majority 
condition in Experiment 2. While the e$ects of the base-rate manipulation on moral and hypocritical punishment 

Figure 6.  Estimates of the cooperation parameter C as a function of cooperation base rates in Experiment 2 
(without partner punishment). In the cooperating-majority condition, partners cooperated in 60% of the trials 
and defected in the other 40%. In the defecting-majority condition, this ratio was reversed. Error bars represent 
standard errors.
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are partly in line with the conformity account, the e$ect on antisocial punishment is in direct opposition to what 
the conformity account implies, as is the fact that moral punishment in the cooperating-majority group was much 
more likely than antisocial punishment in the defecting-majority group. !is necessarily leads to the conclusion 
that people do not punish behavior only because it deviates from what the majority does. Interestingly, moral 
punishment rates still remained at a high level even though, in contrast to Experiment 1, participants could not 
follow their partners’ example when deciding whether to use moral punishment. !is supports the conclusion 
that when applying moral punishment people are not merely conforming to the observed punishment behavior of 
their partners. Instead, there seems to be an intrinsic motive for punishing defection. !e present results thereby 
nicely "t with the recently proposed moral preference hypothesis according to which costly punishment of defec-
tion is driven by an internalized preference to act in a way that is typically considered  moral68,69. Other than in 
Experiment 1, the punishment bias was increased in the defecting-majority condition in Experiment 2. !is sug-
gests that when mainly interacting with defecting partners, participants tend to randomly punish their partners 
more frequently, possibly as a way to vent frustration about the high prevalence of defection. As in Experiment 
1, it can be concluded that there was no general reluctance to punish in the defecting-majority condition.

!e e$ect of the base-rate manipulation on the participants’ own inclination to cooperate was replicated in 
Experiment 2. Moreover, when cooperation was not enforced by moral punishment, participants’ own coopera-
tion rates aligned more closely with the manipulated base rates than participants’ cooperation rates in Experiment 
1. !is points to a conformist motive behind cooperation, in line with the previous  literature16,21,23.

General discussion
!e moral punishment of defection is integral to enforcing and maintaining cooperation in the light of the free-
rider problem e.g.,8,13. It is therefore important to understand what drives people to accept the costs associated 
with punishing others. If punishment primarily serves to discourage  defection14, people should use the punish-
ment option primarily to morally punish unilateral defection while antisocial punishment should occur with 
a comparatively smaller probability regardless of whether the majority of the partners cooperates or defects. 
If punishment primarily serves to enforce  conformity15–18,36, people should punish all behaviors that do not 
conform to what the majority does regardless of the speci"c type of behavior in question. Both accounts predict 
that people will primarily use moral punishment when most people cooperate. However, the conformity account 
makes the unique prediction that moral punishment should become less prevalent when most people defect. 
!e present study followed a previous study by Li et%al.37 who found that moral punishment indeed decreases 
with decreasing cooperation rates. A limitation of the previous study was that participants conditioned their 
responses on instructed hypothetical base rates of cooperative behavior without experiencing them directly. 
In the present study, we used a Prisoner’s Dilemma game with a costly punishment option and manipulated 
whether the participants’ partners cooperated or defected in the majority (60%) of trials. In line with the study 
by Li et%al.37, we consistently found across two experiments that moral punishment was more prevalent in the 

Figure 7.  Estimates of the parameters representing moral, hypocritical, and antisocial punishment (le# panel) 
and the punishment bias (right panel) in Experiment 2 (without partner punishment). In the cooperating-
majority condition, partners cooperated in 60% of the trials and defected in the other 40%. In the defecting-
majority condition, this ratio was reversed. Error bars represent standard errors.
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cooperating-majority condition than in the defecting-majority condition. Extending the previous study, we found 
across both experiments that hypocritical punishment was also more prevalent when the base rate of cooperation 
was high compared to when it was low. !is pattern is consistent with the idea that people may enforce conform-
ity with the majority even when they do not share the preferences of the  majority36.

So far, the results seem to support the conformity account. However, there are several aspects of the results 
that are inconsistent with this account. First, moral punishment of defection in the cooperating-majority group 
was much more likely than antisocial punishment of cooperation in the defecting-majority group which is 
inconsistent with the assumption that these types of punishment are exclusively determined by the goal to 
enforce conformity. If that were the case, then the probability of antisocial punishment in the defecting-majority 
condition should be as high as the probability of moral punishment in the cooperating-majority condition. !is 
prediction is clearly contradicted by the data we observed. Another important prediction of the conformity 
account is that people should be more likely to use antisocial punishment to punish cooperation in the defecting-
majority condition than in the cooperating-majority condition. However, antisocial punishment was lower in the 
defecting-majority condition than in the cooperating-majority condition, in direct opposition to the prediction 
of the conformity account.

Overall, the results are thus most compatible with an integrative account according to which people primarily 
use punishment to discourage  defection14 but still adjust the punishment to the perceived cooperation levels. 
A high prevalence of cooperation is o#en believed to create or strengthen a cooperative  norm22,23,70. !erefore, 
defection in a cooperative environment may be perceived as being more deviant and thus more deserving of 
punishment than defection in an environment in which defection is  common37,71. Hypocritical punishment 
may be used to make up for one’s own failure to adhere to the cooperative norm as it has been observed that 
people tend to use punishment to feign sincere support of the majority group behavior despite their actual 
 disapproval36. Antisocial punishment may be assumed to be driven by an opposition to the normative pressure 
towards cooperation that is not shared. For instance, antisocial punishment has o#en been attributed to an 
aversion to morally superior “do-gooders”31,33–35. People may use antisocial punishment as a retaliation for the 
embarrassment evoked by one’s unilateral defection. When cooperation is more prevalent, the embarrassment 
that is caused by the norm violation could well be ampli"ed, causing a stronger urge to harm or devaluate the 
opponent for causing the embarrassment. In fact, increased levels of do-gooder derogation have been reported 
when the perceived number of people belonging to the morally superior group was high because a strong con-
formist pressure created a stronger threat to one’s moral identity 72,73. It thus is psychologically plausible that 
antisocial punishment increases rather than decreases with a strong normative pressure towards cooperation as 
it may re&ect a direct opposition towards cooperation.

Given that the present results suggest that high cooperation levels lead to more antisocial punishment, the 
question arises as to why the prevalence of antisocial punishment is o#en negatively related to the prevalence 
of cooperation in cross-cultural  comparisons28,31 in which participants from societies with low cooperation 
rates usually experience more antisocial punishment. Here it must be kept in mind that such "ndings are only 
correlational and the low cooperation levels might be a consequence of the detrimental e$ect of antisocial 
punishment on cooperation instead of the cause for the high antisocial punishment. In the present study, we 
used an experimental manipulation of the proportion of cooperation and defection to identify its e$ects on the 
di$erent types of punishment without having to second-guess the direction of the e$ects. It also seems striking 
that most evidence in favor of the conformity account of costly punishment comes from the Public Goods game 
that examines cooperation within larger  groups16,17, but  see23. It thus seems conceivable that the requirement to 
"nd a balance between individual and collective interests in larger group settings may create stronger conformist 
pressures than the dyadic interactions in the Prisoner’s Dilemma game.

Finally, it seems noteworthy that a conformity e$ect was not only observed with respect to punishment but 
also with respect to cooperation. Participants’ willingness to cooperate was clearly a$ected by whether the major-
ity of the partners cooperated or defected. !is is in line with a bulk of studies on how participants condition 
their cooperation on perceived or proclaimed cooperation rates of  others16,19–23. Interestingly, cooperation rates 
clearly exceeded the manipulated base rate when the partners applied moral punishment to discourage defec-
tion (Experiment 1). Without partner punishment (Experiment 2), participants lacked an economic incentive 
to cooperate. As a result, the participants’ propensity to cooperate aligned more closely with the manipulated 
base rates which therefore points to a conformist motive behind cooperation.

!e aim of the present experiments was to test whether costly punishment is a$ected by the prevalence of 
cooperation. By varying the cooperation rates of simulated interaction partners in a between-groups design we 
were able to experimentally manipulate the base rates of cooperation and defection while maintaining experi-
mental control over extraneous factors that may otherwise in&uence the players’ behaviors. !is approach di$ers 
from what is common practice in Experimental Economics but conforms to research traditions in Experimental 
Psychology [e.g.,16,48,50,52,54]. In this context, two observations seem worth noting. First, participants readily coop-
erated with, and even punished, their partners even though this implied sacri"cing some of their own money. 
Second, the punishment rates observed in the highly controlled experiments presented here are comparable to the 
punishment rates reported in studies using real interaction partners [e.g.,12,27]. Taken together, these observations 
suggest that the present experimental paradigm reliably activated mechanisms of social interactions. Still, it is 
of course an intriguing avenue for future research to test whether the present conclusions generalize to di$erent 
settings in which, for instance, participants interact in human dyads.

Conclusion
Do we punish others for failing to conform to the majority irrespective of the speci"c type of behavior in ques-
tion? !e present results clearly demonstrate that people do not punish a speci"c behavior only because it is 
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uncommon. Regardless of the prevalence of cooperation or defection, participants primarily used moral punish-
ment to express their disapproval of a partner’s unilateral defection. !is indicates that punishment is primarily 
used to discourage defection and not to enforce blind conformity with the majority. Nevertheless, there were 
several ways in which participants’ behaviors were sensitive to the proportion of cooperation and defection 
they experienced. !e present results corroborate previous "ndings [cf.37] suggesting that moral punishment 
increases with the proportion of cooperating partners in the Prisoner’s Dilemma game. In other words, defect-
ing behavior that deviates from what the majority does is punished more. !e same was found for hypocritical 
punishment. Nevertheless, moral punishment of deviations from a cooperating majority was much higher than 
antisocial punishment of deviations from a defecting majority which should not be the case if these types of 
punishment were exclusively determined by the goal to enforce conformity. Furthermore, antisocial punishment 
was increased when the prevalence of cooperation was high which suggests that antisocial punishment increases 
with the perceived pressure towards cooperation. Punishment is thus sensitive to the rates of cooperation and 
defection but, overall, the results are inconsistent with the idea that punishment primarily, let alone exclusively, 
serves to enforce conformity.

Ethics approval and consent to participate
!e study was conducted in accordance with the guidelines laid down in the Declaration of Helsinki and by the 
German Research Foundation (DFG) including con"dentiality of data and personal conduct. Informed consent 
was obtained prior to participation. For the noninvasive, purely behavioral research reported in the present series 
of experiments which carried no risk for the participants, a formal approval by the institution’s ethical board 
is not legally required in Germany (see: https:// www. dfg. de/ en/ resea rch_ fundi ng/ faq/ faq_ human ities_ social_ 
scien ce/ index. html).

Data availability
We provide the data used in our analyses via the Open Science Framework. !e data is publicly available at 
https:// osf. io/ fycg3/.
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Time pressure and deliberation 
affect moral punishment
Ana Philippsen *, Laura Mieth , Axel Buchner  & Raoul Bell 

The deliberate-morality account implies that moral punishment should be decreased with time 
pressure and increased with deliberation while the intuitive-morality account predicts the opposite. In 
three experiments, moral punishment was examined in a simultaneous one-shot Prisoner’s Dilemma 
game with a costly punishment option. The players cooperated or defected and then decided whether 
or not to punish their partners. In Experiment 1, the punishment decisions were made without 
or with time pressure. In Experiment 2, the punishment decisions were immediate or delayed by 
pauses in which participants deliberated their decisions. In Experiment 3, participants were asked to 
deliberate self-interest or fairness before deciding whether to punish their partners. Different types of 
punishment were distinguished using the cooperation-and-punishment model. In Experiment 1, time 
pressure decreased moral punishment. In Experiment 2, deliberation increased moral punishment. So 
far, the evidence supports the deliberate-morality account. Experiment 3 demonstrates that the effect 
of deliberation depends on what is deliberated. When participants deliberated self-interest rather than 
fairness, moral punishment was decreased. The results suggest that unguided deliberation increases 
moral punishment, but the effects of deliberation are modulated by the type of deliberation that takes 
place. These results strengthen a process-based account of punishment which offers a more nuanced 
understanding of the context-specific effect of deliberation on moral punishment than the deliberate-
morality account.

Keywords Cooperation, Punishment, Cognitive resources, Deliberation, Multinomial processing tree model

Cooperation forms the foundation of successful  societies1. While cooperation among kin is a common aspect 
of animal behavior, humans are special in their capacity to cooperate extensively among non-kin2. Humans 
even cooperate in anonymous one-shot interactions although they cannot expect direct  reciprocity3. Given that 
cooperation implies accepting costs to help others, this raises the question: What factors contribute to promot-
ing cooperation in one-shot interactions? One factor that helps to sustain cooperation is the punishment of 
defection coinciding with one’s own cooperation, referred to as moral  punishment4,5. Despite its potential costs, 
people reliably engage in moral punishment even in anonymous one-shot  interactions6. Since moral punish-
ment plays a critical role in promoting cooperation, it is important to understand what processes underlie this 
valuable behavior.

Two con!icting positions can be contrasted: "e deliberate-morality  account7,8 implies that people intuitively 
act sel#shly, therefore shying away from the potential costs of moral punishment. "is natural tendency to avoid 
personal costs may stop them from engaging in moral punishment unless their intuitive tendency is overrid-
den by deliberation. From these assumptions, one can derive the hypothesis that moral punishment should be 
decreased under time pressure and increased when deliberation is encouraged and su$cient time is available. In 
contrast, strong moral norms guide people’s intuitive responses according to the intuitive-morality  account9,10 
which implies that people’s intuition is to morally punish others for refusing to cooperate. Only upon delib-
eration should they take into account the potential costs of this behavior which then causes them to suppress 
their natural tendency to morally punish others. From this account, one can derive the hypothesis that moral 
punishment should be increased under time pressure and decreased when deliberation is encouraged and suf-
#cient time is available. In the present experiments, we test these con!icting accounts in a simultaneous one-shot 
Prisoner’s Dilemma game. We manipulated whether the participants’ decision to punish the partners had to be 
made under time pressure (Experiment 1) or a%er a delay in which participants were encouraged to deliberate 
their decisions (Experiments 2 and 3).

On a collective level, the best outcome is typically achieved when individuals cooperate with each other. 
However, when cooperating the individual bears costs. "is clash of collective and individual interests is called 
a social  dilemma11. To study human decision making in such dilemmas, researchers o%en rely on economic 
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games in which the complexities of the social dilemma are broken down to a simple payo& matrix. A well-
established paradigm for studying cooperation is the Prisoner’s  Dilemma12. In the Prisoner’s Dilemma, two 
players simultaneously decide to either cooperate or defect. Depending on their decisions, di&erent outcomes 
arise, as is illustrated in Fig. 1: For both players, the highest collective outcome is achieved through mutual 
cooperation. "e highest individual outcome, however, is achieved by unilaterally defecting on a cooperating 
partner who, in turn, receives the worst outcome of the game. For each individual player, there is thus always a 
#nancial incentive to defect regardless of what the other player does, while collectively mutual cooperation is 
better than mutual defection.

Free riders tend to act on the individual rather than the collective interest and exploit others’ cooperation. 
If too many people free ride, cooperation loses its appeal and declines to alarmingly low  levels13–15. Here, moral 
punishment comes into play. "e punishment of defectors o&ers a solution to the free-rider problem as it counters 
the incentive to defect, thereby e&ectively enforcing  cooperation16–18. People readily sacri#ce their own resources 
in social dilemma games to punish others for defection—even in anonymous one-shot interactions where they 
cannot build a reputation or coerce others into  cooperation19–22. Due to its crucial role for promoting coopera-
tion, the punishment of unilateral defection is typically interpreted as a behavior that enforces moral  norms16,23 
which is why the punishment of defection by cooperating players is referred to as moral punishment4,5.

Behaviors such as cooperation, moral punishment or telling the truth are considered prosocial in that they 
support the collective good at the expense of personal cost. Considerable research has been devoted to the ques-
tion of whether such behaviors occur deliberately or intuitively [cf. 24]. "is distinction between intuitive and 
deliberate processes lies at the core of dual-processing theories that conceptualize human behavior as an interplay 
of two di&erent processing types which depend on the cognitive resources available in the  situation25–27. Type-I 
processing de#nes default reactions that arise rapidly and automatically in situations with limited resources. 
Behaviors based on Type-I-processing are therefore quali#ed as intuitive reactions. Type-II-processing, in con-
trast, can overrule intuitive Type-1 processing and guide behavior in a deliberate way, given su$cient time 
and cognitive resources. To stimulate behavior that relies on intuition rather than deliberation, researchers 
may impose time pressure or cognitive load. Alternatively, researchers may stimulate behavior that relies on 
deliberation by requiring decisions to be made a%er a delay in which participants are encouraged to deliberate 
their decisions.

Research on how intuition and deliberation a&ect moral decision-making has yielded mixed results. For 
instance, there are diverging #ndings regarding the question of whether intuition or deliberation leads people 
to tell the truth despite incentives to  lie28–31. Consistent with this broader literature on moral decision-making, 
the question of whether moral punishment relies on intuition or deliberation has also produced inconsistent 
results. "is question has as yet been mainly addressed by examining people’s behavior in the Ultimatum Game. 
In the Ultimatum Game, one player, the proposer, is endowed with a certain amount of money and is asked how 
much of that money they want to o&er to the other player, the responder, and how much they want to keep for 
themselves. "e responder can then decide to accept the o&er, leading to the shares being paid out according to 
the proposer’s o&er, or to reject the o&er in which case neither player receives any money. As rejecting an o&er 
entails sacri#cing own money to ensure that the proposer does not receive an unfair share, rejection in the Ulti-
matum Game is o%en interpreted as a form of moral  punishment32–34. Rejection rates in the Ultimatum Game 
were found to be increased with restricted cognitive  resources35–38 and decreased with deliberation during a 
time  delay39–42. "ese #ndings favor the idea that moral punishment relies on intuition rather than deliberation 
and thus support the intuitive-morality account of punishment. In other studies, however, these results were not 
 replicated43–48 or the opposite pattern was found with decreased rejection rates under cognitive  load49,50 and 
increased rejection rates with a time  delay51. "ese latter results corroborate the deliberate-morality account 
of punishment which is further supported by neuro-imaging studies indicating that the application of punish-
ment relies on areas of cognitive  control52–54. In sum, the pertinent #ndings involving the Ultimatum Game are 
inconsistent. "e interpretation of these #ndings is further complicated by the fact that the Ultimatum Game 
does not allow to clearly distinguish the participants’ inclination to punish from their inclination to cooperate 
as both are intertwined in one decision [accept or reject], cf.5,55. It is thus interesting to test the e&ect of time 
pressure and deliberation on moral punishment in a paradigm that allows to more precisely di&erentiate between 
cooperation and punishment.

One such paradigm is the Prisoner’s Dilemma game with costly punishment  option5,56–58. In the Prisoner’s 
Dilemma game, both players decide simultaneously whether to cooperate or to defect. Following this decision, 
they are informed about the outcome of the Prisoner’s Dilemma game. "ey then decide whether or not to pun-
ish their partners by investing some of their own money to deduct money from the partner’s account. To clearly 

Figure 1.  Payo&s in the Prisoner’s Dilemma game as a function of both players’ decisions. Shaded cells mark 
the decision and payo& of Player A, white cells mark the decision and payo& of Player B.
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separate the decision processes underlying cooperation and punishment a multinomial processing tree (MPT) 
model was used to analyze the present data. MPT models are useful tools that serve to disambiguate observ-
able responses by decomposing them into di&erent underlying latent  processes59,60. Easy-to-read  tutorials61 and 
user-friendly  so%ware62 have facilitated the application of these models in a variety of  #elds60, including moral 
judgements and decision  making63–70.

"e multinomial cooperation-and-punishment model (see Fig. 2) serves to separately measure cooperation, 
moral punishment, hypocritical punishment, antisocial punishment and a punishment  bias5,56–58. According to 
the model, a participant decides to cooperate with probability C or to defect with probability 1 ( C. In a simul-
taneous Prisoner’s Dilemma game, the partner’s behavior is revealed only a%er the participant has made their 
decision to cooperate or to defect. When the participant decides whether they want to cooperate or to defect, the 
participant thus cannot know whether they interact with a defecting or cooperating partner. "e model therefore 
implies that parameter C does not di&er as a function of the behavior of the partner. "e P• parameters refer to the 
conditional probabilities of di&erent types of punishment that are speci#cally elicited by, and thereby contingent 
upon, the outcomes of the Prisoner’s Dilemma game. "ese can be contrasted with an unspeci#c punishment bias 
b that is assumed to be una&ected by the outcome of the Prisoner’s Dilemma game. To illustrate, if a cooperating 
participant interacts with a defecting partner, the participant may apply moral punishment with the conditional 
probability PMoral. If moral punishment is not applied which occurs with the conditional probability 1 ( PMoral, the 
participant may still punish the partner due to an unspeci#c punishment bias with the conditional probability 
b. With the conditional probability 1(b, no punishment is applied. If a defecting participant interacts with a 
defecting partner, the participant may apply hypocritical punishment with the conditional probability PHypocritical. 
"is type of punishment can be considered hypocritical as it enforces a norm of cooperation the participant 
themselves failed to follow. If no hypocritical punishment is applied which occurs with the conditional prob-
ability 1 ( PHypocritical, the participant may still punish the partner due to the unspeci#c punishment bias with 
the conditional probability b. With the conditional probability 1 ( b, no punishment is applied. If a defecting 
participant interacts with a cooperating partner (lower tree of Fig. 2), the participant may apply antisocial punish-
ment with the conditional probability PAntisocial. "is type of punishment is termed antisocial because it directly 
opposes the cooperation norm. If no antisocial punishment is applied which occurs with the conditional prob-
ability 1 ( PAntisocial, the participant may still punish the partner due to the unspeci#c punishment bias with the 
conditional probability b. With the conditional probability 1 ( b, no punishment is applied. Mutual cooperation 
does not provide any speci#c reason to punish the partner. "e punishment that still occurs in this condition 
is thus assumed to be caused only by the punishment bias b, representing an unspeci#c tendency to punish the 

Figure 2.  Graphical illustration of the cooperation-and-punishment model. "e rectangles on the le% represent 
the two types of partners in the Prisoner’s Dilemma game (defector or cooperator). "e rectangles on the right 
represent the participants’ observable responses (cooperation or defection; punishment or no punishment). 
"e letters along the branches represent the parameters for cooperation (C), moral, hypocritical and antisocial 
punishment (PMoral, PHypocritical and PAntisocial, respectively) and the punishment bias (b).
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partner irrespective of the outcome of the Prisoner’s Dilemma  game5,56–58. For example, cognitive load has been 
demonstrated to increase participants’ inclination to indiscriminately punish partners in the Prisoner’s Dilemma 
 game5, highlighting the necessity of accounting for bias when analyzing the punishment data, especially when 
manipulating the availability of cognitive resources. "e concept of the punishment bias b is parallel to how 
response bias is taken into account in other multinomial decision-making  models71–75.

Here, a note of caution is in order: While we use the adjectives “moral,” “hypocritical,” and “antisocial” to 
refer to the punishment parameters that are clearly de#ned in the cooperation-and-punishment model, these 
labels should not be overinterpreted, particularly not against the backdrop of how these adjectives are used in 
everyday language. For instance, “moral” punishment may sometimes be in!uenced by self-interested moti-
vations such as seeking retribution or reputation building. Furthermore, in everyday language “hypocritical” 
punishment may also encompass moral or antisocial motivations. Here, these adjectives merely serve as easily 
accessible descriptors for the parameters to simplify communication across disciplines and are not intended 
as exhaustive de#nitions of the parameters. "e strength of the cooperation-and-punishment model lies in its 
precise structural de#nitions of parameters, as illustrated in Fig. 2, which remain valid regardless of the speci#c 
adjectives used as parameter labels. "erefore, the applicability of the model is not dependent on the adjectives 
used as verbal labels of the parameters.

"e validity of the cooperation-and-punishment model has been demonstrated in various studies in which 
the model has been successfully used to separately measure cooperation, the di&erent types of punishment and 
the punishment  bias5,56–58. In one of these studies, Mieth et al.5 have restricted participants’ cognitive resources 
in the Prisoner’s Dilemma game using a concurrent distractor task. "is induction of cognitive load decreased 
moral punishment compared to a control group without distraction. "e e&ect was speci#c to moral punishment. 
Hypocritical and antisocial punishment remained una&ected by cognitive load. "e unspeci#c punishment bias 
was increased under cognitive load, suggesting that punishment was applied less purposefully when distracted 
by another task. "ese #ndings show that an increased availability of cognitive resources causes participants to 
apply moral punishment to enforce norms of cooperation, in support of the general idea that the moral use of 
punishment is facilitated by deliberation. "is deliberate-morality interpretation implies that time pressure, like 
cognitive load, should speci#cally decrease moral punishment. Conversely, a delay during which participants are 
encouraged to deliberate their decisions should have the opposite e&ect, thereby increasing moral punishment. 
However, manipulations of cognitive load and time pressure have not always produced convergent  results24. "e 
aim of the present series of experiments was thus to dissect the e&ects of time pressure and deliberation on costly 
punishment in the Prisoner’s Dilemma game. If deliberation causes punishment to be applied in a purposeful 
moral fashion, moral punishment should be decreased with time pressure (Experiment 1) and increased when 
deliberation is encouraged (Experiment 2). Furthermore, the deliberation manipulation is extended in the #nal 
experiment in which we tested whether the e&ect of deliberation depends on what is deliberated (Experiment 
3): One group of participants was encouraged to deliberate self-interest while the other group was encouraged 
to deliberate fairness. "is #nal experiment was performed to challenge the dichotomy that lies at the core of the 
dual-processes models. Speci#cally, the experiment served to test whether fairness-focused deliberation would 
favor moral punishment relative to self-interest-focused deliberation, consistent with a more nuanced process-
based account according to which the e&ect of deliberation depends on the speci#c processes  involved52,76.

Experiment 1
Imposing a time constraint is a classical method to manipulate the availability of cognitive  resources10,77,78. In 
line with this established approach for suppressing  deliberation24, participants had to make punishment deci-
sions either without or with time pressure. Following the deliberate-morality account of punishment and the 
assumption that time pressure suppresses  deliberation7, moral punishment should be decreased in the condition 
with time pressure relative to the condition without time pressure. By contrast, the intuitive-morality account of 
 punishment9 implies moral punishment to be increased by time pressure.

Method
Participants and design
A total of 217 participants took part in the online study that was conducted via the online platform SoSci 
 Survey79. Participants were recruited via a mailing list to which people could subscribe if they wished to partici-
pate in psychology experiments and with the help of social media channels directed at Heinrich Heine University 
students. Data had to be excluded from analyses for the following reasons: "e data were not stored properly 
(n = 6), the participant was younger than 18 and thus could not legally consent to participate (n = 1), the partici-
pant stated to have poor eyesight (n = 1) or the participant withdrew their consent to the use of their data at the 
end of the study (n = 3). "e #nal sample consisted of N = 206 participants (154 female, 51 male, 1 non-binary) 
who were between 18 and 66 (mean age = 25, standard deviation = 10) years old. Of these, 102 were assigned to 
the condition without time pressure and 104 participants were assigned to the condition with time pressure. 
"e median duration of participation was 10 min. Undergraduate psychology students could receive course 
credit for their participation. Other students or non-students had the chance to win a shopping voucher worth 
20 ); these participants knew that only one voucher was available which would be awarded through lottery a%er 
data collection had been completed. A sensitivity analysis with G*Power80 showed that, with * = 0.05, N = 206 
participants and 20 behavioral choices in the Prisoner’s Dilemma game, e&ects of time pressure on the di&erent 
types of punishment as small as w = 0.06 could be detected with a statistical power of 1 ( + = 0.95.
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Ethics
"e present series of experiments was approved by the Ethics Committee of the Faculty of Mathematics and Natu-
ral Sciences of the Heinrich-Heine-University Düsseldorf and conducted in accordance with the requirements 
of the Declaration of Helsinki. All participants were informed that they would play a game involving a number 
of interactions with partners who would simultaneously make the same decision as themselves and that the 
purpose of the study was to gain insight into people’s behavior in interactions. "ey then gave written informed 
consent before participating in the experiment. At the end of each experiment, participants were debriefed that 
the purpose of the experiment was to study how decision time a&ects cooperation and punishment. "ey were 
informed that they had interacted with programmed partners during the experiment and were then reminded 
that they could still withdraw their consent to the use of their data.

Prisoner’s Dilemma
Participants played the Prisoner’s Dilemma game with a costly punishment option which has been used in several 
previous studies to study cooperation and  punishment5,56–58,81,82. At the start of the Prisoner’s Dilemma game, 
participants were endowed with 400 cents (4 )). "ey were informed that they would receive an online-shopping 
voucher equivalent to the amount of money they had in their account balance at the end of the experiment (347 
cents on average, standard deviation = 55). Each participant played 20 rounds of the Prisoner’s Dilemma game 
with a costly punishment option with 20 di&erent partners. Half of the partners cooperated and the other half 
defected. Each participant saw the partners in a di&erent, randomly determined order.

Before each trial started, the participant was informed about their current account balance. "e participant 
started the trial by clicking a “Continue” button. To emphasize the social nature of the game, the participant saw 
a facial photograph of their interaction partner. "e picture was randomly drawn from 10 male and 10 female 
faces (between 18 and 40 years old) of the Chicago Face  Database83. "e face of the partner was shown from a 
frontal view with a neutral expression. "e picture had a resolution of 266 , 186 pixels. "e participant was asked 
“Do you want to cooperate or defect?” and answered by selecting either “I cooperate” or “I defect”. "e participant 
was then presented with a summary of the interaction. "e participant had previously been instructed that the 
partner made the decision on whether to cooperate or to defect at the same time as the participant. "e partici-
pant received feedback about their own decision (e.g., “You cooperate.”) and the partner’s decision (e.g., “Your 
partner defects”), and how these decisions a&ected the participant’s account balance (e.g., “You lose 10 cents.”) 
and the partner’s account balance (e.g., “Your partner gains 20 cents.”). "e feedback regarding the participant’s 
decision and outcome was displayed in black, while the feedback regarding the partner’s decision and outcome 
was displayed in blue, corresponding to the blue frame surrounding the partner’s photograph (see Fig. 3). "e 
face of the interaction partner and the feedback remained visible until a%er the end of each trial.

Mutual cooperation resulted in a moderate gain (+ 10 cents) for both partners. Mutual defection resulted in 
neither a gain nor a loss (0 cents) for each partner. In the case of unilateral cooperation, the defecting partner 
made a large pro#t (+ 20 cents) at the expense of the cooperating partner who lost money (( 10 cents). "e payo& 
structure thus corresponds to that of a typical Prisoner’s Dilemma game in that there was a high temptation for 
unilateral defection, a moderate reward for mutual cooperation, no reward a%er mutual defection and a loss 
when cooperating with a defecting  partner11.

Costly punishment
Immediately a%er the interaction in the Prisoner’s Dilemma game, the participant had the option to punish the 
partner. "e participant could decide either not to punish their partner or to invest 1, 2, 3, 4 or 5 cents to deduct 
10, 20, 30, 40 or 50 cents, respectively, from their partner’s account balance, as depicted in Fig. 3. "ey were 
then automatically forwarded to the next screen which displayed the participant’s investment in punishment 
in black, the resulting punishment for their partner in blue as well as the partner’s investment in punishment 
in blue and the resulting punishment for the participant in black. "e partners were programmed to morally 
punish unilateral defection of the participants with a random amount of 10, 20, 30, 40 or 50 cents. "is mimics 
the behavior of real participants who primarily use the punishment option to punish unilateral  defection6,19–21. 
Participants then initiated the next round of the game by clicking a “Continue” button.

Time-pressure manipulation
Participants were randomly assigned either to the condition without time pressure or to the condition with time 
pressure. In the condition without time pressure, the participant was encouraged in the instructions and before 
each interaction to take their time and to deliberate carefully how they wanted to respond. "e participant had 
unlimited time both when deciding whether to cooperate and when deciding whether to punish the partner. In 
the condition without time pressure, the median response time was 3.6 s for the cooperation decision and 3.5 s 
for the punishment decision.

In the condition with time pressure, the participant was informed in the instructions and before each interac-
tion to decide quickly whether to cooperate and whether to punish because there would be a time limit of #ve 
seconds within which either response had to be made. A countdown from 5 to 0 s was presented until each of 
these responses had to be made or until the countdown reached 0 s. When participants did not respond within 
the #ve seconds, a warning was displayed, asking the participant to respond more quickly. Participants then had 
to click on a “Continue” button to repeat the trial. In the Prisoner’s Dilemma game, 92% of the 104 participants 
in the condition with time pressure never exceeded the time limit and another 6% exceeded the time limit only 
once. "e summary of the Prisoner’s Dilemma game interaction was presented with a countdown of #ve seconds 
and participants were automatically forwarded to the punishment option when they did not click the “Continue” 
button within the time limit. When making the punishment decision, 84% of the 104 participants never exceeded 
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the time limit and another 13% exceeded the time limit only once. In the condition with time pressure, the 
median response time was 2.4 s for the cooperation and 2.4 s for the punishment decision.

Results
"e #rst four trials had originally been designed as practice trials. Upon a reviewer’s suggestion, these practice 
trials are now included in the analyses. Whether or not the practice trials are included has no e&ect on the sta-
tistical conclusions in any experiment reported here except that the bias parameter b di&ers between the two 
conditions in Experiment 3 when the practice trials are included.

For the model-based analyses, the * level was set to 0.05. Parameter estimates and goodness-of-#t tests were 
obtained using multitree62. To analyze the present data, two instances of the model depicted in Fig. 2 are needed, 
one for the condition without time pressure and one for the condition with time pressure. "e base model #t the 
data, G2 (2) = 0.18, p = 0.913, indicating that the base model’s parameters re!ect the observed data adequately. 
Figure 4 displays the estimates of the cooperation parameter (le% panel), the punishment parameters (middle 
panel) and the punishment bias (right panel).

Multinomial models make it possible to test hypotheses directly at the level of the model parameters, that 
is, at the level of the cognitive processes measured by the model. For example, the hypothesis that cooperation 
is more likely in the condition without time pressure than in the condition with time pressure can be tested by 

Figure 3.  Example trial of the Prisoner’s Dilemma with punishment option. In this example trial, the 
participant cooperated and the partner defected. "erefore, the participant lost 10 cents and the partner gained 
20 cents. "e participant then decided to punish their partner by investing 3 cents to deduct 30 cents from the 
partner’s account balance. "e facial photograph of the partner was randomly selected from a set of 10 male and 
10 female faces taken from the Chicago Face  Database83. Informed consent to publish the #gure in an online 
open-access publication has been obtained.



7

Vol.:(0123456789)

Scientific Reports |        (2024) 14:16378  |  https://doi.org/10.1038/s41598-024-67268-3

www.nature.com/scientificreports/

restricting parameter C to be equal in the two conditions. If the restricted model #ts the data signi#cantly worse 
than the base model, indicated by the -G2 statistic that is chi-square distributed with degrees of freedom given in 
parentheses, then the null hypothesis that parameter C does not di&er between the two conditions needs to be 
rejected. As a consequence, it can be concluded that cooperation di&ers between the two  conditions60. In fact, the 
cooperation parameter could be equated across conditions without causing a signi#cant decrease in model #t, 
-G2 (1) = 3.24, p = 0.072, w = 0.03. It thus needs to be concluded that cooperation was una&ected by time pressure.

"e central hypothesis test in Experiment 1 concerns the parameter representing the probability of moral 
punishment. In line with the deliberate-morality account of punishment, moral punishment was signi#cantly less 
likely in the condition with time pressure than in the condition without time pressure, -G2 (1) = 13.61, p < 0.001, 
w = 0.06. As a secondary #nding, the probability of hypocritical punishment did not di&er as a function of time 
pressure, -G2 (1) = 0.01, p = 0.936, w < 0.01. Antisocial punishment was more likely in the condition with time 
pressure compared to the condition without time pressure, -G2 (1) = 8.37, p = 0.004, w = 0.05. Furthermore, time 
pressure led to an increase in the punishment bias, -G2 (1) = 31.40, p < 0.001, w = 0.09, compared to the condition 
without time pressure.

Discussion
Experiment 1 served to examine the e&ects of time pressure on moral punishment. Moral punishment was 
signi#cantly decreased when punishment decisions were made with time pressure compared to when they were 
made without time pressure. "is #nding supports the deliberate-morality account of punishment according to 
which time pressure interferes with the moral use of punishment with the social goal of promoting  cooperation7.

"e model-based analysis shows that the suppressive e&ect of time pressure on punishment was speci#c to 
moral punishment. Hypocritical punishment remained una&ected by time pressure. Antisocial punishment 
increased with time pressure. Furthermore, time pressure signi#cantly increased participants’ bias to indiscrimi-
nately punish irrespective of the outcome of the Prisoner’s Dilemma interaction, in line with the prediction that 
time pressure causes punishment to be applied less  purposefully5.

It seems noteworthy that the e&ects of time pressure on punishment observed here are strikingly parallel to 
the e&ects of cognitive load on punishment reported by Mieth et al.5. Speci#cally, Mieth et al. have observed that 
cognitive load decreases moral punishment but has no e&ect on hypocritical punishment. Antisocial punishment 
was descriptively, but not signi#cantly, increased in the condition with cognitive load compared to the condition 
without cognitive load. Furthermore, cognitive load induced an increase in the punishment bias, supporting 
the idea that the reduced availability of cognitive resources causes punishment to be applied less purposefully. 
Together with the previous  #ndings5, the present #ndings suggest that manipulations suppressing deliberation 
have consistent e&ects on punishment, regardless of whether the suppression of deliberation is caused by cogni-
tive load or time pressure.

Experiment 2
In Experiment 2, the goal was to extend the empirical basis of the previous #ndings by testing whether encourag-
ing deliberation has e&ects on moral punishment opposite to those of suppressing deliberation. "e deliberate-
morality view of  punishment7 leads to the prediction not only that moral punishment should become less likely 
with time pressure but also that moral punishment should become more likely with the time spent deliberating 
the punishment decision. To test this prediction, punishment decisions were delayed and participants were 

Figure 4.  Estimates of the parameters of the cooperation-and-punishment model depending on whether 
decisions were made without or with time pressure in Experiment 1. Parameter C represents the probability 
of cooperation. Parameters PMoral, PHypocritical and PAntisocial represent the conditional probabilities of moral 
punishment, hypocritical punishment and antisocial punishment, respectively. Parameter b represents the 
punishment bias, that is, the probability of punishment irrespective of the outcome of the Prisoner’s Dilemma 
game. "e error bars represent the standard errors.
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encouraged to deliberate their punishment decision during the delay in Experiment 2. "is condition with delib-
eration was contrasted to a condition without deliberation in which punishment was not delayed and participants 
received no instructions encouraging them to deliberate their punishment decision.

Method
Participants and design
A total of 646 participants took part in the online study that was conducted via the platform SoSci  Survey79. Par-
ticipants were recruited by the panel provider mingle (https:// mingle. respo ndi. de). Data had to be excluded from 
analyses for the following reasons: "e data were not stored properly (n = 9), the participant took part repeatedly 
(n = 47), the participant dropped out prematurely (n = 78) or the participant withdrew their consent to the use 
of their data at the end of the study (n = 4). "e #nal sample consisted of N = 508 participants (189 female, 318 
male, 1 non-binary) who were between 19 and 69 (mean age = 40, standard deviation = 12) years old. Of these, 
258 participants were assigned to the condition without deliberation and 250 were assigned to the condition with 
deliberation. "e median duration of participation was 16 min. Participants received their #nal account balance 
achieved in the game in addition to their usual compensation by the panel provider (see explanation below). A 
sensitivity analysis with G*Power80 showed that, with * = 0.05, N = 508 participants and 20 behavioral choices in 
the Prisoner’s Dilemma game, e&ects of deliberation on punishment as small as w = 0.04 could be detected with 
a statistical power of 1 ( + = 0.95.

Materials and procedure
"e materials and procedure were the same as those of Experiment 1 with the following exceptions. Participants 
of the panel provider mingle are used to being compensated with points that can be exchanged for online vouch-
ers, charity donations or money. Participants were therefore informed in the experiment-speci#c instructions 
that they played for points (with 1 point corresponding to 1 Euro cent) that they would receive by mingle in 
addition to the points which they already knew they would receive as a compensation for participating from 
the invitation e-mail they had received by mingle prior to participating. To align their starting endowment with 
mingle’s common compensation fees, participants were endowed with 80 points at the start of the game. "e 
costly punishment option was adjusted to the lower starting endowment to avoid negative account balances. In 
each trial, participants could thus invest up to three points to deduct a maximum of 30 points from their partner’s 
account balance. On average, participants achieved a #nal account balance of 63 points (standard deviation = 29).

Manipulation of deliberation
Participants were randomly assigned to the condition without deliberation or to the condition with deliberation. 
In the condition without deliberation, the participant decided (self-paced) whether to punish the partner right 
a%er the Prisoner’s Dilemma interaction had been completed. "e median response time for the cooperation 
decision in this condition was 2.9 s and the median response time for the punishment decision was 2.8 s.

In the condition with deliberation, the cooperation decision was made without a delay. "e median response 
time for the cooperation decision was 3.0 s. By contrast, the punishment decision was delayed by 30 s. "e par-
ticipant was instructed beforehand that, following the decision in the Prisoner’s Dilemma game, the participant 
would be given time to deliberate the punishment decision. "e participant was instructed: “Please take your 
time to carefully deliberate on what you want to do next.” Right a%er each cooperation decision in the Prisoner’s 
Dilemma game, the punishment option was presented, but it was accompanied by the instruction to deliber-
ate on whether, and if so, how to punish the partner. "e punishment option was initially deactivated. Beneath 
the punishment option, a countdown from 30 to 0 s was presented. A%er 30 s, the instruction to deliberate the 
punishment decision was replaced by the question “How high should the punishment for your partner be?” 
and the punishment option was activated so that the participant could implement their punishment decision. 
Including the 30-s delay, the median response time for the punishment decision in the condition with delibera-
tion was 37.4 s.

Results
To analyze the present results, two instances of the model depicted in Fig. 2 are needed, one for the condition 
without deliberation and one for the condition with deliberation. "e base model #t the data, G2 (2) = 1.67, 
p = 0.434, indicating that the base model’s parameters re!ect the observed data adequately. Figure 5 displays the 
estimates of the cooperation parameter (le% panel), the punishment parameters (middle panel) and the punish-
ment bias (right panel). "e probability to cooperate was signi#cantly lower in the condition with deliberation 
compared to the condition without deliberation, -G2 (1) = 16.28, p < 0.001, w = 0.04.

"e central hypothesis test again concerns the parameter representing the probability of moral punishment. 
In line with the deliberate-morality account of punishment, moral punishment was signi#cantly more likely 
in the condition with deliberation compared to the condition without deliberation, -G2 (1) = 14.64, p < 0.001, 
w = 0.04. As a secondary #nding, hypocritical punishment was also more likely in the condition with deliberation 
compared to the condition without deliberation, -G2 (1) = 6.45, p = 0.011, w = 0.03. Neither antisocial punishment, 
-G2 (1) = 0.40, p = 0.529, w = 0.01, nor the punishment bias, -G2 (1) = 0.14, p = 0.711, w < 0.01, were a&ected by 
the deliberation manipulation.

Discussion
"e aim of Experiment 2 was to extend the results of the previous experiment which demonstrated that time 
pressure decreased moral punishment. From the deliberate-morality account, the prediction can be derived that 
a time delay during which one is encouraged to deliberate one’s punishment decision should have an e&ect on 

https://mingle.respondi.de
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moral punishment that is opposite to the e&ect of time pressure. In line with this prediction, deliberation sig-
ni#cantly increased moral punishment compared to a condition without deliberation, providing further support 
for the idea that deliberation favors the moral use of punishment.

Whereas the time-pressure manipulation of Experiment 1 did not a&ect hypocritical punishment, deliberating 
one’s punishment decision in Experiment 2 increased hypocritical punishment relative to the condition without 
deliberation. Furthermore, deliberation had no e&ect on antisocial punishment or the punishment bias. "ese 
#ndings thus suggest that the lack of resources, caused by cognitive load and time pressure, a&ects decision-
making in ways that are not simply the mirror image of deliberation.

While the decrease of cooperation in the condition with deliberation in comparison to the condition without 
deliberation at #rst glance seems to support an intuitive-morality view on  cooperation10, it is important to note 
that the manipulation of deliberation in Experiment 2 consisted primarily of delaying the punishment deci-
sions. Decisions to cooperate or defect were not delayed. While the manipulation also included an instruction 
to “please take your time to carefully deliberate on what you want to do next”, this instruction referred explicitly 
to the punishment and not to the cooperation decision. However, it cannot be ruled out that these instructions 
as well as deliberating about the punishment decisions may have caused participants to generally adopt a more 
deliberate processing mode, explaining why the manipulation also a&ected their propensity to cooperate. Note 
that this is only a post-hoc interpretation that requires con#rmation in future studies before #rm conclusions 
can be drawn about this issue.

Experiment 3
In the previous two experiments, we found evidence in favor of a deliberate-morality account of punishment. 
While this is in line with the results of some  studies49,50, it is in opposition to others that suggest punishment is 
intuitive rather than  deliberate35–37. Such inconsistencies have motivated Declerck and  Boone52 to move away 
from the strict dichotomy of intuitive and deliberate moral behaviors. Instead, they proposed a process-based 
account according to which intuition and deliberation can either favor or inhibit moral behaviors, depending 
on contextual factors. For instance, according to this account, unguided deliberation in Experiment 2 may have 
increased moral punishment because participants were more likely to deliberate fairness than to deliberate self-
interest. However, this does not mean that deliberation will always favor moral behaviors as the e&ect of delibera-
tion may depend on what is deliberated which, in turn, may depend on the general context in which deliberation 
takes place. If participants are encouraged to deliberate moral concerns, this should have an enhancing e&ect 
on moral punishment. If participants are encouraged to deliberate self-interest, this should have a diminishing 
e&ect on moral punishment. In Experiment 3, this hypothesis was put to an empirical test. "e punishment 
decision was delayed by a pause in which participants were explicitly encouraged to deliberate either fairness or 
self-interest, depending on the experimental condition they were assigned to. Instructions to deliberate fairness 
should increase moral punishment relative to instructions to deliberate self-interest.

Figure 5.  Estimates of the parameters of the cooperation-and-punishment model as a function of condition 
(without deliberation, with deliberation) in Experiment 2. Parameter C represents the probability of 
cooperation. Parameters PMoral, PHypocritical and PAntisocial represent the conditional probabilities of moral 
punishment, hypocritical punishment and antisocial punishment, respectively. Parameter b represents the 
punishment bias, that is, the probability of punishment irrespective of the outcome of the Prisoner’s Dilemma 
game. "e error bars represent the standard errors.
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Method
Participants and design
A total of 698 participants took part in the online study that was conducted via the platform SoSci  Survey79. 
As in Experiment 2, participants were recruited by the panel provider mingle. Data had to be excluded from 
analyses for the following reasons: "e participant took part repeatedly (n = 45), the participant dropped out 
prematurely (n = 124) or the participant did not consent to the use of their data at the end of the study (n = 2). "e 
#nal sample consisted of N = 527 participants (206 female, 320 male, 1 non-binary) who were between 18 and 70 
(mean age = 45, standard deviation = 14) years old. Of these, 255 participants were assigned to the self-interest-
deliberation condition and 272 were assigned to the fairness-deliberation condition. "e median duration of 
participation was 22 min. As in Experiment 2, participants received their #nal account balance in the game in 
addition to their usual compensation by the panel provider. A sensitivity analysis with G*Power80 showed that, 
with * = 0.05, N = 527 participants and 20 behavioral choices in the Prisoner’s Dilemma game, e&ects of delibera-
tion on punishment as small as w = 0.04 could be detected with a statistical power of 1 ( + = 0.95.

Materials, procedure and manipulation
"e materials were the same as those of Experiments 1 and 2. "e experimental procedure in Experiment 3 cor-
responded to the condition with deliberation of Experiment 2. "e cooperation decisions were not delayed. "e 
median response times for the cooperation decision were 4.5 s in the self-interest-deliberation condition and 
4.7 s in the fairness-deliberation condition. By contrast, the punishment decision was delayed by a 30-s pause in 
which the participant was asked to deliberate the punishment decision. In Experiment 3, however, the speci#c 
content on which to deliberate was manipulated. In the self-interest-deliberation condition, the participant was 
instructed to deliberate “whether it is pro#table to punish your partner and what a punishment means for your 
own account balance”. "e median response time for the punishment in the self-interest-deliberation condition 
was 38.0 s. In the fairness-deliberation condition, the participant was instructed to deliberate “how fair or unfair 
your partner’s behavior was and whether your partner deserves a punishment for this behavior”. "e median 
response time for the punishment in the fairness-deliberation condition was 38.4 s. "e same instruction was also 
included in the written instructions provided before the start of the Prisoner’s Dilemma game. "e remaining 
instructions and procedure were identical to those of Experiment 2 with the exception that the starting endow-
ment was increased to 100 points (corresponding to 100 cents or 1 )). On average, participants achieved a #nal 
account balance of 85 points (standard deviation = 36).

Results
To analyze the present results, two instances of the model depicted in Fig. 2 are needed, one for the self-interest-
deliberation condition and one for the fairness-deliberation condition. "e base model #t the data, G2 (2) = 0.36, 
p = 0.837, indicating that the base model’s parameters re!ect the observed data adequately. Figure 6 displays the 
estimates of the cooperation parameter (le% panel), the punishment parameters (middle panel) and the pun-
ishment bias (right panel). "e probability to cooperate was signi#cantly lower when participants deliberated 
self-interest compared to when they deliberated fairness, -G2 (1) = 35.17, p < 0.001, w = 0.06.

Figure 6.  Estimates of the parameters of the cooperation-and-punishment model as a function of the content 
of deliberation (self-interest, fairness) in Experiment 3. Parameter C represents the probability of cooperation. 
Parameters PMoral, PHypocritical and PAntisocial represent the conditional probabilities of moral punishment, 
hypocritical punishment and antisocial punishment, respectively. Parameter b represents the punishment bias, 
that is, the probability of punishment irrespective of the outcome of the Prisoner’s Dilemma game. "e error 
bars represent the standard errors.
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"e central hypothesis test again concerns the parameter representing the probability of moral punishment. In 
line with the process-based account according to which the e&ect of deliberation on moral punishment depends 
on the content of deliberation, moral punishment was signi#cantly less likely when participants deliberated 
self-interest than when they deliberated fairness, -G2 (1) = 11.63, p < 0.001, w = 0.03. As a secondary #nding, 
hypocritical punishment did not di&er as a function of the content of deliberation, -G2 (1) = 0.96, p = 0.327, 
w = 0.01. Antisocial punishment was more likely when participants deliberated self-interest compared to when 
they deliberated fairness, -G2 (1) = 13.38, p < 0.001, w = 0.04. Further, the punishment bias was signi#cantly higher 
when participants deliberated self-interest than when they deliberated fairness, -G2 (1) = 5.67, p = 0.017, w = 0.02.

Discussion
"e aim of Experiment 3 was to test whether moral punishment depends on the content of deliberation. "e 
experimental procedure was identical to the condition with deliberation used in Experiment 2, but participants 
were instructed to deliberate either self-interest or fairness. Moral punishment was more likely when partici-
pants were instructed to deliberate fairness rather than self-interest. "ese results demonstrate that the e&ect 
of deliberation on moral punishment depends on contextual factors such as, in the present case, the content of 
deliberation. "is #nding supports the process-based account of  punishment52 implying that, to fully understand 
the e&ects of deliberation on moral behaviors, it is necessary to move away from the strict dichotomy that lies at 
the core of dual-process theories. Previous studies have already hinted at contextual factors that might modulate 
the e&ect of deliberation on  punishment37,46,51,84–86. Here we extend these #ndings by demonstrating that the 
instructed content of deliberation a&ects moral punishment.

Even when participants deliberated their self-interest, they still morally punished unilateral defection with 
a high probability although this entailed sacri#cing own costs for no apparent bene#t and thereby went against 
their self-interest. Previous studies using the cooperation-and-punishment model have already demonstrated 
the robustness of participants’ inclination to morally punish unilateral defection which remained at a high level 
even when, for example, the majority of partners  defected58 or when participants were o&ered other ways to 
communicate their anger in response to the  defection57. Taken together, these #ndings suggest that, despite being 
sensitive to contextual factors, people have a strong and robust preference for moral punishment which aligns 
with the moral preference hypothesis proposed by Capraro and  Perc87.

In contrast to moral punishment, antisocial punishment was more likely when participants deliberated their 
self-interest compared to when they deliberated fairness. "is underlines the idea that antisocial punishment is 
antithetical to the very fairness norms that moral punishment is assumed to  promote88,89. Speci#cally, it has been 
suggested that antisocial punishment serves to directly oppose the normative pressure towards  cooperation58, 
implying that individuals are more likely to engage in antisocial punishment when they prioritize self-interest 
over fairness. Hypocritical punishment remained una&ected by the manipulation of the contents of deliberation 
while the punishment bias was increased in the self-interest-deliberation condition compared to the fairness-
deliberation condition. "ese #ndings validate that the punishment-enhancing e&ect of deliberating on fairness 
versus self-interest was speci#c to moral punishment.

General discussion
Moral punishment of defection is essential for maintaining large-scale cooperation. People frequently accept 
costs to morally punish defection even if this does not yield any personal bene#ts for the punisher. "e question 
prevails whether this individually irrational yet socially valuable behavior occurs intuitively, as predicted by an 
intuitive-morality account of  punishment10, or whether it actually requires time and deliberation to overcome 
sel#sh incentive-driven impulses, as assumed by a deliberate-morality account of  punishment7. Evidence on 
that matter is mixed and mainly stems from the Ultimatum Game which does not enable to clearly di&erentiate 
between participants’ inclination to cooperate and their inclination to  punish55. In the present set of experiments, 
we relied on a one-shot simultaneous Prisoner’s Dilemma game with a punishment option. "e cooperation-
and-punishment  model5,56–58 was applied to separately measure cooperation, moral punishment, hypocritical 
punishment and antisocial punishment as well as the punishment bias.

With respect to our initial question of whether the deliberate-morality account or the intuitive-morality 
account better explains how people apply punishment in social dilemmas, the conclusion is that the present 
results are more in line with the deliberate-morality account than with the intuitive-morality account of punish-
ment. In Experiment 1, making punishment decisions with time pressure led to a decrease in moral punishment 
relative to a condition without time pressure, indicating that intuition tends to decrease moral behavior. "ese 
#ndings con#rm and extend previous #ndings showing strikingly parallel e&ects to those of a cognitive-load 
 manipulation5. Taken together, these #ndings suggest that the lack of cognitive resources decreases moral pun-
ishment, regardless of whether this lack of cognitive resources is caused by cognitive load or time pressure. In 
Experiment 2, punishment decisions were delayed by pauses in which participants were encouraged to delib-
erate their punishment decision. Deliberation led to an increase in moral punishment relative to a condition 
without deliberation. "ese #ndings support the deliberate-morality account of punishment by demonstrating 
that deliberation can facilitate the moral use of punishment. On the face of it, there is some plausibility to the 
idea that moral punishment requires deliberation. Punishment can be seen as a second-order social dilemma 
because participants may be torn between shying away from the costs of punishment which run against their 
self-interest and the moral motive of punishing unfair  behaviors90–92. Deliberation may be needed to resolve 
these con!icting goals in favor of moral principles. Giving participants time to deliberate their decision may help 
to adhere to moral principles by suppressing their sel#sh  impulses51. "is is in line with neuro-imaging studies 
showing that punishment decisions in social dilemma games are accompanied by increased activation in brain 
areas associated with cognitive  control53,54. It is also in line with research on moral behaviors more generally. 
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For instance, there is evidence suggesting that people’s tendency to lie is increased when cognitive resources are 
limited, as telling the truth has been found to require self-control when lying serves immediate self-interests30,31. 
However, it is inconsistent with other #ndings showing evidence in the opposite  direction28,29. Parallel to this, the 
present #ndings preserve the existing ambiguity regarding the intuitive versus deliberative nature of cooperation 
 decisions24, with Experiment 1 showing no e&ect of time pressure on cooperation and Experiment 2 showing 
less cooperation with deliberation in comparison to the condition without deliberation.

Based on inconsistent #ndings regarding the e&ects of deliberation on moral decision making, Declerck 
and  Boone52 have proposed a process-based account according to which the e&ect of deliberation on moral 
behaviors, such as cooperation and moral punishment, depends on contextual  factors8. Several studies support 
this  account37,46,51,84,85. "e results of Experiment 3 extend these previous #ndings by demonstrating that explicit 
instructions on what to deliberate a&ect moral punishment: When participants deliberated fairness instead of 
self-interest, moral punishment increased.

Taken together, the #ndings of the present experiments thus suggest that, without manipulating the content 
of deliberation, unguided deliberation leads participants to use punishment in a moral way. However, the content 
of deliberation determines the e&ect of deliberation on moral punishment. Depending on the context in which 
the decision to punish has to be made, the content of deliberation may deviate from the moral default. Viewing 
punishment through the lens of the process-based  account52 might be slightly more complex than postulating a 
strict dichotomy between intuitive and deliberate ways of arriving at a punishment decision, but adopting such 
a more nuanced approach o&ers great potential to integrate con!icting #ndings on the e&ects of intuition and 
deliberation on moral  cognition52,76.

We conclude from the present #ndings that future research should focus on how the e&ects of intuition and 
deliberation on moral punishment are modulated by contextual factors. As an example of a potential avenue 
for future research, it seems possible to postulate that the e&ects of intuition on punishment should be context-
dependent, just as the e&ects of deliberation on punishment observed in the present Experiment 3. "at is, if 
heuristic cues favor moral or antisocial interpretations of situations, intuitions should favor or discourage pun-
ishment accordingly. Supporting this speculation, evidence suggests that the e&ect of intuition on punishment 
is modulated by contextual factors such as group  membership93,94.

A limitation of the present study is that, in the present series of experiments, the social context of the inter-
action was emphasized, for instance, by presenting facial photographs of the interaction partners to take into 
account that everyday interactions o%en contain social cues. Given su$cient time for deliberation, this may have 
stimulated re!ection on the social aspects of the interaction. "is approach contrasts with the usual approach in 
Experimental Economics in which, even though social information is frequently manipulated, the games them-
selves are typically described in neutral terms. Another di&erence to the usual economic approach towards study-
ing social interactions is that the participants interacted with simulated interaction partners, a standard practice 
in psychological  research63,95–97. "e experimental manipulation guarantees control over the partner’s behavior 
which is considered an extraneous factor in Experimental Psychology where the aim is to draw inferences about 
the cognitions underlying the individual’s behavior. It seems remarkable that participants in the present study 
punished their partners at a rate that is typical for studies involving human interaction partners even though 
this implied accepting real  costs21,98. What is more, the fact that deliberation increased the probability of moral 
punishment suggests that the present paradigm taps into mechanisms of social interaction. Nevertheless, it has 
to be counted among the limitations of the present paradigm that participants interacted with programmed 
partners, particularly from the perspective of Experimental Economics where the primary focus lies on study-
ing how incentive structures a&ect interactions in dyads or larger groups. It is therefore an interesting avenue of 
future research to test whether the present conclusions generalize to settings in which participants interact in 
human dyads or groups. It also seems important to note that the present set of experiments focused on one-shot 
interactions, that is, social situations during which participants interacted with each partner only once. More 
speci#cally, participants interacted with each of 20 di&erent partners only once. One-shot interactions may be 
considered particularly relevant in that people in everyday life o%en invest own resources to punish strangers 
with whom they have interacted only once, which is an interesting phenomenon that requires  explanation58. Even 
though one-shot interactions are generally assumed to be less in!uenced by factors such as reputation building or 
social learning, the repeated engagement of participants in the present Prisoner’s Dilemma game with di&erent 
partners implies that an in!uence of these factors cannot be entirely ruled out. As a consequence, participants’ 
inclination to morally punish might have changed as participants progressed from the #rst interaction all the 
way to the #nal interaction. To examine whether this was the case, we tested whether a model would #t the data 
in which the moral-punishment parameter was set to be equal across the entire sequence of 20 interactions, 
separately for each of the two groups in Experiments 1, 2 and 3 (generating a total of 38 degrees of freedom 
for this statistical test in each experiment, 19 for the equality restriction of the moral-punishment parameter 
across the 20 interactions for each of the two groups). "is equality restriction was compatible with the data 
in Experiment 1, -G2(38) = 48.86, p = 0.111, in Experiment 2, -G2(38) = 24.13, p = 0.960 and in Experiment 3, 
-G2(38) = 31.40, p = 0.767, leading to the conclusion that the parameter representing moral punishment did not 
change as participants progressed from the #rst interaction to the #nal interaction. "is, in turn, suggests that 
in the present Prisoner’s Dilemma game the possible in!uence of factors such as reputation building or social 
learning on moral punishment is limited.

Another point worth discussing is that participants punished the partners they previously interacted with. As 
they directly su&ered from their partners’ defection, the processes re!ected in the moral-punishment parameter 
might go beyond motives that can, in a strict sense, be considered truly moral. For example, participants might 
punish to retaliate against the partners who have caused them  harm99. It seems interesting to replicate the present 
#ndings in a paradigm that minimizes such self-interested motivations, for instance in a third-party-punishment 
paradigm in which the punishing party is not directly a&ected by the partner’s  defection100.
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Conclusion
Do people punish defection intuitively or does this individually irrational, yet socially valuable, behavior rely 
on deliberation? Here we have found that time pressure decreased moral punishment (Experiment 1), which is 
parallel to what has been previously reported for a cognitive-load  manipulation5, whereas deliberation during a 
time delay in which participants re!ect on their punishment decision increased moral punishment (Experiment 
2). Furthermore, we have demonstrated that moral punishment is a&ected by the speci#c content of delibera-
tion (Experiment 3). When participants deliberate fairness, they are more likely to rely on moral punishment 
than when they deliberate self-interest. "e results of Experiments 1 and 2 per se are more in line with the idea 
that moral punishment is applied in a deliberate rather than in an intuitive way. However, those results are also 
compatible with a more nuanced account supported by the results of Experiment 3 in which the e&ect of delib-
eration on moral punishment was modulated by contextual factors. Moving away from the strict dichotomy of 
classifying moral behaviors as either strictly intuitive or strictly deliberate has great potential in deepening our 
understanding of the e&ects on deliberation on punishment and o&ers a promising avenue for incorporating 
seemingly inconsistent #ndings by focusing on the cognitive processes underlying the observable behavior.

Data availability
We provide the data used in our analyses via the Open Science Framework. "e study was not preregistered. "e 
data are publicly available at https:// osf. io/ a23gy/.
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