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Summary 

The attenuation of neuronal responses to sounds that are produced by our own actions 

compared to sounds that we perceive in the environment has been suspected to result from 

sensory predictions that are matched to the actual sensory input we receive. The classic 

explanation is that of cerebellar forward models, which use information about planned 

motor activity to generated predictions, and attenuate sensory processing for correctly 

predicted stimuli. However, self- and externally generated sounds also differ in their 

temporally predictability, and temporally predictable externally generated sounds indeed 

display an attenuation of the N1 ERP component in EEG studies that is similar to that for 

self-generated sounds. The studies in this dissertation have added evidence for separate 

systems of sensory predictions based on temporal predictability, and motor-information. 

Study 2 showed that the N1 attenuation for observed motor acts developed slower over 

time when viewed from a first- instead of a third-person perspective, possibly as an effect 

of familiarity with third-person action observation. In Study 3, we reported an N1 

attenuation for pro-, but not anti-saccade generated sounds, which are likely suffering from 

a disturbance of the forward model system. Crucially, the effects in both studies were found 

despite equal temporal predictability between motor related conditions, suggesting an 

independent influence of motor information based predictive processing. In study 1 we 

confirmed that assumptions about the context sounds are produced in impact not the N1, 

but the P2 component, which might reflect an aspect of the sense of agency. These studies 

also demonstrated the value of the analysis of ERP amplitude time courses as an important 

tool to uncover differing temporal patterns that would be hidden in aggregated datasets.  
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1 GENERAL INTRODUCTION 

 

1.1.  PREDICTING SENSORY ACTION CONSEQUENCES 

It is unlikely that perception is simply a passive process of capturing sensory 

stimuli. Instead, some understand it as a process of active inference, in which the 

brain generates sensory predictions that are compared with the actual sensory input 

(Clark, 2013; Pickering & Clark, 2014). One line of research focuses specifically on 

predictions of the sensory consequences of our actions, inspired by the phenomenon 

of sensory attenuation, i.e. the reduction in perceived stimulus intensity for self- 

compared to externally generated movements. It was typically illustrated by the 

inability to tickle oneself, even when the self-generated haptic stimulation is 

identical to the external stimulation that causes a tickling sensation (Blakemore et 

al., 1999). However, the phenomenon is also found as a general attenuation of 

perceptual intensity for self- compared to externally-generated stimuli, not only in 

the haptic domain, but also for auditory and visual stimuli (Blakemore et al., 2000; 

Cardoso-Leite et al., 2010; Sato, 2008; Weiss et al., 2011). 

An additional phenomenon is the attenuation of neuronal responses, which was 

shown accompanying the attenuation of perceptual intensity when self-generated 

haptic stimuli were compared to identical external stimuli (Blakemore et al., 1998). 

More recently, this phenomenon was mostly investigated as attenuations of the 

amplitudes of event-related potentials (ERPs) that have been found for self- 

compared to externally-generated auditory stimuli in electroencephalography 

(EEG) studies (Baess et al., 2011; Baess et al., 2008; Ghio et al., 2018; Hughes et 

al., 2013a; Timm et al., 2016). First reported by Schafer and Marcus (1973), self-

generated sounds exhibit reductions of the amplitudes of the N1 and P2 
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components compared to externally generated sounds. These components and 

possibly a later P3 were examined extensively to investigate different processes 

behind the attenuation effects (Baess et al., 2008; Klaffehn et al., 2019; Knolle et 

al., 2013a; Kühn et al., 2011; Timm et al., 2016), and this dissertation focuses on 

the results for attenuations of ERP amplitudes in the auditory domain. 

Most studies comparing self- and externally generated sounds employ a variation 

of the contingent paradigm is (for an overview, see Horváth, 2015): In an action-

sound condition, sounds are produced by some kind of (typically) self-initiated 

movement. In an action-only condition, the same movements are performed 

without eliciting any sounds. This condition is used in an offline motor-correction 

procedure, where the ERPs of action-only button presses are subtracted from ERPs 

elicited in the action-sound condition to remove movement-related neuronal 

activity. In a sound-only condition, sounds are presented without any cues or 

actions. The inter-stimulus-interval has been recognized early as a factor 

determining the magnitude of the N1, which increases as a function of the inter-

stimulus-interval up to around 10 seconds (Budd et al., 1998; Davis et al., 1966; 

Nelson & Lassman, 1968). As such, to keep inter-stimulus-intervals identical 

between the action-sound and sound-only conditions, some studies replayed the 

sounds produced by participants in a preceding action-sound condition in the 

following sound-only condition, especially when responses are self-timed (Baess et 

al., 2011; Baess et al., 2008; Ford et al., 2014; Ghio et al., 2018).  

1.1.1 The internal forward model 

Early on, sensory and neuronal attenuations were attributed to a system of 

internal forward models that directly rely on motor plans to generate predictions of 

sensory consequences following their execution. These models suppose that copies 

of motor commands or motor intentions are created during motor planning, and 
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that these so-called efference copies are relayed to the cerebellum, where the forward 

models compute the sensory consequences for the planned actions (Blakemore et 

al., 2001; Ishikawa et al., 2016; Miall & Wolpert, 1996; Wolpert et al., 1998). The 

processing of sensory input fitting the predictions made by these models might then 

be attenuated, as this input does not carry novel information. A likely candidate for 

the source providing such efference copies is the supplementary motor area 

(Haggard & Whitford, 2004), which could provide input to forward models even 

before action execution (Reznik et al., 2018). 

This idea of matching the predicted and actual sensory consequences of an action 

assumes that the sensory predictions include specific stimulus features that can be 

compared to the actual sensory input. Therefore, changing the identity of the 

stimulus should lead to a measurable misprediction when compared to stimuli 

matching the prediction. Baess et al. (2008) first examined ERP attenuations when 

the identity of a self-produced stimulus deviates from what was previously learned. 

They showed that a deviation in sound frequency led to a reduced attenuation of 

the N1, and this effect was confirmed by a similar study (Knolle et al., 2013b). 

Hughes et al. (2013a) found that even when both standard and deviant sounds were 

regularly produced in a task by either the right or left hand, incongruency of sound 

type and hand side led to a reduced attenuation.  

However, even if sensory predictions play a role in the attenuation of the N1, the 

question remains whether they are based on information arising from the motor 

system, or post-hoc haptic, proprioceptive or environmental cues. The most direct 

evidence for this was reported by Timm et al. (2014a), who compared the processing 

of sensory consequences of voluntary with those of involuntary hand movements. 

For the latter, no a-priori motor plan should be created, as they were induced via 

transcranial magnetic stimulation (TMS). Only voluntary actions led to an 
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attenuation of the N1-P2 complex, indicating that motor intention is involved in 

creating sensory predictions for self-generated actions. Using electrical stimulation 

of the median nerve of the inner forearm, Jack et al. (2021) also elicited involuntary 

sound producing finger movements and replicated this result for the N1. In 

addition, they showed that the N1 attenuation was also missing in a semi-voluntary 

condition (participants pressed a button to elicit the electrical stimulation on the 

other hand). For haptic stimuli, an intact attenuation of perceptual intensity was 

found even when a movement had not yet occurred, either by delivering the 

stimulus right before the movement (Voss et al., 2008), or at the time movement 

would have occurred, if it was not delayed by TMS (Voss et al., 2006). This was 

interpreted in that motor intention suffices to generate sensory predictions that lead 

to sensory attenuation, and thus seen as further evidence for an involvement of 

motor planning. 

The forward model theory also supposes a cerebellar involvement in the 

generation of predictions leading to sensory attenuation (Blakemore et al., 2001). 

For this, evidence was provided by Knolle et al. (2012), who reported a missing N1 

attenuation for cerebellar lesion patients. Knolle et al. (2013a) later replicated this 

finding, and additionally showed an intact P2 attenuation, indicating that the 

process leading to the P2 attenuation is distinct, and does not rely on cerebellar 

motor-specific predictions. 

However, the role of forward models in sensory attenuation has been questioned, 

since self- and externally-generated sounds differ in more than their preceding 

motor activity. Producing button presses in a constant self-timed rhythm, as it is 

usually done in the contingent paradigm, might shift attention from the produced 

sound to the button press, and introduce an attentional difference to the conditions 

in which external sounds are presented. Though attention is known to increase the 
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N1 (Hillyard et al., 1973), the attenuation of self-generated sounds was found 

despite differences in the allocation of attention (Saupe et al., 2013; Timm et al., 

2013). 

Dogge et al. (2019) also argued that the forward model systems identified in 

animal studies usually involve action consequences closely related to the body, such 

as vocalizations (Schneider & Mooney, 2018), or retinal displacement (Sperry, 

1950), which are trained from birth or possibly even hardcoded and not aquired. 

However, the action-effect associations in human studies are typically environment-

related, such as visual or auditory stimuli, and likely have to be acquired during the 

course of the experiment. According to Dogge et al. (2019), the slow acquisition 

process for environment-related action-effects found in animal studies (Rummell et 

al., 2016) makes it questionable whether the appearance of neuronal attenuation 

effects in human studies relies on forward models. It must be noted though, that 

many studies use button presses as actions, which are very well known from the 

handling of modern devices like light switches or microwaves, and often 

accompanied by sounds as feedback. This might lead to a retuning of known action-

effect associations, instead of an entirely new acquisition during experimental 

sessions. 

One study examined a novel environment-related action-effect association, that 

cannot be trained in every-day life: Mifsud et al. (2016) contrasted the ERP 

attenuations for sounds generated by either the classic button presses, or saccadic 

eye movements (saccades), when compared to externally generated sounds. They 

found an N1 and P2 attenuation for button-press-elicited sounds, but a significantly 

less attenuated N1, and no P2 attenuation for saccade-elicited sounds. This could 

be interpreted as evidence for a slower acquisition process of the relevant action-

effect association in the case of saccade-generated sounds, that is directly expressed 
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in the magnitude of the attenuation of neuronal responses. For a similarly 

uncommon action-effect association, van Elk et al. (2014) reported a missing P2 

attenuation as well, in this case for sounds elicited by button presses with the foot, 

that was present for button-press elicited sounds by hand-movements. This might 

indicate that the predictions underlying the N1 and P2 attenuations might rely on 

separate systems that are retuned at different rates to capture a new action-effect 

association. 

1.1.2 Attributing Agency 

The proposed system of efference copies (Von Holst, 1954), and forward models 

employing them (Wolpert, 1997), has long been assumed to enable the organism to 

broadly classify stimuli as self- or externally produced. The perceptual and 

neurophysiological differences between stimuli of those two categories have then 

been re-attributed to serving such a classification mechanism (Blakemore et al., 

1999; Hughes et al., 2013a). 

A related contextual factor when comparing self- and externally generated 

stimuli is the perceived agency over the elicited stimuli, i.e. the perception of being 

the originator of a stimulus. The first study examining the influence of agency 

(Kühn et al., 2011) manipulated it by changing the context of sound production, as 

well as the sound identity to induce an erroneous belief that sounds were not self-

generated. Participants were led to believe that each elicited sound could be caused 

by either themselves or a concealed experimenter, while the sounds deviated in 

frequency, as well as their latency in a part of the trials. The resulting variance in 

the perception of agency was captured on trial level by an explicit rating. The N1, 

but not the later positive component P3, was sensitive to alterations of the sound 

identity (similar to Baess et al. [2008]) in that an N1 attenuation was only found for 

sounds with the same frequency as learned in the preceding training compared to 
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sounds with a deviating frequency. On the other hand, the P3, but not the N1, was 

attenuated for sounds judged as self- rather than externally-produced, suggesting 

that this later positive component is either influenced by top-down agency 

judgements, or is itself reflecting a precursor to reaching a decision about these 

judgements. 

In another study, Timm et al. (2014b) established that the perception of agency 

can be reduced by first training an action-effect association between button presses 

and sounds that includes a specific delay, and removing the delay in later trials 

whereby sounds are perceived by the participants to occur prior to the button press. 

Employing this phenomenon, Timm et al. (2016) found a similar pattern of results 

as Kühn et al. (2011) and reported that the N1 was not influenced by the illusory 

agency loss in the non-delayed sound condition (or the resulting variance in mean 

agency judgements) but instead simply attenuated for self- vs. externally generated 

sounds in general. For a later component, in this case the P2, this attenuation was 

smaller for sounds presented in the reduced agency condition (without the trained 

delay). In addition, the agency judgement difference of participants between the 

delayed and undelayed sound condition was directly correlated with the P2 

attenuation difference between conditions. 

Interestingly, the concept of agency has been extended by Synofzik et al. (2008) 

into a two-step process that starts with a rather automatic feeling of agency, which 

is then followed by a more conscious judgement of agency. This distinction might 

be reflected in the differing results for the N1 and the later positive components 

P2/P3. N1 attenuations seem to be closely linked to motor-intention or activity, 

independent of contextual changes (Knolle et al., 2013a; Kühn et al., 2011; Saupe 

et al., 2013; Timm et al., 2014a; Timm et al., 2016), but also sensitive to changes in 

the stimulus identity (Baess et al., 2008). This would fit in with the N1 reflecting 
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the formation of a fast and automatic feeling of agency, which breaks down when 

ambiguity of the base features of a stimulus is introduced. The P2/P3 on the other 

hand has been directly related to explicit ratings of agency in studies aiming to 

induce agency ambiguity (Kühn et al., 2011; Timm et al., 2016), and possibly reflect 

the conscious judgement of agency that relies on further information than just basic 

action-effect associations. Contrary to the purely predictive forward model idea, the 

formation of the sense of agency is furthermore seen as an interplay of predictive as 

well as postdictive cues (Synofzik et al., 2013), that lead to bottom up sensorimotor 

or top down contextual influences. To examine whether the N1 and P2/P3 reflect 

different aspects of the sense of agency, which might be differently impacted by 

bottom up or top down influences, it is important to consider how paradigms 

experimentally induce agency variance. 

In that regard, both agency manipulation studies (Kühn et al., 2011; Timm et al., 

2016) changed basic stimulus features to reduce the accuracy of sensorimotor 

predictions. Kühn et al. (2011) introduced agency ambiguity by varying stimulus 

identity, which was reflected in the N1 attenuation. Timm et al. (2016) used an 

established agency loss illusion introduced by the omission of a latency during 

sound production that participants had previously adapted to, which was not 

reflected in the N1 attenuation. In both cases the P2/P3, but not the N1, was 

sensitive not only to the ambiguity itself, but directly to the subjective ratings of 

agency. 

In addition to the bottom-up ambiguity introduced by varying stimulus features, 

both studies also introduced a possible top-down ambiguity by creating a context in 

which some of the sounds might not be self-generated. Kühn et al. (2011) directly 

informed participants that some sounds might be generated by the experimenter, 

but both studies implied that sounds might not be self-generated by letting 
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participants rate each (relevant) tone as self-generated or not. That is why it cannot 

clearly be determined whether the process reflected in the P2/P3 attenuation is 

resulting from further evaluation of the bottom-up stimulus properties, or top-down 

control caused by contextual information. 

One perceptual phenomenon that is suspected to stem from an impairment to 

attribute agency to oneself is the experience of auditory hallucinations in 

schizophrenic patients. Several studies have shown that the N1 attenuation for these 

patients is reduced for self-generated sounds, both by button press (Ford et al., 

2014), and vocalization (Ford et al., 2007; Ford et al., 2001; Heinks-Maldonado et 

al., 2007). If the N1 is as strongly related to early, stimulus driven prediction 

mechanisms as previous studies have indicated, and less influenced by top-down 

control, the diminished N1 attenuation could provide evidence for an involvement 

of bottom-up information in the formation of agency judgements. 

 

1.2.  NON-MOTOR BASED PREDICTIONS 

Despite the presented evidence for motor-signal based prediction mechanisms 

being involvement in the attenuation of the N1, the most common objection to the 

forward model theory is that these attenuations could be explained at least in part 

by the difference in temporal predictability between self-and externally generated 

sounds. This stems from a number of studies that show neurophysiological 

attenuations for stimuli made predictable by non-motor cues from the environment 

(Kaiser & Schütz‐Bosbach, 2018; Klaffehn et al., 2019; Lange, 2009). It was first 

examined by Lange (2009) who tested the influence of stimulus identity and latency 

on the N1 for cued external sounds, similar to Baess et al. (2008), but without a 

comparison to self-generated sounds. The results showed that the N1 was decreased 
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when timing and/or pitch of externally cued sounds was predictable compared to 

unpredictable, providing evidence for some form of motor-unspecific predictability 

mechanism involved in the N1 attenuation. 

In a second study, Lange (2011) compared sounds produced by self-timed button 

presses and sounds following a visual cue. To further manipulate the temporal 

predictability, sounds were produced in a condition with a constant delay and a 

condition with a random delay after the response/cue. They found the N1 for self-

generated compared to visually cued sounds to be reduced, but the N1 did not differ 

between constant vs. random delay. Even though the missing uncued external 

sound condition of the standard contingency paradigm makes it impossible to 

determine whether the sounds were reduced or enhanced compared to (neutral) 

external sounds, the results indicated that motor-specific prediction mechanisms 

affect the N1 attenuation. 

Sowman et al. (2012) added an uncued external sound control condition, and 

also changed how the sound-generating action was performed: Button presses 

producing sounds were not self-timed anymore, but visually prompted. For this, the 

same visual cue as in the cued external sound condition was used. The delay 

between cues and sounds in the cued sound condition were matched for each 

participant with the response-dependent delay in the prior self-generation 

condition. With this method, self-produced sounds and cued sounds were similarly 

temporally predictable, and mostly differed with respect to the self-generation 

aspect. The results showed that while there was no significant N1 difference 

between both sounds, only the N1 for self-generated, but not cued sounds, was 

significantly reduced compared to the uncued control sounds. This indicates some 

form of predictive process for visually cued sounds, but does not provide evidence 
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against predictions derived specifically from motor information like it is assumed 

for the forward-model system. 

Kaiser and Schütz‐Bosbach (2018) used a countdown from three to one, 

followed by an X on the screen to visually cue either an external sound, or the 

participant’s response eliciting a sound. The N1 for cued external sounds was 

reduced compared to their uncued counterparts, while N1 amplitudes for sounds 

following cued responses did not differ from amplitudes for those that were uncued. 

Overall, this resulted in enhanced N1 amplitudes for cued self-generated compared 

to cued external sounds, which was taken as evidence that sensory attenuation does 

in fact not depend on self-generation. But it has to be noted that the usual motor-

correction procedure was performed for the cued and uncued self-produced sounds 

via the subtraction of additional motor-only conditions, but no such correction was 

performed for the visual stimuli in the cued external sound condition, questioning 

the reliability of a direct comparison between the self-production and external 

sound condition. 

In a newer design, Klaffehn et al. (2019) took a different approach to cueing to 

achieve temporal predictability for cued and self-produced sounds. Instead of a 

sequence of sudden stimuli (the countdown numbers) as in Kaiser and Schütz‐

Bosbach (2018) they employed a loading bar that filled up gradually over an interval 

of 750 ms, after which a sound was played. Button presses in the self-production 

condition started the loading bar which was followed by a sound, and were thus not 

prompted by a cued action as in the design by Kaiser and Schütz‐Bosbach (2018). 

This way, temporal predictability based on the visual stimulation was now identical 

between self-generated and external stimuli, as cue-sound intervals were identical, 

leading to in improved comparability between those conditions. In the previous 

design by Kaiser and Schütz‐Bosbach (2018), intervals between the appearance of 
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the visual cue and the sound varied between conditions, because they included the 

response of the participant for self- generated sounds. The results showed an N1 

attenuation for self- vs. externally-generated sounds both when the loading bar 

linearly filled to cue sounds, and when the loading bar increased and decreased 

randomly, not cueing sounds. This indicates that self-generation does indeed have 

an effect beyond mere temporal predictability. The P2, on the other hand, was only 

attenuated for self- vs. externally-generated sounds when they were not cued by the 

loading bar, suggesting that cued external sounds are similarly attenuated as cued 

self-generated sounds and thus the two do not differ. 

Taken together, these studies suggest that N1 is sensitive for predictive 

mechanisms based on some form of external cueing, but also seems to reflect the 

processing of specifically motor-based predictions. Otherwise, conditions with 

identical temporal predictability that only differ by the participants’ action should 

not have shown the described differences. The predictions reflected in the P2 on the 

other hand again seem to integrate other, in this case visual, information to form 

predictions instead of just the motor-based information which seems sufficient to 

attenuate the N1. 

1.2.1 Predicting Consequence of Observed Actions 

There is one type of external cues that has been suspected to receive specialized 

predictive processing: the actions of other humans. The idea stems from the 

discovery of mirror neurons, that fire both when actions are executed, as well as when 

similar actions are performed by another agent (Fadiga et al., 1995; Rizzolatti & 

Arbib, 1998; Rizzolatti & Sinigaglia, 2016). Mirror neurons have been linked to 

internal forward models, and are suspected to provide a motoric representation of 

the observed action, which might be used as an input for forward models to predict 

the sensory consequences (Miall, 2003; Wolpert et al., 2003). Considering the 
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already existing predictive potential of external cues discussed above, this would 

indicate a specialized processing of observed-motor information, just as there seems 

to be for motor information from performed actions. First evidence for this was 

provided by Poonian et al. (2015), who measured the N1 during an intentional 

binding task, that requires participants to estimate the temporal interval between 

two events. In two experiments, they first compared N1 amplitudes for sounds that 

were preceded by either a button press, or an observed button press, to a control 

sound, and found both equally attenuated. In the second experiment, the N1 for 

sounds preceded by an observed button press was attenuated compared to sounds 

preceded by either an unrelated observed action, or no action, providing evidence 

for a specialized processing of human movement as a predictor of sensory 

consequences. However, atypical cue-sound intervals ranging from 500 – 1500 ms, 

the omission of a motor-only condition and the embedding of all stimuli in different 

stages of the additional intentional binding task makes it hard to compare these 

results to results from the usual contingent paradigm. 

Two studies adapted observational versions of the contingent paradigm and 

measured N1 and P2 amplitudes for sounds produced by self-initiated and observed 

button presses, including an observational motor-only condition used for motor-

correction. Ghio et al. (2018) displayed a three-picture animation on a computer 

screen that showed a button merely being touched by a finger, and subsequently 

partially and fully pressed in the observational conditions. When participants 

produced sounds themselves, they did so at the same desk seen in the animation 

and wearing the same lab coat as the observed actor. In Ghio et al. (2021), on the 

other hand, two participants sat side by side, and in alternating blocks either pressed 

a button themselves to produce a sound, or observed the other person doing it. 

While in the first study, on-screen observation led to an N1 and P2 attenuation, just 
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like in the condition in which the sounds were self-produced, the second study 

reported no N1 attenuation when sounds were observed to be produced by another 

participant, only a P2 attenuation. 

The differing N1 results could be an effect of the time available to visually process 

the observed button press. In Ghio et al. (2018), the partially pressed button picture, 

starting the animation, was shown around 175 ms before sound onset. Meanwhile, 

in Ghio et al. (2021), the sound was presented around 50 ms after the button press. 

The shorter interval between perceptible motion and sound might not have sufficed 

to process visual input, activate mirror neurons and generate sensory predictions 

until the time frame of the N1. In contrast, environmental external cues might be 

processed even faster, as they do not need require additional motor-related 

processing, which could be the reason that N1 attenuation for external cues were 

found more reliably. Studies that reported N1 attenuations based on external cues 

also used far larger intervals between the onset of a predictive stimulus and the 

following sound, up to 1500 ms (Kaiser & Schütz‐Bosbach, 2018; Klaffehn et al., 

2019; Lange, 2011). 

Moving away from artificial sound production via button-presses, van 

Laarhoven et al. (2021) instead used video and audio of two hands performing a 

clap, with around 500 ms between motion and sound onset. In addition, and similar 

to Lange (2009) and Baess et al. (2008), the sound could vary both in temporal 

precision and stimulus identity (i.e., changed to diverse environmental sounds). 

While the N1 and P2 for all sounds following the clap motion were reduced relative 

to uncued sounds, unexpected temporal or identity characteristics diminished the 

N1 attenuation, confirming the results of Lange (2009) for external cues. The P2 

attenuation was only diminished for changes in sound latency, but not sound 

identity. 
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Ultimately, even though it is interesting to see the results for sounds generated 

by observed action, none of these studies offered evidence for involvement of motor-

specific processing beyond what has been shown for neutral external cues (Harrison 

et al., 2021; Kaiser & Schütz‐Bosbach, 2018; Klaffehn et al., 2019; Lange, 2009). 

Drawing such a conclusion would require either additional externally cued control 

conditions or the manipulation of possible motor-specific influences, as shown by 

Poonian et al. (2015) in a different task design. 

 

1.3.  RESEARCH OBJECTIVES 

The studies in this dissertation aimed to further examine the involvement of 

motor-specific information on the attenuation of the N1-P2 complex in the 

processing of action-generated sounds. The first study (Seidel et al., 2021) employed 

an illusion of control (Allan, 1980) to induce a low or high feeling of control over 

sound production via a button press, which also alters the perceived agency (Moore 

et al., 2009). In our design, the manipulation of control was performed in a separate 

task, prior to the conventional tasks of the contingent paradigm used to measure 

N1 and P2 attenuations. Using only the aftereffects of this manipulation enabled us 

to conduct two identical sets of the contingent paradigm tasks per participant, and 

only change the context they were performed in (low/high control). Previous 

studies that employed agency manipulations (Kühn et al., 2011; Timm et al., 2016) 

altered stimulus properties (tone frequency, latency) during the task to suggest a 

reduction of agency. As such alterations are also known to change the supposedly 

motor-specific N1 attenuation seen for self-produced sounds (Baess et al., 2008), 

our design was the first in which these bottom-up influences could be fully excluded. 

A more pronounced P2 attenuation in the high control condition would 
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furthermore indicate that this attenuation is at least partially caused by top-down 

control. 

The second and third studies comprised in this dissertation both tried to directly 

alter the motor-related information supplied to the forward model system. In the 

second study (Seidel et al., 2023), participants watched sound-generating button 

presses being performed on a computer screen either from the first- or third-person 

perspective. The mirror neuron system, which might supply forward models with 

motor-related information during action observation (Wolpert et al., 2003), has 

been shown to be more active for the first-person perspective (Angelini et al., 2018; 

Caggiano et al., 2015). The viewpoint of the participants should therefore also 

impact the forward model-related N1 attenuation for sounds produced during 

observation in this study. A more pronounced N1 attenuation during first-person 

observation could indicate that observed actions receive specialized processing 

beyond external cues. 

In the third study (Seidel & Bellebaum, 2023), we aimed to diminish N1 

attenuations for self-produced sounds by disturbing the efference copy information 

received by forward models. This was made possible by using eye movements as 

sound-producing actions, similar to Mifsud et al. (2016). Anti-saccades, i.e., eye 

movements in the opposite direction of the presented target stimulus, are known to 

be accompanied by the fast and automatic planning of saccades towards the target 

(Coe & Munoz, 2017). This motor plan must be suppressed for anti-saccades to be 

performed correctly, but we speculated that an efference copy for such a motor plan 

might still be relayed to forward models and compete with the efference copy of the 

executed saccade, reducing the precision of the resulting sensory prediction. Similar 

to sounds which deviate from their sensory prediction (Baess et al., 2008), sounds 
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produced by anti-saccades should then show a diminished N1 attenuation, as their 

(non-deviating) properties should deviate from the disturbed sensory prediction. 
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2 OVERVIEW OF STUDIES 

 

2.1.  STUDY 1 

2.1.1 Research Question and Hypotheses 

For self-generated stimuli, perceptual intensity and neuronal responses are 

typically reduced compared to externally generated ones (Baess et al., 2008; Hughes 

et al., 2013a; Sato, 2008). It is thought that this sensory attenuation serves to 

distinguish stimuli caused by our own actions from those generated by external 

causes. The classic interpretation for both phenomena is that the cerebellum 

employs an internal forward model that predicts the sensory consequences of 

voluntary movements (Blakemore et al., 2001; Pickering & Clark, 2014; Wolpert & 

Flanagan, 2001). These predictions are thought to be based on efference copies of 

motor commands, enabling the early comparison of predicted and received sensory 

input, with matches resulting in altered neuronal processing and perception. 

In the case of auditory stimuli, EEG studies have revealed attenuations of the 

auditory ERP components N1 and P2/P3 (Baess et al., 2011; Horváth, 2015; 

Hughes et al., 2013a; Schafer & Marcus, 1973), which seem to be functionally 

dissociated. Cerebellar lesion patients showed no attenuation of the N1, but of the 

P2, suggesting that only the N1 is dependent on the proposed cerebellar forward 

models. The P2/P3 attenuation on the other hand has been shown to be sensitive 

to influences of agency, i.e. the sensation of being the author of a stimulus. Two 

studies reported no difference in the N1 attenuation when agency was manipulated, 

but a diminished attenuation of the P2 (Timm et al., 2016) and P3 (Kühn et al., 

2011) when agency was reduced. 
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Changes in the perception of agency have also been reported with a varying 

perceived contingency of actions and (sensory) outcomes (Moore et al., 2009). The 

contingency is the difference of the probability of an outcome occurring after an 

event, and its probability of occurrence without this event (Allan, 1980). If 

outcomes in both cases are equally likely, the contingency is zero, and the 

relationship is referred to as non-contingent. The illusion of control is a 

phenomenon of overestimated contingencies (Langer, 1975) and thus control, in 

non-contingent action-outcome relationships, which has been shown to be 

enhanced when the number of outcomes increases while the relationship remains 

non-contingent (Thompson et al., 2007). 

In study 1, we used a two-button choice task to induce a low or high illusion of 

control, which was followed by conditions similar to those of the contingent 

paradigm while EEG was recorded. Participants repeated the procedure once with 

a high and once with a low illusion of control version of the preceding task. Keeping 

the conditions of the contingent paradigm identical while only changing the illusion 

of control task allowed us to measure only after-effects of the illusion of control 

induction on the N1 and P2. We expected that as in previous studies on agency 

(Kühn et al., 2011; Timm et al., 2016), this change in perceived control should not 

influence the N1, but the P2. More specifically, lower perceived control should lead 

to a diminished P2 attenuation compared to higher perceived control.  

2.1.2 Methods 

We tested forty participants, with a mean age of 25.4 years (SD = 3.5). In a 

within-subjects design, each participant was tested in two experimental blocks 

which were counterbalanced in their order. Both blocks started with an illusion of 

control induction task in which the participants were instructed to try to produce a 
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desired compared to an undesired sound by pressing one of two buttons, even 

though participants exercised no real control. Instead, the probability of the desired 

sound appearing was identical for both buttons, making the design non-contingent. 

In the low and high illusion of control block, this probability for the (desired) 

auditory outcome (P[O]) was low and high respectively. The perceived level of 

control was captured with an explicit rating after each repetition of the illusion of 

control task. 

The remaining conditions in each block, during which we recorded EEG data, 

were identical between low and high illusion of control blocks, and consisted of 

three tasks similar to the contingent paradigm (Horváth, 2015). In the auditory-

motor condition, the desired sound was produced by a button press action (ACT-

sounds) with a chance of 50% (or no sound appeared), while in the auditory-only 

condition, the desired sound was externally generated (EXT-sounds) and appeared 

as a playback off all sounds of the auditory-only condition. The motor-only 

condition was used to motor-correct the EEG activity in the auditory-motor 

condition, and consisted only of button presses that produced no sounds (motor-

only).  

After a standard EEG preprocessing procedure, we averaged the segments for 

the three tasks of the contingent paradigm for each illusion of control block 

separately, and performed a motor correction, by subtracting the average segments 

of the motor-only task from those of the ACT-sound tasks per block. We then 

localized N1 and P2 peaks in the overall grand averages for the (corrected) ACT- 

and EXT-sound task separately, but across both blocks (high and low P(O)). These 

peaks were used to construct time windows in which average N1 and P2 amplitudes 

were determined for each participant from their averaged ERP segments. As a 

behavioral measure of the strength of the induced illusion of control, we calculated 
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the rating difference between the two ratings given after each repetition of the 

illusion of control task for each participant (high illusion of control task - low 

illusion of control task). 

The EEG Data were analyzed with a linear mixed model including the factor 

Sound Type (ACT, EXT), outcome probability P(O) (low, high) of the desired 

sounds appearing in the prior two-button choice task, and the rating difference (RD) 

of the explicit level of control ratings between the illusion of control tasks. We 

included the maximal random effect structure that still converged for Participants 

(1 + Sound Type + P[O]) and Electrodes (Intercept). 

2.1.3 Results and Discussion 

The perceived control was higher in the high illusion of control and lower in the 

low illusion of control task, as intended, independent of the order of the two blocks. 

As hypothesized, we found that the N1 was not influenced by the illusion of control 

manipulation, and showed the typical reduction of ACT-sounds compared to EXT-

sounds (Baess et al., 2011; Hughes et al., 2013a). The P2 on the other hand, showed 

the expected amplitude increasse in the low vs high illusion of control block for 

ACT-sounds, but not EXT-sounds. An interaction with the difference in control 

ratings (RD) between the two blocks revealed that this pattern was only exhibited 

by participants with high rating differences. This was in line with previous studies 

on agency influences on the N1 and P2 amplitudes, which also showed no 

contextual effect for the N1, only the P2/P3 (Kühn et al., 2011; Timm et al., 2016). 

Based on the conceptual distinction of the sensation of agency in an automatic 

feeling, and a conscious judgement of agency by Synofzik et al. (2008), we 

interpreted the N1 and P2/P3 as neural correlates of these two processes, 

respectively. Contrary to previous studies, we were able to show the contextual 
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effect on the P2 without also inducing an agency ambiguity over each produced 

sound by varying sounds features. This indicates that the effect on the P2 does not 

results from a trial level agency attribution failure, to which P2/P3 amplitudes in 

the previous studies have been related (Kühn et al., 2011; Timm et al., 2016). Even 

though we carefully avoided stimulus timing or identity differences between illusion 

of control conditions, the first task in each block still differed in the total number of 

desired sounds. We thus cannot completely exclude that our results are in part a 

product of expectancy. Our finding that the P2 difference between illusion of 

control conditions was absent for participants that did not perceive a difference in 

control between them, however, makes that explanation unlikely.  

2.1.4 Conclusion 

We manipulated the perceived level of control in tasks of the contingent 

paradigm to examine the effects on the typical attenuation of the N1 and P2 for self- 

compared to externally-generated sounds. Similar to previous studies on agency 

(Kühn et al., 2011; Timm et al., 2016), we did not find an influence of the contextual 

influence of perceived control on the attenuation of the N1, but on that of the P2. 

Additionally, this attenuation only emerged for participants that reported a large 

perceived difference between the experimental conditions. This first study in this 

dissertation thus adds evidence to the idea that the later processing (P2) of self-

produced sounds might be affected by contextual influences like the assumed 

agency and control, while only simpler, motoric information is integrated in the 

early processing (N1).  
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2.2.  STUDY 2 

2.2.1 Research Question and Hypotheses 

The sensory attenuation phenomenon of reduced perceptual intensity and 

neurophysiological responses has also been investigated for sounds generated by 

observed actions (Ghio et al., 2021; Ghio et al., 2018). This stems from the 

assumption that mirror neurons, which discharge when performing an action as 

well as when observing it (Rizzolatti & Sinigaglia, 2016), might supply information 

to cerebellar forward models and engage similar predictive processes as self-

performed actions (Miall, 2003). Two studies measured the N1 and P2 for sounds 

elicited by self-performed and observed actions: Ghio et al. (2018) showed a short 

animation of a button press from a first-person view on a screen, while in Ghio et 

al. (2021), two participants sat next to each other, producing and observing button 

presses alternately. While the P2 for observed-action-sounds was reduced in both 

studies compared to external sounds, the N1 was only reduced in the first. The short 

interval between button presses and sounds (~50 ms) in (Ghio et al., 2021) might 

have been insufficient to allow for the formation of sensory predictions until the 

early processing of the sound as reflected in the N1, unlike the animation to sound 

onset interval of around 200 ms in Ghio et al. (2018). 

The second study in this dissertation addressed another difference between the 

two previous studies, the observer viewpoint. Non-human primate and human 

studies have shown that the mirror neuron system is likely more active during first-

person than third-person observation (Angelini et al., 2018; Caggiano et al., 2015). 

If the N1 attenuation for sounds elicited by observed motor actions are a result of 

mirror neuron based predictive mechanisms, this could also explain why there was 

no N1 attenuation during third-person observation of another person (Ghio et al., 
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2021). To further investigate the influence of the observer viewpoint, we presented 

participants in this study with on-screen button press animations from a first-person 

and third-person perspective. Additionally, we included the time course of the 

experiment in the analysis to capture the learning process of the action-effect 

association between observed button presses and sounds. 

We expected to find an N1 attenuation for sounds elicited by observed actions 

compared to external sounds regardless of the observer viewpoint, as we employed 

an animation to sound onset interval of 270 ms. But considering the larger activity 

of mirror neurons during first-person observation, we expected a processing 

advantage for this viewpoint, leading to a stronger N1 attenuation for the first-

person perspective. For the P2 we also expected an attenuation as in both previous 

studies (Ghio et al., 2021; Ghio et al., 2018), but speculated that the first-person 

perspective might induce an ambiguity in agency attribution, resulting in a 

diminished P2 attenuation, since this visual input is most common in self-

production, not observation. 

2.2.2 Methods 

We tested twenty-seven participants, with a mean age of 23.7 years (SD = 4.4), 

who watched the hand of a gender-matched person on a screen perform sound-

producing button presses from a first- or third-person perspective. We recorded 

videos of a male and female actor in a white lab coat perform these presses in the 

same setting that participants later sat in and extracted ten pictures per condition 

for replay as a video animation at 30 frames per second. Additionally, we captured 

one frame per actor and viewpoint that showed them resting their hand on the 

button box, to be used in the condition in which external sounds without action 

were played. 
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Participants went through four experimental runs, during which we recorded 

EEG data, each containing three conditions in blocks: One with sound producing 

button presses (ACT-sounds, animation onset to sound onset: 300 ms), one showing 

only button presses without sounds (motor-only), and one in which external sounds 

were played while the still image of the resting hand was shown (EXT-sounds). The 

runs alternated in the observer viewpoint between first- and third-person. During 

the two conditions showing button presses, we also captured gaze data via eye 

tracking. 

Before EEG data preprocessing, we first determined trials in all blocks 

containing button presses in which participants did not look at the moving finger to 

exclude these trials from further analysis. For this, we determined in each trial how 

many gaze position data points in the 300 ms time window after animation onset 

diverged more than 200 px from the position of the fingertip. Trials in which more 

than 25% of gaze data points fell outside this limit were removed. After a standard 

EEG preprocessing procedure, we performed a motor-correction procedure by 

averaging segments of the motor only condition and subtracting this average ERP 

from each single segment of the ACT-sound condition, separately for each 

viewpoint condition. We then created an overall grand average ERP over the 

(corrected) ACT- and EXT-sound segments and both viewpoints, to locate the 

overall peaks of the N1 and P2. Visual inspection also revealed a negative peak 

around 300 ms that differed between conditions, and has been reported as an N2 in 

connection with self-modulated auditory stimuli (Sugimoto et al., 2021). We thus 

also located the overall peak of the N2, and furthermore analyzed this component 

in the same manner as the N1 and P2. 

Subsequently, segments for each condition/run/participant/electrode 

combination were separately averaged and individual N1, P2 and N2 peaks for each 
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combination were identified, in time windows around the peaks from the overall 

grand average. In a last step, we calculated mean amplitudes for each single trial, 

in 40 ms time windows around the corresponding individual peaks for the N1, P2 

and N2. In each condition/run/participant/electrode combination of the three 

amplitude data sets, we separately analyzed trials and removed those with 

amplitudes further than 2.5 SD from the mean. The dataset for each component 

was analyzed with a linear mixed model including the factor Sound Type (ACT, 

EXT), Viewpoint (first, third) and, to model the temporal course of the experiment, 

the factors Run (first, second) and Trialnumber (1-50). We included the maximal 

random effect structure that still converged for Participants (1 + Sound Type * 

Viewpoint + Run) and Electrodes (Intercept). 

2.2.3 Results and Discussion 

The results showed the N1 was reduced for sounds elicited by observed actions 

compared to external sounds irrespective of observer perspective. But a three-way 

interaction (Sound Type by Viewpoint by Trialnumber) revealed that while for 

third-person observation the N1 attenuation remained throughout the experiment, 

during first-person observation the N1 attenuation only emerged later in each run. 

For the P2 on the other hand, we found a Sound Type by Run interaction that 

revealed a P2 attenuation in the first, but not the second run, independent of 

Viewpoint. An additional analysis of the N2 showed a three-way interaction (Sound 

Type by Viewpoint by Trialnumber) as well. For first-person, there was an 

attenuation for sounds generated by observed actions compared to external sounds 

that increased over time, but for third-person, the attenuation was never significant. 

In the typical interpretation of the N1 attenuation as function of internal forward 

models, the results of a slowly emerging N1 attenuation during first-person, 

compared to a constant attenuation during third-person observation, suggests a 
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faster acquisition of action-effect associations during third-person observation. This 

is contrary to our expectation, as we assumed that the preference of the mirror 

neuron system for first-person observation (Angelini et al., 2018) would lead to a 

more pronounced N1 attenuation during first-person observation. It is instead 

possible that the more natural viewpoint of the third-person perspective in which 

we typically observe others is much better trained from real life action observation, 

and thus had a much shorter acquisition time for the action-effect association as the 

one during first-person observation. It is also possible that during action observation 

in first-person, the forward model system is trained to integrate not only visual, but 

also motoric and proprioceptive signals, which were missing here, leading to 

imprecise predictions, that had to be retuned over time. Ultimately, since sounds in 

both viewpoint conditions were equally predictable, it seems likely that these 

actions received processing beyond simply visual cues, as the results for both 

viewpoints should otherwise have been identical. For the P2 we did not find any 

difference between viewpoints, indicating that the perceived agency in both 

viewpoints might not have differed. We instead found an N2 attenuation that only 

appeared during first-person observation, that might be related to a stronger feeling 

of (self-) agency for this viewpoint. 

2.2.4 Conclusion 

We examined the effect of the observer perspective on the N1 and P2 attenuation 

for sounds generated by observed actions compared to external sounds. For this, 

participants observed sound generating button presses on screen in first- and third-

person perspective and listened to externally generated sounds. While we found a 

general N1 attenuation, as in a previous study (Ghio et al., 2018), interactions 

revealed a viewpoint dependent temporal dynamic. The attenuation of the N1 in 
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the third-person perspective was stable over time, but for first-person observation 

we only found a slowly emerging attenuation over time. Since third-person 

observation is the more familiar viewpoint in everyday life, this previous experience 

might have led to a much faster acquisition of the action-effect association. For the 

P2 we replicated the attenuation for sounds elicited by observed actions compared 

to external sounds found in previous studies, and found no difference between 

viewpoints. 

 

2.3.  STUDY 3 

2.3.1 Research Question and Hypotheses 

The necessity of motor information for the generation of sensory predictions 

reflected in the N1 attenuation is still in question: Not only has the N1 attenuation 

been shown without the involvement of motor activity (Harrison et al., 2021; Kaiser 

& Schütz‐Bosbach, 2018; Klaffehn et al., 2019), but Dogge et al. (2019) have also 

argued that the formation of action-effect associations needed for accurate 

predictions would take longer than the typical duration of the experimental 

paradigms used to study them. However, the button-press action typically used in 

ERP attenuation studies (Baess et al., 2011; Hughes et al., 2013a; Knolle et al., 

2013a) is very familiar from the use of modern devices, which often have buttons 

that either mechanically generate noise or play sounds as feedback, such as 

keyboards, microwaves or even light switches. It is thus possible that forward-

models are already well trained for such an association, and only need minimal 

retuning for the specific stimuli of the experimental setting. 

Mifsud et al. (2016) have demonstrated that it is possible to learn an entirely 

novel action-effect association during one experimental setting. They trained 
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participants to generate sounds by saccadic eye movements, which does not occur 

in every-day life, and found the N1 attenuation for self- compared to externally 

generated sounds, albeit less pronounced than for button-press generated sounds. 

The use of saccades for sound production is also interesting because this paradigm 

can be extended to antisaccades, which are eye movements in the opposite direction 

of a target stimulus. While motoric execution for pro- and antisaccades is identical, 

it is assumed that prior to antisaccades, a reflexive saccade toward the target has to 

be suppressed (Coe & Munoz, 2017). If an efference copy of the motor plan for this 

suppressed saccade is created, it might conflict with the efference copy of the 

executed saccade, and lead to imprecise predictions of the sensory consequences, 

which should be reflected in a diminished N1 attenuation. 

In the third study included in this dissertation, we aimed to compare N1 and P2 

amplitude attenuations for pro- and antisaccade-generated sounds and capture the 

acquisition of the novel saccade-sound action-effect contingency. For this, we 

employed the same statistical model as in the previous study (Seidel et al., 2023) 

and included the temporal dynamic of ERP amplitudes over the course of each 

experimental run. As it is necessary to prompt antisaccades with a suddenly 

appearing target, we also prompted pro-saccades in the same way. Furthermore, to 

ensure similar visual stimulation in all conditions, the external sounds in this study 

were also cued by the visual stimuli used as targets in the saccade-generation 

conditions 

We expected an N1 attenuation for prosaccade-generated sounds vs. cued 

external sounds, replicating the results of Mifsud et al. (2016). We furthermore 

expected a diminished N1 attenuation for antisaccade-generated sounds caused by 

conflicting efference copy information. The acquisition process of the novel 

saccade-sound action-effect contingency should be reflected in the N1 amplitude as 



30 | Overview of Studies 

a decrease over the course of the experiment. For the P2 we did not expect an 

attenuation of saccade-generated compared to cued external sounds, in accordance 

with Mifsud et al. (2016). Considering that the P2 seems independent from 

cerebellar forward models (Knolle et al., 2013a) we also did not expect a difference 

between pro- and antisaccade-generated sounds caused by conflicting efference 

copy information. 

2.3.2 Methods 

38 participants, with a mean age of 24.8 years (SD = 4.5) took part in this study. 

In a within-subjects design, participants went through four experimental blocks, 

during which we recorded EEG data. Each block contained three conditions similar 

to the conditions in the contingent paradigm in a fixed order: an action-sound 

condition in which sounds were produced by performing visually prompted pro- 

and antisaccades, an identical action-only condition in which no sounds were 

produced, and a cue-sound condition in which the same cues and sounds as in the 

prior action-sound condition were replayed. As this paradigm employed cued 

instead of uncued sounds, we included a fourth condition in each block that was 

used to control for visual stimulation, equivalent to the motor-only condition in the 

contingent paradigm. In this cue-only condition, we presented the same cues as in 

the cue-sound condition, but without any sounds. 

The blocks alternated between those in which prosaccades were performed in the 

two action-conditions, and those which required antisaccades. In action-conditions, 

participants waited until a fixation dot in the middle of the screen vanished and was 

followed by a target dot to the left or right. Depending on the saccade block 

condition, they performed a prosaccade to the target dot, or an antisaccade in the 

opposite direction. If the saccade was performed in the correct direction depending 

on task, a sound was played 170ms after the gaze position on the screen had moved 
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beyoned the halfway point to the intended saccadic landing spot (i.e. on or opposite 

to the target point). In the two cue-conditions (with or without external sounds), 

the visual stimulation was nearly identical. However, the initial fixation dot did not 

appear in the middle of the screen, but in the same position as the following target 

dot, which is why no saccades were performed in those conditions. Fixation and 

target dot positions, as well as the sound timings were recorded in the action-sound 

condition and used for positions and timings in the following cue-conditions. 

After EEG preprocessing, we performed a motor-correction of the action-sound 

condition and an equivalent visual-correction of the cue-sound condition as in study 

2. All further analyses were conducted on these corrected action-sound and 

corrected cue-sound conditions. Next, a grand average was calculated, including all 

action-sound and cue-sound conditions to extract the overall N1 and P2 peak 

timings. To extract individual N1 and P2 peaks, we first averaged the segments for 

each condition/block/participant/electrode combination separately. We then 

identified individual N1 and P2 peaks around those from the overall grand average. 

In 40 ms time windows around these individual peak latencies, we calculated the 

mean amplitude for the N1 and P2 in each single corresponding trial, and then 

removed outliers which differed by more than 2.5 SD from the mean for each 

condition/block/participant/electrode combination separately. The ERP 

amplitudes were analyzed with a linear mixed model including the factor Sound 

Type (cue-sound, act-sound), Saccade Type (prosaccades, antisaccades), the factor 

Run to encode the repeated experimental blocks (first, second) and the Trialnumber 

(1-40) in each block. We included the maximal random effect structure that still 

converged for Participants (1 + Sound Type * Saccade Type * Run) and Electrodes 

(Intercept).  
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2.3.3 Results and Discussion 

Resolving the significant Sound Type by Trialnumber interaction we found for 

the N1 revealed an overall decrease of the N1 amplitude over time for action-

sounds, but not for cued externally-generated sounds. An additional four-way 

interaction, including all factors (Sound Type by Saccade Type by Trialnumber by 

Run), revealed that only for prosaccades (in the second run) the attenuation of the 

N1 over time for action-sounds led to significantly reduced amplitudes compared 

to cued sounds. For antisaccade-generated action sound amplitudes the pattern did 

not end with a significant attenuation. 

For the P2 we found generally enhanced amplitudes for action-sounds compared 

to cue-sounds, but again a four-way interaction of all factors. Resolving this 

interaction showed for antisaccades that while amplitudes for cue-sounds did not 

change over time, action-sound amplitudes increased in the first run over time, and 

then decreased in the second run. Action-sound amplitudes were enhanced 

compared to cue-sounds at the end of the first run, and during the entire second run. 

For prosaccades, we only found a Sound Type by Trialnumber interaction 

independent of Run, and simple effects analyses revealed significantly increased P2 

amplitudes for action-compared to cue-sounds at the start of runs, but no significant 

difference at the end. 

The N1 attenuation for prosaccade-generated sounds compared to cued-sounds, 

that was revealed by the four-way interaction, is in line with the previously found 

N1 attenuation in Mifsud et al. (2016), and our expectations. We additionally 

wanted to examine whether the sensory predictions this attenuation possibly 

reflects are based on motor information, or just visual cues. We speculated that for 

the antisaccade-generated sounds, sensory predictions could be disturbed, as motor 

information in the form of efference copies might conflict between the executed 
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antisaccade, and the reflexive prosaccade that first has to be suppressed. The 

missing N1 attenuation for antisaccade-generated sounds could be indicative of 

such a distortion, resulting in imprecise sensory prediction, as mismatches between 

predicted and actual sensory outcomes of actions have been shown to reduce the 

N1 (Baess et al., 2008). 

That the attenuation of the N1 for prosaccade-generated sounds was only found 

at the end of the experiment might be explained by a slow acquisition process of a 

novel action-effect contingency between saccades and sounds as suggested by 

Dogge et al. (2019). For button press-generated sounds, as used in most studies 

(Baess et al., 2011; Ghio et al., 2021; Hughes et al., 2013a), the forward models that 

are assumed to provide the predictions that underly the N1 attenuation could 

potentially rely on button press-sound contingencies familiar from every-day life. 

We did not expect to find significant differences in the P2 amplitude between 

action- and cue sounds, similar to Mifsud et al. (2016). The overall significant P2 

enhancement for action-sounds we found could be explained as an effect of the 

comparison with cue-sounds, which are known to already be reduced (Sowman et 

al., 2012) compared to the uncued sounds used by Mifsud et al. (2016). Considering 

previous reports on diminished P2/P3 attenuations under agency ambiguity (Kühn 

et al., 2011; Timm et al., 2016), our result of an enhancement mostly for anti-, but 

not prosaccade-generated sounds might reflect a diminished sense of agency during 

sound generation by antisaccades.  

 

2.3.4 Conclusion 

Participants in this study generated sounds by performing pro- and antisaccades 

instead of the typical button presses and listened to visually cued sounds. Our results 
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of a missing N1 attenuation for anti-saccades might be an effect of disturbed sensory 

predictions, caused by conflicting efference copies for antisaccades, and the 

reflexive prosaccades that have to be suppressed before their execution. The slow 

temporal dynamic of the N1 attenuation could indicate that forward models take 

longer to establish the novel saccade-sound association than the familiar button 

press-sound association. We also found a P2 attenuation that gradually developed 

over time, but only for prosaccades. For antisaccades, we instead found a largely 

enhanced P2 amplitude compared to cued externally generated sounds, which 

could be interpreted as loss of agency.  
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3 GENERAL DISCUSSION 

 

The three studies comprised in this dissertation examined the influence of 

context and motor information on the processes underlying the neuronal response 

to sounds in the environment. This did not only include a comparison of self- and 

externally-generated sounds, as in classical studies (Baess et al., 2008; Hughes et 

al., 2013a), but also sounds cued by visual stimuli, as well as sounds generated by 

the actions of an observed actor. 

In the first study, we employed an illusion of control to change the context in 

which sounds were generated, inducing a belief in participants that they had more 

or less control over the generation of sounds when pressing buttons. While there 

was no impact on the attenuation of the N1 for self-generated sounds, the P2 was 

sensitive to the illusion. In addition, the pattern in the P2 also reflected the self-

reported ratings of perceived control. 

In the second study, we examined the impact of the observer perspective while 

participants observed sound producing button presses of another person on a 

screen. Differing temporal dynamics of the N1 while observing from a first- and 

third-person  perspective indicated that observed actions are not processed like other 

visual cues, as the identical temporal predictability for both viewpoints should 

otherwise have led to a similar response of the N1. This adds evidence to the idea 

that observed actions engage the mirror neuron system, providing a representation 

of the observed motor activity to predictive processes. 

The third study moved away from standard button presses to elicit sounds, and 

compared the processing of pro- and antisaccade-generated sounds to the 

processing of visually cued external sounds. We found that N1 amplitudes for both 
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pro- and anti-saccade generated sounds were reduced over time, but a significant 

attenuation compared to cued sounds only emerged for prosaccade-generated 

sounds. This indicates a predictive processing disadvantage for anti- compared to 

prosaccade generated sounds that is independent from temporal predictability. As 

anti-saccades are thought to require a suppression of an automatically generated 

saccade towards a target, we suspected a disturbance of predictive processing for 

antisaccade-generated sounds caused by efference copies for the executed and 

suppressed saccade. 

In the following I will discuss the two major topics that these three studies added 

evidence for, whether the N1 and P2 reflect different aspects of the sense of agency, 

and the impact of motor information in the generation of the sensory predictions 

that are thought to underly the N1 attenuation. At the end I will also comment on 

the theory of predictive coding, and its implication for the field of attenuated 

neuronal responses for self-generated stimuli. 

 

3.1.  N1 AND P2 ATTENUATION AS MARKERS OF AGENCY 

In the first study we manipulated the perceived level of control over sound 

production in the contingent paradigm, similar to previous agency studies (Kühn et 

al., 2011; Timm et al., 2016). Attributions of agency have been suspected to be the 

goal of the classification into self- or externally generated stimuli by the forward 

model system (Picard & Friston, 2014; Wolpert & Flanagan, 2001). Two previous 

studies showed that the N1 and later positive components (P2/P3) were differently 

affected by manipulations of agency: Kühn et al. (2011) changed the latency and 

frequency of sounds, while suggesting that each sound might be produced by the 

participant, or the experimenter. Timm et al. (2016) used an illusion to reduce the 



General Discussion | 37 

 

perceived agency that relied on variance of sound latency as well. In both studies, 

a larger attenuation of later positive components (P2/P3) was found in conditions 

with high agency, and a reduced P2/P3 attenuation if the perceived agency was 

reduced. These studies also gathered explicit ratings of agency and found that the 

P2/P3 reflected the explicit ratings. The N1, on the other hand, was only reduced 

for self-produced compared to externally-generated sounds, and not affected by the 

perceived agency. 

Our study did not directly manipulate or measure agency, but the perceived 

control over sound production, which was induced by a control illusion task that 

likely also affected agency (Thompson et al., 2007). Crucially, we induced the high 

or low illusion of control in a separate task before the main task. Fixing the chance 

of sound production in the main task at 50% allowed us to employ only aftereffects 

of the control illusion task. This means that during the EEG recording, we did not 

have to change sound parameters, or suggest that sounds were produced by another 

agent, as in the previous studies (Kühn et al., 2011; Timm et al., 2016). The design 

in our study thus ruled out potential confounds that may have skewed results in 

these previous findings. 

Still, our results were in line with the pattern of results in these previous studies, 

in that the later positive P2 amplitude was decreased under a higher illusion of 

control, and furthermore showed that the pattern only appeared in participants who 

actually distinguished between the low and high control conditions with their 

subjective ratings. Crucially, this makes it unlikely that the P2 attenuation pattern 

could have resulted from the difference in the number of presented desired sounds 

in the illusion of control task of each block, or the ratio of desired to undesired 

sounds leading to differing action-effect associations. Compared to the two previous 

studies (Kühn et al., 2011; Timm et al., 2016), we could further exclude that 
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variations in stimulus features, such as frequency and latency, impacted the P2 

attenuation. The pattern of the N1 confirmed the typical attenuation for self- 

compared to externally generated sounds which was also found in these previous 

studies. 

Overall, study 1 provided further evidence that the P2 attenuation is based on 

predictive processes that integrate context information, in contrast to the N1 

attenuation, which is largely sensitive to the availability of motoric information, 

and basic stimulus features (Baess et al., 2008; Jack et al., 2021; Knolle et al., 2013a; 

Kühn et al., 2011; Timm et al., 2014a; Timm et al., 2016). This dissociation also 

mirrors the division of the sense of agency by Synofzik et al. (2008) into an 

automatic feeling of agency, and a conscious judgement of agency, which could be 

reflected in the N1 and P2/P3 respectively. The judgement of agency is furthermore 

thought to be an integration of predictive and postdictive information (Synofzik et 

al., 2013). 

Unlike the paradigms used by Timm et al. (2016) and Kühn et al. (2011), the 

design in study 1 allowed us to show a clear influence of context-related predictive 

information on the P2 attenuation. The previous studies created uncertainty about 

the author of each single sound, via explicit instruction at the beginning, and by 

changing sound identity or latency in each trial. The P2/P3 was then related to 

after-trial agency ratings which should reflect the judgement of agency, making it 

impossible to disentangle the influence of pre- and postdictive information. 

In our task on the other hand, we never suggested that successfully produced 

sounds were not authored by the participants, neither by explicit instruction, nor by 

varying stimulus features. By not introducing uncertainty about agency and varying 

sound features, the postdictive decision process in the judgement of agency should 

not have been different between trials, leaving only predictive information as a 
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source of the decreased P2 amplitudes for high compared to low control conditions. 

In line with this notion, we were able to relate this P2 difference to the ratings of 

control made before the start of the main sound production task, and thus directly 

to prior context information. 

There is some clinical evidence that changes in conscious agency do rely on early 

processing as reflected in the N1. Schizophrenic symptoms, like hallucinations, 

have been described as failures to attribute agency (Swiney & Sousa, 2014). This 

has been related to impaired efference copies and reflected in a reduced N1 

attenuation for button press-produced sounds (Ford et al., 2014), as well as for 

vocalizations (Ford et al., 2007; Heinks-Maldonado et al., 2007). Even though the 

N1 attenuation has not been shown to be directly correlated with symptom severity 

(Ford, 2018), the general impairment of the N1 attenuation in schizophrenic 

patients might indicate that low-level predictive processing is taken into account for 

conscious agency judgements. 

The attribution of agency has also been suspected to underly the P2 attenuation 

during the observation of actions of other people (Ghio et al., 2021; Ghio et al., 

2018). But in this case, the relevant agency judgement is likely made about whether 

the observed person caused the stimulus, not oneself. In study 2, we also found a 

P2 attenuation for sounds generated by an observed action compared to external 

sounds. We did not find any difference in the P2 attenuation for sounds produced 

by actions observed from a first- vs. third-person perspective, suggesting no agency 

difference between viewpoints. This is in line with two previous study that each 

only used a single viewpoint and reported comparable P2 attenuations (Ghio et al., 

2021; Ghio et al., 2018). 

In study 2, we also reported an exploratory analysis of the N2 component that 

notably displayed a similar pattern to the N1. It revealed a gradually increasing 
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attenuation for observed-action-generated compared to external sounds, but only 

during first-person observation. Unlike in the analysis of the N1, there was no N2 

attenuation during third-person observation. An amplitude increase of this 

component for sounds with diminished predictability has been reported a few times 

(Knolle et al., 2013b; Pinheiro et al., 2019; Sugimoto et al., 2021), but an 

examination in an agency-focused paradigm is still pending. If later ERP 

components are related to more conscious aspects of agency, the N2 might reflect 

an agency attribution to oneself. 

In study 3 we also offered an interpretation of the results for the P2 as an effect 

of agency. P2 amplitudes for prosaccade-generated sounds were only significantly 

enhanced compared to cued sounds at the beginning of the experimental blocks, 

but not at the end. For antisaccade-generated sounds however, P2 amplitudes in the 

first block even increased, and were then enhanced compared to cued sounds during 

the entire second block. Considering the possible influence of impaired efference 

copies on agency judgements in schizophrenic patients discussed above, the 

efference copy conflict we proposed for antisaccade-execution might have directly 

impacted the perceived agency, resulting in this pattern of an increased P2. 

To summarize the findings on the N1 and P2 attenuation as markers of agency, 

we provided further evidence for the idea that early and late processing stages for 

self-generated sounds reflect different aspects of the sense of agency in study 1. We 

additionally showed that the P2 amplitude, which is assumed to be related to the 

more conscious judgements of agency, reflected the explicit judgements about the 

context sounds were produced in. In contrast to previous studies that reported 

similar results (Kühn et al., 2011; Timm et al., 2016), we did not induce postdictive 

ambiguity about stimulus authorship, and thereby showed that this reduction of the 

P2 attenuation does not depend on a failure to attribute agency in a postdictive 
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decision process. In study 2, we reported another late component, the N2, which 

displayed an attenuation for observed action-generated sounds compared to 

external sounds specifically during first-person observation, possibly reflecting an 

agency attribution to oneself. An increased P2 for self- compared to cued external 

sounds was also found in study 3 when sounds were generated by antisaccades, 

possibly indicating diminished agency. 

 

3.2.  MOTOR BASED FORWARD MODELS IN THE N1 

ATTENUATION 

Studies 2 and 3 were focused on further examining the role of motor information 

and temporal predictability in the attenuation of the N1. N1 amplitudes for visually 

cued stimuli have been shown to be similarly reduced (Harrison et al., 2021; Kaiser 

& Schütz‐Bosbach, 2018; Lange, 2009) as those for self-produced stimuli (Baess et 

al., 2008; Ghio et al., 2018; Hughes et al., 2013a). This indicates that temporal 

predictability might be sufficient to explain the N1 attenuation effect, questioning 

the classic forward model based on motoric information. However, Klaffehn et al. 

(2019) had shown that when temporal predictability was identical for self-produced 

and cued sounds, the N1 for self-produced sounds was still reduced in comparison. 

Temporal predictability was achieved in this study by cueing all sounds with an 

animated loading bar, including self-produced sounds, which were elicited by self-

timed button presses that were followed by the loading bar. 

In addition to temporal predictability, it also was proposed that temporal control 

over the appearance of a sound could play a role in the attenuation of the N1 

(Hughes et al., 2013b). To examine the effect of temporal control, Harrison et al. 

(2021) used a novel design that included cued as well as uncued conditions for self- 
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and externally-generated sounds. At the same time, the cueing was based on a 

continuous visual stream, that enabled identical temporal predictability for self- and 

externally-generated sounds. 

Visual cueing was accomplished by presenting four rows, each containing 

multiple white vertical lines that moved horizontally at the same speed. 

Additionally, a red fixation line was positioned in the middle of the screen, 

spanning all four rows. In conditions that included temporal predictability, all rows 

contained the same lines, moving synchronously, making them appear as lines 

spanning all four rows. Each time such a line reached the fixation line in the middle, 

an external sound was played, or the participant was instructed to press a button to 

generate a sound. 

In the uncued conditions, the lines in the four rows were distributed randomly 

but still moved at the same speed. This created a visual stream consisting of four 

lanes of moving vertical lines, none of which reached the fixation line at the same 

time. Uncued button presses were self-timed as this stream was presented, and 

external sounds onsets were not timed to any line reaching the fixation line. The 

advantage of this design was that the visual stream in cued and uncued conditions 

was kept very similar, and in addition to the typical motor-only condition, a visual-

only condition was included to correct the ERPs in the external sound condition. 

They showed that uncued self-produced sounds and cued external sounds were 

equally attenuated compared to the typical uncued external sounds. The fact that 

cued self-produced sounds were attenuated even further was interpreted as a sign 

that the higher temporal control for uncued self-initiated sounds (the default for self-

production in other studies) is reflected in the N1 as an enhancement. By this logic, 

the classic N1 attenuation of uncued external vs uncued self-generated sounds 

would still include the effect of motoric forward model predictions, as the 
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attenuation by temporal predictability and the enhancing effect of temporal control 

in self-produced sounds would effectively cancel each other out. However, the even 

lower N1 amplitude for cued self-generated sounds can also simply be interpreted 

as an additive attenuation effect of forward models and temporal predictability on 

the N1. In this view, independent predictive systems, working on different input 

information, each attenuate the N1 comparably, while a combination of both 

reduces the N1 even further. 

In study 2, we also compared cued to uncued external sounds, but with observed 

actions serving as cues. This was thought to activate additional predictive 

processing, as the mirror neuron system might provide motor representations for 

the observed actions, that are relayed to forward models to enable motor-based 

sensory predictions. The temporal dynamic we found for the N1 indicated an 

involvement of such motoric processing, as the N1 attenuation for sounds generated 

by observed actions compared to external sounds differed based on the observer 

viewpoint, which should not impact temporal predictability. For the third-person 

perspective condition, the N1 attenuation was found throughout the experiment. 

During first-person observation however, the N1 attenuation was not found at the 

beginning of the experimental blocks, and only gradually built up over time. 

One explanation for this could be that during first-person observation, the 

forward model is well trained to integrate visual, proprioceptive and motor signals 

that usually occur together, when we see ourselves performing an action. As the 

corresponding motor and proprioceptive signals were missing, the retuning of the 

model could have taken more time than for the third- person perspective, in which 

the combination of multisensory signals was as expected when observing someone 

else. 
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Another explanation for the gradual buildup of the N1 attenuation during first-

person observation could be a slower acquisition of the action-effect association 

between the observed button press and the sound, which is necessary to generate 

accurate sensory predictions through forward models. Without an accurate 

prediction, comparing the imprecise prediction to the sensory input would create a 

slight mismatch, and should lead to a reduced N1 attenuation. This is similar to 

studies that presented sounds with slightly changed frequencies, in which a 

comparison between an accurate prediction and an (inaccurate/deviating) sensory 

input leads to a mismatch reflected in the N1 attenuation (Baess et al., 2008; Hughes 

et al., 2013a). A slower acquisition during first-person observation might indicate 

that the learning of action-effect associations through visual stimuli is specialized 

for a third-person perspective, as this is what we encounter most frequently in 

everyday action observation. 

Dogge et al. (2019) argued that in contrast to body-related effects, environmental 

effects of actions likely have a longer acquisition time. Our results are in line with 

this idea, considering that we only found the difference between the viewpoints in 

the temporal dynamics of the N1 amplitude, and would otherwise have missed this 

effect. However, Dogge et al. (2019) used this argument to exclude forward models 

as an explanation for the typical N1 attenuation found for self-generated compared 

to external sounds, because learning the necessary environmental action-effect 

association should take longer than one experimental session. It is important to note 

that most studies investigating the N1 attenuation use button press generated 

sounds (Baess et al., 2008; Ghio et al., 2018; Harrison et al., 2021; Hughes et al., 

2013a), which as an action-effect association is very likely well trained through the 

handling of modern devices such as keyboards or microwaves. Retuning an action-

effect to a specific sensory outcome might simply be faster than establishing an 
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entirely new association. The different temporal dynamics of the N1 in study 2 

would be in favor of this argument. While the association of observed actions in 

third-person and resulting stimuli might be well trained, and allow for a fast 

retuning to a new stimulus, first-person observation of other people is not occurring 

often in everyday life. 

However, the acquisition process of novel action-effects that have never been 

trained can be a very useful tool for researchers examining the speed of such 

acquisitions. While button-press generated auditory and visual stimuli serve this 

purpose well in animal studies, this action-effect association is likely too well 

trained for human participants. Even foot-generated sounds might be too familiar 

(van Elk et al., 2014), as we experience many different types of footsteps on different 

materials. Saccades however, as they have been used by Mifsud et al. (2016), and 

our third study, are associated with visual consequences, but never with any type of 

sound. The results based on this unfamiliar action-effect contingency in study 3 

mostly showed a similar N1 pattern for action-generated sounds as the possibly 

untrained first-person perspective in study 2: N1 amplitudes for action-generated 

sounds decreased over time, while those for (cued) externally generated sounds 

remained stable. Thus, both conditions might reveal the underlying time course of 

establishing a new action-effect association, which is usually hidden in studies that 

do not include such trial-level time related factors. 

It is interesting that the temporal dynamic for visually cued sounds does not 

indicate the learning process of a new cue-effect association. This could either mean 

that visual to auditory effects in the environment are well trained, and the respective 

model can be retuned easily, or that the predictive systems relying on visual vs 

motor signals generally have differing learning rates. Indeed, just as Dogge et al. 

(2019) suggested that cause-effect relationships between body parts are likely 
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learned faster than effects of the body on the environment, associations between 

environmental cues and environmental effects might be learned faster. 

For prosaccade-generated sounds, the N1 amplitude was eventually attenuated 

compared to cued externally generated sounds, indicating a successful tuning of 

forward models for this unfamiliar action-effect contingency. Since cue to sound 

latencies were set to the same timings that were produced by the participants in the 

preceding self-production condition, the N1 attenuation indicates an effect beyond 

the temporal predictability of the cued sounds. For antisaccade-generated sounds 

however, the decreasing N1 amplitudes over time did not end with a significant 

attenuation compared to cued sounds. This could mean that the experiment simply 

was not long enough to capture the entire acquisition process, and/or that the 

opposite prosaccade that is assumed to be suppressed before each antisaccade 

hindered this process. The alternative would be that the conflicting motor 

information led to a permanently imprecise sensory prediction, resulting in an 

overall predictability that never exceeds the effect of temporal predictability. 

Our result for prosaccades matches the one of Harrison et al. (2021), who also 

showed that cued self-generated sounds elicit a smaller N1 amplitude than visually 

cued sounds. Regarding the question of whether this is caused by separate effects of 

temporal predictability and temporal control, or an additive effect of motoric and 

general temporal prediction, our overall results point to the first. In the antisaccade 

condition, and the second run of the prosaccade condition, the N1 amplitude was 

elevated at the start of each block compared to the cued sounds. If the predictive 

effect of the visual cue prompting the saccades was additive with the motoric 

forward model predictions, and the latter were yet missing at the beginning of 

blocks, the N1 amplitudes for saccade-generated sounds should have been on the 

same level as those for cued sounds. 
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Overall, studies 2 and 3 added not just further evidence for the involvement of 

motor specific predictions in the process attenuating the N1, but also revealed the 

temporal dynamics of N1 amplitudes for action-generated, cued or uncued 

externally-generated sounds. For externally generated sounds, cued and uncued, 

the N1 amplitude seems to change less over time than for sounds produced by own 

or observed actions, especially those without a familiar action-effect association. 

This not only provides novel evidence for the idea that the classic N1 attenuation 

for self-produced compared to uncued external sounds at least in part reflects motor-

based forward model predictions, but also indicates that temporal predictability 

might stem from a distinct predictive system.  

 

3.3.  PREDICTIVE CODING 

While the predictive forward models as the source of sensory predictions and 

their possible processing to form agency attributions are often the focus of literature 

examining the neuronal responses to self-produced sounds, there is another theory 

concerning the processing of predictions in the cortex: predictive coding (Friston, 

2005, 2010; Heilbron & Chait, 2018; Rao & Ballard, 1999; Schröger et al., 2015; 

Walsh et al., 2020). According to this idea, predictions descend in a hierarchical 

system of processing levels, and are used to generate prediction errors at every level, 

which are carried upward, perpetually refining predictions and ultimately 

minimizing the prediction error (Friston, 2010). To accomplish this, it is assumed 

that there are two different neuron populations at every level, that are located in 

different cortical layers: pyramidal cells in deeper layers encoding predictions, and 

pyramidal cells in superficial layers encoding the prediction error. While there is 

valid criticism of the theory of predictive coding and its proposed wide scope in 
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explaining brain function (Heilbron & Chait, 2018; Hodson et al., 2023; Kogo & 

Trengove, 2015; Walsh et al., 2020), it offers an interesting view on phenomena of 

auditory perception discussed in this dissertation. 

The proposed continuous relay of prediction error signals in superficial cortical 

layers through pyramidal cells that are oriented perpendicularly to the cortex 

surface would suggest that neuron populations that encode prediction errors are 

physically very well reflected in event related EEG signals (Feldman & Friston, 

2010; Friston, 2010). This could mean a fundamental change of the interpretation 

of ERP components like the auditory N1, from a signal reflecting the magnitude of 

auditory processing which can be attenuated by a secondary predictive process, to 

a signal of the thus created prediction error signal itself. Indeed, for an uncued 

external sound, as often used as a control condition, there would be no difference 

between the neuronal response as a signal of maximal sensory processing and 

maximal prediction error signaling indicating that there was no prediction for this 

stimulus. And accordingly, as sounds are increasingly expected or predicted, the 

error signal would diminish, or in the classical view, the sensory processing would 

be attenuated, both resulting in a reduced N1 amplitude. 

While there appears to be no discernible difference in these basic patterns of the 

N1, predictive coding makes further predictions that are different from those of 

feedforward models. One of the biggest differences concerns the question what 

happens if a predicted stimulus is omitted. Predictive coding would predict a large 

error signal, which could result in a measurable N1, as the difference between the 

expected auditory stimulus and the received silent sensory input is similar to the 

difference in case of an entirely unexpected auditory stimulus. Meanwhile, forward 

models would not predict the appearance of an N1, because without the appearance 

of  a sound, no sensory processing should be reflected in the N1 at that moment in 
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time. Furthermore, forward models only modulate processing when the prediction 

error is small, so in the case of an omitted sound, and thus a large prediction error, 

no modulation should occur. Studies have shown deflections in the EEG signal that 

resemble those for actual sounds when sounds are expected but omitted, as assumed 

by predictive coding, both for omitted sounds otherwise elicited by actions 

(SanMiguel et al., 2013a; SanMiguel et al., 2013b), as well as omitted sounds in 

regularities (Hsu et al., 2015; Janata, 2001; Wacongne et al., 2011).  

In the case of a stimulus omission, the prediction error is a mirror of the 

prediction for that stimulus, indicating that a highly predicted stimulus should elicit 

a larger response than a stimulus for which no specific prediction has been formed. 

This pattern was reported by SanMiguel et al. (2013b), in an N1 omission response 

that was only elicited by otherwise self-produced sounds that appeared with a high 

probability, and not at chance level. Another study showed an omission N1 when 

a button otherwise produced the same sound, but not when it produced a random 

sound in every trial (SanMiguel et al., 2013a), indicating a stimulus identity 

specificity for the prediction, just as in studies on the N1 attenuation (Baess et al., 

2008; Hughes et al., 2013a). 

There has also been evidence that EEG signals for predicted externally produced 

sounds, for which no agency can be attributed, as for self- (or other-) produced 

sounds, display a processing hierarchy between earlier and later ERP components. 

Wacongne et al. (2011) presented series of five sounds, of which the last sound 

could deviate from the first four, that were identical. In different blocks, the deviant 

could appear with a higher or lower probability, resulting in a local rule (the last 

sounds should be identical to the four preceding sounds), and a global rule (the last 

sounds should be the one that appears more often as the last sound in this block). 

They found that deviations from the local rule were reflected in a larger early 
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negative response, in this case the mismatch negativity (Fitzgerald & Todd, 2020), 

while deviations from the global rule led to an increased later positive response in 

the P3. This pattern is similar to what we found in study 1, where a later positive 

response in the P2 was sensitive to purely contextual information. That this pattern 

was also found without the involvement of motor actions would suggest that our 

results in study 1 might be explained by a general higher level contextual predictive 

process instead of an attribution of agency. 

A key feature of predictive coding is the weighting of prediction errors according 

to their precision, and by increasing or decreasing their amplitude, changing their 

impact on the retuning of predictions (Friston, 2010). This weighting has not only 

been related to the predictive precision, but also to attention (Feldman & Friston, 

2010), and the mirror neuron system (Friston et al., 2011; Kilner et al., 2007). The 

mirror neuron system was proposed to encode action intention, regardless of actor, 

and it was assumed that prediction errors are weighted down for observed actions 

and magnified for self-performed actions. While speculative, this offers another 

view on the slow buildup of the N1 attenuation during first-person observation in 

study 2. As the first-person perspective is closer to the visual input received during 

self-performed actions, it might promote a magnification of the prediction error, 

resulting in an increased N1 amplitude at the beginning of blocks, until the 

prediction error is minimized. The sounds produced in the third-person perspective 

condition, on the other hand, might have received a downward modulation of their 

prediction error signal.  

Similarly, the increased N1 amplitude for self-produced sounds at the start of 

(most) blocks in study 3 might stem from a magnified prediction error, that is 

employed as an increased signal to retune predictive models, and facilitate the fast 

acquisition of the new action-effect association. With self-produced as well as 
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external sounds in study 3 being cued, we wondered why the predictive attenuation 

effect of the visual cue and the motoric forward model was not additive. This would 

have resulted in N1 amplitudes for cued self-produced sounds starting at least at the 

level of cued sounds and decreasing over time from there, but they instead started 

significantly enhanced. Additive predictions errors, on the other hand, could 

explain this enhancement, especially if the action-related prediction error is 

magnified. 

All in all, the theory of predictive coding offers an interesting view on previous 

results, but how well it fits the considerable evidence for cerebellar forward models 

(Blakemore et al., 2001; Dogge et al., 2019; Horváth, 2015; Jack et al., 2021; Knolle 

et al., 2012; Knolle et al., 2013a; Timm et al., 2014a) in the attenuation of neuronal 

responses needs to be further examined. It does, however, make notable predictions 

that could be important to future studies employing the contingent paradigm. 

The hierarchical structure of predictions in predictive processing indicates that at 

a high level, explicit and conscious knowledge about upcoming stimuli should 

inform higher order predictions, that lead to measurable, reduced prediction errors 

if predictions are met. This could be tested in paradigms where the identity of each 

upcoming (self-) produced stimulus is either announced or left unknown. In the 

contingent paradigm, this is already practiced, as participants are typically explicitly 

instructed about the activities and stimuli in upcoming blocks, which could have an 

unknown effect on later processing. 

A bigger problem for tasks in the contingent paradigm is that the expectation of 

stimuli might still be expressed in EEG signals even when no sounds are presented, 

as shown in omission studies (Janata, 2001; SanMiguel et al., 2013a; SanMiguel et 

al., 2013b). This could be relevant not only to the typical motor-only condition, 

which is used to motor-correct the EEG signal of self-produced sounds, but also the 
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increasingly used and equivalent visual-only condition (Harrison et al., 2021; Seidel 

& Bellebaum, 2023; Seidel et al., 2023; van Laarhoven et al., 2021). The time course 

of these conditions should be further investigated, similar to the temporal dynamics 

reported in studies 2 and 3. This might reveal that early trials at the start of 

conditions still reflect expectations for the previously trained action-sound 

contingency are thus not fit to the be used in correction procedures. The problem 

could also be closely related to the order of conditions in the overall experimental 

procedure, leading to unwanted carry-over effects, not only into the conditions used 

for EEG signal correction, but also between experimental conditions. We ourselves 

have demonstrated this in study 1, as we used a carry-over effect to change the 

perceived level of control in a follow-up task. 

 

3.4.  CONCLUSION 

The studies in this dissertation provided novel evidence concerning the 

involvement of motor and context information in the attenuation of the N1 and P2 

amplitudes for action-generated sounds when compared to externally-generated 

sounds. In study 1 we replicated evidence revealing that the processing reflected in 

the N1 is not sensitive to contextual information, and only differed based on motor- 

and implicit temporal predictability. We instead found a contextual influence on P2 

amplitudes that might reflect agency judgements. The paradigms in studies 2 and 3 

were used to disturb motor information for action-related sounds and we found this 

to be reflected in N1 amplitudes, showing that the typical N1 attenuation is unlikely 

to be merely an effect of temporal predictability. We also demonstrated that linear 

mixed models are a useful tool to investigate the time course of ERP amplitudes. 

This was especially relevant for study 3 in which we captured the acquisition of a 
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truly novel action-effect association as reflected in N1 amplitudes for action-

generated sounds. For classic action-effect associations like those employing button 

presses and designs involving changing or varying action-effect contingencies, 

comparing the temporal dynamics through trial-level statistics could be key to 

further unravel underlying mechanisms.  
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1 |  INTRODUCTION

When processing sensory inputs, it is essential to distinguish 
those caused by our own actions (e.g., touching oneself) 
from those with an external cause (e.g., being touched by 
another agent). Self-  and externally generated stimuli appear 
to be treated differently by our perceptual system. Sensory 

attenuation, that is a decreased perceptual intensity for sen-
sory stimuli caused by our own actions compared to phys-
ically identical but externally generated stimuli, has been a 
common finding in different sensory modalities (Cardoso- 
Leite et al., 2010; Sato, 2008; Shergill et al., 2005). A related 
finding is the reduction of neuronal responses associated with 
processing self-  versus externally generated sensory stimuli 
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(Baess et al., 2011; Horváth, 2015; Hughes & Waszak, 2011), 
although a recent study suggested that these two phenomena 
might be based on different underlying processes (Palmer 
et al., 2016).

According to the classic interpretation, both phenom-
ena can be explained by assuming internal forward models 
(Pickering & Clark,  2014; Reznik et  al.,  2014; Wolpert & 
Flanagan,  2001) that predict the sensory consequences of 
voluntary movements. This type of prediction is thought 
to be performed by the cerebellum and based on efference 
copies of commands sent by the supplementary motor cor-
tex (Blakemore et  al.,  2001; Haggard & Whitford,  2004; 
Popa & Ebner, 2018; Reznik et al., 2015), which are avail-
able even before the initiation of a movement (Crapse & 
Sommer, 2008; Reznik et al., 2018; Vercillo et al., 2018; von 
Holst & Mittelstaedt,  1950). Sensory input occurring after 
movements could thus be compared immediately to the pre-
dicted input, with matches possibly resulting in altered sub-
sequent neural processing and ultimately adjusted perception. 
In line with this notion, it has been shown that these phenom-
ena depend on motor intention, not motor execution. Voss 
et al. (2006) reported sensory attenuation for somatosensory 
stimuli before the actual movement when transcranial mag-
netic stimulation (TMS) delayed its execution, while neu-
ronal responses for auditory stimuli caused by involuntary 
movements that were generated with TMS over the primary 
motor cortex were not reduced (Timm et al., 2014).

In the auditory domain, which has been studied exten-
sively in the last decades (Horváth,  2015), electroencepha-
lography (EEG) recordings have consistently revealed that 
the processing of self-  versus externally generated auditory 
stimuli is associated with amplitude reductions of the event- 
related potential (ERP) component N1 and (although find-
ings are less consistent) of the P2/P3a (Baess et  al.,  2011; 
Ghio et al., 2018; Horváth, 2015; Horváth et al., 2012; Knolle 
et  al.,  2012; Lange,  2009, 2011; Schafer & Marcus,  1973; 
Timm et al., 2013, 2016). An increasing number of studies 
seem to suggest a functional dissociation between the early 
N1 and the later positive component(s). For example, cerebel-
lar lesion patients showed no reduction of the N1 amplitude 
for self- generated sounds, but a reduction of P2 amplitudes 
similar to controls (Knolle et al., 2013). A possible interpre-
tation is that only the early sensory processing as reflected by 
the N1 is modulated by cerebellar forward model predictions 
based on motor information. A similar dissociation can be 
found when comparing the processing of self- generated to cue 
external sounds. Even though self- generated and cued sounds 
are similarly predictable, the N1 for cued sounds is not atten-
uated compared to non- cued external sounds (Lange, 2011; 
Sowman et al., 2012), indicating that the process underlying 
the attenuation requires motor information. A P2 attenuation, 
moreover, was observed for cued external sounds (Sowman 
et al., 2012), again suggesting that a different, possibly higher 

order prediction mechanism is used at this stage, not critically 
depending on motor information.

Previous studies associated the (mis)matching of pre-
dicted and perceived sensory input with an internal interpre-
tation of sensory input as self- generated (if it matches the 
prediction) or as externally generated (if there is a mismatch), 
suggesting a contribution to the subjective experience of 
agency, that is, of being responsible for the experienced sen-
sory stimulation (Blakemore et  al.,  2000, 2002; Synofzik 
et  al.,  2013). For example, schizophrenic patients with al-
tered feelings of agency, reflected in the typical symptoms 
of auditory hallucinations and passivity experiences, showed 
reduced sensory attenuation for self- produced sounds and 
forces (Blakemore et al., 2000, 2002; Shergill et al., 2005). 
Furthermore, diminished N1 amplitude reductions for self-  
relative to externally generated auditory stimuli was found 
in schizophrenic patients (Ford et  al.,  2007, 2013; Heinks- 
Maldonado et al., 2007), suggesting that impaired prediction 
mechanisms may play a role for deficits in the distinction 
between self-  and externally generated stimuli and thus for 
the experience of agency. However, Ford et  al.  (2013) did 
not find a significant correlation between the deficient N1 
reduction and schizophrenia symptoms, questioning the rela-
tionship between the N1 modulation and agency.

Some studies on healthy participants experimentally ma-
nipulated the sense of agency to examine whether and which 
ERP components are modulated by agency in the processing 
of self-  or externally generated stimuli. Kühn et  al.  (2011) 
induced uncertainty about the authorship of self- produced 
sounds by varying their delay and pitch, while suggesting that 
some sounds may be generated by the experimenter. Agency 
ratings for each sound were collected, and no difference was 
found for the auditory N1 amplitude between trials with high 
and low agency ratings. The P3a, a component associated 
with unexpected stimuli (Herrmann & Knight,  2001), was, 
however, significantly reduced for sounds judged as self- 
generated. While amplitudes of the P2 were not analyzed, vi-
sual inspection suggests that it was not affected by agency. In 
a related study, Timm et al. (2016) successfully manipulated 
agency by presenting delayed or non- delayed tones when de-
layed tones were expected, which resulted in a high and low 
agency condition, respectively. In line with the findings of no 
agency effect on the N1 (Ford et al., 2013; Kühn et al., 2011), 
these authors found a comparable reduction of N1 amplitudes 
for self-  versus externally generated sounds in both agency 
conditions. However, for the P2 an agency effect emerged: 
amplitude reductions for self- generated tones were less pro-
nounced in the low agency condition. Overall, the emerging 
pattern in the findings suggests that distinct prediction mech-
anisms are reflected in the early and late ERP components 
for the processing of self- generated stimuli. The N1 seems 
to reflect simple predictions directly linked to motor actions 
and appears unaffected by context- dependent variations in 
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agency, whereas the later positive components (P2 or P3a) 
appear to reflect prediction mechanisms sensitive to top- 
down influences such as context- dependent modulations of 
subjective agency.

It has been shown that agency over the production of a 
sound is also modulated by the predictability of its occur-
rence, as reducing the probability of sounds being played 
following button presses lowered subjective agency for those 
sounds that did occur, as revealed by an implicit behavioral 
measure (Moore & Haggard,  2008; Moore et  al.,  2009). 
Furthermore, agency is sensitive to the contingency of action 
and outcome (Moore et al., 2009). Contingency is commonly 
calculated as the difference between the probability of an out-
come given a potential cause, for example, a movement, and 
the probability of the outcome in the absence of the potential 
cause (Allan, 1980; Jenkins & Ward, 1965). If the outcome 
(e.g., a tone) occurs with the same probability after an ac-
tion (e.g., button press) and without it, the difference is zero 
and the relation is thus non- contingent. In this context, it is 
important to note that contingency in non- contingent action- 
outcome paradigms is generally overestimated, an effect that 
is known as the illusion of control (IoC) (Langer,  1975). 
Research has shown that increasing the probability of the 
outcome in non- contingent paradigms increases the level of 
perceived control over the outcome, thereby enhancing the 
IoC and thus the perceived contingency (Blanco et al., 2013; 
Jenkins & Ward, 1965; Matute et al., 2015; Studer et al., 2020; 
Thompson et al., 2007).

In the present study, we combined research on the IoC and 
on the processing of self- generated stimuli. More specifically, 
we examined whether differences in the perceived personal 
control affect subsequent processing of self- generated sounds. 
To manipulate perceived control, we used a new version of a 
classic two- button choice task (Jenkins & Ward,  1965), in 
which participants chose a button in each trial in order to 
produce a desired auditory outcome stimulus and the prob-
ability of the desired auditory outcome was manipulated to 
induce a stronger or weaker IoC. We recently showed that 
induced levels of illusory control affected subsequent behav-
ioral persistence in two different motivationally challenging 
situations (Studer et al., 2020). This suggests that IoC effects 
can extend beyond the conditions in which IOC was induced. 
In the current study, we aimed to test if induced IoC over gen-
erating a specific sound could also affect auditory processing 
of physically identical self- generated sounds in a subsequent 
structurally different task, namely in the self- generation para-
digm. In analogy to findings on agency manipulations (Kühn 
et  al.,  2011; Timm et  al.,  2016), we expected no effect of 
the IoC on the N1 amplitude reduction for self-  compared 
to externally generated sounds. Instead, we expected an ef-
fect of the IoC on later processing in the P2 time window. In 
particular, amplitude reductions for self- generated tones were 
expected to be larger for higher levels of IoC, since the P2 

seems to be sensitive to top- down influences like expectancy 
and agency (Kühn et al., 2011; Sowman et al., 2012; Timm 
et al., 2016).

2 |  METHOD

2.1 | Participants

Forty participants took part in the experiment (33 women, 
MAge  =  25.4  years, SDAge  =  3.5  years) and received ei-
ther course credit or monetary compensation. Normal or 
corrected- to- normal vision and normal hearing (according to 
self- report) were requirements for participation. The experi-
ment was approved by the Ethics Committee of the Faculty 
of Mathematics and Natural Sciences at Heinrich Heine 
University Düsseldorf, Germany, and written informed con-
sent was given by all participants.

2.2 | Procedure

To examine the effect of IoC on the processing of self-  versus 
externally generated sounds, we set up a within- subject de-
sign that included two experimental blocks, each consisting 
of two tasks. In both blocks, participants were first exposed 
to a two- button choice task, designed to induce either a high 
or low level of perceived control over the production of de-
sired sound (as opposed to an undesired sound), over which 
they actually exercised no control (from now on referred to as 
the IoC task). We aimed to achieve this by varying the base 
probability P(O) for the desired auditory outcome regard-
less of the button choice (see below). With this manipulation 
we wanted to modulate the processing of self-  (Act- sounds) 
versus externally generated sounds (Ext- sounds) in a subse-
quent, so- called self- generation paradigm (Horváth,  2015), 
which was conducted as a second task in each experimental 
block. Indeed, our main interest in this study was to exam-
ine the effect of the IoC, as induced by the IoC task, on the 
neuronal processing of Act- sounds versus Ext- sounds in the 
self- generation paradigm, assessed by means of EEG. To 
distinguish this effect from a possibly carried over identity 
association between action and sound (Hughes et al., 2013), 
button presses were performed on different buttons in the 
two tasks. As we employed a within- subject design, the self- 
generation paradigm was performed twice, once after the IoC 
task with high P(O) (from now on the sequence of these two 
tasks is referred to as high P(O) block), and once after the 
IoC task with low P(O) (referred to as low P(O) block). As 
we wanted to test if the P(O) in the IoC task could affect 
neuronal processing of sounds in the subsequent task, the 
self- generation paradigm in the high P(O) block will be re-
ferred to as high P(O) condition, whereas the self- generation 
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paradigm in the low P(O) block will be referred to as low 
P(O) condition, although the self- generation paradigm itself 
was identical in both blocks. Whether participants started 
with the low or high P(O) block was counterbalanced across 
participants (see Figure 1 for a schematic representation).

Stimulus presentation and response recording were 
controlled by Presentation software (Version 17.0, 
Neurobehavioral Systems, Inc., Berkeley, CA, www.neuro 
bs.com) on a Windows 10 PC. Sound was delivered through 
an onboard soundcard (Realtek ALC887- VD) in DirectX 
Software mode and Sennheiser HD 202 headphones. Button 
presses were registered with a Cedrus RB- 740 response pad 
(www.cedrus.com) featuring seven response buttons oriented 
in a straight horizontal line. The leftmost and rightmost but-
tons were used in the IoC induction task, while the middle 
button was pressed during the self- generation paradigm. This 
procedure was applied in order to avoid carryover effects of 
specific action- outcome associations. Ratings in the IoC task 
and Act- sound condition (see below) were given with a reg-
ular keyboard.

2.2.1 | IoC induction

Our IoC task was a variant of the classic two- button choice 
task by Jenkins and Ward (1965). In this task, participants 
were asked to try to elicit a desired auditory outcome by means 
of button presses. Participants chose between two buttons on 
every trial, but the outcome (i.e., desired vs. undesired sound) 
in each trial did not depend on the action that was performed 
(Allan, 1980; Matute et al., 2015). Instead, the P(O) for the de-
sired sound was fixed by predetermining the outcome of every 
trial before the start of the task, and the P(O) varied between 
conditions in order to elicit a high or low IoC. Specifically, in 
the IoC task with high P(O), the desired sound was presented 
in 70% of the trials (total number of trials = 100), while for the 
remaining 30% of the trials an undesired sound was presented, 
irrespective of what button was pressed in the respective trial. 
In turn, in the IoC task with low P(O), the desired sound was 
presented in 30% of the trials (total number of trials = 100) 
and the undesired sound in 70% of the trials, again regardless 
of which button was pressed.

F I G U R E  1  Experimental sequence for the high and low probability block (High P(O) block on the left and Low P(O) block on the right). Task 
order is indicated by the arrow, ending with the identical self- generation paradigm in both blocks
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Each trial started with a white fixation cross on a black 
background. After 2,400 ms the fixation cross color switched 
to grey for 600 ms. Participants were asked to press one of the 
two available buttons (i.e., the leftmost or rightmost button 
on the response pad) as soon as the color of the fixation cross 
changed from white to grey in order to produce a desired 
sound that was introduced in the instruction as a positive 
sound (“ding.wav,” distributed with Windows XP, 100  ms 
duration). The rhythm of one button press every 2,400  ms 
was introduced in order to train participants to this rhythm for 
the subsequent self- generation paradigm, which required reg-
ular self- paced button presses (see Ghio et al., 2018; Knolle 
et  al.,  2013). Each button press was followed either by the 
desired sound (70% and 30% of the trials in the IoC task with 
high and low P(O), respectively) or by an undesired sound 
(introduced in the instructions as a negative sound, namely 
a synthetic buzzer sound, 100 ms duration), irrespective of 
what button was pressed in the trial. The sounds were pre-
sented 50 ms after button press onset (see Ghio et al., 2018). 
As a further motivation to try to elicit the desired sound, each 
occurrence of the sound during the IoC task was associated 
with a monetary reward of 0.20 €, whereas each undesired 
sound was associated with a monetary loss of 0.05 €. Button 
presses occurring during the white fixation cross and thus 
outside of the required rhythm were penalized with a loss of 
0.20 €. On average, every 15 trials (with a random variance of 
±5 trials) participants were asked “How much control did you 
have over the generation of the positive tone?” and prompted 
to rate their level of control on a visual analog scale ranging 
from 0 (NO control -  the appearance of the positive sound had 
nothing to do with your button press) to 100 (COMPLETE 
control –  the appearance of the positive sound was entirely 
determined by your button press) presented on the screen. A 
medium level of control was described as “MEDIUM control 
-  your button press had an influence on the appearance of the 
positive sound. You did however not fully control it.”

2.2.2 | Self- generation paradigm

The self- generation paradigm comprised three experimental 
conditions in a fixed order, which were presented in separate 
sub- blocks and did not differ between the high and low P(O) 
condition. Throughout all conditions, a white fixation cross 
was displayed.

Act- sound condition
Subjects were instructed to press the middle button on the 
response pad (thus, a button different from those used in the 
IoC task) with their right index finger in the same rhythm 
that was learned in the IoC task (i.e., every 2,400 ms ca.). 
Different from the standard self- generation paradigm in 
which each button press generates a sound (Horváth, 2015), 

button presses in our paradigm (n = 200) were followed by 
a sound only in 50% of the trials (n = 100 for the number of 
sounds). This variation was adopted in order to create un-
certainty concerning the association between button presses 
and sounds and to prevent the preceding IoC induction from 
decaying during the beginning of the task. Importantly, the 
sound used in the self- generation paradigm was identical to 
the desired sound in the IoC task, while the undesired sound 
was never presented. On average, every 20 trials (with a ran-
dom variance of ±5 trials) participants were prompted to rate 
their level of control over the production of the sound, apply-
ing the same scale used in the IoC task (see above). After each 
rating, they also received feedback concerning the length of 
their button press interval in the previous 20 (±5) trials. If 
25% of these intervals deviated more than 600 ms from the 
required duration of 2,400 ms in one direction, participants 
were asked to react faster or slower, respectively. Otherwise, 
they were encouraged to keep their current rhythm.

Ext- sound condition
Subjects were presented with the playback of all the 100 
sounds generated in the previous Act- sound condition and 
instructed to listen to them carefully without performing any 
action.

Motor- only condition
To control for the motor demand present in the Act- sound 
condition (see below for details), participants were asked to 
press the button in the same rhythm applied in the Act- sound 
condition (i.e., every 2,400  ms ca.). Crucially, no sounds 
were presented.

2.3 | EEG Data acquisition and 
preprocessing

EEG data were continuously recorded at 1,000  Hz with 
BrainVision Recorder software (1.20.0506, Brain Products, 
GmbH, Germany). Twenty- eight Ag/AgCl passive ring elec-
trodes connected to a BrainAmp amplifier were positioned 
on the scalp via an elastic cap (EasyCap). According to the 
international 10– 20 System, electrodes were positioned 
at F7, F3, Fz, F4, F8, FT7, FC3, FCz, FC4, FT8, T7, C3, 
Cz, C4, T8, CP3, CPz, CP4, P7, P3, Pz, P4, P8, PO7, PO3, 
POz, PO4, and PO8. The recorded signal was referenced to 
linked mastoids, and the ground electrode was placed at AFz. 
Electrooculogram data were recorded at F9 and F10 for hori-
zontal eye movements. To register vertical eye movements, 
one electrode was positioned below the right eye, aligning 
with a second electrode at Fp2. Impedances were kept below 
5 kΩ.

Raw EEG data recorded during the self- generation para-
digm in the high and low P(O) condition were analyzed with 
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Brain Vision Analyzer 2.2 (Brain Products) and MATLAB 
(R2018a, The MathWorks, Inc., Natick, MA). After a global 
direct current de- trend, a Butterworth zero- phase filter (low 
cutoff: 0.3 Hz, 12 dB/oct; high cutoff: 30 Hz, 12 dB/oct) and 
a notch filter (50 Hz) were applied. An independent compo-
nent analysis (steps  =  512, infomax restricted biased) was 
employed to identify components reflecting blinks, horizon-
tal and vertical eye movements and remove them before a 
subsequent inverted ICA.

ERP segments were time- locked to the onsets of the 
sounds in the Act- sound and the Ext- sound condition and had 
a duration of 600 ms (including a 150 ms pre- sound period). 
As the interval between button press onset and tone onset was 
50 ms (see above) the segment lasted from 100 ms before to 
500 ms after the button press onset in the Act- sound condi-
tion. For the Motor- only condition, corresponding segments 
were created from −100 to 500 ms relative to button press 
onset.

Successive button presses and sounds appearing in an 
interval smaller than 1 s were excluded from further analy-
ses. Epochs were baseline corrected by the mean amplitude 
of the first 100 ms of the interval, that is, from 150 ms to 
50  ms before sound onset in the Act-  and Ext- sound con-
ditions and from 100 ms to 0 ms before button press onset 
in the Motor- only condition. Segments containing artifacts 
were detected and rejected using the automatic algorithm 
provided by BrainVision Analyzer (maximal allowed volt-
age step  =  50  µV/ms, maximal allowed difference of val-
ues within 100- ms intervals  =  100  µV, maximal/minimal 
allowed amplitude  =  ±100  µV, lowest activity of 0.5  µV 
within 100  ms intervals). Remaining segments were aver-
aged separately for the Act- sound, Ext- sound, and Motor- 
only conditions and in the high and low P(O) conditions. 
In order to control for motor activity in the Act- sound con-
dition (see Horváth,  2015), we then subtracted the average 
ERP of the Motor- only condition from the average Act- sound 
ERP. From now on the Act- sound condition will refer to the 
ERPs yielded by the ERP subtraction procedure. As differ-
ing action frequencies can cause processing differences both 
related to the actions and the elicited sounds, the average 
time interval between button presses was compared in a 2x2 
repeated measure ANOVA with the factors Condition (Act- 
sound, Motor- only) and P(O) (low, high). Although the main 
effect of Condition was significant, F(1, 28) = 5.11, p = .026, 
ηp

2  =  .044, with longer time intervals in the Motor- only 
(M = 3,088 ms, SD = 929) than in the Act- sound condition 
(M = 2,731 ms, SD = 546), we still consider the ERPs in the 
Motor- only condition as an appropriate control for the motor- 
related ERPs in the Act- sound condition, as in absolute terms 
the difference was small and the intervals were long enough 
for the motor ERPs to return to baseline. Importantly, the 
interaction, F(1, 28) = 0.35, p =  .556, ηp

2 =  .003, and the 
main effect for P(O), F(1, 28) = 0.45, p = .503, ηp

2 = .004, 

were not significant, indicating that action-  and sound- 
related ERPs could not be affected by P(O)- dependent dif-
ferences in the timing of actions and/or sounds. Concerning 
the inter- response- intervals (IRIs) after button presses that 
did (M = 2,688 ms, SD = 569 ms) and did not elicit sounds 
(M = 2,666 ms, SD = 538 ms), in the Act- sound condition no 
significant difference was found, as revealed by a paired sam-
ple t test, t(28) = 0.294, p = .771, d = .06. We did, however, 
see large interindividual differences in the (dis)similarity of 
these intervals (see section 2.4).

Finally, the mean amplitudes for the two ERP components 
of interest, N1 and P2, were extracted for the Act- sound and 
Ext- sound conditions, separately for the high and low P(O) 
conditions. To determine time windows and electrode posi-
tions for the analysis of these components, we created two 
grand averages, one for the Act-  and one for Ext- sounds, 
across P(O) conditions. We avoided an overall grand aver-
age across sound types, as the P2 showed a notable latency 
difference between Act-  and Ext- sounds (see supplementary 
materials). Based on the topographical maps of the two grand 
average N1 peaks, we determined FCz and Cz as appropriate 
electrode positions for our analysis, focusing on the midline 
electrode sites as previously suggested (Knolle et al., 2013; 
Timm et al., 2016). For the later positive component, map-
pings indicated highest activity at Cz and CPz for Act- sounds 
and at FCz and Cz for the Ext- sounds. We, therefore, included 
FCz, Cz, and CPz in our P2 analysis. N1 peak latencies were 
extracted from the two grand averages and then averaged for 
both electrodes. As the latencies for the two sound type con-
ditions were very similar (Act- sounds: 84  ms; Ext- sounds: 
92 ms) the mean signal in one N1 time window from 68 ms 
to 108 ms was considered to appropriately reflect N1 ampli-
tude for both conditions. For the P2, the latencies in the two 
conditions clearly differed (Act- sounds: 255 ms; Ext- sounds: 
180 ms). Therefore, we defined separate time windows for 
the two sound type conditions, from 235 ms to 275 ms for 
Act- sounds and from 160 ms to 200 ms for Ext- sounds. Mean 
amplitudes were measured in these time windows for all con-
ditions and the respective electrodes.

2.4 | Data analysis

From the sample of 40 participants, we excluded one par-
ticipant for missing data at the Cz electrode and one for ex-
cessive artifacts and a consequent loss of more than 50% of 
the ERP segments for the analysis. Three participants were 
determined as outliers due to the length of their IRIs in the 
Act- sound condition or Motor- only condition and one due to 
an enlarged difference between IRIs following button presses 
that did or did not elicit sounds, as these four participants 
each showed a deviation of more than 2.5 SDs from the sam-
ple mean. Furthermore, we excluded five participants for 
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rating their level of control in the high P(O) condition lower 
than in the low P(O) condition (namely their rating difference 
was <0, see below for an explanation about how this indi-
cates that the intended IoC induction was unsuccessful). The 
data of the remaining 29 participants (22 women, 26 right- 
handed, MAge  =  25.2  years, SDAge  =  3.2  years) were then 
entered into the statistical analyses for EEG and behavioral 
data. All analyses were conducted in R (version 3.6.3) using 
RStudio (version 1.3.959).

2.4.1 | Behavioral data

To determine whether the IoC task with the high P(O) in-
duced a stronger IoC than the IoC task with low P(O), average 
control ratings in the two IoC task versions were calculated 
and compared by means of paired t tests. Furthermore, we 
calculated the difference in the control ratings in the IoC task 
with high and low P(O) for each participant, which will be 
referred to as the rating difference (RD) in the following. 
Positive values indicate higher perceived control in the IoC 
task with high P(O), as intended, whereas negative values 
indicate the opposite pattern. To exclude order effects, RD 
values were compared via Welch t test between participants 
who started with the high (n = 17) or low (n = 12) P(O) con-
dition. All analyses were performed with the default R stats 
package, Cohen's d values for t tests were calculated with the 
R package lsr (version 0.5). An α level of .05 was considered 
as statistically significant. For completeness, identical analy-
ses on the control ratings in the self- generation paradigm are 
reported in the supplementary materials.

2.4.2 | EEG Data

Of central importance for the present study was the relation-
ship between ERP measures of auditory processing and the 
subjective control ratings in the IoC task with high and low 
P(O), since they reflect the success of the intended IoC in-
duction. The large interindividual variability for the differ-
ence measure (RD), from 0.6% to 49% (see Figure 2 for a 
histogram), suggested that the high and low P(O) IoC task 
induced different levels of perceived control in each par-
ticipant. Consequently, the effect on the processing of the 
Act-  and Ext- sounds likely also varied between participants. 
We thus aimed to include the continuous variable RD in the 
statistical model. To achieve this, we analyzed the data by 
means of a linear mixed- effects analyses (LME), in which 
both categorical and continuous independent variables can be 
included (Baayen et al., 2008).

Several separate LME analyses were performed using the 
lme4 package (version 1.1 23). The N1 analysis was con-
ducted on the mean amplitudes in the N1 time window (see 

above). P2 was analyzed using the mean amplitudes in the 
Act- sound P2 peak time window for Act- sounds and in the 
Ext- sound P2 peak time window for Ext- sounds. See sup-
plementary materials for an alternative analysis that directly 
compares N1 and P2 mean amplitudes in one model. To ex-
plore if the ERPs of the Act- sound condition already differed 
between P(O) conditions in the earlier Ext- sound P2 peak 
time window, as suggested by visual inspection, an additional 
analysis included the mean amplitudes in this time window 
for all conditions.

For each analysis, we created a model comprising the 
fixed- effect predictors Sound type, P(O) and RD. RD was 
mean- centered and entered into the model as a continuous 
fixed- effect predictor. The categorical predictors Sound 
Type (0.5  =  Act- sounds, −0.5  =  Ext- sounds) and P(O) 
(0.5  =  high, −0.5  =  low) were simple coded. Interactions 
between all three predictors were modeled, and random in-
tercepts and slopes (for Sound type and P[O]) by participants 
were modeled as random effects. As we included the data of 
several electrodes in each model (see above), we modeled a 
random intercept for the electrode as a random effect nested 
in the random effect Participant (see supplementary materi-
als for the R model syntax). We used the restricted maxi-
mum likelihood approach for model estimation and assessed 
significance with the R package lmerTest 3.0- 1 (Kuznetsova 
et al., 2017) and its built- in Satterthwaite approximation for 
the degrees of freedom. This is in line with suggestions by 

F I G U R E  2  Histogram of participants in the final sample (n = 29) 
according to their differences between the level of control ratings in 
the IoC task of the High and Low P(O) block. From the sample of 
40 participants, five participants were excluded for IoC task rating 
differences below zero (see section 2.4), in addition to six participants 
excluded as outliers or due to technical reasons
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Luke (2017), reporting acceptable Type I error rates, largely 
independent of sample size, compared to the common likeli-
hood ratio tests. After building our statistical models for the 
EEG data analysis, we investigated whether any participants 
emerged as an influential data point by applying the R pack-
age influence.ME (Nieuwenhuis et al., 2012). As an exclu-
sion criterion, we defined that participants had to emerge as 
an influential data point in both the N1 and P2 models in 
order to be excluded, which was not the case for any of our 
participants. After performing the LME analyses, however, 
we additionally investigated the impact of each detected in-
fluential data point in one model on the results of that model, 

by the separate exclusion of each outlier and re- analysis of 
the corresponding model. We found neither loss of signifi-
cance for the reported effects, nor a significant new effect in 
any of the single- participant- exclusion models.

Simple effects analyses for the resolution of significant in-
teractions were conducted by dummy coding the categorical 
factors' reference condition to 0 and shifting the center of the 
continuous factor RD by one standard deviation up or down 
in two separate analyses (Aiken et al., 1991; Liu et al., 2017). 
We will refer to the simple effects at these recentered values 
as being “low” and “high” values of RD. Marginal means 
(for plotting) were calculated with the R package ggeffect 

F I G U R E  3  (a) Grand average ERPs for all analyzed electrode sites in the Act-  and Ext- sound conditions and in the low and high P(O) 
conditions, with the y- axis intersecting at the start of the sound event. (b) Grand average ERPs at Cz for the Act- sound and Ext- sound condition 
across P(O) conditions, used to determine the shown time windows (68– 108 ms, 160– 200 ms, 235– 275 ms) for mean amplitude extraction (see 
section 2.3). (c) Grand average ERPs at Cz showing the uncorrected and corrected Act- sound condition, as well as the Motor- only condition, 
separately for the low and high P(O) condition
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(version 0.16.0). An α level of .05 was considered statistically 
significant. Significant effects of the predictor RD are only 
reported in interactions with P(O).

3 |  RESULTS

3.1 | Behavioral data

Subjective control ratings in the IoC task were significantly 
higher in the high P(O) block (M = 60.3%, SD = 13.1%) 
than in the low P(O) block (M  =  39.1%, SD  =  16.3%, 
t(28) = 8.50, p < .001, d = 1.58). Figure 2 shows a histo-
gram of RD values. No significant differences were found 
when comparing RD values in the IOC task between par-
ticipants who started with the high P(O) condition and 
participants who started with the low P(O) condition, 
t(24.92) = −1.46, p = .157, d = .55.

3.2 | EEG data

Figure 3a shows grand average ERPs for Cz, FCz, and CPz 
in the Act-  and Ext- sound conditions and in the low and 
high P(O) conditions. Figure 3b shows overall grand aver-
ages for the Act-  and Ext- sound condition across P(O) condi-
tions at Cz, which was used for determining the different P2 
time windows for these conditions (see Methods section). In 
Figure 3c, the subtraction procedure for the correction of the 
Act-  sound ERPs is illustrated. Figure 4 shows topographical 
maps of N1 and P2 amplitudes in all conditions and Figure 5 
shows N1 and P2 mean amplitudes in all conditions as a func-
tion of the RD values. Table 1 contains descriptive statistics 
for all analyzed components.

3.2.1 | N1 component

Model fit statistics for the N1 amplitude revealed a signifi-
cant main effect of Sound type, F(1, 27) = 25.75, p < .001, 
and parameter estimates suggested significantly smaller am-
plitudes for Act- sounds compared to Ext- sounds (b = 4.25, 
p < .001, see the left scatterplot in Figure 5). No further sig-
nificant main or interaction effects were found (all ps > .114).

3.2.2 | P2 component

First, we performed the analysis on the P2 mean amplitude 
by separate time windows for the Act- sound and Ext- sound 
condition as the P2 amplitude showed a noticeable difference 
in their latencies between the two conditions (for an analysis 
of the latencies see supplementary materials). The analysis of 
the amplitudes revealed no significant main effect of Sound 
type, F(1, 27) = 0.01, p = .934, but a significant Sound type 
by P(O) condition interaction, F(1, 201) = 9.02, p = .003. A 
follow- up simple effects analysis showed that for Act- sounds 
amplitudes in the high P(O) condition were significantly 
lower than in the low P(O) condition, F(1,  35.12)  =  5.22, 
p = .028, b = −1.32, but no effect of P(O) emerged for Ext- 
sounds, F(1, 35.12) = 0.03, p = .869. Furthermore, we found 
a significant Sound  type by P(O) condition by RD interac-
tion, F(1, 201) = 6.91, p = .009 (see the middle scatterplot 
in Figure 5 and for further visualization of this interaction, 
Figure  6). Resolving the three- way interaction with a sim-
ple slope analysis showed that the interaction between 
Sound type and P(O) condition was significant for high RD 
values, F(1, 201) = 15.86, p < .001, but not for low RD val-
ues, F(1, 201) = 0.07, p = .793 (see Figure 6). In a follow-
 up simple effects analysis to resolve this interaction, a trend 

F I G U R E  4  Topographical maps showing scalp potentials for the N1 and P2 at grand- average peak latencies separately for the Act- sound 
condition and Ext- sound condition (pooled across P(O) conditions)
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emerged for participants with higher values of RD concern-
ing the effect of P(O) for Act- sounds, F(1,  35.12)  =  3.60, 
p = .066, while the effect was not significant for Ext- sounds, 
F(1, 35.12) = 0.83, p =  .369. According to parameter esti-
mates, amplitudes for Act- sounds were reduced in the high 

compared to the low P(O) condition for participants with 
high RD values (b = −1.55, p = .066). The other main effects 
and interactions did not reach significance (all ps > .201).

Second, we report an additional analysis of the mean am-
plitudes for both conditions in the Ext- sound P2 peak time 

F I G U R E  5  Scatter plots for the extracted N1 and P2 amplitudes as a function of participants' rating difference values. Data points and 
regression lines are shown separately for Act-  and Ext- sounds in the low and high P(O) conditions. The plots are restricted to the y- axis segment 
from 0 µV to −20 µV for the N1 data, and from 0 µV to 20 µV for the P2 data to facilitate visibility of the regression lines, which are still based on 
the entire data

T A B L E  1  Descriptive statistics of data used in the analyses

Electrode

Act- sounds Ext- sounds Act- sounds Ext- sounds

High P(O) High P(O) Low P(O) Low P(O)

M SD M SD M SD M SD

N1 analysis FCz −5.18 2.54 −9.55 4.01 −5.37 4.33 −9.49 4.25

Cz −4.63 2.66 −8.95 3.77 −4.76 4.32 −8.94 4.07

CPz −3.60 2.61 −6.83 3.04 −3.74 3.64 −6.89 3.43

P2 analysis FCz 9.79 5.61 12.40 6.42 10.87 5.80 12.59 6.69

Cz 10.69 5.72 11.89 5.99 12.06 6.09 12.03 6.43

CPz 10.51 5.23 8.90 4.87 12.01 5.82 8.85 4.95

Additional P2 
analysis

FCz 4.58 5.30 12.40 6.42 6.01 5.48 12.59 6.69

Cz 4.47 5.22 11.89 5.99 5.95 5.32 12.03 6.43

CPz 4.06 4.55 8.90 4.87 5.40 4.78 8.85 4.95

Note: Estimated means and standard deviations for the data used in the N1, P2, and additional P2 analysis (using only data from the Ext- sound P2 peak time window) 
separately for each electrode and the levels of the factors Sound type and P(O).
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window. The model fit revealed a significant main effect of 
Sound  type, F(1,  27) = 33.88, p <  .001, with smaller am-
plitudes for Act- sounds compared to Ext- sounds (b = −6.97, 
p < .001). The Sound type by P(O) condition interaction was 
also significant, F(1, 114) = 15.56, p <  .001 (see the right 
scatterplot in Figure 5). A simple slope analysis to resolve 
the interaction revealed significantly reduced amplitudes in 
the high P(O) compared to the low P(O) condition only for 
Act- sounds, F(1, 34.7) = 9.54, p = .004, b = −1.46, but not 
for Ext- sounds, F(1, 34.7) = 0.13, p = .724. None of the other 
main effects or interactions were significant (all ps > .077).

4 |  DISCUSSION

In this study, we investigated the influence of the IoC on re-
ductions of neuronal responses to self- generated compared 
to external sounds. In a within- subject design, we presented 
participants with two versions of a classic two- button choice 
task (Jenkins & Ward, 1965) in order to induce either a strong 
or weak IoC. Explicit ratings of perceived control in the 
high P(O) and the low P(O) confirmed that our IoC induc-
tion worked. Each IoC induction was followed by the same 
self- generation paradigm, in which participants performed 

regular button presses in one condition, with 50% of the 
button presses eliciting a sound, and listened to externally 
generated sounds in another condition. ERPs time- locked to 
sound onset were measured during this self- generation para-
digm. For the N1 component, an amplitude reduction was 
found for Act- sounds relative to Ext- sounds, without modu-
lation by IoC. P2 amplitudes were reduced under high versus 
low IoC, but only for Act- sounds and not for Ext- sounds. 
Additionally, the strength of IoC induction (measured as the 
difference in control ratings between the two IoC conditions) 
modulated the P2 reduction for Act- sounds. The results of 
the present study thus support our hypothesis that different 
levels of IoC would affect the later stages of the processing 
of self- generated sounds.

4.1 | Dissociation between early and late 
processing stages for self- generated sounds

In the original concept of forward models it has been proposed 
that one function of the comparison of their predictions with 
sensory input is to determine if stimuli are self- generated or 
not (Wolpert & Flanagan, 2001), finally resulting in agency 
attributions (Picard & Friston,  2014). Research on the re-
duced N1 amplitude for self- generated tones, which has been 
linked to forward model predictions, seem to support this 
assumption. For example, the typical symptoms in schizo-
phrenic patients like passivity experiences and auditory hallu-
cinations have been interpreted as misattributions of agency, 
resulting from impaired efference copies and consequent 
failures of matching predicted and experienced sensory input 
(Feinberg & Guazzelli, 1999; Spering et al., 2013; Swiney & 
Sousa, 2014; Synofzik et al., 2010). Indeed, diminished audi-
tory N1 reductions were found in schizophrenia patients for 
sounds elicited by button presses (Ford et al., 2013) as well 
as for speech (Ford et al., 2007; Perez et al., 2012) compared 
to externally generated stimuli. Importantly, deficient audi-
tory N1 reductions during an active speech in schizophre-
nia were found to correlate with errors in judging the source 
of the voice as one's own (Heinks- Maldonado et al., 2007), 
but mixed results have been reported for correlations of 
N1 reductions and schizophrenic symptom severity (Ford 
et al., 2007, 2013).

Moreover, our result pattern adds to evidence gained 
in previous studies that N1 reductions are not directly re-
lated to the judgment of agency (Kühn et  al.,  2011; Timm 
et al., 2016; Weller et al., 2017). Kühn et al. (2011), for ex-
ample, reported comparable N1 reductions for self- generated 
sounds which were explicitly rated as self-  or externally gen-
erated, and Timm et  al.  (2016) found unaltered N1 reduc-
tions in a condition with reduced agency. Corroborating this 
evidence, our manipulation of perceived control over sound 
production, which probably affected agency via effects on 

F I G U R E  6  Bar plot for the marginal means of the P2 model 
with separate bars for Act-  and Ext- sounds in the low and high 
P(O) conditions at either low (−1 SD) or high (+1 SD) values of the 
continuous, mean- centered factor RD. Error bars show standard errors. 
Significances yielded by the Sound Type by P(O) by RD interaction 
and the analyses of the simple effects conducted to resolve it are 
indicated by . p < .1, **p < .01., ***p < .001
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perceived contingency (Thompson et al., 2007), did not mod-
ulate the N1 amplitude. These results seem to suggest that the 
mere detection of a match between sensory input and motor- 
information- related predictions, which likely leads to the N1 
reduction, is not sufficient for the formation of agency attri-
butions. However, no firm conclusions can be drawn from 
negative findings, and further hints for interpreting the early 
component can come by considering it in relation to the later 
component(s).

Most previous studies on auditory ERPs for self- generated 
sounds have only distinguished between N1 and P2. The re-
ported P2, however, appeared in different time windows 
(Horváth et al., 2012; Knolle et al., 2013; Sowman et al., 2012; 
Timm et al., 2014; Weller et al., 2017), and some did not ex-
clude the possibility that another component, an early P3a 
(Baess et al., 2011; Ghio et al., 2018; Polich, 2007), contrib-
utes to stimulus processing in this paradigm. Furthermore, 
P2/3a reductions, unlike N1 reductions, were consistently 
reported also in paradigms and conditions in which predic-
tions based on a forward model played no or only a minor 
role. For example, intact P2/3a reductions, but diminished N1 
reductions, were found in healthy participants in the absence 
of own actions, for example, for sounds that were visually 
cued (Sowman et al., 2012), or predictable due to a button 
press by an observed person (Ghio et  al.,  2018). Likewise, 
cerebellar lesion patients with potentially impaired forward 
model predictions showed an intact P2 reduction, but no N1 
reduction for self- generated versus external sounds. These 
findings indicate that the N1 and the P2/P3a might be func-
tionally dissociated. Considering that both the P2 (Crowley & 
Colrain, 2004) and the P3a (Polich, 2007) are sensitive to the 
(un)expectedness of stimuli in oddball paradigms, these find-
ings might suggest that both later components reflect higher 
level sensory prediction mechanisms that do not, or at least 
not exclusively, rely on the predictions of forward models.

4.2 | Agency in the early and late processing 
stages for self- generated sounds

It is interesting to note that Synofzik et  al.  (2008) concep-
tually distinguished between an automatic, intuitive feeling 
of agency about our own authorship, and a conscious judg-
ment about which agent in the environment acted (Synofzik 
et al., 2008). According to this dual step account, the feeling 
of agency does not lead to an actual attribution of agency 
to an agent, but is a purely subjective experience, based on 
action- related authorship indicators, probably based on a 
comparison between forward model predictions and sensory 
feedback. The neural correlates of such a process could thus 
be reflected in the N1 component. The judgment of agency, 
moreover, is based on further processing of this feeling by 
integrating contextual cues and belief states to determine the 

most likely responsible agent. Evidence for the notion that 
the P2/3a components reflect this judgment of agency was 
reported in several studies in which agency was kept ambigu-
ous by varying the timing or quality of a self- generated sound 
stimulus, requiring a postdictive agency judgment. Kühn 
et al.  (2011) found that P3a reductions in a self- generation 
paradigm were less pronounced for sounds that were rated 
as externally generated compared to those that were rated as 
self- generated. Timm et al. (2016) showed that the magnitude 
of the P2 reduction in a condition with reduced agency was 
correlated with the proportion of trials in which no agency 
was perceived. P2 reductions were also found for sounds gen-
erated by observed actions (Ghio et al., 2020), indicating that 
agency attribution to another actor might be possible. The 
framework of optimal cue integration (Synofzik et al., 2013) 
extends the concept of the judgment of agency and proposes 
that predictive and postdictive sensorimotor and cognitive 
information are continuously integrated to form agency judg-
ments. Overall, our results concerning the P2/3a can also be 
interpreted according to this framework, as the prior belief 
about high action- effect contingencies, which increases the 
perceived level of control (Thompson et al., 2007) and the 
agency experience (Moore et  al.,  2009), resulted in lower 
P2/3a amplitudes for self- generated tones. Additionally, this 
effect emerged for participants that perceived a large differ-
ence in their personal level of control between the high and 
low IoC condition, but not for participants experiencing a 
small difference. We thus showed that P2/3a amplitudes were 
not simply related to the presented ratio of desired to unde-
sired sounds in the prior IoC training, but to the individual 
IoC this training induced. Likewise, the effects cannot be ex-
plained by differing motor identity associations between the 
desired sound and button presses induced by the presented 
ratios, as such a carryover effect should have been found for 
the N1 as well (Baess et al., 2008; Hughes et al., 2013). For 
the N1 though, no effect of the IoC was seen, which is also in 
line with the notion that early processing is more reflective of 
the classic mechanism of forward model predictions, which 
is not affected by prior belief information.

4.3 | Distinct late components for 
 self-  generated and external sounds?

From the grand- average ERPs obtained in the present study, 
it was quite obvious that the P2/P3a latency in the Act- sound 
condition was delayed relative to external sounds, and this 
difference between conditions was, indeed, significant (see 
supplementary materials). This is not a common finding in 
the literature, but an important difference in our compared 
to previous study designs is that only 50% of button presses 
were followed by sounds, while most self- generation para-
digms entail a 100% probability. The P3a, as well as a later 
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P2 around 250 ms and thus in the latency range of the positive 
peak for self- generated sounds in the present study, have been 
associated with non- target stimuli in oddball tasks (Crowley 
& Colrain, 2004; Polich, 2007), suggesting that they reflect 
an orienting response to an unusual or novel stimulus. It is 
possible that the sounds following button presses in our para-
digm prompted such an orientation response, as with a prob-
ability of 50% there was maximal uncertainty about whether 
a button press was followed by a sound or not. The later posi-
tive peak we observed for Act- sounds might, therefore, be 
explained not as a delay of the P2, but as an additional ERP 
component overlaying the reduced P2 we expected for the 
processing of Act- sounds. Interestingly, a similar pattern of 
an additional later component was seen in studies entailing 
also external sounds that were presented intermixed with the 
self- generated sound (Baess et al., 2011; Ghio et al., 2018). 
Specifically, visual inspection suggests that the late positive 
component for intermixed external sounds, which were pre-
sented in irregular intervals between self- generated sounds 
and less frequently (only in 40% of the trials), had a later 
peak compared to the more regular external sounds presented 
in a separate block. Accordingly, these findings could be in-
terpreted in terms of an overlaying, additional ERP compo-
nent reflecting an orientation response. The notion that the 
later positive peak for self- generated sounds in the present 
study reflects a separate ERP component is also supported by 
the different topography compared to the peak for externally 
generated sounds.

Considering that sounds in the IoC task were not just 
task relevant, but also accompanied by a monetary reward 
or penalty, they might have gained a strong intrinsic moti-
vational significance for participants, which has been shown 
to enhance P3 amplitudes (Nieuwenhuis et al., 2011). In this 
respect, our results would imply that the desired sounds in 
the low P(O) block were associated with a greater personal 
significance, as P3 amplitudes in the high P(O) block were 
lower. This could be explained by the lower frequency of 
monetary rewards in the low P(O) block, which could have 
led to a high personal significance of the desired sounds as 
markers of reward, but this line of argument would require 
an additional control measure. However, the P2/P3 in our 
paradigm was not exclusively modulated by the frequency of 
the desired sound, as reflected by the factor P(O), but also 
by participants' subjective control ratings. It also has to be 
noted that if personal significance had been established as 
a property of the sound, Ext- sounds should exhibit a similar 
P3 as Act- sounds, as both conditions were presented after the 
IoC task.

While this pattern in the processing of self-  and exter-
nally generated sounds should be further examined in future 
studies, it is important to note that the processing differ-
ences for self- generated sounds induced by different levels 
of IoC in the present study were found already between 160 

and 200  ms after tone onset, in the time window centered 
on the P2/P3a peak for the processing of external sounds. It 
seems that IoC, and possibly agency, affects processing im-
mediately after the typical N1 time window and thus after 
the efference- copy based comparison between predicted and 
actual sensory input.

4.4 | Limitations of the study

One concern in interpreting the results of the present study 
is that we cannot exclude that different expectation strengths 
for the upcoming tone stimuli caused the differential effect 
on the P2/3a in the high and low P(O) block. Even though the 
relationship of button presses and sounds in both IoC training 
conditions was non- contingent, desired sounds followed but-
ton presses much more often in the high IoC than in the low 
IoC condition. In the high IoC condition, a generally higher 
expectation of sounds occurring after button presses may 
thus have led to lower P2/P3a amplitudes, similar to studies 
in which P2 reductions for self- generated sounds were found 
when external sounds could be expected based on visual 
cues. This explanation for our findings seems unlikely, how-
ever, because the effect was not found for participants that 
perceived only small differences in their control over sound 
production between both conditions. It is of course still pos-
sible that interindividual differences in IoC only affected the 
expectation of sound appearance after button presses in the 
context of a higher- level prediction process, independently 
of judgments about the agency. It also must be noted that 
postdictive agency in our design was never ambiguous, as 
all sounds presented in the Act- sound condition were gen-
erated by the participants, and the cause- effect relationship 
was never questioned. In future examinations of predictive 
influences on the agency, perceived control should thus be 
manipulated in a self- generation paradigm without altering 
expectedness, while allowing uncertainty about the source of 
the produced stimuli.

4.5 | Conclusion

We induced either high or low IoC over the production of 
a sound in order to assess effects on the neural processing 
of this sound in a subsequent self- generation task, where it 
was either self- generated or not. We found no effect of the 
IoC on the N1 reduction for self-  versus externally gener-
ated sounds, which is in line with the assumption that motor- 
related prediction mechanisms are reflected in this early 
processing stage. A reduction of the P2/3a was found when 
the perceived IoC was high. This suggests that the later pro-
cessing stage is affected by predictive aspects underlying the 
judgments of the agency.
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Abstract
It has been suggested that during action observation, a sensory representation of the observed action is mapped onto one’s own 
motor system. However, it is largely unexplored what this may imply for the early processing of the action’s sensory consequences, 
whether the observational viewpoint exerts influence on this and how such a modulatory effect might change over time. We tested 
whether the event-related potential of auditory effects of actions observed from a first- versus third-person perspective show 
amplitude reductions compared with externally generated sounds, as revealed for self-generated sounds. Multilevel modeling on 
trial-level data showed distinct dynamic patterns for the two viewpoints on reductions of the N1, P2, and N2 components. For 
both viewpoints, an N1 reduction for sounds generated by observed actions versus externally generated sounds was observed. 
However, only during first-person observation, we found a temporal dynamic within experimental runs (i.e., the N1 reduction only 
emerged with increasing trial number), indicating time-variant, viewpoint-dependent processes involved in sensorimotor predic-
tion during action observation. For the P2, only a viewpoint-independent reduction was found for sounds elicited by observed 
actions, which disappeared in the second half of the experiment. The opposite pattern was found in an exploratory analysis 
concerning the N2, revealing a reduction that increased in the second half of the experiment, and, moreover, a temporal dynamic 
within experimental runs for the first-person perspective, possibly reflecting an agency-related process. Overall, these results 
suggested that the processing of auditory outcomes of observed actions is dynamically modulated by the viewpoint over time.

Keywords Auditory ERP · Action observation · Viewpoint · Agency

The phenomenon of attenuated perceptual intensity and 
reduced neurophysiological responses for self-produced 
compared with environmental stimuli (Baess et al., 2011; 
Sato, 2008) is usually attributed to the inherent predictabil-
ity of these stimuli. There is disagreement, however, about 
the contribution and role of motor representations in gen-
erating such predictions (Dogge et al., 2019; Korka et al., 
2021; Picard & Friston, 2014; Reznik & Mukamel, 2019). 
While in the framework of predictive coding, goal-directed 
motor actions are assumed to contribute more at a cognitive 
level (i.e., as an intention or goal) to the prediction of sen-
sory action outcomes (Kilner et al., 2007; Picard & Friston, 

2014), motor control theory suggests that motor-based inter-
nal forward models enable this prediction (Blakemore et al., 
2001; Miall & Wolpert, 1996; Wolpert & Flanagan, 2001). 
According to the latter account, copies of motor commands 
are sent from the supplementary motor areas to the cerebel-
lum, where sensory consequences of the resulting actions 
are computed, so that these can be considered in perceptual 
processing (Blakemore et al., 2001).

In the auditory domain, electroencephalography (EEG) 
studies consistently reported a reduction of the event-related 
potential (ERP) component N1 and a later positive com-
ponent (P2/P3a) for self-produced versus external stimuli 
(Baess et  al., 2011; Horváth, 2015; Schafer & Marcus, 
1973). The reduction of the auditory N1 amplitude has been 
associated with motor-based forward model predictions, as 
it is less pronounced or absent when motor information is 
lacking, e.g., for visually cued auditory stimuli (Klaffehn 
et al., 2019; Lange, 2011; Sowman et al., 2012), or when 
the forward model is assumed to be compromised, as in cer-
ebellar lesion patients (Knolle et al., 2012, 2013a). The N1 
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reduction also is less pronounced for involuntary movements 
(Jack et al., 2021; Timm et al., 2014). On the contrary, in all 
of these circumstances P2 amplitude reductions have been 
reported, thus indicating a reliance of P2 modulations on 
nonmotor predictions. Furthermore, P2 amplitude reduc-
tions have been shown to be sensitive to situational context 
information related to agency, i.e., the sensation of author-
ship over a stimulus (Kühn et al., 2011; Timm et al., 2016) 
or the perceived control over stimulus appearance (Seidel 
et al., 2021).

An aspect that has received less attention so far is the 
extent to which similar processes that have been proposed to 
underlie processing of sensations generated by own actions 
are also shared for sensations caused by observed actions. 
After the discovery of mirror neurons that discharge both 
when a goal-directed action is executed and observed (Bonini, 
2017; Di Pellegrino et al., 1992; Mukamel et al., 2010; Riz-
zolatti & Sinigaglia, 2016), it was hypothesized that observed 
actions also might trigger motor-based forward model pre-
dictions, which in turn might modulate sensory processing 
during action observation, similar to action performance 
(Wolpert et al., 2003). This hypothesis has been addressed 
by few electrophysiological studies to date (Ghio et al., 2018, 
2021; Poonian et al., 2015). In our previous studies, we found 
reduced auditory P2 amplitudes for sounds elicited by actions 
observed on a computer screen (Ghio et al., 2018) and in per-
son (Ghio et al., 2021), whereas N1 amplitudes were reduced 
only in the former study. One possible explanation for the 
differential pattern of the N1 may be related to the differ-
ence between the studies in stimulus timing. In the study 
with on-screen observation (Ghio et al., 2018), there was a 
delay of nearly 200 ms between observed button press onset 
and tone, whereas in the study with in-person observation 
(Ghio et al., 2021), there was a delay of approximately 50 
ms. In the latter study, the delay may have been too short for 
action-related information to affect early processing of the 
action-related sound, as for action observation the motor sys-
tem is activated later compared with self-action (Sebastiani 
et al., 2014). Furthermore, study differences in terms of their 
setting may have contributed to the different result pattern 
in the sense that motor action animations with standardized, 
time-controlled visual stimuli (as in the study with on-screen 
observation, Ghio et al., 2018), in contrast to a naturalistic 
setting (as in the study with in-person observation Ghio et al., 
2021) might have facilitated a motor-based prediction during 
action observation, possibly in form of an internal forward 
model, as described above. Similarly as for self-performed 
action, a reduction of the P2 in both of our previous studies 
could then be interpreted to reflect a more general predictive 
mechanism in action observation, which does not necessarily 
rely on precise motor-related information.

Interestingly, neurophysiological responses by nonhuman 
primates and humans during action observation also have 

been shown to be sensitive to the observer’s viewpoint (first-
person versus third-person). For instance, it has been shown 
that a large proportion of single cells in the monkey premo-
tor area F5 shows a selective preference, that is, a stronger 
discharge, for one specific compared with other tested 
viewpoints (Caggiano et al., 2011; Maranesi et al., 2017). 
Moreover, a modulation by viewpoint has been shown for 
local field potentials in the monkey area F5 (Caggiano et al., 
2015). Observing motor actions from a first-person com-
pared with a third-person perspective was associated with a 
significantly stronger power increase in the low-frequency 
band (2-10 Hz), which also is found during action execution. 
In humans, mu-rhythm suppression during action observa-
tion, which is regarded to reflect “mirror neuron activity” 
(Pineda, 2005), has been shown to be stronger during first-
person compared with third-person observation of reach-to-
grasp actions (Angelini et al., 2018; Drew et al., 2015; Fu 
& Franz, 2014).

This indicates a specialized processing of actions seen in 
first-person, supporting the notion that correlated visual and 
motor/proprioceptive experience, which occurs more fre-
quently with a first-person perspective (e.g., when monitor-
ing own actions for correctness during execution) than with 
a third-person perspective (e.g., when copying the actions of 
a dance teacher) is key to their neurophysiological coupling 
(Heyes, 2001). A stronger association between own actions 
and actions observed from a first-person compared with a 
third-person perspective also might facilitate sensory pre-
dictions relying on motor information and therefore might 
have (additionally) contributed to the differential pattern of 
findings of our previous studies, as the animations used by 
Ghio et al. (2018) showed another person’s hand performing 
button presses in a first-person perspective, while partici-
pants in Ghio et al. (2021) observed a person sitting next 
to them, i.e., from a third-person perspective. A systematic 
testing of the effects of the observer’s viewpoint on sensory 
predictions, however, is so far missing.

Furthermore, another crucial aspect that has only recently 
been considered is that motor-based sensory prediction can 
change within a short period of time, consistently with the 
adaptive nature of internal models (Miall & Wolpert, 1996). 
For instance, Kilteni et al. (2019) demonstrated that exposure 
to a systematic delay (100 ms) between the execution and 
reception of a self-generated touch led to a decrease of per-
ceptual attenuation for immediately delivered self-initiated 
touch and an increase of the attenuation for the delayed touch, 
representing a retuning of the internal (forward) model. As 
has been pointed out by Dogge et al. (2019), such learning 
mechanisms may be particularly relevant for predictions con-
cerning environment-related (as opposed to body-related) 
action outcomes, such as the sounds resulting from button 
presses in the self-generation paradigm. In one EEG study 
in the auditory domain, Timm et al. (2016) showed that after 
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exposure to a systematic delay (200 ms) between the action 
execution and a self-generated sound, amplitude attenua-
tions for self-generated sounds presented immediately and 
without this delay (versus visually cued external sounds) 
were reduced, although only for the P2 and not the N1 com-
ponent. Furthermore, Schneider et al. (2018) showed that 
mice learn to selectively suppress reafferent auditory corti-
cal responses to auditory sensations that are coupled to their 
movements via training in an acoustic virtual reality system. 
Thus, also for observed actions increasing exposure over the 
course of the experiment could allow for the tuning of an 
internal model of the observed action and its effect, which 
would be reflected in dynamic changes in the processing of 
the action outcome. A possibility to examine such changes 
over the course of an experiment is to model variables for the 
time course in multilevel modeling, which is an increasingly 
popular statistical approach that also has been applied to the 
analysis of auditory ERPs in recent years (Bolt & Loehr, 
2021; Pinheiro et al., 2019; Seidel et al., 2021; for an over-
view, see Volpert-Esmond et al., 2021). Applied on trial-level 
data, it allows modeling of trial-to-trial variability and, thus, 
dynamic changes in the processes underlying ERP compo-
nents within an experiment. These processes may comprise 
confounding variables, such as fatigue, as well as variables 
of interest, such as the above-mentioned learning processes.

The present study addressed the question whether the 
viewpoint during action observation can affect the process-
ing of auditory consequences of observed motor actions by 
employing a purely observational version of the standard 
self-generation paradigm (Horváth, 2015) to test ERP modu-
lations for sounds elicited by actions observed from a first- 
versus third-person perspective compared with externally 
generated sounds. Participants watched videos of actors 
producing sounds by button presses from both viewpoints, 
while we recorded EEG data and ocular gaze position on 
the screen. For both viewpoint conditions, sounds were pre-
sented around 300 ms after the onset of button press anima-
tion, thus enabling a motor prediction available in early audi-
tory processing. To consider potential dynamic changes over 
time in the processing of auditory consequences of observed 
motor actions and examine whether the modulatory effect of 
the viewpoint appears in a time-variant fashion, we analyzed 
the data with linear mixed-effects models, as an applica-
tion of multilevel modelling, on trial-level data. By applying 
this approach, we not only modelled the effects of Sound 
Type (action- and externally generated sounds) and View-
point (first- and third-person) as experimental factors to test 
viewpoint-dependent auditory ERP attenuation for action-
generated versus externally generated sounds during action 
observation, but we also modelled the temporal structure 
of the experiment to consider potential learning processes 
in action observation. More specifically, we included two 
predictors that model time on different levels, that is, a) the 

predictor Run to account for the division of each experimen-
tal condition in two identical experimental runs presented, 
respectively, in the first and second half of the experiment, 
and b) the predictor Trial number to model developments 
with increasing trials within each run for each condition (see 
Methods).

For the N1 component, in line with the hypothesis that 
the mirror neuron system might be involved in generating 
action-observation based predictions, at least when the 
delay between action and its consequence is long enough 
to enable a motor prediction available in early auditory pro-
cessing (Ghio et al., 2018), we expect the amplitude to be 
reduced for observed action- compared to externally gen-
erated sounds for both viewpoints. Furthermore, based on 
evidence for a stronger involvement of the mirror neuron 
system for a first-person perspective (Angelini et al., 2018; 
Fu & Franz, 2014), we expected a stronger N1 reduction for 
sounds resulting from observed actions for the first- than 
the third-person perspective condition. Effects of the time 
course that interact with the type of sound are of particular 
interest, as such interactions could reflect learning processes 
in action observation. Consistent with the role of learning 
in predicting environmental action outcomes (Dogge et al., 
2019), we expected that the general N1 attenuation for self-
generated sounds would become stronger over the course 
of the experiment. Effects of the time course that, in addi-
tion to the type of sound, depend on the viewpoint during 
observation could indicate a difference in the ease of learn-
ing between viewpoints. Because learning a motor-based 
prediction, as hypothesized for the N1, might be facilitated 
by a stronger motor involvement as associated with a first-
person perspective during action observation, we expected 
the increase in N1 attenuation over time to be stronger for 
the first-person than for the third-person perspective.

Regarding the P2 component, previous studies suggested 
that this component is not sensitive to motor-related, but 
rather general, context-dependent predictions (Knolle et al., 
2013a; Seidel et al., 2021), and thus it is unlikely that differing 
mirror neuron system activity in the first- versus third-person 
perspective would affect this component. Because the motor 
action to be observed cues sound onset for both viewpoints 
equally and, thus, allows context-dependent predictions, we 
expected the P2 to be reduced for observed action-generated 
compared with externally generated sounds irrespective of 
the viewpoint conditions, but, in contrast to the N1, without a 
stronger reduction for the first- versus third-person perspec-
tive (as this was hypothesized to reflect a stronger involve-
ment of the mirror neuron system in action-based prediction 
mechanisms not involved here). On the contrary, given that 
P2 amplitude reductions have been shown to be sensitive to 
agency ambiguity (Kühn et al., 2011; Timm et al., 2016), we 
speculated that the first-person perspective may introduce 
such an ambiguity, as it is similar to looking at one’s own 
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hands. This could result in a diminished P2 reduction com-
pared to the third-person perspective, which emphasizes the 
self-other distinction, and may thus enable an easier agency 
judgement. Concerning the effects of the time course, we can 
hypothesize that the suspected advantage in agency attribution 
for the third-person perspective might become less strong over 
the course of the experiment, as any initial agency ambigu-
ity for the first-person perspective might dissolve over time, 
reflected in an increase in P2 attenuation over time only for 
the first- but not for the third-person perspective.

Method

Participants

Twenty-seven participants (13 females, 14 males, mean age 23.7 
years ± 4.4) with normal or corrected-to-normal vision and nor-
mal hearing took part in the experiment. The sample size was thus 
slightly larger compared to our previous studies where we found 
within-subject modulations of the auditory attenuation effect in 
groups of 20 participants (Ghio et al., 2018, 2021). Except for one 
participant, all reported to be right-handed. None of the partici-
pants reported a history of neurological disease, mental disorder or 
current medication affecting the central nervous system. Informed 
written consent was obtained from each participant before the 
experiment. Participants received either course credit or money as 
compensation. This study was approved by the Ethics Committee 
of the Faculty of Mathematics and Natural Sciences at Heinrich 
Heine University Düsseldorf, Germany.

Materials

Visual stimuli

As outlined in the Introduction, the purpose of the experi-
ment was to study the processing of sounds that were elicited 
by observed button presses. We therefore recorded videos 
showing the hand of either a male or female actor pressing a 
button on a Cedrus RB-740 response pad (www. cedrus. com) 
with their right index finger. Furthermore, the viewpoint was 
varied. The button presses were shown either from the first- 
or from a third-person perspective, so that there were four 
versions of the video in total. The observed persons wore a 
white lab coat, which was identical to the one worn by the 
participants during the EEG recording (see below), and the 
videos were recorded in the same EEG-chamber in which 
the EEG data acquisition was conducted. Figure 1A contains 
example images showing the female actor (for further infor-
mation on the video recording, including example images of 
the male actor, see supplementary material S1).

For visual stimulation during the experiment, however, 
ten consecutive images (resolution 1920 × 1080 px) were 
extracted from each video and were shown in succession (see 
below), so that the ERPs could be time-locked to comparable 
points in time during the observed button press for each ver-
sion. The first image of each sequence showed the finger above 
the button, while in the last image the button was fully pressed 
(Fig. 1B). During the experiment, the images were shown on a 
60-Hz monitor, with consecutive images appearing every sec-
ond frame, so that each image was shown for approximately 33 

Fig. 1  A: Images from the first- and third-person perspective showing 
the female actor holding the right index finger in the starting position 
for each button press (Act-sound condition) and resting the right hand 
on the button box (Ext-sound condition). B: Close-up of the first and 
the last image (of the sequence of 10 images) of the Act-sound con-

dition from the first- and third-person perspective, showing the right 
index finger of the female actor in the starting position and while 
fully pressing the button. Please note that the same images used for 
the button press sequence in the Act-sound condition also were used 
for the Motor-only condition

http://www.cedrus.com


1179Cognitive, Affective, & Behavioral Neuroscience (2023) 23:1175–1191 

1 3

ms, which led to the impression of a fluid button press motion 
(see below for further details). In addition to the images for 
the observed button press, one image was taken per version 
(female or male in first- or third-person perspective), which 
showed the hand of the actor on the button box in a closed fist 
(Fig. 1A). This image was used for the condition in which no 
button presses were observed (see below).

Auditory stimulus

The sound played during the experiment was created with 
MATLAB R2019a (MathWorks Inc., Natick, MA) and deliv-
ered via over-ear headphones (Sennheiser HD 201) with the 
same duration and pitch for all experimental conditions 
(1000 Hz, 200-ms duration, 20-ms fade in/out).

Experimental design

We adapted the block designed self-generation paradigm 
(Horváth, 2015), which usually involves active button presses 
by the participants, in order to create an observational vari-
ant of it. Although the participants of the present study only 
engaged in an observational variant of the self-generation 
paradigm and never performed actions themselves, we will 
use the labels for the experimental conditions that are usually 
used in active versions of the paradigm (see previous stud-
ies involving observational versions of the self-generation 
paradigm, Ghio et al., 2018, 2021). The paradigm involved 
the observational variant of the three standard conditions of 
the self-generation paradigm (Horváth, 2015). In one con-
dition, the observed actor performed a sequence of button 
press actions that elicited sounds (Act-sounds). In another 
condition, externally generated sounds (Ext-sounds) not pre-
ceded by an observed button press were played. Finally, in the 
Motor-only condition, the observed actor performed button 
presses without producing sounds. The Motor-only condition 
merely served to control for effects of movement observation 
on the ERPs (see below for details), and only the ERPs from 
the motor-corrected Act- and Ext-sound conditions entered 
the analysis. Importantly, and in accordance with the main 
purpose of the present study, the viewpoint of the observed 
action (first- versus third-person) was added as a further factor 
to the paradigm, yielding a 2 x 2 experimental design, with the 
factors Sound Type (Act-sounds, Ext-sounds) and Viewpoint 
(first-person, third-person) as within-subject factors. The dif-
ferent conditions are explained in detail in the following.

Act‑sound condition

Trials of the Act-sound condition started with the presenta-
tion of the first image of the button press sequence according 
to the condition (first- or third-person), showing the finger of 
a female or male actor (gender-matched to the participant) in 

the starting position above the button for an average of 1600 
ms (± 200 ms random variance). Then, the next nine images 
in the sequence were shown consecutively to illustrate a but-
ton press by the observed person. Eight images were shown 
for approximately 33 ms each; the last one showed the but-
ton fully pressed was presented for ca. 267 ms. Then, the 
images were shown in reversed order with identical tim-
ing to illustrate the button release. The total duration of the 
observed button press and release was ca. 800 ms. The aver-
age interval between observed button presses was 2400 ms 
(Fig. 2). Importantly, the tone was time-locked to the image 
showing the button fully pressed, with a delay of approxi-
mately 30 ms. It thus appeared ca. 300 ms after the start of 
the observed button press. Participants were instructed to 
observe the actions and listen to the sounds attentively. To 
ensure that participants focused on the button press action, 
binocular gaze positions were continuously recorded using a 
dark pupil eye-tracker (see below for details on eye-tracking 
data acquisition and processing).

Ext‑sound condition

During the Ext-sound condition, all sounds from the previous 
Act-sound condition were replayed with the same timing, but 
importantly they were not preceded by an observed button 
press. Instead, the image of the resting hand (again gender-
matched to the participant) was continuously presented. In 
this sense, Viewpoint (first- versus third-person) also was 
varied in the Ext-sound condition, although no button press 
actions were performed. Participants were instructed to atten-
tively fixate the button and listen to the sounds.

Motor‑only condition

Because the Motor-only condition is usually employed in the 
self-generation paradigm to account for electrophysiological 
responses solely driven by the motor action (Horváth, 2015), 
we applied an analogous correction procedure for observed 
button presses as we did in our previous work (Ghio et al., 
2018, 2021). The visual stimulation in the Motor-only condi-
tion was identical to the visual stimulation in the Act-sound 
condition, but no sounds were presented. Participants were 
instructed to attentively observe the button press actions. 
Binocular gaze positions were continuously recorded in this 
condition as well to ensure that participants focused on the 
button press action.

Experimental procedure

Participants first completed the consent form and a brief 
demographic questionnaire. For the EEG acquisition session, 
during which also eye-movement data were recorded, partici-
pants were seated in an electrically and acoustically shielded 
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chamber, in front of a 22-inch LCD monitor with a resolution 
of 1680 × 1050 px. A chin-rest was placed at a preset height 
for a fixed viewing distance of 62 cm to the screen.

Following the instructions, 11-trial versions of the Act-
sound and Ext-sound conditions were presented, once from 
each viewpoint to familiarize participants with the experi-
mental procedures. This was followed by four experimental 
runs, each consisting of the three conditions as separated 
blocks in a fixed order (i.e., Act-sound, Ext-sound, Motor-
only). The different runs alternated between showing the 
observed person from the first- or third-person perspective, 
with the starting viewpoint counterbalanced between partici-
pants. This resulted in two identical runs per Viewpoint, one 
in each half of the experiment, yielding the two-level predic-
tor Run in the analysis. Before each condition, participants 
were informed whether they would observe button presses 
and/or listen to sounds and could take a self-administered 
break before starting the condition. Fifty-one button presses 
and/or sounds were presented within each condition in each 
run, the first of which was disregarded in the analyses, for a 
total of 100 Act- and 100 Ext-sounds entering analysis for 
each viewpoint (50 from each run). Stimulus presentation 
was controlled via Presentation® software (Version 20.3, 
Neurobehavioral Systems, Inc., Berkeley, CA, www. neuro 
bs. com). To assure that the time delay between sounds and 
the corresponding EEG sound markers was minimized, a 
Sound Blaster Audigy Rx (Creative Technology Ltd., Sin-
gapore) in “Bit Accurate Playback” mode was used and the 
Presentation Mixer was set to “exclusive.”.

Eye movement data acquisition and analysis

For each condition involving button presses, binocular gaze 
positions were continuously recorded using a dark pupil eye-
tracker (iView X RED 500, SensoMotoric Instruments) to 
ensure that participants focused on the button press action. A 
9-point calibration of the eye tracker was conducted before each 
condition. After calibration accuracy was briefly checked by the 
experimenter, a focus point for observing the actor’s finger was 
established for the upcoming condition block. For this purpose, 
the first image of the button press sequence for the upcom-
ing condition was presented, and participants were instructed 
to focus their gaze on the finger for one second and press the 
space bar. The gaze position detected by the eye tracker at this 
moment was then displayed and confirmed by the experimenter 
if it was in the general vicinity of the finger. Otherwise, the 
focus detection or the entire calibration procedure was repeated. 
This focus point was saved for each condition for the later anal-
ysis of the gaze position data. To familiarize participants with 
this procedure, it also was performed for the two Act-sound 
condition trainings, but data were not recorded.

Eye movements were recorded at a sampling rate of 500 
Hz with the iView X software (Version 2.8). The raw gaze 
data (extracted with the IDF Converter 3.0.20, SensoMotoric 
Instruments) was analyzed offline in MATLAB R2019a. After 
excluding gaze positions that were detected in only one eye, 
each trial in the Act-sound and Motor-only condition was 
checked to determine whether the participants focused on 
the observed button press. For all gaze positions occurring 

Fig. 2  Experimental sequence for the three conditions of the observa-
tional variant of the self-generation paradigm, with example images 
from the female actor from the third-person perspective. The images 

overlaid with a white “play” sign represent the start of an animation 
of 8 images at a rate of 33.3 ms. Presentation times are rounded. 
*Sound onset approximately 30 ms after image onset

http://www.neurobs.com
http://www.neurobs.com
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in the 300 ms after the onset of the observed button press 
(first frame of the second image of the sequence), and thus 
until the tone was presented, we calculated the distance to the 
focus point established after the eye tracker calibration for the 
respective condition in each block. Trials were excluded from 
further analyses if less than 75% of gaze positions in the 300-
ms interval were within 200 px (approximately 5° viewing 
angle) of the individual focus point. The corresponding trials 
in the following Ext-sound condition were excluded as well 
to ensure that the trials that entered analysis were preceded 
by identical inter-sound-intervals in both conditions. Two par-
ticipants for whom more than 25% of trials had to be excluded 
due to this procedure were excluded from further analyses.

EEG data acquisition and analysis

EEG acquisition

EEG was continuously recorded after the start of the first 
experimental run with Ag/AgCl passive electrodes positioned 
according to the 10-20 system at a sampling rate of 1000 Hz 
and referenced to linked mastoids during acquisition. The 
signal was amplified using a BrainAmp Standard amplifier 
and recorded via BrainVision Recorder software (Version 
1.21.0402, Brain Products GmbH, Germany). Four electrodes 
were used to measure the electrooculogram (electrodes F9 and 
F10 for horizontal, Fp2 and a separate electrode below the right 
eye for vertical eye movements). AFz position was used for the 
ground electrode. Impedances were kept below 5 kΩ. The other 
28 electrodes were placed at the following positions: F7, F3, Fz, 
F4, F8, FT7, FC3, FCz, FC4, FT8, T7, C3, Cz, C4, T8, CP3, 
CPz, CP4, P7, P3, Pz, P4, P8, PO7, PO3, POz, PO4, and PO8.

Preprocessing

Preprocessing was performed with BrainVision Analyzer soft-
ware (Version 2.1.2, Brain Products GmbH, Germany) and 
MATLAB R2019a. After a global direct current de-trend, But-
terworth zero-phase filters (low cutoff: 0.3 Hz, 24 dB/oct; high 
cutoff: 30 Hz, 24 dB/oct), a notch filter (50 Hz), and a semiau-
tomatic independent component analysis (ICA, steps = 512) 
for the removal of ocular artifacts were applied. The corrected 
data were segmented into epochs of 700 ms, starting 200 ms 
before sound onset (a muted sound stimulus was played in the 
Motor-only condition for this purpose). Segments underwent 
an automatic artifact rejection (maximal allowed voltage step: 
50 μV/ms, maximal allowed difference of values within 100-
ms intervals: 100 μV, maximal/minimal allowed amplitude: 
± 100 μV, lowest allowed activity within 100-ms intervals: 
0.5 μV) and were subsequently baseline corrected using the 
interval of 200 ms before (muted) sound onset.

Similar to studies in which sounds were actively produced 
by motor actions (Horváth, 2015), activity evoked by motor 

observation was removed from the Act-sound segments 
(similar to Ghio et al., 2018, 2021). The motor correction 
was applied for each participant, Viewpoint and Run sepa-
rately. For this purpose, segments of the Motor-only condi-
tion were averaged, separately for the first and second run in 
the experiment, the first- and the third-person perspective and 
each participant. Then, we subtracted the averaged Motor-only 
segment (run- and viewpoint-specific) from each individual 
Act-sound segment (of the corresponding viewpoint and run) 
to enable analysis based on single-trials (for a visualization 
of the grand averages of the uncorrected and corrected Act-
sounds and Motor-only segments, see supplementary material 
S3). Visual inspection of these grand averages suggested that 
the ERPs in the motor-only condition might differ between 
viewpoints. This was explored in a separate analysis reported 
in the supplementary material S3. Importantly, since the motor 
correction was performed separately for the two viewpoints, 
the motor-corrected Act-sound segments (hereafter referred to 
as Act-sounds) that entered all further analyses were adjusted 
for such differences in activity evoked by the motor observa-
tion per se and were intended to reflect sound processing only.

To determine the ERP components of main interest, we 
then created an overall grand average across the Act-sound 
and Ext-sound conditions for both viewpoints (Fig. 3A). Visual 
inspection of these grand averages suggested that the signal 
was modulated by the experimental conditions not only in the 
N1 and P2 time windows, as expected, but also at a negative 
peak around 300 ms, which also was explored. In accordance 
with Sugimoto et al. (2021), we will refer to this component as 
N2. Analysis of the N2 component reported below are explora-
tory and not based on a priori hypotheses. We determined Fz, 
FCz, and Cz as the appropriate electrodes for our analyses, 
based on the topographical maps shown in Fig. 3B for the over-
all grand average at the peaks of the components of interest (a 
similar approach was applied in Seidel et al., 2021).

To prepare the dataset to apply linear mixed effects 
models on trial-level data, data extraction for each com-
ponent was performed in three steps. First, we localized 
peaks in the grand average collapsed over all conditions 
and participants for each electrode. The latencies of these 
peaks (averaged between electrodes and rounded) were 
94 ms (N1), 167 ms (P2), and 284 ms (N2). Second, we 
determined peaks in the data averaged separately for each 
Sound Type, Viewpoint, Participant, Electrode, and Run 
in a time window of 100 ms around the peaks found in 
the previous step. Since for some subjects, no peaks were 
found in these time windows, we extended the time win-
dow for the P2 (117–230 ms) and N2 (220–334 ms) detec-
tion. The N1 detection time window was slightly short-
ened (50–144 ms) to avoid the selection of a very early 
separate peak in only one condition for one participant. In 
a third step, we calculated a mean amplitude value for each 
trial, averaging the amplitude values from a 40-ms time 
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window centered on the latency of the previously detected 
peak for this trial's condition and electrode.

For the purpose of detecting outliers in the single-trial mean 
amplitudes processed for statistical analysis, means and stand-
ard deviations were calculated across trials separately for each 
Sound Type, Viewpoint, Electrode, and Run combination. 
Single-trial values were removed if they differed more than 2.5 
standard deviations from the respective mean. The resulting 
number of trials per condition (averaged across participants) 
after preprocessing and outlier-removal can be found in Table 1.

Statistical analysis

Single-trial mean amplitude data from the N1, P2, and the N2 
component were analyzed separately by applying the same pro-
cedure. Specifically, each dataset was fitted, using the restricted 

maximum likelihood approach, to the same linear mixed effects 
model, which included the simple coded fixed-effect predic-
tors Sound Type (Ext-sounds [−0.5], Act-sounds [0.5]), and 
Viewpoint (first-person [−0.5], third-person [0.5]) as the 
experimental factors of main interest. To model the course of 
the experiment, as suggested by Volpert-Esmond et al. (2021), 
two additional predictors were added. As each experimental 
condition was presented in two identical runs of 50 trials (for 
a total of 100 trials per condition), one in the first half and one 
in the second half of the experiment, we included the fixed-
effect predictor Run (first [−0.5], second [0.5]) to account for 
the temporal separation of the two sets of trials. We also added 
the continuous fixed-effect predictor Trialnumber (1-50) to 
model developments over the 50 trials in each run. This pre-
dictor coded the original temporal position of each trial within 
each condition and accommodated rejected trials. For example, 

Fig. 3  A: Overall sound-related grand average ERPs at Fz, FCz, and Cz 
across Sound Type and Viewpoint conditions, and the time windows 
(grey rectangles) used for mean amplitude extraction. B: Topographical 

maps showing scalp potentials at the time of the N1, P2, and N2 peaks 
from the overall grand average ERPs seen in A. White circles indicate 
positions for the electrodes Fz, FCz, and Cz (from top to bottom)
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if trial 8 was rejected, this did not lead to a numbering from 
1-49, but from 1-7 followed by 9-50. It is important to note 
that linear mixed effects models using maximum likelihood 
estimation techniques are robust to such unbalanced missing 
observations (Krueger & Tian, 2004). For all participants, the 
predictor was then centered around the fixed value of 25.5 
instead of the actual mean of trial numbers, because this pre-
vented rejected trials from shifting the centering away from the 
factual middle of the block. While the predictor Run tested the 
difference between responses in the first versus second half of 
the experiment and can thus reveal coarse changes in process-
ing, the predictor Trialnumber can provide information on more 
fine-grained changes within a Run. The model also contained 
all possible interactions between all the fixed-effect predictors.

Concerning the random effects, to determine the maximal 
random-effect structure that still allows the model to con-
verge, we started with random intercepts for participants and 
random slopes for the predictors Sound Type and Viewpoint 
and their interaction over participants, and random intercepts 
for electrodes. The only model that converged when adding 
random slopes for Run and Trialnumber over participants 
included random slopes for Run over participants, but no 
interactions with the other predictors. The final model can 
therefore be described as:

Statistical analyses were conducted in R (Version 4.0.3) 
using the lme4 package (Version 1.1-26). To test for sig-
nificant effects, p values were calculated with the lmerTest 
package (Version 3.1-3) with Satterthwaite approximated 
degrees of freedom. In case of significant interactions, we 

Mean Amplitude ∼ Sound Type ∗ Viewpoint ∗ Run ∗ Trialnumber

+ (1 + Sound Type ∗ Viewpoint + Run | Participant ) + (1 | Electrode )

examined them by performing simple effects analyses. For 
two-way interactions involving categorical fixed effects 
(e.g., Sound Type, Viewpoint), we calculated two models, 
in which one of the two predictors involved in the interac-
tion was dummy-coded (0, 1). One model used the first level 
of the predictor as the reference level, and the other used 
the second level. For both models, we then tested the main 
effect of the second predictor involved in the interaction. 
For two-way interactions involving the continuous predic-
tor Trialnumber (for which dummy-coding is not possible), 
when resolving by Trialnumber, we centered this predictor 
around early trials for one model, and around late trials for 
the other. The centering values of 13 and 38 were deter-
mined by adding/subtracting 12.5 (25% of the possible 50 
trials per run) from the centering of 25.5, which was used in 
the main analyses, yielding values that represented the 25th 
and 75th percentile of the Trialnumber value. For three-way 
interactions, we subsequently examined the relevant two-
way interaction at each level of the first predictor. In the sim-
ple effects analyses, the same random effects were specified 
as in the main analysis. An α level of 0.05 was considered 
statistically significant. Interactions are only reported when 
they involve the predictor Sound Type. Analysis code includ-
ing output (with parameter estimates of all fixed effects for 
the three analyzed components) can be found at https:// doi. 
org/ 10. 17605/ OSF. IO/ FGRB3.

Results

For visualization purposes, Figure S3 in the supplementary 
material shows grand averages in each of the two runs for the 
Act- and Ext-sound conditions in the first- and third-person 

Table 1  Average number of trials after preprocessing and outlier-rejection

In preprocessing, trials were removed if the action was not observed (according to eyetracker data), and if they did not pass automatic artifact 
rejection. The final dataset for each component was determined after individual outlier-rejection, resulting in differing trial numbers per compo-
nent and electrode. The maximum number of trials per condition was 100

Dataset Electrode Act-sounds 
first-person
M (SD)

Ext-sounds 
first-person
M (SD)

Act-sounds 
third-person
M (SD)

Ext-sounds 
third-person
M (SD)

After preprocessing All 94.6 (6.5) 94.2 (6.5) 94.4 (7.4) 93.9 (7.8)
After outlier-rejection
N1 Fz 93.3 (6.8) 93.5 (7.5) 93 (6.8) 92.7 (7.8)
P2 Fz 93.4 (6.3) 93.6 (7.2) 92.7 (6.5) 92.8 (7.4)
N2 Fz 93.6 (6.5) 93.5 (7.3) 93 (6.6) 92.5 (7.7)
N1 FCz 93.3 (6.7) 93.4 (7.4) 93.1 (6.7) 92.9 (8)
P2 FCz 93.6 (6.3) 93.5 (7.1) 92.7 (6.5) 92.9 (7.9)
N2 FCz 93.6 (6.3) 93.4 (7.3) 93.2 (6.5) 92.5 (7.9)
N1 Cz 93.1 (6.6) 93.6 (7.5) 93.3 (6.8) 92.9 (8.2)
P2 Cz 93.6 (6.1) 93.4 (7.2) 92.7 (6.6) 92.7 (7.9)
N2 Cz 93.4 (6.2) 93.3 (7.5) 93 (6.6) 92.4 (7.7)

https://doi.org/10.17605/OSF.IO/FGRB3
https://doi.org/10.17605/OSF.IO/FGRB3
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perspective. To visualize potential effects of the predictor 
Trialnumber, grand averages were calculated separately 
for two bins of trials for each run (trials 1-25 and 26-50, 
respectively). Figure 4 provides line plots of the marginal 
estimated means for both types of sounds derived from the 
linear mixed effects models separately for early and late tri-
als (corresponding to the values tested in follow-up simple 
effects analyses) in both runs and each viewpoint for the 
three ERP components that were analyzed.

N1 component

The model fit for the N1 amplitudes yielded a significant main 
effect of Sound Type, F(1, 25.88) = 8.54, p = 0.007, b = 0.61, 
with less negative mean amplitudes for Act-sounds than for 
Ext-sounds. The main effect of Viewpoint, F(1, 25.20) = 0.11, 
p = 0.745, and the Sound Type by Viewpoint interaction did 
not reach significance, F(1, 25.86) = 0.36, p = 0.556.

We found a significant interaction of Sound Type by 
Trialnumber, F(1, 30046.18) = 20.58, p < 0.001, as well 
as a three-way interaction of Sound Type by Viewpoint by 
Trialnumber, F(1, 30045.19) = 15.41, p < 0.001 (Fig. 4). 
Simple effects analyses to solve the three-way interaction 
revealed that the interaction of Sound Type by Trialnumber 
is only significant for the first-person, t(30041.49) = 5.98, p 
< 0.001, but not the third-person perspective, t(300048.45) 
= 0.43, p = 0.666. Further simple effects analyses showed 
that for the first-person perspective, amplitudes for Act-
sounds were significantly reduced compared to Ext-sounds 
in late trials across runs, t(33.36) = 3.42, p = 0.002, b = 
1.18, but not in the early trials, t(32.65) = −0.65, p = 0.519. 
For the third-person perspective, this reduction for Act-
sounds amplitudes were found for early, t(34.74) = 2.21, p 
= 0.034, b = 0.70, as well as late trials, t(34.82) = 2.53, p = 
0.016, b = 0.80. An alternative resolution showed that dur-
ing first-person observation, amplitudes became significantly 
less negative with increasing Trialnumber for Act-sounds, 
t(30045.76) = 5.91, p < 0.001, b = 0.04 (a reduction of 1.96 
μV over 50 trials), whereas Ext-sounds amplitudes became 
significantly more negative, t(30045.07) = −2.55, p = 0.011, 
b = −0.02 (an increase of 0.85 μV over 50 Trials). During 
third-person observation, no significant effect of Trialnum-
ber was found, both p > 0.157. No other interaction with 
Sound Type reached significance, all ps > 0.363.

P2 component

Fitting the P2 amplitudes to the model revealed no significant 
main effects of Sound Type, F(1, 26.22) = 3.23, p = 0.084, or 
Viewpoint, F(1, 26.00) = 0.04, p = 0.846, or Sound Type by 
Viewpoint interaction, F(1, 25.98) = 1.11, p = 0.302.

We found a significant Sound Type by Run interac-
tion, F(1, 30066.87) = 25.58, p < 0.001 (Fig. 4). Follow 

up simple effects analyses revealed a significant reduction 
of amplitudes for Act- versus Ext-sounds in the first run, 
t(34.35) = −3.49, p = 0.001, b = −1.01, but not in the sec-
ond run, t(34.49) = −0.13, p = 0.901. All other interactions 
with Sound Type did not reach significance, all ps > 0.105.

Exploratory analysis: N2 component

The model fit for mean amplitudes from the late N2 time 
window revealed a significant main effect of Sound Type, 
F(1, 26.05) = 18.55, p < 0.001, b = 0.96, reflecting less 
negative amplitudes for Act- compared to Ext-sounds. The 
main effect of Viewpoint, F(1, 25.83) = 0.75, p = .394, and 
the Sound Type by Viewpoint interaction, F(1, 26.16) = 
2.64, p < .116, were not significant.

We found a significant Sound Type by Run interaction, 
F(1, 30055.38) = 12.71, p < 0.001. Subsequent simple 
effects analyses showed significantly smaller amplitudes for 
Act- compared to Ext-sounds, both for the first run, t(39.57) 
= 2.32, p = 0.025, and the second run, t(39.90) = 5.42, p < 
0.001, but parameter estimates revealed that the amplitude 
difference for the second run (b = 1.35) was larger than for 
the first run (b = 0.58).

There were significant interactions between Sound Type 
and Trialnumber, F(1, 30038.60) = 12.27, p < 0.001, and 
between Sound Type, Viewpoint, and Trialnumber, F(1, 
30036.63) = 8.00, p = 0.005. Simple effects analyses to 
solve the three-way interaction showed that the Sound 
Type by Trialnumber interaction was only significant for 
the first-person, t(30031.68) = 4.48, p < 0.001, but not for 
the third-person perspective, t(30040.93) = 0.48, p = 0.634. 
Subsequent simple effects analyses in first-person perspec-
tive revealed significantly reduced Act- compared with Ext-
sound amplitudes in early, t(33.60) = 2.03, p = 0.050, b = 
0.76, and late trials, t(34.37) = 5.15, p < 0.001, b = 1.95, but 
with higher parameter estimates for late trials. The analysis 
for third-person perspective showed no significant Sound 
Type effect in early trials, t(36.29) = 1.48, p = 0.148, or in 
late trials, t(36.13) = 1.86, p = 0.071. No other interaction 
with Sound Type reached significance, all ps > 0.116.

Discussion

The present study investigated whether the viewpoint dur-
ing action observation affects the sensory processing of 
auditory effects elicited by observed motor actions and 
whether this hypothesized modulatory effect dynamically 
changes over time. ERP components associated with audi-
tory processing were compared between sounds generated 
by actions observed from a first-person and third-person 
perspective and externally generated sounds during the 
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Fig. 4  Line plots of the marginal estimated means for the linear 
mixed effects models. Each run consists of 50 trials, the “early” and 
“late” trials displayed are trial 13 (25.5 - 12.5) and trial 38 (25.5 + 

12.5) of the runs, corresponding to the simple effects analyses. Error 
bars represent one standard error
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first versus second run of the experiment. The fine-grained 
temporal dynamics within each run of the experiment also 
were examined by modelling the temporal position of each 
individual trial in each condition. By using multilevel mod-
eling on trial-level data (Volpert-Esmond et al., 2018), we 
found distinct dynamic patterns of amplitude reductions of 
the N1, P2, and N2 components for the two viewpoints over 
the course of the experimental session. While a significant 
reduction of the N1 component in response to sounds gen-
erated by actions observed from a third-person perspective 
was observed over the entire course of the experiment, a 
significant N1 reduction when observing from a first-person 
perspective only emerged later in each experimental run, 
but was not present in the beginning, i.e., it developed with 
increasing number of trials. For the P2, we observed a view-
point-independent pattern over the course of the experiment, 
i.e., a general P2 reduction for sounds elicited by observed 
actions in the first but not in the second run, regardless of 
viewpoint. Our exploratory analyses for the N2 revealed dis-
tinct effects between and within runs, with only the latter 
showing a viewpoint-dependent pattern. A stronger reduc-
tion in N2 amplitude was found for the second compared to 
the first run regardless of viewpoint. While the reduction 
in response to sounds elicited by actions observed from the 
first-person perspective increased with increasing number 
of trials, no such temporal dynamic was found for the third-
person perspective.

We hereby partially replicate our previous findings that 
auditory outcomes of observed actions are processed dif-
ferently compared with externally generated sounds (Ghio 
et al., 2018, 2021). Furthermore, we show for the first time 
that this pattern differs dynamically depending on the view-
point and time course during action observation, namely that 
the modulatory effect of viewpoint on auditory ERP attenu-
ation seems to appear in a time-variant fashion.

N1 component

We expected an overall N1 reduction for sounds produced 
by observed actions compared with externally generated 
sounds. Our analyses indeed revealed an overall N1 reduc-
tion for sounds following observed actions, in line with our 
hypothesis and with a previous study from our lab with 
similar relative timing of observed action and outcome 
(Ghio et al., 2018). An N1 reduction for sounds caused by 
motor actions has been interpreted to reflect forward model 
predictions, which in case of one’s own actions are likely 
available even before motion onset due to efference copy 
relayed motor information (Crapse & Sommer, 2008; Reznik 
et al., 2018). Assuming that, based on the neural substrates 
of mirror neurons (Bonini, 2017; Di Pellegrino et al., 1992; 
Mukamel et al., 2010; Rizzolatti & Sinigaglia, 2016), for-
ward model predictions also could be employed during 

action observation (Wolpert et al., 2003). This also can be 
an interpretation for an N1 reduction for sounds caused by 
observed actions.

We also hypothesized that the N1 reduction might be 
larger during first- versus third-person observation since it 
has been shown that action observation from a first-person 
versus third-person perspective evokes stronger mu-rhythm 
suppression (Angelini et al., 2018), which is regarded to 
reflect mirror neuron system activity (Pineda, 2005). This 
hypothesis could not be confirmed, because we did not find 
a significant interaction between the predictors Sound Type 
and Viewpoint. With respect to the temporal dynamics, 
we expected that the N1 reduction for Act-sounds would 
become more pronounced over the course of the experiment 
and that this effect would be stronger for the first-person 
perspective. These hypotheses could only partially be con-
firmed. We did see an interaction between Sound Type and 
Trialnumber, hinting at a stronger N1 reduction for Act-
sounds in later trials, and this effect was indeed further mod-
ulated by Viewpoint. However, during first-person obser-
vation, there was no significant N1 reduction at the start 
of each run, but it developed only toward later trials. This 
pattern was driven mostly by significantly decreasing Act-
sound amplitudes over the course of the experiment but also 
was amplified by a (relatively smaller) amplitude enhance-
ment for Ext-sounds. For the third-person perspective, in 
turn, we observed a stable reduction over the entire course 
of the runs. This pattern of results suggests that, opposite to 
our hypothesis, the third-person perspective during action-
observation facilitates the mechanism underlying the N1 
reduction, whereas for the first-person perspective this only 
develops with time (with increasing Trialnumber). Although 
an exploratory analysis revealed effects of Viewpoint on the 
motor-only ERPs before the N1 time window (see supple-
mentary material S2), it seems unlikely that the pattern of 
results was caused (partially) by differential visual stimula-
tion between viewpoints per se, as we specifically used these 
viewpoint-specific motor-only control conditions to correct 
the ERPs of Act-sounds for possible differential activity 
evoked by movement observation alone (see Methods). In 
the following, we propose three speculative interpretations 
for our N1 findings.

First, the temporal dynamic for the first-person observa-
tion might reflect an increasing precision in the prediction 
of the observed action-generated sound over the course of 
the experimental session enabled by ongoing observational 
motor learning. Observational motor learning can lead to 
action sequence-specific neural representations in frontopa-
rietal cortex and enhanced performance in action execution 
similar to physical practice even without an explicit intention 
to learn (Apšvalka et al., 2018). Because the motor action to 
be observed in the present study is a simple action which is 
frequently executed in everyday life (e.g., when typing on a 
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keyboard), a neural representation for the action itself was 
likely readily available. However, the sensorimotor associa-
tion between the observed action and its sensory effect was 
novel and had to be acquired to form a motor-based predic-
tion of the sound. Our finding of a temporal dynamic in the 
N1 reduction might therefore reflect the formation of this 
sensorimotor association with ongoing observational prac-
tice similarly as shown for physical practice (Burgess et al., 
2019). A speculative interpretation for the finding of this 
temporal dynamic only for first-person observation is that 
learning from other’s actions (e.g., from a dance instruc-
tor) typically involves a third-person perspective in real-life 
scenarios. This therefore might have enabled participants to 
predict sensory consequences of actions observed from the 
third-person perspective after very few trials.

A second interpretation can be that the developing N1 
reduction during first-person observation reflects a higher 
demand on the transformation of the sensory information 
of the observed action into one’s own motor and viscero-
motor representation of the action in question (Fu & Franz, 
2014). This transformation—also termed as mirror mecha-
nism (Rizzolatti & Sinigaglia, 2016)—might be impeded by 
a first-person perspective that usually occurs almost exclu-
sively with the observation of own actions and is therefore 
unfamiliar during the observation of other’s action. The 
increasing familiarity with the first-person perspective over 
the course of the experiment may then have facilitated the 
transformation of the visual input of the observed action 
into one’s own motor and visceromotor representation of 
the action, tuning an internal forward model (Kilteni et al., 
2019) to predict the action’s sensory consequence and lead-
ing to a stronger N1 reduction.

Along similar lines, and as a third interpretation, the 
temporal dynamic of the N1 reduction during first-person 
observation could be explained by an initial failure of sen-
sorimotor integration of the visual, proprioceptive and motor 
signals within an underlying internal forward model (Wolp-
ert et al., 1995). The visual input for the first-person per-
spective corresponds to the viewpoint one has on the own 
hand during own actions. The sensorimotor integration of 
such a visual signal contradicts proprioceptive and (the lack 
of actual) motor information and might initially result in 
an ambiguity in the resulting sensory prediction, and thus, 
a lack of N1 reduction. Increasing familiarity with this 
combination of converging signals and an accompanying 
reliability-based reweighting of the signals in their integra-
tion (Boyle et al., 2017), might have enabled increasingly 
accurate prediction by a fine-tuned internal forward model 
(with the help of inverse models).

Considering that the involvement of any kind of motor-
based prediction mechanism has been questioned by studies 
reporting N1 reductions simply as a result of temporal pre-
dictability (Dogge et al., 2019; Kaiser & Schütz-Bosbach, 

2018; Sowman et al., 2012), our results appear to provide 
evidence to the contrary, at least for action observation. The 
actor-produced sounds we presented were identical in their 
temporal predictability and should thus have resulted in 
comparable N1 reductions if unspecific prediction mecha-
nisms had been at work. Instead, the observation of human 
actions likely provokes specialized processing and results in 
predictive mechanisms beyond merely neutral visual stimuli 
(Klaffehn et al., 2019).

P2 component

For the P2, we also expected a general amplitude reduction 
for sounds produced by observed actions compared to exter-
nal sounds since the sound-preceding actions, regardless of 
viewpoint, allow context-dependent predictions (Knolle 
et al., 2013a; Seidel et al., 2021). This hypothesis was only 
partially confirmed. While we did not find a main effect of 
Sound Type, we observed the hypothesized effect, regardless 
of viewpoint, for the first experimental run, but the effect 
disappeared in the second. Our hypothesis that the P2 reduc-
tion is generally diminished in the first-person perspective, 
but increases over the course of the experiment in contrast to 
the third-person perspective could clearly not be confirmed. 
While the described interaction pattern between Sound Type 
and Run suggests a temporal dynamic of the P2 reduction, 
the effect was not further modulated by Viewpoint, because 
no interactions involving Sound Type, Viewpoint and any 
of the two temporal predictors reached significance. Fur-
thermore, the identified viewpoint-independent temporal 
dynamic appeared in the opposite direction compared to 
what was expected, i.e., the reduction disappeared instead 
of becoming stronger over the course of the experiment.

A P2 reduction was consistently reported in our previ-
ous studies on auditory consequences of observed actions 
(Ghio et al., 2018, 2021; van Laarhoven et al., 2021), 
and it has been associated with the perception of agency 
in studies examining self-produced sounds (Kühn et al., 
2011;Seidel et al., 2021 ; Timm et al., 2016). According 
to Synofzik et al. (2008), agency can be conceptually split 
into a feeling of agency, possibly reflected in the N1, 
and a more conscious judgement of agency, which has 
been associated with the P2 (Seidel et al., 2021; Timm 
et al., 2016). At the same time, the P2 has been shown to 
be attenuated for visually cued sounds (Sowman et al., 
2012; but see Harrison et al., 2021) and might therefore 
at least partly reflect the high temporal predictability that 
accompanies sounds caused by motor actions, observed 
and self-performed.

However, these explanations cannot account for the unex-
pected disappearance of the P2 reduction over time, which 
we observe in the current study, because both aspects, i.e., 
agency of the observed action and temporal predictability of 
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its effect, do not change over time. A post-hoc explanation is 
that a possibly mediating factor that might explain the disap-
pearance of the P2 reduction can be decreasing attention, 
which is drawn to the visual stimuli over time and might 
consequently diminish temporal predictability—for both 
viewpoints equally—and with it the reduction of P2 ampli-
tudes (Sowman et al., 2012). Similarly, relatively height-
ened selective attention to the consequences of the observed 
actions (i.e., Act-sounds) in the first run, associated with an 
ERP termed processing negativity (PN) (Näätänen et al., 
1978), might have only brought about the P2 reduction in 
the first place, which then disappeared as selective attention 
decreased over the course of the experiment. However, this 
negative shift should have overlapped the potentials in the 
N1 and N2 time range (Näätänen et al., 1978), which would 
have manifested as enhanced (i.e. more negative) N1 and N2 
amplitudes for Act-sounds and thus less reduced amplitudes 
compared with Ext-sounds in the first versus second run of 
the experiment. While we did not observe such an interac-
tion for the N1, we did see an interaction between Sound 
Type and Run for the N2 that could reflect enhanced Act-
sound amplitudes, i.e., a weaker reduction for Act- versus 
Ext-sounds in the first compared with the second Run.

Another post-hoc explanation for the disappearance of 
the P2 reduction could be that the processes underlying the 
P2 reduction in the first experimental run shift in time, i.e., 
occur earlier or later relative to sound onset, in the second 
compared with the first run of the experiment. Again, the N2 
thereby seems more suitable than the N1, due to the comple-
mentary time course of the Sound Type effect compared with 
the results concerning the P2. Thus, the process underlying 
the P2 reduction in the first run of the experiment also may 
have shifted to the N2 time window in the second run (see N2 
component section below), rather than both being overlapped 
by a PN as proposed above. As temporal developments in the 
reduction of P2 amplitudes in studies examining the process-
ing of self-generated sounds has to our knowledge not yet 
been analyzed, this might be an interesting avenue for future 
studies to further characterize similarities and differences 
during action observation and performance.

N2 component

The N2 is a negative deflection between 200 and 350 ms 
that has been associated with the detection of deviants in 
auditory oddball paradigms (Folstein & Van Petten, 2008). 
Our exploratory analysis of this component showed an over-
all reduction for Act- compared with Ext-sounds that was 
stronger in the second run and a difference in the tempo-
ral dynamic within the runs, also shown in Fig. 4. Across 
both runs, the N2 amplitude reduction for Act-sounds 
increased over time for first-person, but not for third-person 
observation.

Using a button-press paradigm similar to the action 
observation version used here, an enhancement of the N2 
was observed for self-generated deviants (in terms of pitch) 
compared with externally generated deviants, which was 
interpreted to reflect an increased salience of the deviant 
when specific (i.e., forward model-based) predictions are at 
work (Knolle et al., 2013b). Similarly, infrequently delay-
ing the onset of self-generated sounds by 250 ms (compared 
with a 0-, 50-, and 100-ms delay) elicited a significantly 
larger N2 compared with for intersound intervals controlled 
externally generated sounds (Pinheiro et al., 2019). In con-
trast, a reduction of the N2 for sounds in a sequence of tones 
was recently observed when participants performed contin-
uous actions to modulate the sequence (in terms of pitch 
and speed) compared with passively listening to the same 
sequence afterwards (Sugimoto et al., 2021). Taken together, 
these studies suggest that the N2 reflects the classification of 
sound features (Ritter et al., 1979), such as the exact tempo-
ral occurrence. Enhanced N2 amplitudes thereby appear to 
reflect the cognitive detection of unpredicted stimulus prop-
erties (Näätänen et al., 1982; Ritter et al., 1992). This can 
be an interpretation for the current unexpected finding of a 
stronger reduction of the N2 amplitude for sounds generated 
by observed actions in the second compared with the first 
run compared with relatively enhanced N2 amplitudes for 
externally generated sounds that remain less predictable in 
their precise temporal occurrence. As outlined above, since 
we observed a complementary interaction between Sound 
Type and Run for the P2, this also might have been brought 
about by a negative shift (i.e., a PN), associated with selec-
tive attention, spanning the time range of P2 and N2.

On the other hand, the increasing reduction for the N2 
from the first to the second experimental run was comple-
mented by a viewpoint-dependent increase with increasing 
trials within each run that was not observed for the P2. It 
therefore seems unlikely that an overlapping PN can fully 
account for the observed effects of the N2. Specifically, 
the temporal dynamic within runs was only found for first-
person observation, even though sounds in both conditions 
were equally cued and predictable, suggesting that the more 
pronounced N2 reduction during first-person observation 
reflects an additional influence. Interestingly, this increase, 
found only for the first-person perspective, strongly resem-
bles the pattern we hypothesized a priori for the P2, based 
on a dissolvement of agency ambiguity for the first-person 
perspective. Thus, the pattern found for the N2 might also 
reflect a process, hypothesized for the P2, related to a form 
of (self-) agency, which might exist due to constant self-
observation from this viewpoint, possibly also amplified in 
the second run by a temporal shift from the P2 to the N2 
time range (see above). Nevertheless, a clear interpretation 
of our unexpected result seems premature, especially since 
findings on relationships between amplitude reductions and 
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(self-) agency have so far only been reported for self-gener-
ated and not for observed action effects and therefore need 
to be clarified in future studies. Notwithstanding, the current 
observations can hopefully contribute to a better understand-
ing of N2 variations and their temporal development that 
might be identified in subsequent studies.

Conclusions

Using multilevel modeling on trial-level data, this study 
shows that the processing of auditory action outcomes during 
action observation is modulated by the viewpoint in a time-
variant fashion. As for self-generated sounds, a reduction of 
N1 amplitudes for sounds caused by observed actions com-
pared with externally generated sounds was found, emerging 
for both viewpoints. This indicates that similar prediction 
mechanisms contribute to early auditory processing of sounds 
following self-performed and observed actions. However, a 
temporal dynamic of the N1 reduction for the first-person, 
but not third-person, perspective (i.e., it only emerged with 
increasing number of trials and was amplified by a relatively 
weaker N1 increase for externally generated sounds) suggests 
that viewpoint-dependent mechanisms might be involved in 
sensorimotor predictions during action observation. A P2 
reduction, as commonly found for self-generated sounds, was 
found regardless of viewpoint for the first but not the second 
experimental run. Contrary to the P2 finding, an exploratory 
analysis of the ensuing N2 component revealed a reduction for 
sounds caused by observed actions compared with externally 
generated sounds that increased from the first to the second 
experimental run, as well as a viewpoint-dependent pattern for 
this increase within runs. Considered together, we speculated 
that this might reflect a temporal shift of an agency-related pro-
cess, which affects the first-person perspective more strongly 
than the third-person perspective, from the P2 to the N2 range 
over time. Applying trial-level analyses in future studies on 
the processing of self-generated sounds can help to elucidate 
whether the temporal dynamics identified here are specific 
for action observation or are also seen with self-performed 
actions.
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AUDITORY ERP ATTENUATION AFTER PRO- AND ANTISACCADES 2 

 
Abstract 

The reduction of neural responses to self- versus externally-generated stimuli has been ascribed 

to predictions based on an efference copy of motor commands. However, general predictive 

mechanisms not specific for movements may also play a role. For antisaccades, that is, eye 

movement in the opposite direction of a target stimulus, a reflexive prosaccade has to be 

suppressed, which may lead to conflicting efference copy signals, as an efference copy is likely 

created also for the prosaccade. If efference copies for the suppressed and executed saccade are 

in conflict with each other, prediction mechanisms based on their information are potentially 

disturbed, which may affect the processing of saccade-generated stimuli. We measured the 

reductions of the N1 and P2 components for pro- and antisaccade-generated sounds compared 

to visually cued external sounds, and found differing temporal dynamics of both components 

during the course of the experiment, depending on the saccade type. An N1 reduction was found 

for pro- but not antisaccade-generated sounds that slowly developed over the course of the 

experiment.  The P2 for prosaccade-generated sounds decreased over time as well, until it was 

not different from visually cued sounds, while the P2 for antisaccade-generated sounds 

remained elevated over time. These findings suggest that both early (N1) and late (P2) 

processing of saccade-generates sounds is affected by conflicting efference copies, with the 

early effect probably reflecting forward model predictions and the later effect indicating agency 

perception based on these predictions. 

Keywords: auditory ERP, efference copies, saccades, antisaccades 
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Conflicting motor plans in sensory attenuation: Evidence from auditory N1 reductions for 

sounds generated by pro- and antisaccades 

For self-produced stimuli, studies have consistently shown reduced perceptual intensity and 

neurophysiological responses compared to externally produced stimuli (Baess et al., 2011; 

Blakemore et al., 1998; Sato, 2008; Schafer & Marcus, 1973), referred to as sensory attenuation. 

In the auditory domain, electroencephalography (EEG) studies typically report reductions of 

the amplitudes of the event related potential (ERP) components N1 and P2 (Baess et al., 2011; 

Knolle et al., 2013; Sowman et al., 2012), reflecting a neurophysiological sensory attenuation 

effect. This has been suggested to reflect predictive mechanisms with respect to the sensory 

consequences of actions, incorporating internal signals and context information to match re-

afferent sensory stimuli with their predictions (for a review, see Horváth, 2015). But some 

studies suggest a functional dissociations between these two components: While the P2 has 

been shown to be sensitive to contextual factors, like the perceived control (Seidel et al., 2021) 

and agency (Kühn et al., 2011; Timm et al., 2016) over sound production and is attenuated also 

for visually cued externally-generated sounds (Sowman et al., 2012), the N1 was not affected 

in these studies. Thus, the attenuation for the two components might rely on predictions based 

on different types of information.  

While the P2 attenuation has been ascribed to general, motor-independent mechanisms 

(e.g. Baess et al., 2011; Ghio et al., 2018; Knolle et al., 2013), the prevalent account for 

explaining the N1 attenuation suggests that cerebellar feed-forward models employ efference 

copies of motor commands to start the generation of predictions concerning their sensory 

consequences right after the motor planning stage, enabling a matching process with the actual 

sensory consequences as early as in the N1 time window, around 100 ms after stimulus onset 

(Blakemore et al., 2001; Horváth, 2015; Pickering & Clark, 2014; Popa & Ebner, 2018; Reznik 

et al., 2018; Vercillo et al., 2018; Wolpert & Flanagan, 2001). This view is supported by the 

findings obtained in Timm et al. (2014) showing an N1 attenuation only for voluntary actions 
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and not when actions were externally induced via transcranial magnetic stimulation. Examining 

the supposed cerebellar contribution to the prediction of sensory action consequences, Knolle 

et al., 2012, 2013 reported a reduced N1 attenuation for cerebellar lesion patients compared to 

healthy controls, supporting the claim that efference-copy-driven cerebellar forward models 

underly the N1 attenuation. At the same time, the P2 was not affected by cerebellar lesions, 

supporting its independence from cerebellar forward models.  

It has been argued, however, that motoric signals are not necessary to generate the 

predictions underlying the N1 attenuation, because action execution  offers sufficient cues for 

temporal prediction of action-generated sound onsets, while onsets of external sounds are not 

predictable (Hughes et al., 2013). In fact, comparing cued self- and externally-generated 

sounds, and thus matching temporal predictability, Kaiser and Schütz‐Bosbach (2018) and 

Harrison et al. (2021) found no (additional) N1 attenuation for self-produced sounds. Klaffehn 

et al. (2019) on the other hand, reported an N1 attenuation for self-produced sounds even when 

controlling for temporal predictability, suggesting that  motor-specific N1 attenuation effects 

may exist beyond unspecific prediction effects. 

Dogge et al. (2019) also argued that forward models are unlikely to underlie N1 

attenuation for environment-related predictions such as sounds following button presses (as 

opposed to body-related prediction such as when touching your left hand with your right hand), 

which are used in most studies, as work in animals has revealed that the tuning of motor-based 

forward models is quite slow and studies typically entail only short trainings. Button presses 

such as on computer keyboards or phones are, however, likely commonplace in the every-day 

life of most humans, and forward models are probably well trained for their auditory feedback. 

In an experimental setting, learning new, specific button-press-sound associations may thus 

require only minimal training. The study by Mifsud et al. (2016), suggested that experience 

with specific associations between actions and their sensory effects indeed plays a role. They 

reported smaller N1 attenuation when sounds were produced by saccadic eye movements 
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(compared to button presses), which are typically not associated with auditory consequences in 

every-day life. At the same time this study shows that even for unusual action-sensory effect 

combinations, the N1 attenuation can be found. 

Moreover, single-trial-based linear mixed effects analyses allow to explore the temporal 

dynamic of ERP amplitude changes over the course of an experiment by adding the trialnumber 

as a predictor (Volpert-Esmond et al., 2021), thereby modelling effects of practice or 

experience. Applying this technique thus allows to model training or experience effects. In a 

study on sensory attenuation in action observation we found a change in N1 attenuation over 

time for an uncommon first-person observer viewpoint, but not for a common third-person 

viewpoint (Seidel et al., 2023). It is thus conceivable that similar temporal dynamics emerge 

for uncommon action-sensory effect associations such as sound generating saccadic eye 

movements. 

In the present study, we explore the temporal dynamics of N1 and P2 amplitude 

attenuation for sounds following saccadic eye movements and thus for an untrained action-

effect association. In addition, we explore the role of conflicting efference copy signals on N1 

and P2 attenuation and their temporal dynamics by comparing the processing of sounds 

generated by anti- and prosaccades.  The two conditions are comparable in their motor 

requirements, but differ in the motor planning and possibly the relayed efference copies. For 

(pro)saccade-generated sounds, we expect a significant N1 attenuation (see Mifsud et al. 

[2016]), which becomes stronger over time with increasing experience, as the forward model 

needs to be tuned for this unusual action-sensory effect association. For correct antisaccade 

execution, it is assumed that a reflexive saccade to the appearing target has to be suppressed 

before the antisaccade is performed (Coe & Munoz, 2017; Munoz & Everling, 2004). We 

speculate that an efference copy of the motor plan for this suppressed reflexive saccade could 

still be generated and conflict with the efference copy for the executed antisaccade. This should 

result in a disruption of the proposed cerebellar feedforward model relying on this signal, which 
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is expected to affect sensory attenuation as reflected in the N1 amplitude. Consequently, the 

attenuation of the N1 amplitude is expected to be stronger for pro- than for antisaccades.  

As the P2 is independent from cerebellar forward models (Knolle et al., 2012, 2013), 

we assumed neither an influence of efference-copy-based predictive mechanisms nor any 

temporal dynamics. Considering that Mifsud et al. (2016) did not find a P2 attenuation for 

saccade-generated sounds, we expected neither a general amplitude reduction for saccade-

generated compared to externally-generated sounds, nor differences in P2 amplitudes between 

pro- and antisaccade-generated sounds or amplitude changes over time.  

 

Method 

Participants 

38 participants (25 women, mean age 24.8 years, SD = 4.5 years) took part in this 

study for either course credit or monetary compensation. The sample size was larger than in 

some previous studies on button press elicited sounds (Baess et al., 2011; Ghio et al., 2021; 

Ghio et al., 2018; Klaffehn et al., 2019), but comparable to the study by Mifsud et al. (2016), 

who first reported an N1 attenuation for saccade-elicited sounds and tested 36 participants. As 

we expected similar effect sizes in our study we aimed for a comparable sample size. All 

participants reported normal hearing and normal or corrected-to-normal vision, as well as no 

history of neurological or mental illness, or use of medication affecting the nervous system. 

All but three participants were right-handed. Written informed consent was given by all 

participants before participation. The study was approved by the Ethics Committee of the 

Faculty of Mathematics and Natural Sciences at Heinrich Heine University Düsseldorf, 

Germany. 
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Experimental paradigm 

Stimuli. 

In all conditions, including the trainings, three black rings with a diameter of 2° visual 

angle (40 px/° visual angle) and a line thickness of approximately 0.1° visual angle were 

continuously displayed on the screen on a gray background (R=G=B=191) to indicate the 

potential locations in which the target stimuli (see below) could appear during the experiment. 

This was done to enable easier fixation of target positions after target disappearance and 

prevent unwanted eye movements during the following time window for ERP analysis. One 

ring was positioned at the center, the others each 10° visual angle to the left and right. All 

described target and fixation dots appeared in the left, central or right ring. Black dot stimuli 

with a diameter of 1° visual angle were used as visual target stimuli in all conditions of the 

experiment and in the accuracy check during calibrations. A 1000 Hz sinus tone with a 

duration of 200 ms (fade in/out of 20 ms) was used as the self- and externally-generated 

sound in the different experimental conditions. 

Experimental conditions 

In this study we adapted the classic contingent-paradigm (Horváth, 2015), in a similar 

way as Mifsud et al. (2016), by letting participants produce sounds by saccadic eye 

movements. In contrast to the study by Mifsud et al. (2016), our main interest was in the 

comparison of sounds elicited by visually guided (pro)saccades towards a visual target and 

sounds elicited by antisaccades, which are directed away from a target stimulus. The 

paradigm thus entailed two conditions in which sounds were produced by actions (act-sound 

conditions), one with pro- and one with antisaccades. As both types of saccades are performed 

as a reaction to an appearing visual target stimulus, the conditions with external sounds, 

which were not associated with any movement, entailed identical cue stimuli to control for 

effects of predictability based on visual cues (cue-sound conditions). Importantly, the relative 

timing of visual cue to saccade, and thus to sound onset, in the act-sound conditions depended 
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on saccade latency. As antisaccades typically have longer latencies than prosaccades (Munoz 

& Everling, 2004), the paradigm contained two separate cue-sound conditions, one in which 

the relative timing of cue and sound was matched to the act-sound condition with prosaccades 

and one in which the timing was matched to the act-sound condition with antisaccades.   

In addition to these experimental conditions, act-only conditions were also used in the 

present study, in which the same movements were performed as in the act-sound conditions 

without producing sounds, to correct for motion-induced ERPs in the act-sound condition, one 

with pro- and one with antisaccades (see Horvath et al., 2015 for a description of the rationale 

of the act-only condition in the contingent paradigm). Accordingly, we also included 

conditions to control for the visual stimulation in the cue-sound conditions. In these so-called 

cue-only conditions a visual cue was shown without presenting sounds (see Figure 1 for an 

overview of all conditions).  

Act-sound condition for prosaccades. Each trial started with a fixation dot in the central ring 

for 1400 ms (± 150 ms random variance, counterbalanced). 50 ms after the fixation dot had 

disappeared from the screen, a target dot appeared in the left or right ring (counterbalanced 

per condition) for 50 ms. Participants were instructed to fixate the location of each appearing 

dot and not move their gaze until the next dot appeared, and were informed that performed 

saccades to the left or right dot position would cause a sound. During the experiment eye 

position was continuously monitored and processed by the program for stimulus presentation. 

170 ms after the horizontal eye position reached the position halfway between fixation point 

and saccade target position (see below for details), but only if the saccade was aimed in the 

correct direction, a 200 ms sound was played. Reaching the position between fixation point 

and target was considered as indicating a saccadic eye movement. The delay ensured that the 

saccade could be completed before the sound was played. Following this there was another 

delay of 800 ms until the start of the next trial. If no sound was played, the timing from the 



AUDITORY ERP ATTENUATION AFTER PRO- AND ANTISACCADES 9 

 
detection of the crossing of the halfway-point to the start of the next trial was identical to 

trials with sound presentation (170 + 200 + 800 ms). 

Act-only condition for prosaccades. The act-only condition was identical to the act-sound 

condition, but neither correct nor incorrect saccades caused a sound. Before the condition 

started participants were instructed accordingly. 

Act-sound condition for antisaccades. The visual stimulation in the antisaccade version of 

the act-sound condition was identical to that of the prosaccade version, but participants were 

instructed to aim their gaze at the ring opposite to the one in which the target dot appeared. 

Only if correct antisaccades in accordance with the instruction were detected, sounds were 

presented time-locked to the antisaccade. As in the prosaccade condition, sounds were elicited 

170 ms after the eye position reached the position halfway between fixation point and target 

position. Note that the target position was on the opposite side relative to the visual target in 

the act-sound condition for antisaccades. 

Act-only condition for antisaccades. The act-only condition for antisaccades was identical 

to the act-sound condition for antisaccades, but no sounds were presented. Before the 

condition started participants were instructed accordingly. 

Cue-sound condition for prosaccades. To ensure comparability between act- and cue-sound 

conditions, the visual stimulation in the cue-sound conditions was kept as similar as possible 

to the two act-sound conditions described above, while not requiring saccadic eye 

movements. Stimulus timing in each trial of the cue-sound condition, that is, the duration of 

fixation dot presentation, visual cue onset and sound onset time relative to trial start, was 

determined by the timing of these events in the corresponding trial in the previous act-sound 

condition for prosaccades. The cue-sound condition for prosaccades can thus be considered as 

a replay of the preceding act-sound condition for prosaccades. Trials started with the fixation 

dot. In contrast to the act-sound conditions, the fixation dot was presented in the left or right 

ring where also the visual cue would appear later during the trial, depending on the intended 
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saccade direction of the corresponding trial in the previous act-sound condition. This was 

done to provide the same visual stimulation as in the act-sound condition, without inducing 

reflexive saccades, and to ensure that eye position during sound presentation was the same in 

the act- and cue-sound conditions. 50 ms after the fixation dot disappeared, an identical target 

dot appeared in the same circle as the fixation dot for 50 ms. After a delay depending on the 

time between target and sound, and thus on saccade latency, in the corresponding trial in the 

previous act-sound condition, a 200 ms sound was presented, followed by the next trial 800 

ms later. Participants were instructed to fixate dot stimuli as they appeared and focus their 

gaze on the position until the presentation of the next dot. They were also informed that no 

saccades were required in this condition. As the cue-sound condition was a replay of the 

preceding act-sound condition, no sounds were played if the participant had made a saccade 

direction error in the corresponding trial of the act-sound condition. Instead, the time interval 

until the next trial started was 1000 ms, to account for the sound duration and keep trial 

timing consistent, as in the act-sound condition. 

Cue-sound condition for antisaccades. The cue-sound conditions for antisaccades only 

differed from the one for prosaccades with respect to the data on which trial timings, target 

positions, and sound presentation was based. As was pointed out above, we expected both 

higher error rates and longer latencies for antisaccades, which would be reflected in more 

sound omissions and longer cue-sound intervals for the cue-sound condition for antisaccades 

compared to prosaccades. The cue-sound condition for antisaccades was therefore based on 

the preceding antisaccade act-sound condition in the same block. Fixation and target dot 

position in a given trial in the antisaccade version of the cue-sound condition were determined 

by the required saccade direction in the corresponding trial of the preceding act-sound 

condition for antisaccades. If, for example, participants in trial x of the act-sound condition 

for antisaccades were required to look to the left (because the target dot appeared on the 
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right), then fixation and target dot in trial x of the cue-sound condition for antisaccades 

appeared on the left.  

Cue-only condition for prosaccades. The visual stimulation in the cue-only condition for 

prosaccades was identical to the visual stimulation in the preceding prosaccade cue-sound 

condition, including stimulus timings and positions (as recorded in the preceding act-sound 

condition). Importantly, no sounds were played in this condition and participants were 

informed that no sounds would occur. 

Cue-only condition for antisaccades. As with the cue-sound condition, the cue-only 

conditions for pro- and antisaccades only differed with respect to the data on which trial 

timings, stimulus position, and sound presentation was based. The visual stimulation in the 

cue-only condition for antisaccades was thus identical to the visual stimulation in the 

preceding antisaccade cue-sound condition, including stimulus timings and positions (as 

recorded in the preceding act-sound condition for antisaccades). No sounds were played in 

this condition and participants were informed that no sounds would occur. 

Contingency training. Before the experimental conditions started, participants underwent a 

two-part training to establish an act-sound contingency between saccades and sounds. In the 

first part, the three circles were presented together with a fixation dot in the center circle for 

1500 ms. After an additional delay of 1500 ms a target dot was presented randomly in the left 

or right circle for 50 ms and participants were asked to perform a saccade to the location of 

the target dot. As soon as a saccade was detected (see information on saccade detection 

below), a sound was played with a delay of 170 ms. 2000 ms later, the next target dot was 

shown in the opposite circle, and participants performed another saccade which caused again 

a sound. This was repeated until 10 sounds had been produced in this manner.  

The second part of the training started in the same way as the first part, but after 

presentation of the fixation dot ended, participants were instructed to alternate their gaze 

between the two lateral circles in a rhythm of their choice. Each saccade from the left circle to 
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the right or vice versa prompted a sound with a 170 ms delay and participants listened to the 

sounds their saccades produced. No further target dots were shown. The second part of the 

training ended after 50 sounds had been produced. 

Procedure 

After signing the consent form and completing the demographic questionnaire, the 

participants started with the two training tasks to establish a saccade-sound contingency, 

followed by short versions of the act-sound condition (20 trials), once requiring pro- and once 

antisaccades. If participants used visual aids they removed them before the tasks to improve 

eye tracking. Participation was only possible, however, when they confirmed that the stimuli 

during calibrations and tasks were perceptible. The main experiment consisted of four 

experimental blocks each containing 40-trial-versions of the four conditions act-sounds, cue-

sounds, act-only, cue-only in this fixed order. Each block was either a pro- or antisaccade 

block, that is, it either contained the pro- or antisaccade versions of these conditions. The four 

blocks alternated between pro- and antisaccade blocks, and the type of the first block was 

counterbalanced between participants. Because of this, the first, and the second half of the 

experiment contained one block of each pro- or antisaccade condition, and the experimental 

halves were entered as separate runs into the analysis (see below). To improve performance 

and minimize the loss of trials, each block started with a short 10 trial training version of the 

upcoming act-sound condition with the respective saccade type. Every block started with a 

pictured instruction of the upcoming condition. Via button press the participant could start the 

block, providing the option for a self-administered break. The act-sound and act-only 

conditions, in which saccades were assessed, additionally started with a nine-point calibration 

of the eye tracker, followed by a short accuracy check. 

The experiment was performed using Presentation software (Version 20.3, 

Neurobehavioral Systems, Inc., Berkeley, USA) on a Windows 10 desktop computer and a 

22” monitor with a resolution of 1680 × 1050 px.  Sounds were presented via a Sound Blaster 
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Audigy Rx (Creative Technology Ltd., Singapore) using bit accurate playback connected to 

Sennheiser HD 201 headphones in Presentation’s exclusive sound mode at a fixed volume. 

EEG sound markers and the sound signal were sent with a timing difference consistently 

measured below 1 ms with a Tektronix TDS 210 oscilloscope (Tektronix, Inc., Beaverton, 

USA). 

Online eye tracking data capture and analysis 

A SensoMotoric Instruments Red 500 eye tracking system (using dark pupil tracking 

at 500 Hz) was mounted underneath the monitor used for stimulus presentation and connected 

to a Windows 7 laptop running iView X (Version 2.8.43, SensoMotoric Instruments, Teltow, 

Germany). A chin rest was used to position participants at a distance of approximately 62 cm 

from the screen, which resulted in 40 px per degree visual angle.  

 Saccade detection in all conditions was implemented as a continuous online check of 

the measured gaze position. A saccade to a left or right target was considered as detected if 

the x-axis coordinate of the gaze position was further than 5° visual angle (half the distance to 

a left or right target) from the center of the screen for five consecutive measurements, 

corresponding to 10 ms. This means that saccades in the wrong direction were detected as 

well (but counted as an error, see below), except for the contingency training, in which the 

saccade detection process waited until a saccade in the correct direction was made. In the 

contingency training, a saccade was considered as detected if five consecutive gaze positions 

were found in the half of the screen opposite to the last focused circle. 

EEG data recording and processing 

Twenty-eight Ag/AgCl passive ring electrodes were used to record EEG data 

continuously at 1000 Hz with BrainVision Recorder software (1.21.0402) and a BrainAmp 

amplifier (Brain Products, GmbH, Germany). An elastic cap (EasyCap, Brain Products) was 

used for positioning according to the international 10-20 System at F7, F3, Fz, F4, F8, FT7, 

FC3, FCz, FC4, FT8, T7, C3, Cz, C4, T8, CP3, CPz, CP4, P7, P3, Pz, P4, P8, PO7, PO3, 
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POz, PO4 and PO8. The signal at linked mastoids was used for signal referencing, with a 

ground electrode at AFz. Horizontal eye movements were recorded at F9 and F10, vertical 

eye movements at Fp2 and the corresponding position below the right eye. Impedances were 

kept below 5 kΩ. 

Data preprocessing was conducted with Brain Vision Analyzer 2.2.0.7383 (Brain 

Products). A global direct current de-trend, a Butterworth zero phase filter (low cutoff: 0.3 

Hz, order 4; high cutoff: 30 Hz, order 34) and a notch filter (50 Hz) were applied. By means 

of an independent component analysis (ICA, steps = 512, infomax restricted biased) 

components corresponding to blinks in the Electrooculogram channels were excluded before 

applying an inverted ICA.  

Markers for sounds were used to segment data into 800 ms epochs from -200 ms to 

600 ms after sound onset. The conditions in which no sound was played also contained a 

sound marker, as the sound was muted in these trials. The segmentation could thus be 

performed in the same way as for the conditions with sounds. After a baseline correction (-

100 to 0 ms), the automatic artifact rejection of Brain Vision Analyzer 2.2 was employed to 

reject noisy segments, with the following parameters: maximal allowed voltage step = 50 

µV/ms, maximal allowed difference of values within 100-ms intervals = 100 µV, 

maximal/minimal allowed amplitude = ±100 µV, lowest activity of 0.5 µV within 100 ms 

intervals. Act-sound sound (and the corresponding cue-sound and cue-only) segments for 

trials with erroneous saccades, in which no sounds were played (see above), were  not 

considered for the analysis, as well as trials with erroneous saccades in the act-only condition. 

To prevent a large variance in inter-sound-intervals, trials that directly followed trials without 

sound were removed for the act- and cue-sound condition as well. 

Continuing in MATLAB (R2018a, The MathWorks, Inc., Natick, MA), act-sound and 

cue-sound segments were subsequently corrected for their motoric and visual activity. As in 

Seidel et al. (2023), we performed this procedure on each segment to enable further single-
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trial analysis of the amplitude values. For this, averaged act-only and cue-only ERPs were 

first exported separately from Brain Vision Analyzer for each block and saccade type for each 

participant. These averaged signals were then subtracted from each single corresponding act-

sound and cue-sound segment from the same block and saccade type to correct for motor and 

visual activity, respectively. In the following, the terms act- and cue-sound ERPs will refer to 

these corrected ERPs. 

To extract single trial amplitudes for the components of interest, we first localized the 

peaks of the N1 and P2 in the overall grand average signal (see Figure 2) at electrodes Fz, 

FCz and Cz, for which all trials from the act- and cue-sound conditions over all participants 

were averaged. The mean N1 and P2 peak latencies over all three electrodes were determined 

as 88 ms and 162 ms, respectively. For each component, we then used a 100 ms time window 

around these peaks (N1: 38-137 ms, P2: 112-211) to determine participant-specific peaks in 

the averaged signal for each condition, separately for each saccade type, run and electrode. To 

avoid that very early additional negative peaks were scored as N1, and in order to capture 

rather late P2 peaks, as they occurred in some participants, the windows were shortened for 

the N1 (48-137 ms) and extended for the P2 (112-222 ms) in a second step. In a last step, we 

collected mean amplitudes in a 40 ms time window around these peaks in the corresponding 

single trial data, resulting in three mean amplitude values per trial (one per electrode) for each 

component. To remove intrasubject extreme values for each condition within each participant, 

we excluded single trial mean amplitude values deviating more than 2.5 SD from the mean, 

separately for every participant/electrode/condition/saccade type/run combination. 

Statistical analysis 

EEG data. Components N1 and P2 were analyzed separately, by fitting the amplitude 

data for each to the same linear mixed effects model. This model included the predictors 

Sound Type (cue-sounds [-0.5], act-sounds [0.5]) and Saccade Type (prosaccades [-0.5], 

antisaccades [0.5]) as the experimental factors. Similar to Seidel et al. (2023), and following 
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suggestions by Volpert-Esmond et al. (2021), we modeled the course of time over the 

experiment, employing two further variables. The predictor Run (first [-0.5], second [0.5]) 

was used to differentiate data from the blocks in the first half of the experiment from those in 

the second half, while Trialnumber (1-40) accounted for the order of trials in each run. Instead 

of numbering the available trials per run and condition after exclusions of error trials and EEG 

artifacts, this latter predictor contained the original trial numbers before exclusions, to retain 

the accurate temporal position of each trial. Since missing trials would cause the shifting of 

the mean when centering this continuous predictor, centering was done using the theoretical 

mean of 20.5. The model also included all interactions between the four predictors. For 

random effects we included a random intercept and random slopes (Sound Type, Saccade 

Type, Run and all their interactions) for the participants, and additionally a random intercept 

for the electrodes. The final model formula was: 

Mean Amplitude ~ Sound Type ∗ Saccade Type ∗ Run ∗ Trialnumber

+  (1 + Sound Type ∗ Saccade Type ∗ Run | Participant) + (1 | Electrode) 

 R (Version 3.6.3) was used for statistical analysis, including the lme4 package 

(Version 1.1-23) and lmerTest package (Version 3.1-2) to test for significant effects with 

Satterthwaite approximated degrees of freedom. Significant interactions, were examined by 

performing simple effects analyses. Interactions of categorical fixed effects (e.g., Sound Type, 

Viewpoint), were examined by fitting two models that differed in their dummy-coding (0,1) 

of one involved predictor. The reference level was set to the first level in one model, and to 

the second level in the other, and the remaining predictors (or interactions for multiple 

predictors) involved in the interaction were subsequently checked for significance. When 

resolving for the continuous predictor Trialnumber, we re-centered it to the beginning (1) and 

end (40) of the run, similar to Volpert-Esmond et al. (2021). Random effects were not 

changed for any simple effect analysis. An α level of .05 was considered as statistically 

significant. Main effects are reported for the two experimental predictors, Sound Type and 
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Saccade Type, interactions are only reported when they involve the predictor Sound Type. 

Full results are included in the R markdown file in addition to predictor coding and analyses 

at https://doi.org/10.17605/OSF.IO/BX8FU. Estimated marginal means of both models for the 

two components are visualized in the line plots in Figure 3. 

 Behavioral data. To examine behavioral differences between the pro- and antisaccade 

task, we separately fitted the reaction time and number of  errors (concerning saccade 

direction) data of the two act-sound conditions to the following linear mixed models: 

Reaction Time ~ Saccade Type +  (1 + Saccade Type | Participant) 

number of errors ~ Saccade Type + (1 | Participant) 

Analyzing the reaction time from single trial data allowed us to include the factor Saccade 

Type as a random effect. The number of errors was instead summed up for each saccade type, 

and thus aggregated. The reaction times of all correct trials were included in the analysis, 

differing from the  analysis of the ERP data, in which further trials were excluded due to 

artefacts. An α level of .05 was considered as statistically significant. 

 

Results 

Behavioral Data 

 For reaction times, the model fit revealed a significant main effect of Saccade Type, 

F(1, 36.8) = 68.71, p < .001, with longer reaction times in the antisaccade (M = 303.4 ms, 

SD = 116.5 ms) than the prosaccade task (M = 236.4 ms, SD = 140.3 ms). This main effect 

also reached significance for the number of saccadic errors, F(1, 37) = 32.75, p < .001, with 

more errors in the antisaccade (M = 13.9, SD = 11.4) then the prosaccade task (M = 4.1, SD = 

6.3). 

N1 component 

 The model fit for the N1 revealed no significant effect of Sound Type, F(1, 

36.2) = 0.31, p = .579, or Saccade Type, F(1, 36.2) = 0.07, p = .797. We found a significant 

https://doi.org/10.17605/OSF.IO/BX8FU
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Sound Type by Trialnumber interaction, F(1, 28486.7) = 18.46, p < .001, and simple effects 

analyses showed that amplitudes for act-sounds became less negative over time, 

t(28483.7) = 4.94, p < .001, b = 0.03 (1.33 µV over 40 trials), but those for cue-sounds did 

not, t(28473.1) = -1.14, p = .254, b = -0.01. The alternative resolution showed that amplitudes 

for act-sounds were increased compared to those for cue-sounds at the beginning of runs, 

t(65.8) = -2.71, p = .009, b = -0.97, but not at the end, t(68.3) = 1.72, p = .089, b = 0.62. 

 The Sound Type by Saccade Type by Run by Trialnumber four-way interaction 

reached significance as well, F(1, 28485.7) = 4.29, p = .038, and a first resolution by Saccade 

Type showed that the underlying three-way interaction was only significant for prosaccades, 

t(28449.2) = 2.70, p = .007, and not antisaccades, t(28435.7) = -0.39, p = .699. Instead, for 

antisaccades a significant Sound Type by Trialnumber interaction was found, F(1, 

28439.9) = 2.76, p = .006, for which the same pattern emerged as for the overall Sound Type 

by Trialnumber interaction: One resolution showed decreasing amplitudes for act-sounds, 

t(28423.3) = 3.14, p = .002, b = -0.03 (1.27 µV over 40 trials), but not cue-sounds, 

t(28351.2) = -0.76, p = .445, b = -0.01, the other showed increased amplitudes for act-sounds 

at the start, t(63.3) = -2.33, p = .023, b = -1.27, not the end of runs, t(66.5) = 0.49, p = .628, 

b = 0.27. 

Resolving the Sound Type by Run by Trialnumber interaction for prosaccades 

revealed a significant Sound Type by Trialnumber interaction in the second run, 

t(28436.7) = 4.32, p < .001, but not in the first run, t(28440.7) = 0.47, p = .637. Further simple 

effects analyses showed that at the beginning of the second run, amplitudes for act-sounds 

were significantly higher than those for cue-sounds, t(63.1) = -2.08, p = .041, b = -1.41, while 

the opposite effect was significant at the end of the run t(63.8) = 2.31, p = .024, b = 1.57, 

which is also visible in the marginal estimates means (see Figure 3). In an alternative 

resolution, the pattern seen in the overall Sound Type by Trialnumber interaction is 

confirmed, with decreasing amplitudes for act-sounds, t(28436) = 4.90, p < .001, b = 0.06 
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(2.45 µV over 40 trials), but not for cue-sounds, t(28434.3) = -1.20, p = .230, b = -0.01. In the 

first prosaccade run, neither the amplitudes for act-sounds nor for cue-sounds showed a 

significant change over time, both p > .510. The remaining interactions including Sound Type 

did not reach significance, all ps > .135. 

P2 component 

 The model fit revealed a significant main effect of Sound Type, F(1, 36.6) = 27.32, 

p < .001, with higher amplitudes for act- compared to cue-sounds, b = 1.65. The main effect 

of Saccade Type also reached significance, F(1, 34.7) = 12.46, p = .001, and the parameter 

estimate indicated higher amplitudes for antisaccade- compared to prosaccade-generated 

sounds, b =1.63. 

 We again found a significant Sound Type by Saccade Type by Run by Trialnumber 

four-way interaction, F(1, 28420.6) = 12.63, p < .001. Resolving this interaction by Saccade 

Type, simple effect analyses revealed a significant underlying three-way interaction for 

antisaccades, t(28222.8) = -3.37, p < .001, but not prosaccades, t(28422.5) = 1.55, p = .122. 

Instead, a significant Sound Type by Trialnumber interaction for prosaccades, t(28419.6) = -

2.15, p = .032, indicated significantly higher amplitudes for act-sounds than cue-sounds at the 

start of each run, t(58.9) = 3.13, p = .003, b = 1.76, but not at the end, t(59.8) = 1.13, p = .263, 

b = 0.64. 

 The Sound Type by Run by Trialnumber interaction for antisaccades was resolved by 

Run, and simple effect analysis showed significant Sound Type by Trialnumber interaction 

for the first, t(28402.8) = 2.16, p = .031, and the second Run, t(27389.6) = -2.60, p = .009. In 

both antisaccade runs, amplitudes for cue-sounds did not change significantly over time, both 

p > .092, while those for act-sounds increased over time in the first, t(28403.3) = 2.19, 

p = .028, b = 0.03 (1.31 µV over 40 trials), and decreased in the second Run, t(28103.9) = -

2.00, p = .046, b = -0.03 (-1.22 µV over 40 trials), and this pattern can also be seen in Figure 

3. Accordingly, the alternative resolution for the first run shows no significant Sound Type 
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effect at the start of the run, t(51.3) = 0.54, p = .591, but significantly higher amplitudes for 

act-sounds than cue-sounds at the end, t(53.6) = 2.41, p = .020, b = 2.29, and for both the 

start, t(69.9) = 5.12, p < .001, b = 3.91, and end, t(73.8) = 2.19, p = .031, b = 1.70, of the 

second run. 

 

Discussion 

 In this study, we compared the neurophysiological sensory attenuation effects for self-

generated auditory stimuli, reflected in the N1 and P2 amplitudes, that were produced by pro- 

or antisaccades in order to examine a possible influence of interfering efference copies-on 

forward model predictions concerning sensory consequences of actions. Participants 

performed either visually guided prosaccades to a target, or antisaccades in the opposite 

direction, for which efference copies might be disturbed because of suppressed reflexive 

prosaccades (Coe & Munoz, 2017; Munoz & Everling, 2004). ERPs in response to the 

saccade-generated sounds were compared to those for visually cued externally-generated 

sounds. Mixed effect modeling of single-trial data revealed similar temporal dynamics of N1 

amplitudes over the course of the experiment for both saccade types, with amplitudes for 

saccade-generated sounds being increased relative to amplitudes for visually cued sounds at 

the beginning of each run and then decreasing over time (except for prosaccades in the first 

run). A sensory attenuation effect in the sense of reduced N1 amplitudes for saccade-

generated relative to visually cued sounds was, however, only seen for prosaccades at the end 

of the experiment, while the N1 amplitude for antisaccades was never lower than for cued 

external sounds. For the P2, on the other hand, distinct temporal patterns for the two types of 

saccades emerged. A small P2 enhancement for prosaccade-generated sounds was found at 

the start of each half of the experiment, which vanished over time. P2 amplitudes for 

antisaccade-generated sounds increased in the first half of the experiment, and decreased in 

the second. Throughout the experiment, P2 amplitudes for sounds following antisaccades 
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were enhanced relative to those for external sounds. Considering the identical temporal 

predictability for both sound eliciting actions, the results demonstrate an influence of a 

disturbed or conflicting efference copy signal on the N1 and the P2. 

N1 component 

Based on the finding by Mifsud et al. (2016) we expected an N1 attenuation for 

prosaccade-generated sounds compared to cued externally-generated sounds, and a 

diminished or missing attenuation for antisaccade-generated sounds. This hypothesis could 

not clearly be confirmed, as we did not find a significant interaction between Sound Type and 

Saccade Type. Moreover, we expected different developments of N1 amplitudes over time for 

sounds following pro- and antisaccades, and this was indeed reflected in a four-way 

interaction of both experimental predictors with the two predictors encoding the course of 

time during the experiment. Using the two-level factor Run and the continuous factor 

Trialnumber (within Run) we found a similar temporal dynamic of N1 amplitudes in both 

runs for antisaccades, and the second run for prosaccades, namely decreasing amplitudes over 

time for saccade-generated sounds, while those for cued externally-generated sounds 

remained stable. The four-way interaction stems from the fact that only for prosaccades in the 

second run the N1 amplitudes decrease enough to be significantly reduced compared to cued 

externally-generated sounds at the end of the run (see Figure 3). N1 amplitudes for 

antisaccade-generated sounds also decreased over time, but only until they did not 

significantly differ from cued externally-generated sounds anymore. Thus, the pattern 

emerging at the end of the experiment is in line with our first hypothesis to find an attenuation 

for pro- but not antisaccades, while the stronger amplitude decrease over time for pro- than 

antisaccades is in line with our second hypothesis. 

The reduced N1 for sounds elicited by prosaccades is in line with the result by Mifsud 

et al. (2016), and also extends this finding, as they employed uncued externally-generated 

sounds, while we found an N1 attenuation at the end of the experiment relative to visually 
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cued external sounds. The prevalent account for the N1 attenuation is that sensory predictions 

are generated by feed forward models employing efference copy information right after motor 

planning to enable the early matching of predictions with actual sensory input, resulting in an 

attenuation of the N1 (Blakemore et al., 2001; Horváth, 2015; Pickering & Clark, 2014). 

Alternatively, this attenuation has been considered as an effect of temporal predictability, 

which is inherent in self-generated stimuli compared to unpredictable externally-generated 

stimuli. Although predictability of sounds has been reported to lower N1 amplitudes (Harrison 

et al., 2021; Kaiser & Schütz‐Bosbach, 2018), the results of the present study cannot be 

ascribed to general predictability effects. First, we compared the processing of self-generated 

sounds with the processing of cued and thus temporally predictable external sounds. And 

second, the comparison of sounds following pro- and antisaccades cannot be affected by 

temporal predictability, as their motoric execution (and their predictability) is comparable. 

Thus, the result pattern for the N1 suggest that the suppression of reflexive prosaccades in the 

antisaccade condition (Coe & Munoz, 2017), leads to conflicting efference copy signals that 

disturb motor-based sensory predictions mechanisms. In this way our result suggests an 

involvement of motoric signals in the mechanism attenuating the N1 amplitude that is 

unrelated to the reduction ascribed to temporal predictability. 

The fact that this attenuation (for prosaccades) was only found at the end of the 

experiment could be interpreted as a tuning of the feedforward model to establish the novel 

action-effect contingency of eliciting sounds by saccadic movement. Dogge et al. (2019) 

questioned the involvement of forward models in the N1 amplitude reduction, because their 

tuning should take longer than the short training sessions that are typically applied. In 

previous studies employing button press elicited-sounds, however, the acquisition of an 

action-effect contingency might have been accelerated, because of the common occurrence of 

button-press-generated sounds in everyday life. For saccades such experience in every-day 

life is unlikely, as they usually do not elicit sounds. Our results, and especially the specific 
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changes in N1 amplitudes over time for saccade-generated sounds might thus be evidence for 

the slow tuning process of forward models for novel action-effect contingencies, as suggested 

by Dogge et al. (2019). This would also be in line with our previous report of a similar 

temporal dynamic of decreasing N1 amplitudes for sounds generated by observed actions 

from a first-person perspective, which is also not commonly occurring in every-day life 

(Seidel et al., 2023). For third-person observation, which is well-trained on the other hand, no 

such temporal dynamic was found, and N1 amplitudes were attenuated from the start. The 

results of both studies suggest that action-effect associations that resemble those from 

everyday life and are thus familiar can be established more quickly than completely novel 

associations. 

The temporal dynamic in our study also revealed increased N1 amplitudes for 

saccade-generated sounds at the beginning of each run (except for the first prosaccade run) 

compared to the external sounds. In contrast, action-related sound amplitudes in our previous 

study started off at the level of external sound amplitudes and decreased from there (Seidel et 

al., 2023). This difference is likely due to the comparison with cued external sounds in the 

present study, as N1 amplitudes have been shown to decrease with temporal predictability 

(Harrison et al., 2021). The fact that enhanced N1 amplitudes were again seen at the start of 

the second run, even though amplitudes had reached the level of cued sounds in the first run, 

might be explained by the order of conditions. Between each condition in which sounds were 

generated by saccades there was one condition in which saccades were performed without 

generating any sounds. This might have interrupted the tuning of the forward model, 

especially for novel action-effect associations as applied in this study.  

P2 component 

 For the P2 we did not expect to find an amplitude reduction, neither for pro-, nor for 

antisaccade-generated sounds compared to external sounds, as reported by Mifsud et al. 

(2016). Instead we found P2 amplitudes for saccade-generated sounds to be enhanced to 
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differing degrees in both saccade types. For prosaccades, P2 amplitudes were enhanced at the 

beginning of runs, but not at the end. Amplitudes for antisaccade-generated sounds increased 

over time in the first run, and decreased in the second, mostly being significantly enhanced 

compared to externally-generated sounds, except for the start of the first run. These 

enhancements, which were also represented by a main effect of the Sound Type, can be 

explained by the fact that amplitudes were compared with those for visually cued sounds, for 

which reduced P2 amplitudes have been shown (Sowman et al., 2012), while Mifsud et al. 

(2016) used uncued external sounds in the comparison condition for saccade-generated 

sounds.  

Because the P2 amplitude attenuation has been associated with more contextual influences 

that are independent of the motor-based forward models (Knolle et al., 2013; Seidel et al., 

2021; Sowman et al., 2012; Timm et al., 2016), we did not expect to find differing patterns for 

pro- and antisaccade-generated sounds, which only vary in their motor planning. But while 

just a slight temporal dynamic of P2 amplitudes for prosaccade-generated sounds emerged, 

that was only significant in the comparison with cued sounds, amplitudes for antisaccade-

generated sounds showed significant changes over time, with very high amplitudes at the start 

of the second run. Considering previous results showing increased P2 amplitudes under a 

perceived loss of agency or control over sound production (Seidel et al., 2021; Timm et al., 

2016), this might indicate a diminished belief to generate these sounds in the first run. This 

uncertainty could be exacerbated by performing the Act-only condition (without eliciting 

sounds) directly after the first Act-sound condition run, leading to the highly increased 

amplitudes observed at the start of the second run. The significant decrease of the P2 for 

antisaccade-generated sounds in the second run might then reflect slightly increasing levels of 

agency or control over the course of the second run. However, P2 amplitudes for antisaccade-

generated sounds continued to be elevated. In comparison, the amplitudes for prosaccade-

generated sounds were not enhanced (compared to externally-generated sounds) at the end of 
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the runs, which would imply a higher perceived level of agency or control compared to 

antisaccades. Such a difference in agency between pro- and antisaccades might stem from the 

lack of experience in performing antisaccades in everyday life. It is thus possible that the 

subjective feeling of having performed an antisaccade, which is only initiated after strong top-

down regulation, is comparable or even weaker than the feeling of having performed the 

(suppressed) reflexive prosaccade, that one intuitively wants to perform. The conflicting 

efference copy signals- that we expected for antisaccades and that may be reflected in the 

result pattern for the N1 might also hinder a clear agency assignment in this condition. 

Conclusions 

This study provides evidence for the integration of motoric signals in the formation of 

predictions for auditory action-effects, by examining N1 and P2 amplitudes for sounds 

generated by prosaccades and antisaccades in comparison to cued external sounds. Mixed 

linear model analysis on trial-level data revealed an N1 reduction for prosaccade-, but not 

antisaccade-generated sounds, that developed over the course of the experiment. This 

reduction is a replication of findings for button-press-generated sounds, but the slow temporal 

dynamic might indicate that unusual action-effect contingencies, like sounds generated by 

saccades, might involve a slower tuning process of internal forward models, while only fine-

tuning is necessary when similar action effects are encountered in everyday life, such as 

sounds following button-presses. For antisaccade-generated sounds, the missing N1 reduction 

hints at conflicting efference copy information relayed to predictive models, as antisaccades 

require the suppression of automatically generated prosaccades. We also report a P2 for 

prosaccade-generated sounds that decreased over time, until no significant difference to cued 

externally-generated sounds was found, unlike the P2 for antisaccades, that remained 

enhanced in comparison. This is potentially an effect of  reduced perceived control or agency 

over sound generation when performing antisaccades. 
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Figure 1. Experimental sequence in the different conditions of one pro- and one antisaccade 

block. Cue-sound and cue-only conditions used timings and target stimulus positions as they 

were recorded in the act-sound condition at the beginning of each block. In antisaccade 

blocks, the target position was recorded as the side the antisaccade was aimed at, not the 

displayed stimulus position. In the act-sound conditions, sounds were only played if a saccade 
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in the correct direction was detected, and this was replicated in the corresponding cue-sound 

condition as well. The order of conditions in each block was fixed. 
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Figure 2. A: Overall sound-related grand average ERPs (from all act- and cue-sound 

conditions) at Fz, FCz, and Cz of all trials (act- and cue-sounds). Blue bars show the time 

windows used to locate participant-specific peaks in each condition. B: Topographical maps 

of scalp potentials at the time of the N1 and P2 peaks from the overall grand average ERPs in 

A. Electrode positions Fz, FCz, and Cz (from top to bottom) are marked in white. 
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Figure 3. Line plots of the marginal estimated means for the linear mixed effects models. 

Lines represent the estimate over all 40 trials of each run. Error bars show one standard error 

at the start and end of each run, corresponding to the simple effects analyses. 

 


