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1 Introduction 

‘We are drowning in information, while starving for wisdom. The world henceforth will 

be run by synthesizers, people able to put together the right information at the right 

time, think critically about it, and make important choices wisely.’ 

- Edward O. Wilson 

With the advancement of digitalization, our lives have changed significantly, especially 

in terms of the availability and handling of information. Never before have so many 

people on this planet been able to both consume an infinitely appearing amount of 

information and produce their own content easily and for free. While about 16% of the 

world’s population had access to the internet in 2005, by 2022 this figure had already 

risen to an estimated 66%, or 75% among those aged 15 to 24. In particular, in Europe as 

well as in North and South America, the user share is even higher, ranging between 80% 

and 90% (International Telecommunication Union (2022)). In 2022, 103.66 zettabytes of 

data were shared – one zettabyte being equivalent to one billion terabytes. By 2027, 

Sörries and Wissner (2023) project this data volume will nearly triple to 284.30 

zettabytes. 

In the sense of the US biologist Edward O. Wilson, this surplus of information does not 

automatically equate to increased wisdom. Rather, it is important to act as a ‘synthesizer’, 

selecting information based on its relevance and truthfulness, appropriately aggregating 

it, and using it thoughtfully as a basis for decision-making. This is easier said than done, 

especially against the backdrop of the ever-increasing importance of social media 

platforms both in the media landscape and in everyday life, where anyone can largely 

share information unchecked, thereby consciously or unconsciously spreading 

misinformation. With the help of ‘bots’ even individuals or groups can attempt to assign 

greater relevance to their viewpoints. The dangers of bots on Twitter prominently came 

into focus for the first time during the 2016 US election (Orabi et al. (2020), Bessi and 

Ferrara (2016)). 

Against this background, the question arises as to how social media information affects 

financial markets. The power of social media was recently highlighted in the highly 

publicized case of the GameStop stock, but investors also exchange information daily 
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outside of such extreme events, for example, by using cashtags like ‘$AAPL’ for the stock 

of Apple Inc. (Long et al. (2023), Umar et al. (2021)). In economic research, the term 

‘investor sentiment’ has become established, which can be extracted from social media 

data. This work aims to examine whether and how investor sentiment can impact 

individual investment decisions on a micro level and, consequently, financial markets on 

a macro level. 

1.1 On the role of information and investor sentiment on capital markets 

When examining how information impacts financial markets, an engagement with the 

Efficient Market Hypothesis (EMH) by Fama (1970) is unavoidable. Fama (1970) defines 

a market as fully informationally efficient if all available information is included in the 

information set and correctly interpreted in relation to a market price  . Consequently, 

the expected price �( �,���) of an asset � at time � + 1 must correspond to the expectation 

of this price at time � given the information set +� available at that time: 

 �. �,��� − �( �,���|+�)/ = 0 (1) 

If we assume the existence of private insider information, insiders can use this 

information to generate systematic excess returns. In this case, the market is defined as 

semi-strong efficient and equation (1) becomes an inequality. If the information set 

contains only historical price data, such excess returns can also be achieved using public 

fundamental information (and, of course, insider information). 

Fama (1970) himself, as well as other researchers, have addressed the (empirical) 

determination of the degree of informational efficiency. A problematic aspect of this 

examination is that a definitive verification of the hypothesis is always subject to the ‘joint 

hypothesis problem’ which states that rejecting a hypothesis always involves assuming 

another necessary hypothesis. In the case of testing informational efficiency, this would 

always be the assumption of a correct asset pricing model. Nonetheless, there is a wide 

range of evidence in financial research for markets that are not (fully) informationally 

efficient due to excess volatility (Shiller, Fischer, and Friedman (1984)) or various 

calendar or fundamental anomalies as the January effect or value anomaly.1 

                                                 
1 A good overview is given by Latif et al. (2011). 
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Particularly, the assumption associated with the Efficient Market Hypothesis that 

investors are rational, which is necessary for the correct processing of all information, has 

come under scrutiny from its critics. This assumption is not compatible with the practical 

observation of historical events such as the Tulip Mania of 1637, the South Sea Bubble 

of 1720, or more recent events like the Dotcom Bubble of the early 2000s (Aliber and 

Kindleberger (2015), Baker and Wurgler (2006), Malkiel (2003), Mackay (1869)). 

Building on the concept of ‘noise’ mainly introduced by Kyle (1985) and Black (1986), 

Long et al. (1990) establish the Noise Trader Theory, in which asset prices can deviate 

from their fundamental value in the short to medium term. According to the Efficient 

Market Hypothesis, irrational noise traders would be driven out of the market by rational 

arbitrageurs in the long run. However, Long et al. (1990) argue that limits of arbitrage 

exist, ensuring that irrational noise traders can persist in the market. Since the behavior 

of noise traders and their reaction to subsequent information is unpredictable and 

therefore a longer-term mispricing is possible, arbitrageurs are increasingly exposed to 

noise trader risk the more risk-averse they are and the shorter their investment horizon is. 

This effect is amplified by the presence of transaction costs in the market and the 

empirical observation that (especially individual) investors tend to avoid taking short 

positions (Stambaugh, Yu, and Yuan (2012), Miller (1977)). Consequently, Long et al. 

(1990) argue that investor sentiment should be considered in asset pricing models. 

Regardless of asset pricing, markets with many noise traders appear more volatile. 

Investor sentiment (or noise trading) can also explain the frequently observed fact that 

markets are often more volatile than estimated by models not utilizing investor sentiment 

(Giglio and Kelly (2018), Shiller (1981), Miller (1977)). 

The assumption of zero information costs, put forth by Fama (1970), conflicts with real-

world conditions. This assumption, especially the absence of information costs, has 

sparked debates in financial literature: while Fama defines this assumption as merely 

‘sufficient’, Grossman and Stiglitz (1980) theoretically model that this condition is 

‘necessary’. Essentially, the authors argue that under the assumption of costs 
 for 

information +, the price   of an asset in a competitive market can only contain 

information if market participants are compensated with at least a small premium for 

gathering the information. 
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In a (nearly) fully informationally efficient market, as per Fama, there can be initially 

incentives for information gathering. However, the costly information obtained by 

informed investors also becomes observable to uninformed investors through the price. 

To save on costs � while maintaining the same profit, informed investors might cease 

information gathering. Consequently, this configuration leads to no market equilibrium, 

a situation later known as the ‘information paradox’ (see Figure 1). 

 

Figure 1: The information paradox following Grossman and Stiglitz (1980) 

If the market is not fully informationally efficient, the price only partially reflects the 

information, allowing uninformed investors to continue free-riding. At the same time, 

monetary incentives remain for informed investors to gather information, enabling a 

balance where both groups can achieve equal expected utilities. This equilibrium can only 

occur in a situation where the market is not completely efficient, thus maintaining 

incentives for informed investors to continue their information gathering activities. 

Apart from the model of Grossman and Stiglitz (1980), one can simplify the 

determination � of  by assuming that a rational market participant might choose the size 

of the information set θ in the following manner, depending on a concavely shaped utility 

function ���� and convex information costs ����: 

 

��
�� � ��

��  

	
�ℎ  ��
�� 
 0, ���

��� � 0, ��
�� 
 0 ��� ���

� 
 0  
(2) 

In this sense, it is desirable to design information gathering in such a way that the ratio 

between the information content and the costs of collection is maximized, making the 
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utility function of information gathering #(+) as steep and the cost function 
(+) as flat 

as possible. This fundamental idea aligns with the results of the market model by 

Grossman and Stiglitz (1980), in which an equilibrium situation is particularly possible 

for low-cost and/or precise information. Jing, Wu, and Wang (2021) conclude that social 

media could gradually deprofessionalize the job of financial analysts, who previously 

could save investors information costs through their specialization. 

From a theoretical perspective, the role of social media information can impact investors 

in terms of investor sentiment in the following ways: 

(1) Social media as an information cost-saving institution that provides a wide range 

of (free) information for investors while also pre-selecting and prioritizing the 

collection and processing of information through the work of communities and 

algorithms. 

(2) Social media information as a pure proxy for measuring investor sentiment, to 

which noise traders react and further propagate on the platforms. 

1.2 Investor Sentiment 

1.2.1 Definition 

Before addressing the question of appropriate measurement of investor sentiment, the 

term should first be defined and delineated. The definition of investor sentiment in 

economic literature is not clear-cut. For instance, Aggarwal (2022) criticizes that past 

research on investor sentiment has focused too much on measurement without a unified 

definition. This thesis is supported by the observation that individual sentiment measures 

(especially in early sentiment research) are sometimes independent of each other or even 

contradictory (Qiu and Welch (2004)). 

The most fundamental definition is provided by Shleifer and Summers (1990), who define 

investor sentiment as the ‘overall investor attitude towards financial markets’. Investor 

sentiment thus encompasses any kind of emotions, moods, beliefs, or future expectations 

prevailing in the market. Similarly, Barberis, Shleifer, and Vishny (1998) offer a similar 

definition, specifying the proposal of Shleifer and Summers (1990) by stating that these 

beliefs occur in ‘formations’ that lead to over- and underreactions in capital markets. 

Baker and Wurgler (2006) build on the Noise Trader Theory outlined in the previous 

subsection, as proposed by Long et al. (1990), defining it as the propensity to speculate 
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about the future based on noise. In a later work, they define this propensity as ‘optimism’ 

or ‘pessimism’ towards financial markets (Baker and Wurgler (2007)). 

The most common specification focuses on the fundamental value of an asset.2 While 

Brown and Cliff (2004) initially define investor sentiment as market expectations relative 

to a ‘norm’, still quite broadly formulated, others such as Zhang (2008) and Shefrin and 

Belotti (2008) utilize the concept of fundamental value, viewing investor sentiment as a 

(subjective) belief of investors regarding this value. The understanding of investor 

sentiment aims to encompass all these thoughts and beliefs of investors (deviating from 

the fundamental value), triggered by irrational behavior or cognitive biases. Following 

the distinction made by Bormann (2013) between short-term and long-term investor 

sentiment, this work will primarily focus on the short-term component. Bormann (2013) 

highlights that short-term sentiment deals more with rapidly changing but stronger 

emotions. Emotions differ from the long-term component, mood, in that they directly 

relate to a person or object – in this case, an asset – while mood represents a longer-term 

persistent attitude of the investor. 

Along with the insights from Section 1.1, the measurement of this conceptual construct 

will now be discussed, or as Baker and Wurgler (2007) put it: ‘Now, the question is no 

longer, as it was a few decades ago, whether investor sentiment affects stock prices, but 

rather how to measure investor sentiment and quantify its effects.’ This is a task, as 

Aggarwal (2022) rightly points out, that is far from being completed, and thus, 

particularly ‘more studies [...] by using computationally intensive sentiment analysis 

techniques for prediction of financial markets’ are needed. 

1.2.2 Measurement 

1.2.2.1 Market-based 

Market-based measures, along with survey-based measures, represent the oldest research 

strand in this field. Aggarwal (2022) further divides this area into ‘related market 

measures’, ‘direct equity market activity’, and ‘market performance measures’. 

One of the most well-known measures in the first group is the Closed-End Fund Discount 

(CEFD), first introduced as a sentiment measure by Lee, Shleifer, and Thaler (1991). 

                                                 
2 At this point, it should also be noted once again that the definitional appeal to the fundamental value of 
an asset leads again to the ‘joint hypothesis problem’ with the assumption of a correct asset pricing model. 
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Investor sentiment, in this context, is seen as the difference between the Net Asset Value 

(NAV) of the security holdings of the fund and its market value, which is predominantly 

held by individual investors (Lee, Jiang, and Indro (2002)). A positive (negative) change 

in the discount indicates pessimism (optimism) among investors, as the change in market 

value relative to NAV is more negative (less positive) or more positive (less negative), 

respectively. Similarly, the observation of Net Mutual Fund Redemptions (NMFD) 

follows a similar direction. While Malkiel (1977) provides rational explanations for these 

relationships, they also acknowledge that a significant portion of discounts and 

redemptions can only be explained by irrational behavior.3 In recent years, Ben-Rephael, 

Kandel, and Wohl (2012) have proposed using net exchanges instead of net redemptions 

and demonstrated a stronger correlation with ‘noise’ in the American financial market. 

Also popular as an investor sentiment measure are Initial Public Offering (IPO) data. 

Ritter (1991) and Cornelli, Goldreich, and Ljungqvist (2006) use the success of IPOs in 

the form of first-day returns as a sentiment measure. Baker and Wurgler (2007) take a 

step back and introduce the number and volume of IPOs as a sentiment measure, assuming 

that companies time their IPOs according to market sentiment. Additionally, Baker and 

Wurgler (2004) had previously introduced that dividend premiums (the difference 

between the average market-to-book ratio of dividend payers and non-payers) have an 

inverse relationship with investor sentiment. Lastly, within the first group of market-

based measures, insider trading is also included, for which Seyhun (2000) and Jeng, 

Metrick, and Zeckhauser (1999) show that insiders can still earn abnormal returns even 

within the bounds of legality. 

In the area of ‘direct equity market activity’ Baker and Stein (2004) use market liquidity 

as a proxy for investor sentiment. They assume that irrational noise traders are subject to 

a short sale constraint, whereby higher market liquidity automatically indicates a more 

positive sentiment and vice versa. Similar to the number of IPOs mentioned earlier is the 

use of the ratio between equity issues to total (equity & debt) issues. Baker and Wurgler 

(2000) empirically show that a high ratio is usually followed by lower returns, indicating 

an inverse relationship with investor sentiment. Since irrational behavior is primarily 

                                                 
3 Baker and Wurgler (2007), Frazzini and Lamont (2007), Brown et al. (2003) and Neal and Wheatley 
(1998) give various explanatory approaches. 
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attributed to smaller investors, odd lot sales4 were long used as a measure of investor 

sentiment (Barber (1994), Brodie (1940)). However, Neal and Wheatley (1998) 

demonstrated that the influence on stock returns is minimal. More recent studies have 

also introduced the put-call ratio (Wang, Keswani, and Taylor (2006)) and the buy-sell 

imbalance (Kumar and Lee (2006)). 

‘Market performance measures’ encompass the widest range of variations. One of the 

earliest variations was the Bearish Sentiment Index, which indicates the proportion of 

bearish investment advisors relative to all investment advisors. Solt and Statman (1988) 

show that this measure is not capable of predicting asset returns. Further, the ARMS index 

is defined as the ratio between the ratio of advancing and declining stocks and the ratio 

between advancing and declining volume – just to name one of the technical indicators. 

An index value of one implies a neutral market, a value below one implies a bullish 

market, and a value above one implies a bearish market, as this value suggests more (less) 

volume in the average advancing stock and less (more) volume in the declining stock 

(Wang, Keswani, and Taylor (2006)). 

Baker and Wurgler (2006) emphasize the use of multiple measures simultaneously by 

employing principal component analysis (PCA). In their widely used Baker and Wurgler 

Sentiment Index, they include the closed-end fund discount, first-day IPO returns, IPO 

volume, dividend premium (value-weighted), and the ratio between equity issues to total 

issues. Empirical applications have already demonstrated significant relationships in 

stock markets (Yu and Yuan (2011)), bond markets (Nayak (2010)), and external 

corporate finance decision-making (McLean and Zhao (2014)). 

Nevertheless, market-based measures also face significant criticism. Foremost among 

these is the issue of endogeneity, where changes in other market factors can influence the 

assessment of investor sentiment. For example, Baker and Wurgler (2006) initially 

included the turnover ratio of the NYSE as the sixth indicator in their sentiment index. 

However, they had to remove this indicator due to the misleading impact of the substantial 

increase in high-frequency trading. Additionally, Qiu and Welch (2004) demonstrate that 

                                                 
4 An odd lot trade is an order that is not divisible by 100 without remainder. These order sizes are typically 
chosen by individual traders. 
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market-based measures, such as the CEFD, do not align with the next group of sentiment 

measures – survey-based sentiments – that directly query sentiment. 

1.2.2.2 Survey-based 

Survey-based investor sentiment measures have already been collected extensively even 

before the discussion about market efficiency and noise trading began. To this day, 

representative (target) groups are regularly asked the same questions about their 

(economic) expectations at regular intervals. Similar to the ‘market performance 

measures” there is also an enormous variety of different indices within survey-based 

measures. The following will present those that have garnered the most attention in 

economic research. Broadly, the collected surveys can be divided into those that measure 

the sentiment of professionals and those that measure the sentiment of individuals. In line 

with the assumption that noise trading is predominantly driven by individuals and that 

individuals are easier to reach for surveys, it is not surprising that the latter group enjoys 

significantly more popularity in research. 

Investors Intelligence (II) describes a measure from the first group as advisor sentiment. 

Weekly market newsletters issued by (semi-)professional investors are analyzed. 

Although the collected data is used to fill out a survey, the evaluation of the newsletters 

resembles early methods of text-based measurement of investor sentiment, which will be 

discussed in the following chapter. The index of the American Association of Individual 

Investors (AAII) also surveys individual investors weekly about their expectations for the 

stock market over the next six months. Fisher and Statman (2000) show that both 

measures, despite different investor groups, exhibit a significant correlation of 0.47 and 

only a weak negative relationship with future returns. Later analyses confirm the 

observation of a contrarian relationship with significant results (Verma and Soydemir 

(2009), Verma and Verma (2008), Zwergel and Klein (2006), Brown and Cliff (2004)).5 

Also noteworthy are measures that, while not explicitly focusing on investor sentiment, 

instead examine consumer sentiment. The University of Michigan’s Index, based on 

telephone interviews with at least 50 questions, sets the sentiment with a number of 

participants in the mid-three-digit range. On the other hand, The Conference Board 

Consumer Confidence Index relies on five questions about business, income, and 

                                                 
5 Data for both available at https://www.investorsintelligence.com/x/default.html (Investors Intelligence) 
and https://www.aaii.com/sentiment-survey (AAII).  
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employment, administered to approximately 5000 households.6 Otoo (2000) 

demonstrates that both measures nonetheless strongly correlate with each other and 

exhibit a significant relationship with stock prices. 

The most well-known weekly survey published in the German-speaking region is Sentix, 

which predominantly collects German data. Sentix provides a clear distinction between 

individual and professional investors, as well as differentiates between short- and mid-

term perspectives. These specifications have made this survey measure attractive for 

recent studies once again. Schmeling (2007) utilizes Sentix data as a proxy for ‘smart 

money’ and noise trader risk. Heiden, Klein, and Zwergel (2013) demonstrate medium-

term relationships between professional sentiment and exchange rates, which are 

significant but highly fluctuating. Bormann (2013) utilizes the division into short- and 

middle-term perspectives to align with the distinction made in Section 1.2.1 between 

short-term emotions and medium- to long-term mood.7 

In a comparative study involving six surveys, including all the surveys mentioned here 

except Sentix, Greenwood and Shleifer (2014) find that survey sentiments are highly 

correlated with each other and also exhibit relationships with past market returns and 

mutual fund inflows. ‘These results suggest that survey measures of investor expectations 

are not meaningless noise but are rather reflections of widely shared beliefs about future 

market returns, which tend to be extrapolative in nature’ (Greenwood and Shleifer 

(2014)). 

Survey data also present challenges. Apparently, the data are available at too short 

frequencies. This is particularly problematic in light of recent findings in which intraday 

relationships between investor sentiment and assets are demonstrated (e.g., Gao and Liu 

(2020), Behrendt and Schmidt (2018), Renault (2017), Sun, Najand, and Shen (2016)). 

Furthermore, some researchers question the complete credibility of both the 

representativeness of the sample population and the responses themselves. Incentives 

may exist to provide distorted information in order to influence the decisions of others, 

including political institutions, for one’s own benefit (Zhou (2018), Singer (2002)). 

                                                 
6 Data for both available at http://www.sca.isr.umich.edu/ (University of Michigan) and 
https://www.conference-board.org/topics/consumer-confidence (Conference Board).  
7 Data available at https://www.sentix.de/.  
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1.2.2.3 Text-based 

Text-based measures can largely circumvent the problems associated with market-based 

and survey-based measures. They widely exhibit exogeneity and provide unbiased data 

since the observed individuals do not feel they are being observed, which imparts a ‘living 

lab’ characteristic. Additionally, as noted in Section 1, the availability of such data is 

continually growing. Initially, the limitations that led to this area being largely ignored in 

early sentiment research were primarily due to limited computational capacity and the 

lack of advanced algorithms for evaluation. Today, these limitations have been largely 

addressed, though there is always room for further improvement. 

In a seminal contribution, Antweiler and Frank (2004) analyzed 1.5 million messages on 

internet stock message boards from Yahoo! Finance and Raging Bull, finding initial links 

to stock market volatility. In most studies, investor sentiment is always represented as a 

ratio of news classified as ‘positive’ and ‘negative’. Closely related to text-based 

measures are media-based measures, where sentiment is derived from search behavior or 

media coverage on specific topics. While media-based measures will not be further 

explored here, a comprehensive overview can be found in works like Aggarwal (2022). 

Textual analysis, in contrast, can be categorized into ‘dictionaries”, ‘statistical methods”, 

‘word & sentence encoders’ and ‘transformers’. Unlike the methods discussed in previous 

chapters, these forms are not competitive but rather represent successive stages of 

development, with each building upon the last, despite minor inconsistencies (Mishev et 

al. (2020)). The following Section provides a brief overview of the fundamental technical 

developments of each stage. 

 

Dictionaries 

In the dictionary approach, texts are classified solely based on the words used, using a 

word list or dictionary that assigns classifications to words. In its basic form, this method 

completely ignores the syntactic properties of the text and assumes an independence 

between the words in a sentence (known as the ‘bag-of-words’ approach, Loughran and 

McDonald (2016)). For example, a tweet would be classified into a category (e.g., 

‘positive’) if the majority of the classifiable words in the tweet belong to that category. 8 

                                                 
8 Other thresholds, deviating from the majority, can of course also be defined. 
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The first dictionaries emerged much earlier in sociological and psychological contexts, 

with the Harvard IV-4 dictionaries as part of the Harvard General Inquirer (GI) in the 

1960s being their most well-known representative. Loughran and McDonald (2011) 

explain in their work, using the word ‘risk’ as an example, that words in the context of 

finance and accounting can have different connotations than in general language, as 

illustrated by the Harvard GI. Consequently, they themselves, as well as other researchers 

like Henry (2008), developed various dictionaries with different focuses around finance 

and accounting. Although Renault (2017) later emphasized that highly specialized, field-

specific dictionaries can have advantages over more advanced algorithms, research has 

increasingly focused on these algorithms due to their enormous successes, making 

dictionaries less critical for text classification today. 

 

Statistical methods 

The simplest form is the count vectorizer, where a text is translated into a vector that 

documents the occurrence of each word. Consequently, the most frequently occurring 

words can be analyzed for different classifications. Count vectorizers also neglect 

semantics and overrepresent irrelevant filler words – a problem that can be addressed 

using the algorithm ‘term frequency – inverse document frequency’ (TF-IDF, Mishev et 

al. (2020)). Following the basic idea of Sparck Jones (1972), TF-IDF introduces a 

penalizing term, the ‘inverse document frequency’ (IDF), in addition to the ‘term 

frequency’ (TF) known from the count vectorizer, if a word frequently appears in multiple 

documents (e.g., sentences) within the entire corpus (e.g., a text) being analyzed. 

 

Word- & Sentence-Encoders 

Word-encoders are the first to assign a crucial role to context. The idea is to assign similar 

vectors, known as ‘embeddings’, to words that appear in a similar context. Over time, 

various word-encoder designs have been developed. In ‘Word2Vec’ introduced by 

Mikolov et al. (2013), vectors can be created unsupervised using the ‘Continuous-Bag-

of-Words’ (CBOW) and ‘Skip-Gram’ (SG) models. In the CBOW model, the aim is to 

predict a single target word based on its context, while in the SG model, the context is 

evaluated based on the word. CBOW works faster and handles common words and 

phrases better than SG (Mikolov et al. (2013)). Later advancements like Global Vectors 

for Word Representation (GloVe, Kelton and Pennington (2020)) and FastText 
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(Bojanowski et al. (2017)) address weaknesses of ‘Word2Vec’ such as handling unknown 

words (Mishev et al. (2020)). 

Sentence-encoders differ in that embeddings are assigned not at the word level but at the 

sentence or at least the phrase level. Using a pre-trained neural network, variably long 

sentences are translated into a fixed-size numerical representation. Among the most well-

known sentence-encoders are Doc2Vec (Le and Mikolov (2014)), Universal Sentence 

Encoder (USE, Cer et al. (2018)), and Language-Agnostic Sentence Representations 

(LASER, Artetxe and Schwenk (2019)). 

 

Transformers 

In their paper ‘Attention is All You Need’ Vaswani et al. (2017) introduce the 

‘Transformers’ model architecture, which revolutionized natural language processing and 

enabled newer developments such as BERT or ChatGPT. Transformers use an encoder-

decoder structure (Figure 2, left side for encoder, right side for decoder) with two crucial 

innovations that allow them to outperform previous models like Recurrent Neural 

Networks (RNN) or their advancements like Long Short-Term Memory (LSTM): 

positional encoding and (self-)attention. 

Positional encoding means that both the input 

embeddings and the output embeddings are 

augmented with an additional component that 

signals their position. Information about the 

position of a word in a sentence or text is thus 

no longer part of the model structure as before 

but rather part of the model’s data. 

The concept of attention is already known in 

RNNs (and thus also in LSTMs) and 

describes the weighting of words based on 

their importance. The crucial advantage of the 

(Self-)Attention introduced by Vaswani et al. 

(2017) is that the attention weights can be 

computed simultaneously in this method, 

allowing for parallelization of the process. 
Figure 2: The Transformer – model 
architecture by Vaswani et al. (2017) 
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Additionally, the reference window in which words can be related to each other is no 

longer limited, enabling Transformers to have a significantly longer memory (Mishev et 

al. (2020)). Compared to word encoders, the embeddings of a word can take on multiple 

values, allowing, for example, the word ‘Apple’ to be recognized in the respective context 

as a fruit or a company (Vaswani et al. (2017)). 

Building on this, in 2018, Devlin et al. (2018) introduced a language representation model 

called ‘Bidirectional Encoder Representations from Transformers’ (BERT). Unlike 

previous Transformers, BERT considers context bidirectionally for the first time – that 

is, both left and right. This is achieved in pre-training through a Masked Language Model 

(MLM) and Next Sentence Prediction (NSP). MLM randomly masks 15% of the words 

(tokens) to learn to predict them from the context. For NSP, segment embeddings are 

added to the word and position embeddings to include information about the sentence 

structure. BERT is thus able to recognize the relationship between sentences, which is 

particularly important for tasks such as question answering (Devlin et al. (2018)). 

 

Figure 3: Example for a BERT input representation by Devlin et al. (2018) 

In an initial version, the authors create BERT in a ‘Base’ and a ‘Large’ version, which 

differ in the number of layers used, the hidden size, self-attention heads, and the number 

of parameters. Later, other authors introduce further specifications of BERT, such as 

RoBERTa (Liu et al. (2019)) or DistilBERT (Sanh et al. (2020)), aiming to achieve even 

better results or significantly reduce computational overhead while maintaining 

comparable performance. In the financial context Araci (2019) fine-tuned BERT for the 

first time and demonstrated that their BERT version, called ‘FinBERT’ outperformed 

previous approaches such as LSTM or ELMo. Due to the relatively easy accessibility of 

BERT models, for example through libraries like transformers in Python, nearly 10,000 
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text classification BERT models are available on platforms like Huggingface.co up to 

now. 

1.3 Research gap & contribution 

As has already been demonstrated and will be further illustrated in the following chapters, 

many studies have already focused on the development and application of various 

investor sentiment measures. Therefore, this work will primarily focus on a more detailed 

experimental investigation of the mechanisms through which investor sentiment operates, 

as well as on the technical and, above all, ideological advancement of text-based 

sentiment measures. 

In their work, Aggarwal (2022) and Bormann (2013) rightly criticize the overly rigid 

focus on the purely technical development of new measures beyond a fundamental 

understanding of the causal relationships and psychology of investors. Often, only 

individual findings from the field of behavioral finance are used for explanation without 

placing them in a broader framework, such as the Prospect Theory proposed by 

Kahneman and Tversky (1979). An essential component here is the experimental research 

in the laboratory to demonstrate whether and how investor sentiment (derived from text 

contributions) arises and through which channels it affects individual investment 

decisions. 

Previous experimental research contributions have focused more on the ‘what?’ rather 

than the more necessary ‘how?’ for comprehensive understanding. Hales, Kuang, and 

Venkatarman (2011) show in their study that investors are more influenced by vivid 

language, especially when the observed text contradicts their own beliefs. These 

observations are complemented by Tan, Ying Wang, and Zhou (2014) and Rennekamp 

and Witz (2021), who investigate the impact of readability. Finally, Boulu-Reshef et al. 

(2023) examine the influence of emojis and find a significant yet marginal effect on 

investment decisions. 

In Section 2, the focus will be on experimentally examining the impact of investor 

sentiment – specifically on social media – on individual investment decisions. Diverging 

from previous studies that primarily concentrated on the properties of the text, this section 

will utilize a mediator analysis to scrutinize the channels through which these effects 

operate. To achieve this, a decision-making scenario will be created on an information 
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platform, where participants can access both historical and fundamental data as well as 

social media data about a fictional company. Participants will then make an investment 

decision based on this information. In addition to the investment decision itself, the study 

will also observe participants’ perceptions of financial and social media sentiment. 

As demonstrated in the previous chapters, technical advancements in the field of textual 

analysis are indispensable and – as shown by Mishev et al. (2020) – continually evolving 

positively. BERT models, in particular, have gained significant popularity in recent years 

due to their superior accuracy rates compared to other models and their relatively simple 

application and development possibilities. However, in the financial context, Text-Based 

Emotion Detection (TBED) has been comparatively neglected compared to other 

disciplines, as indicated by Zad et al. (2021) in a review study. The works in Section 3 

and 4 will aim to accomplish two tasks: 

In a first step, tweets will be analyzed for application in the economic context using both 

the EmoLex dictionary by Mohammad and Turney (2013) and the two-dimensional 

positive-negative dictionaries introduced in Section 1.2.2.3. Contrary to most current 

works, this study does not aim to set new accuracy records but rather to make a conceptual 

contribution by emphasizing the use of multi-dimensional emotion classifications in 

future. Building on this, in Section 4, a BERT model will be fine-tuned to classify tweets 

based on their emotions. Given that a similar model has already been created by Vamossy 

and Skog (2020), this third study will sharpen the focus in the spirit of Renault (2017). 

Renault (2017) emphasizes in the dictionary context (and the work in Section 3 confirms 

this again) that proper evaluation necessitates alignment with the underlying text type. 

Therefore, the question arises as to how homogeneous texts on social media platforms 

are. By categorizing traders into the groups ‘Novice’, ‘Intermediate’, and ‘Professional’ 

linguistic differences will be highlighted, and three BERT models will be fine-tuned and 

evaluated specifically for these groups, based on the model by Vamossy and Skog (2020).  
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2 The relevance and influence of social media posts on investment 

decisions – an experimental approach based on Tweets 

2.1 Abstract 

We conducted an experiment to examine the role of positive and negative tweets 

(generated by AI) on investment behavior, comparing them with provided historical and 

fundamental financials. Through mediator analysis, we discovered that positive tweets 

have a significantly positive mediating effect on investment amounts, while negative 

tweets have a negative impact. Importantly, we found that this effect is not primarily 

driven by the perception of the tweets; rather, positive tweets influence individuals’ 

perception of a company’s financials which is the most influencing factor in individuals’ 

investment decision. In this manner our study contributes to the existing literature by (1) 

proving evidence for a causal effect of social media investor sentiment on investment 

behavior on capital markets and especially (2) focussing how the influence channels are 

built. 

2.2 Introduction 

Predominantly starting with Kyle (1985) and Black (1986) the influence of noise in 

financial markets has aroused the interest of many researchers in the field of behavioral 

finance. In financial research the role of noise traders has been widely discussed as noise 

trading is supposed to explain why stock prices could differ from their fundamental value. 

This idea contradicts the idea of information-efficient markets stated in the Efficient 

Market Hypothesis (EMH) by Fama (1970). Fama (1965) himself argues that irrational 

noise traders would meet rational traders on financial markets who trade against them. 

This should result in systematic losses for noise traders who will leave the market because 

of the behavior of rational arbitrageurs. Long et al. (1990) oppose that there are limits to 

arbitrage due to risk aversion and short time horizons allowing noise traders to 

temporarily diverge prices from the fundamental value. Consequently, the development, 

identification (and prediction) of noise has become a main interest of research in financial 

research. 

Market or investor sentiment defined as market’s general, psychological environment is 

believed to wield considerable influence over noise trading, thereby anticipated to impact 
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stock prices. Given the non-trivial nature of observing investor sentiment, the debate on 

its influence within financial markets pivots on identifying the most appropriate measure. 

Over time, three main distinct measurement approaches have emerged: market-based, 

survey-based, and text-based methodologies.9 

The approach last mentioned, which has gained and continues to enjoy widespread 

popularity, aligns with the ascent of social media platforms like Twitter, Facebook, and 

Instagram. Their expanding user bases, coupled with increasingly accessible textual 

analysis tools such as Google BERT with nearly 9,000 trained models on Huggingface.co, 

have propelled this approach. Consequently, researchers have probed the potential impact 

of a platform’s content on stock market performance. Given investors’ limited attention 

spans, their investment decisions often exhibit biases toward assets that consciously or 

subconsciously grab their attention – such as through framing techniques (Barber and 

Odean (2008)). As a result, social media platforms may indeed sway individual 

investment choices (Liu (2020)). Johnson and Tversky (1983) previously noted that 

sentiment has the power to influence investors’ risk perceptions. Kaplanski et al. (2015) 

corroborate this observation, even detecting the effects of investors’ personal happiness 

on their investment behavior. Additionally,  Baker and Wurgler (2007) conclude that the 

debate no longer revolves around whether sentiment influences market participants but 

rather focuses on the intensity of its impact and how best to measure it. 

Despite empirical findings predominantly suggesting relationships, discussions 

surrounding causality, particularly the causal direction and channels, have surfaced. This 

area has been experimentally explored across various papers in economic literature. 

Hales, Kuang, and Venkatarman (2011) contribute to linguistic analysis in financial 

accounting research (e.g. Tetlock (2007), Tetlock, Saar‐Tsechansky, and Macskassy 

(2008), Feldman et al. (2010)) by demonstrating that investors are more susceptible to the 

influence of vivid language compared to dull language of the same sentiment in financial 

reporting. This effect is especially pronounced when the underlying information is 

preference inconsistent. Studies by Tan, Ying Wang, and Zhou (2014) and Rennekamp 

and Witz (2021) echo these findings, suggesting that text can significantly impact 

investors’ judgments, particularly when the readability of the text is low or when the 

                                                 
9 A good overview about the three measurements is given for example in Aggarwal (2022). 
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language used is informal. Moreover, Miller (2010) finds that lengthy and less readable 

filings lead to reduced trading, prompting small investors to halt trading activities. The 

chosen information channel also plays a role. Kelton and Pennington (2020) note that 

investors tend to identify more with a CEO when communication occurs through Twitter 

compared to the company’s website. A recent and comparable study by Boulu-Reshef et 

al. (2023) specifically examines the influence of emojis in social media posts (tweets) on 

financial professionals. Their research indicates a significant yet marginal impact of these 

messages on investment decisions. 

Despite the specific experimental findings, there remains a limited understanding of the 

intricate mechanisms underlying these effects. A deeper examination of the influential 

channels could significantly enhance our comprehension of individuals’ investment 

behavior. Thus, we aim to contribute to the aforementioned literature by investigating 

individuals’ investment choices and their perceptions of financial and social media 

sentiment within an experimental setting encompassing various financial and social 

media information sources. 

Through the application of mediation analysis, our study seeks to scrutinize whether and 

through which channels these distinct information sources exert an influence on perceived 

sentiment. Subsequently, we aim to explore how these perceptions, in turn, impact 

investment decisions. We go in line with prior findings, but also find using mediator 

analysis that the tweets do not have significant influence on investment decision directly 

as well as over the mediator perceived tweet sentiment. Moreover, the tweets influence 

the perceived financial sentiment which has a large and significant influence on the 

investment decision. 

The remainder of this paper is structured as follows: Section 2.3 provides a detailed 

description of the methods utilized to gather financial and social media data within the 

experimental framework, aiming for authenticity. It further delves into the 

implementation process, concluding with the formulation of hypotheses based on the 

established setting in Section 2.4. Section 2.5 offers a concise overview of the collected 

data, leading into the presentation of our findings. This includes a mediation analysis 

elucidating the impact on investment decisions. Finally, Section 2.6 serves as the 
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conclusion, where we summarize our observations in light of previous literature, and 

highlight potential avenues for future research. 

2.3 Experimental design 

Our experimental design aims to assess the impact of social media posts, specifically 

tweets on the platform ‘X’ (formerly ‘Twitter’), on the investment behavior of 

individuals. Taking into consideration aspects of loss aversion following prospect theory 

by Kahneman and Tversky (1979), we are also interested in observing this behavior with 

positive and negative versions of provided financials and tweets. To achieve this, we 

divided our test subjects into six different groups, as outlined in Table 1. 

 

Table 1: Grouping 

In the following subchapters, we describe the specified investment setting along with the 

design of positive and negative financials and tweets. We conclude our introduction to 

the experimental design by detailing the incentive system. Subsequently, we derive our 

hypotheses based on our key findings in the introduction and our experimental design. 

2.3.1 Investment setting 

Test participants were instructed to gather information about the fictional company 

‘Glubon AG’10 of which they already owned 100 stocks, each valued at 10€ (resulting in 

a total stock capital of 1000€). Based on a brief company description (refer to Figure 10 

in Section 2.7.1.1), stock charts, financial metrics (see Section 2.3.2) and (for groups 1 to 

4) posts on the platform Twitter11 (‘Tweets’, see Section 2.3.3), participants had to decide 

whether to sell or buy stocks at a rate of 10€ each. Each participant also possessed 1000€ 

                                                 
10 AG is the German abbreviation for 'Aktiengesellschaft,' which translates to 'stock company'. 
11 Before the conclusion of our experiment, 'Twitter' had unexpectedly been rebranded to 'X'. We chose to 
keep using the name Twitter, as most participants might not be familiar with the new branding and the name 
'Twitter' has been used to provide information to the participants. 
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of free capital, and the decision was limited to holding between zero stocks and 2000€ of 

free capital or holding 200 stocks and 0€ of free capital at the end of the experiment. After 

all participants made their decisions, a new stock price per group would be calculated, as 

explained in Section 2.3.4. This calculation also affected the total capital (and 

consequently, the number of lottery tickets) of the participants. Therefore, the 

experimental setting is limited to one period and each participant makes only one 

decision. 

All information was presented on a self-designed, Visual Basic-based information and 

trading platform, exemplified by the opened (negative) Financials tab in Figure 4. On this 

platform, our participants could freely navigate between three tabs: Company description, 

Financials, and Social Media, to gather information for the final decision in the 

investment decision tab. Thanks to the autonomous coding of the platform, we were also 

able to track all transitions between tabs and monitor the time spent within each tab. 

 

Figure 4: Platform’s interface (Financials tab opened, negative version) 

2.3.2 Financials 

The structure of the financials tab is modeled after financial websites such as Yahoo! 

Finance, presenting charts for different time horizons along with financial figures. The 

positive and negative cases can be found in Figure 11 and Figure 12 in the appendix 

2.7.1.3. 
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The stock price development was simulated using a random walk with drift, as described 

in formulas (3) and (4). To enhance the authenticity of the development, a new drift &� 
was drawn from a normal distribution with a positive mean for the positive case every 30 

days, as detailed in formula (5). 

  � =  ��� + &� + *� (3) 

with 

 *� ~ �(0,1) (4) 

and an every 30 days � changing &� 
 &� ~ �(1,25) (5) 

For the negative case, daily returns were reversed, and both stock price developments 

were scaled to a price of 10€ on the last day. 

Additionally, participants could find financial figures below the charts, designed to appeal 

to economically educated participants who assumed the market, following Fama (1970), 

to be semi information-efficient. Even less economically educated participants could 

benefit from this information, as each figure was explained by clicking the ‘?’ buttons 

next to the figure. The provided positive (negative) financial figures included positive 

(negative) profits per share, positive (no) dividends/dividend returns, positive (negative) 

price-earnings ratios for the previous year as well as expected for the current year. 

Furthermore, figures for low (high) volatilities, relative strength, 30 days moving average, 

as well as information about the market capitalization, free float, and number of shares, 

were presented. 

Consequently, we are aware of possible biases in the perception of the financials of 

Glubon as ‘positive’ and ‘negative’, especially for the charts, due to prior findings in 

behavioral finance (in this case, especially the disposition effect empirically introduced 

by Shefrin and Statman (1985)). Therefore, we ask the participants about their perception 

as well as their judgment regarding plausibility and trustworthiness of the given financials 

after the investment decision. 
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2.3.3 Tweets 

Tweets were presented as the result of a search for the cashtag ‘$GLU’ of the imaginary 

Glubon AG on the platform Twitter. The content of the tweets was generated using 

OpenAI’s ChatGPT queries mentioned in Table 9 in the appendix 2.7.1.2. Due to different 

queries, positive, negative, and neutral tweets were created by the AI using varying 

maximum lengths (20, 70, or 140 characters) as well as in colloquial and non-colloquial 

language. From the created database of 180 tweets, we sampled 40 tweets each for groups 

1 & 3 and groups 2 & 4, as stated in Table 2. The tweets provided on the platform for 

group 1 & 3 not only contain positive tweets but also a minor number of neutral and 

negative tweets for authenticity reasons. The same holds true vice versa for the tweets 

provided to group 2 & 4. To ensure that this does not affect the treatment, participants 

were asked for their perception of the tweets after the investment decision. 

 

Table 2: Queries and presence of tweet type per group 

To enhance authenticity further, we added ChatGPT-generated German usernames as 

well as randomly picked profile pictures from the academic dataset delivered by the 



 
THE RELEVANCE AND INFLUENCE OF SOCIAL MEDIA POSTS ON INVESTMENT 

DECISIONS – AN EXPERIMENTAL APPROACH BASED ON TWEETS  
 24

 
company ‘Generated Photos’. The picture dataset, including estimators for gender, race, 

and the emotion shown in the picture, allowed us to pick a diverse spectrum of mostly 

happy profile pictures. While we randomly ordered the sampled tweets per group, the 

order of profile names and pictures is the same in every group. Ultimately, replies, 

retweets, likes and impressions were drawn from a normal distribution with a higher mean 

if the tweet sentiment fits the group’s social media treatment than for tweets of another 

sentiment as those factors can also influence investors’ perception following Cade (2018) 

or Rennekamp and Witz (2021). All these operations lead to a social media tab as 

exemplified in Figure 5.12 

 

Figure 5: Social media tab, site 1 of 10 opened, positive version 

Consequently, this operationalization does not mimic a potential ‘timeline’ of the users 

and can be more accurately compared to a search for the company’s cashtag ($) in the 

Twitter feed. We assume that potential effects reported in Section 2.5 would be more 

pronounced if tweets had been posted by users our test participants would have decided 

                                                 
12 A translated example for a tweet of every query type mentioned in Table 2 can be found in Table 9 in the 
appendix 2.7.1.2. 
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to follow in real life, which would not have been possible to mimic reliably in an 

experiment. Additionally, the AI-generated content could possibly be recognized by the 

users. Therefore, we asked the participants for their assessment of the trustworthiness of 

the tweets. 

2.3.4 Implementation 

The experiment took place in a lab at the Heinrich-Heine-University Düsseldorf in July 

and August 2023 with an open registration for everyone speaking German fluently. Over 

time we collected data from 300 participants mainly containing economic students but 

also professionals and students from other disciplines. From the 300 participants we use 

259 responses for our dataset excluding 41 participants who failed at answering at least 3 

of 4 control questions regarding the given setting and incentive system correctly. 

In addition to fixed compensation, participants were incentivized by a lottery which 

ensures conscientious behavior by the participants (Holt and Laury (2002)). Each 

participant started the experiment with a total capital of 2000€ (1000€ stock capital, 

1000€ free capital), which translated into 2000 tickets for the lottery (1€ equals 1 ticket). 

Depending on the decisions made within each reference group, a new stock price was 

calculated, affecting the stock capital and total capital of each participant based on their 

decision. Figure 6 illustrates how the decision to buy or sell 50 stocks affects the total 

capital, and consequently, the number of lottery tickets, if the stock price increases to 15€ 

(blue situation) or decreases to 5€ (green situation). 

 

Figure 6: Ticket outcomes under different situations and decisions 
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For the calculation of the new stock price,  �, in each group � with �� participants, we use 

a simplified stock pricing formula that interprets the return of the stock, ��, as the ratio 

between the change in cumulated stock capital in ��, �
�,�, and the cumulated stock capital 

in ��, �
�,�: 

 �� =
�
�,� − �
�,�

�
�,�  (6) 

Consequently, the new price per group � ( �,�) is calculated as 

  �,� =  � ∗ (1 + ��) (7) 

which is limited between 

 lim
�	�,� → �

 � = 0 (8) 

and 

 lim
�	�,� → ����∗
�

 � = 20 (9) 

Further, we collected variables for controlling purposes regarding participants’ 

demographics (as gender, age, income & risk tolerance following Holt and Laury (2002)), 

financial experience and social media usage. 

2.4 Hypotheses 

In the context of the Efficient Market Hypothesis (Fama (1970)), it can be assumed that 

economic agents process information provided to them appropriately, thereby adjusting 

their actions to the existing information environment. As indicated by the relevant 

literature and various economic studies, both social media (see i.a. Antweiler and Frank 

(2004), Baker and Wurgler (2006), Da, Engelberg, and Gao (2015), Das and Chen (2007), 

Renault (2017), Sun, Najand, and Shen (2016), Tetlock (2007)) and financial indicators 

influence the investment calculus of individuals. 

However, Tversky and Kahneman (1974) in their highly regarded study considered the 

starting point of Behavioral Finance, demonstrated that due to behavioral biases, the 
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available information is inadequately processed using experience and heuristics (Ritter 

(2003)). In this context, differences may arise in the consideration of various information 

sources and their interpretation leading to departures from rational decision-making 

calculations, as exemplified by phenomena such as noise trading. Thus, it can be assumed 

that different economic agents may consider various information sources differently 

based on their experiences and perceptions. 

In our specific case, economic agents have access to social media posts in the form of 

tweets and financials (historical and fundamental) for their investment decisions. The goal 

of this study is to examine whether the provided information has an impact on individuals’ 

investment decisions. However, in the context of the presented behavioral biases, it is 

also necessary to investigate how the tweets and financial information were perceived by 

each participant (sentiment) and whether this sentiment also influences the investment 

decision. To address this question, a mediation analysis will be employed, aiming to 

answer the following main hypotheses: 

H1: There is a mediating effect of Financial Sentiment on the investment decisions of 

individuals. 

H2: There is a mediating effect of Tweet Sentiment on the investment decisions of 

individuals. 

In our analysis, we draw insights from Baron and Kenny (1986) and Zhao, Lynch, and 

Chen (2010) to elucidate the intricate mechanism by which provided information and the 

associated sentiment shape investment decisions. Our approach involves examining both 

the direct impact of tweets and financials on investment decisions and their indirect 

effects mediated by two factors: Tweet Sentiment and Financial Sentiment. Furthermore, 

we also examine the influence of tweets on Financial Sentiment and the influence of 

financials on Tweet Sentiment to account for a potential deviation from rational decision-

making in the context of Behavioral Finance.  

Hence, the following sub-hypotheses arise: 

H1.1: There is an indirect effect of tweets via the mediator Tweet Sentiment on the 

investment decisions of individuals. 
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H1.2: There is an indirect effect of tweets via the mediator Financial Sentiment on the 

investment decisions of individuals. 

H1.3: There is a direct effect of tweets on the investment decisions of individuals. 

 

H2.1: There is an indirect effect of financials via the mediator Financial Sentiment on 

the investment decisions of individuals. 

H2.2: There is an indirect effect of financials via the mediator Tweet Sentiment on the 

investment decisions of individuals. 

H2.3: There is a direct effect of financials on the investment decisions of individuals. 

2.5 Results 

Before proceeding with the analysis of the data from the conducted experiment in the next 

chapter, we will first delve into the collected information of the participants. To do this, 

the data is divided into three categories, with the last category further subdivided into 

three more categories. All information discussed below can be found in Table 3. 

The ‘Participants’ behavior’ category encompasses the ‘Stocks held’ by participants at 

the end of the experiment, thus reflecting their investment decision. By definition, the 

values in this category can only be integers in the interval [0, 200], where 0 represents 

the sale of all initially (100) held stocks, and 200 represents the maximum purchase of 

100 additional stocks within the available budget. This interval was utilized, as evident 

from the maximum and minimum values, with participants acquiring, on median, an 

additional 10 stocks, while, on average, only 1.6 additional stocks were acquired by a 

standard deviation of 61.73 stocks. 

The second category, ‘participants’ sentiment’, includes the sentiment of the participants 

regarding the given tweets and financials. After making their investment decisions, 

participants were tasked with using a Likert scale ranging from 1 to 5 to assess how they 

perceived the given tweets and financials. 
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Table 3: Participants’ information 

In this context, a value of 1 corresponds to a very negative sentiment, 3 to a neutral one, 

and 5 to a very positive sentiment. These pieces of information serve in the further 

development of the work both to validate whether the given treatment was perceived by 

the participants according to its intention and to highlight whether perception, rather than 

the actual information, has an impact on investment decisions. The entire possible interval 

of �1,5� was also utilized by the participants for both Social Media and Financial 

Sentiment, with the Social Media Sentiment being more negative on both average and 

median compared to the Financial Sentiment. 

The last category, ‘Participants’ characteristics’, includes characteristics of the 

participants regarding their demographic information, financial experience, and social 

media usage. The category of ‘Demographics’ includes the age, gender, risk attitude and 

income of the participating individuals. The youngest participant was 17 years old, and 

the oldest person was 62 years old. Based on the median (23) and the average age (24.93), 

it can be observed that, as expected, it is a relatively young participant group since this 

study was conducted at an university. 
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The variable ‘Male’ is a dummy variable, which takes the value 1 for participants who 

identify as male. To account for the three different gender specifications of the 

participants and considering that only one observation is labeled as gender-diverse, a 

dummy variable is used. As indicated by the median and the mean, there is a slight 

majority of male participants in the present dataset. 

The ‘Risk’ variable measures the risk tolerance of each participant with values ranging 

from [0,10], which was determined using the Holt-Laury test.13 A value of 0 indicates a 

high-risk appetite, while a value of 10 reflects a pronounced risk aversion. In the present 

dataset, the majority of participants are therefore more risk-averse. 

Furthermore, participants were asked about their income, which could be indicated in 

increments of 500. Thus, the number 0 represents an income of 0-500€, and the number 

10 (the maximum in this dataset) represents an income of more than 5000€. Hence, we 

observe a relatively low-income level of 1.77 on average, which again, is to be expected 

since the experiment was conducted at an university. 

Aside from demographic information, additional data was collected on participants’ 

financial background and social media usage to consider their effects in the further 

analysis. In terms of economic characteristics, there is a dummy variable indicating 

whether a participant has an economic-related background in form of an university degree 

or an apprenticeship. The variable ‘Cap market’ indicates whether a participant has been 

active in a capital market. In terms of social media characteristics, the dummy variable 

‘Twitter’ differentiates whether a participant uses or has used the social media platform 

Twitter, as this study focuses primarily on this platform for social media posts. 

Additionally, the variable ‘Usage’ indicates how many hours per day a participant uses 

social media channels.  

Overall, the majority of participants have been active in the capital market and are 

currently or have previously pursued a study with an economic background. However, 

most participants do not use the social media platform Twitter. Furthermore, participants 

                                                 
13 Holt and Laury measure individuals' risk aversion by presenting two lotteries. Participants are asked to 
choose between a less risky and a riskier but potentially more profitable lottery in 10 different scenarios, 
with the probability of the higher payoff increasing in each iteration. The degree of risk aversion is 
determined by the switching point from the less risky to the riskier lottery, with the rational switch based 
on expected value occurring after the fourth iteration. Therefore, values above 4 indicate increased risk 
aversion. For a more detailed overview, see Holt and Laury (2002). 
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spend an average of 2.48 hours (2 hours in median) per day on social media channels. 

However, it is important to note that one participant with a daily usage of 14 hours is a 

clear outlier, which needs to be critically considered in the subsequent ANOVA analysis. 

The collection of the data described above allows, on one hand, drawing conclusions 

about the characteristics of the participating individuals to assess the generalizability of 

the results of the present study. On the other hand, these variables serve as control 

variables in a later chapter to check the robustness of the results. 

 

 

Figure 7: Cumulative relative frequency of Stocks held (without tweets) 

 

Figure 8: Cumulative relative frequency of Stocks held (with tweets) 

After examining participants’ behavior, sentiment, and characteristics, the next step is to 

take a closer look at these factors for each group. Since this study aims to contribute to 

the explanation of individuals’ investment behavior, Figure 7 and Figure 8 are used to 
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provide an overview of the differences in investment behavior between the individual 

groups.14 

Firstly, the cumulative relative frequency of stocks held for the groups without tweets is 

examined (Figure 7). The two groups only differ in the provided financials. It can be seen 

that the group with positive financials ( ), represented in green, holds more stocks 

throughout the entire distribution compared to the comparison group with negative 

financials (�). Looking at the density distribution of the other groups (Figure 8), which 

were provided with tweets, a similar pattern emerges. The compared groups always differ 

in the provided tweets, while the financials do not differ in the individual comparisons. It 

becomes clear that both in the case of positive and negative financials, there is a difference 

in the held stocks. In both cases, participants who were provided with positive tweets 

(  , � ) hold more stocks throughout the entire distribution compared to the groups with 

negatively connotated tweets ( �, ��). 

2.5.1 Analysis of Variance & Post-hoc Test 

Based on these observations, an Analysis of Variance (ANOVA) will be conducted 

subsequently to examine whether the held stocks differ significantly among the individual 

groups. In addition to differences in participant behavior, an examination will also be 

conducted to determine whether there are differences in participants’ sentiment and 

characteristics among the individual groups. The ANOVA results and the means for every 

aspect analyzed are depicted in Table 4. 

The F-statistic of the ANOVA clearly indicates that there are significant differences 

between individual groups regarding the average number of stocks held at the end of the 

experiment. On average, groups with positive financials hold more stocks than those with 

given negative financials. In particular, the control group with positive indicators without 

social media posts ( ) holds the most stocks on average. Furthermore, a difference can 

be observed between the groups with positive financials and positive or negative social 

media treatment ( � &   ). Participants in the group with positive social media posts 

(  ) hold, on average, about 23 more stocks compared to participants with negative posts 

( �), which might hint towards an influence of the given social media treatment. A 

similar pattern emerges when examining the groups with negative financials and different 

                                                 
14 For an overview of the different groups see Table 1. 
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social media treatments (�� & ��). Participants in the group with positive social media 

posts (��) hold, on average, about 30 more stocks than the comparison group with 

negative posts (��). The �� group also holds the lowest number of stocks on average, 

even when compared to the control group with negative financials and no social media 

posts (�). 

 

Table 4: ANOVA between the different groups 

Moreover, the results of the ANOVA regarding participants’ perceptions reveal that the 

given treatments (social media posts) were perceived by the participants in accordance 

with their intended sentiment. There are significant differences in the perception of the 

sentiment of social media posts among the individual groups, as measured on a Likert 

scale. The groups with positive tweets (�� & ��) perceive these posts significantly more 



 
THE RELEVANCE AND INFLUENCE OF SOCIAL MEDIA POSTS ON INVESTMENT 

DECISIONS – AN EXPERIMENTAL APPROACH BASED ON TWEETS  
 34

 
positively on average (deviation of approximately 2.5 units) compared to the groups with 

negatively formulated tweets. A different perception also exists regarding the financials. 

The groups with positive financials (��, �� & �) perceive them on average significantly 

more positively than the groups with given negative financials (��, �� & �). These 

results suggest that the treatments were perceived according to their intended purpose. 

Finally, ANOVA was used to compare participants’ characteristics across the individual 

groups (for characteristics where such a method is meaningful). The results indicate that 

there are no significant differences in terms of the participants’ characteristics, suggesting 

a balanced distribution of participants.15 

 

Table 5: Post-hoc test between each group 

Although the results of the ANOVA indicate significant differences between the means 

of the six groups in terms of participant behavior and perception, such an analysis does 

                                                 
15 As previously noted, there is an outlier with 14 hours of social media usage. The effect of this outlier is 
evident in the elevated mean of social media usage for the �� group. However, in this context, this outlier 
should not pose a problem, as even when considering this outlier, there is no significant difference between 
the individual groups. Moreover, if the outlier were to be excluded, the average of this group should align 
even more closely with the lower average of the other groups. 
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not provide insight into the specific nature of these differences. Therefore, a post-hoc test, 

specifically the Tukey post-hoc test, is employed (Tukey (1992)). This test allows for 

detailed comparisons between each group and the others, enabling a pairwise comparison 

across all groups. The results of the post-hoc test can be found in Table 5. 

The group-wise comparison of participant behavior (stocks held) reveals that groups with 

opposing financials significantly differ in their purchasing behavior (�� −   , � −   , 

�� −  �,  − � ,  − ��, � −  ), with groups having negative financials, as 

expected, holding fewer stocks. Furthermore, the results from the preceding ANOVA 

analysis is confirmed in the sense that the treatments of sentiment and financials were 

perceived by the participants according to their intended purpose. Thus, the groups with 

divergent sentiment in social media posts consistently differ statistically highly 

significantly in their perception of tweets. 

The same applies to the treatment of financials. The metrics are perceived as intended by 

the authors. However, two group comparisons stand out. Although groups � , ��, � 

were each provided with the same financial information, these pieces of information were 

perceived statistically significantly differently. In the � − �  comparison, this difference 

is significant at a 5% level, and in the �� − �  group comparison, it is still significant 

at a 10% level. 

Since the respective groups all received the same financial information, they differ only 

in the sentiment of the provided social media posts. In both group comparisons (�� −

�  and � − � ), participants received positively connotated tweets. Thus, it can be 

presumed that the sentiment, especially if the tweets contain positive sentiment, of the 

given tweets has an influence on individuals’ perception of financial information, which 

in turn might influence an individuals’ investment decision. To test this hypothesis, a 

statistical analysis using a mediation analysis will be conducted subsequently. 

2.5.2 Mediation Analysis 

Mediation analysis (Baron and Kenny (1986)) is used to measure the effect of (an) 

independent variable(s) on a dependent variable. For this purpose, both the direct 

influence of the independent variable(s) on the dependent variable and the indirect effect 

of the independent variable through a mediator are estimated.  
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In the present analysis, due to the identified group differences, there is reason to believe 

that the provided tweets and financials have a direct impact on the investment decisions 

of the participants (H1.3 & H2.3). Thus, these variables are chosen as independent 

variables to assess their direct influence on the investment decision made. Furthermore, 

the results of the preceding chapter provide grounds to assume that the actual 

manifestations of tweets and financials influence how these variations are perceived by 

the participants, and in turn, this sentiment has an impact on the investment decision (H1.1 

& H2.1). First evidence that tweets (financials) can also frame perceived Financial 

(Tweet) sentiment (H1.2 & H2.2) can be seen in Table 5 as the perceived sentiment of 

financials was significantly more positive when the tweets were of a positive nature. 

Hence, through the mediation analysis, the model illustrated in Figure 9 is estimated. 

 

Figure 9: Mediation analysis 

This model uses the provided tweets and financials as dependent variables and the 

perception of their sentiment as mediators to explain the stocks held by the participants 

and test our hypotheses. In the presented base model (A) of a two-mediator model, a total 

of 4 different regressions need to be estimated to determine the direct and indirect effects 

of each regressor and takes the following form: 
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 ����0�_ℎ
�� = �� + �� ∗ "1

�� + �� ∗ ���������� + *� (10) 

 

����0�_ℎ
�� = �� + ��� ∗ "1

�� + �′� ∗ ���������� 

                                   + �� ∗ "1

�_�
����
�� 
                                   + �� ∗ ���������_�
����
�� + *� 

(11) 

 "1

�_�
����
�� =  �� + ��� ∗ "1

�� + ��� ∗ ���������� + *� (12) 

 ���������_�
����
�� = �
 + ��� ∗ "1

�� + ��� ∗ ���������� + *
 (13) 

To check the robustness of the results of this base model, additional control variables are 

subsequently added to the estimation. Model (B) includes the demographic information 

about the participants already presented earlier. In contrast, model (C) has been expanded 

to include financial and social media characteristics, while model (D) contains both 

demographic information and financial and social media characteristics. 

Please be aware that for assessing the influence of Tweet Sentiment, it is imperative to 

exclusively consider the groups provided with tweets, given that participants in groups   

and � were not exposed to any tweets, thus rendering them incapable of developing any 

Tweet Sentiment. Consequently, the models are estimated with � = 172 observations. 

The results of these estimation models can be found in Table 6. 

The results of model (A) show that the given tweets do not have a direct impact on stocks 

held. However, as expected, the given tweets have a strong and highly significant 

influence (���) on the first mediator, the Tweet Sentiment ("_�
�). However, this 

mediator does not have a statistically significant impact (��) on stocks held either, so in 

this case, we can neither assume a mediating or direct effect, contradicting H1.1 & H1.3. 

This is also confirmed by the statistically insignificant indirect effect ��� ∗ ��. The given 

financials do not have a statistically significant direct influence on stocks held, which 

rejects H2.3.  
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Table 6: Results Mediation Analysis models (A)-(D) 
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Although the financials’ direct effect does not exert a statistically significant influence 

(��� ), there is an indirect impact of the financials on Stocks held through the mediator 

Financial Sentiment. Stocks held are primarily influenced by the Financial Sentiment and 

therefore by the perception of the nature of the financial information provided. This 

indirect effect (��� ∗ ��) is statistically highly significant and substantial, thereby 

confirming H2.1. In this case, we can speak of full mediation (Baron and Kenny (1986), 

Zhao, Lynch, and Chen (2010)). 

As suspected from the results of the previous chapter, the mediator Financial Sentiment 

is also influenced by the tweets at a 5% significance level (���). Thus, Financial 

Sentiment serves as a mediator for both the financials and tweets to explain Stocks held.  

The indirect effect of tweets on Stocks held through Financial Sentiment (��� ∗ ��) is 

relatively smaller than the indirect effect ��� ∗ �� – however, it is significant and thus 

provides a first explanation for the group differences with the same financials (�� − � , 

� − � ) from Table 5 and confirms H1.2. However, H2.2 must be rejected, as financials 

do not exert a significant influence on the perception of tweets. 

These effects remain significant even with the gradual inclusion of control variables 

concerning the participants’ demographics, their financial background and social media 

usage (models (B) to (D)). The direct effect of tweets on Stocks does not exert a 

significant on Stocks held in any model leading to the continued rejection of hypothesis 

H1.3. The strength of the significant direct and indirect effects on stocks held (��� ∗ �� 

and ��� ∗ ��) in model (A) is slightly increased in models (B) to (D), while most control 

variables do not exert a significant influence on Stocks held. When all control variables 

are included in model (D), only the previous experience in capital markets at a 5% 

significance level has an impact on the stocks held. In case of existing experience in 

capital markets more stocks are held by participants. According to the respective �� 

values for the two mediators, the presented models explain above 60% of the total 

variance of the perceived Financial Sentiment and the perceived Tweet Sentiment. Also, 

the investment decision of held stocks can be explained with an �� of over 30%. 

The measured effect ��� ∗ �� provides an explanation for the group differences in stocks 

held, as depicted in Figure 9, when the financials are the same. However, especially Table 

5 provides grounds to assume that tweets primarily affect Financial Sentiment when the 



 
THE RELEVANCE AND INFLUENCE OF SOCIAL MEDIA POSTS ON INVESTMENT 

DECISIONS – AN EXPERIMENTAL APPROACH BASED ON TWEETS  
 40

 
financials are of a negative nature (�� − � , � − � ), as in these cases, there are 

significant differences in perception at a 10% level for �� − �  and a 5% level for � −

�  respectively, which is why a more in-depth analysis of this observation is needed. 

Therefore, in the next step, we divide our overall dataset into participants who received 

positive financials and participants who were given negative financials for their 

investment decision. Subsequently, we estimate further separate mediator models for both 

groups. The base models for positive and negative financials (E) and (F) without control 

variables take the following form: 

 ����0�_ℎ
�� = �� + �� ∗ "1

�� + *� (14) 
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�� 
                                   + �� ∗ ���������_�
����
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(15) 
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�_�
����
�� =  �� + ��� ∗ "1

�� + *� (16) 

 ���������_�
����
�� = �
 + ��� ∗ "1

�� + *
 (17) 

Both basic models are consequently expanded with the demographic, financial, and social 

media characteristics to check the robustness of the estimations. The results of the 

estimation of these models (G) and (H) are depicted in Table 7. 

The results of the estimations (E) and (F) confirm, on the one hand, the highly significant 

direct effect of Financial Sentiment on Stocks held (��) and, as expected, the highly 

significant influence of tweets on Tweet Sentiment. However, on the other hand by 

dividing the overall dataset, differences in the impact of positive and negative tweets 

become evident. In the case of positive financials (E), unlike the estimation with negative 

financials (F) and the previously estimated models (A) and (B), tweets do not exert a 

significant influence on the Financial Sentiment (���) and, consequently, exert no indirect 

effect (��� ∗ ��) on the Stocks held, either.  
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Table 7: Results Mediation Analysis models (E)-(H) 
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Therefore, the observable variance of Financial Sentiment, which has the dominant 

influence on Stocks held, can be explained to a significantly lesser extent in the model 

with positive financials (E) in comparison to the model with negative financials (F) since 

the nature of the given financials does exert an influence on the investment decision of 

individuals. As a result, the financial sentiment can be explained to a slightly but higher 

extent in model (F) than in model (E).  

All results remain robust for both models even when control variables are included, where 

model (G) represents the model with control variables and positive financials, and model 

(H) includes control variables and negative financials.  

Overall, our observations align with the initial assumptions and indicate that the Financial 

Sentiment is particularly influenced when the available financials are negative, and the 

tweets contradict them in their statements. In addition, it can be seen that individuals tend 

to have a loss aversion as �� is considerable higher for negative (models (F) and (H)) than 

positive (models (E) and (G)) financials. 

Transferring this idea of loss aversion to the given tweets we also divide the dataset by 

the nature of tweets in Table 8 estimating the following equations: 

 

 ����0�_ℎ
�� = �� + �� ∗ ���������� + *� (18) 
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Table 8: Results Mediation Analysis models (I)-(L) 

In the case of negative tweets, the effect of perceived Tweet Sentiment (��) remains 

insignificant. Nevertheless, it might be noteworthy that the �� coefficients in the negative 



 
THE RELEVANCE AND INFLUENCE OF SOCIAL MEDIA POSTS ON INVESTMENT 

DECISIONS – AN EXPERIMENTAL APPROACH BASED ON TWEETS  
 44

 
models (J) and (L) of 0.129 and 0.167 are higher than in the positive models (I) and (K) 

and also show smaller standard errors leading to p-values decreasing from 95% to 17%, 

respectively from 57% to 7%. This observation could give justification for not rejecting 

H1.1 but should not be overvalued as the effect is negligible aligning with the 

observations of Boulu-Reshef et al. (2023).  In contrast, no significant differences for the 

given financials between positive and negative tweets can be found.16 

2.6 Conclusion 

The objective of this study is to illuminate the causal pathway of available information 

on the investment decisions of economic agents. Specifically, the focus is on a detailed 

examination of the impact of social media posts and their perception. To achieve this goal, 

a laboratory experiment was conducted, providing participants with various pieces of 

information in the form of financial data and tweets to inform an investment decision. 

The aim is to draw conclusions about the causal channels of the provided information 

based on the investment decisions made by the participants at the end of the experiment. 

Following their investment decisions, participants were surveyed regarding their 

perception of the financials and tweets using a Likert scale. This allows for an 

examination of whether participants perceived the information in line with the author’s 

intentions. As significant differences in participants’ perceptions between the individual 

groups were expected, it can be inferred that the information was perceived as intended. 

Furthermore, the financial and tweet sentiment provide an opportunity for a more in-depth 

analysis of the causal pathway of these two pieces of information. 

To address this, the method of mediation analysis was employed to separate the influence 

of the given information into direct and indirect effects. It was revealed that particularly 

the perception of information has a significant effect on the investment decisions of 

economic agents. While the sentiment of tweets does not directly influence investment 

decisions (or just with a legible impact when tweets are negative), the tweets do impact 

the perception of financials, which in turn significantly influences investment decisions. 

This result is in line with existing literature in two different ways. On the one hand we 

                                                 
16 Following Zhao, Lynch, and Chen (2010) we can observe a competitive mediation with ��� ∗ �� ∗ ��

�
<

0 in the models (J) and (L) leading to a summed whole effect of the Financials which is nearly the same as 
of the positive pendants (I) and (K). 
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show that social media sentiment does influence the investment decisions of individuals, 

which has previously also been shown by i.a. Antweiler and Frank (2004), Baker and 

Wurgler (2006), Da, Engelberg, and Gao (2015), Das and Chen (2007), Renault (2017), 

Sun, Najand, and Shen (2016) and Tetlock (2007). On the other hand, our results align 

with the findings of Behavioral Finance. Contrary to the participants’ self-reported 

statements, their investment decisions are subconsciously influenced by the provided 

tweets, indicating the existence of biases in the information processing process. 

In this specific case, the behavior of the participants suggests the presence of the 

anchoring effect, as presented by Tversky and Kahneman (1974). According to this effect, 

the tweets, with their content, act as a mental anchor that distorts the interpretation of the 

financial information. Additionally, we observe a differential impact of tweets on 

Financial Sentiment when the financials are positive or negative. Our results suggest that 

an influence exists when negative financial information is present, and the tweets 

contradict it, i.e., they are positively framed. This could be rooted in the prospect theory, 

wherein, in the case of losses expressed through negative financials, participants, due to 

their risk aversion, behave differently than in the case of positive financials. In this 

scenario they may be more susceptible to information from tweets that deviate from the 

financials. The results of our study provide three starting points for further research and 

the practical application of sentiment analysis regarding the precise direction of the 

impact of social media sentiment we presented.  

Firstly, the models discussed could be expanded to include moderators that could serve 

as catalysts for the strength of the effect of social media sentiment. This could provide 

insights into relevant factors influencing the susceptibility of economic agents to social 

media sentiment. However, such an analysis would require a broader participant base and, 

consequently, a higher number of observations per study group than was the case in this 

study. Secondly, the influence of bot-generated tweets on our participants suggests that 

despite the automated generation of these tweets, an impact on economic agents occurs. 

It seems possible to influence the assessment of a company’s financial situation using 

computer-generated social media content. For an accurate measurement of this approach 

compared to the use of human-generated tweets, appears necessary in light of the 

advancing development of AI. 



 
THE RELEVANCE AND INFLUENCE OF SOCIAL MEDIA POSTS ON INVESTMENT 

DECISIONS – AN EXPERIMENTAL APPROACH BASED ON TWEETS  
 46

 
Finally, our results indicate that the influence of social media sentiment on investor 

decisions is of an indirect nature. Therefore, it seems advisable to take this into greater 

consideration in future analyses. To the best of our knowledge, this is the first 

experimental study that dissects the causal pathway of social media sentiment through a 

mediation analysis into direct and indirect effects, aiming to gain a deeper understanding 

of its impact on the investment behavior of economic agents.  
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2.7 Appendix 

2.7.1 Platform’s interface and content 

2.7.1.1 Company description 

 

Figure 10: Company description interface (German language, translation below) 

Translation: We are Glubon - Glubon improves the everyday life with intelligent 

solutions for multiple generations. For 125 years we are driven by our vision every day 

improving our all and future generation’s life with our innovative and sustainable 

products and technologies. At our company everything is dedicated to our guiding 

principle: ‘grow responsible’. 

With over 120,000 employees in over 50 different countries we belong the worldwide 

leading suppliers of industry and consuming goods. To our innovation and product range 

count multiple intelligent solutions in the Sections plastics, carbon, metal and glass. 

2.7.1.2 Tweets 

German ChatGPT query: Generiere mir 10 <colloquial> deutsche <sentiment> 

Tweets über die imaginäre Firma Glubon bezüglich Ihrer Aktien, Finanzen, Strategie, 

Nachhaltigkeit oder Ihres Managements mit maximal <max length> Zeichen und dem 

Cashtag $GLU sowie keinen Emojis. 

Translated ChatGPT query: Generate 10 <colloquial> German <sentiment> Tweets 

about the imaginary company Glubon regarding their stocks, financials, strategy, 
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sustainability or management with maximal <max length> characters and the cashtag 

$GLU as well as no emojis for me. 

Variations: 

<colloquial> = {‘colloquial’, ‘ ‘} 

<sentiment> = {‘positive’, ‘negative’, ‘neutral’} 

<max length> = {20, 70, 140} 
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Table 9: Tweet examples per ChatGPT query 
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2.7.1.3 Financials 

 

Figure 11: Financials tab, max chart opened (positive version) 

 

Figure 12: Financials tab, max chart opened (negative version) 
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2.7.2 Robustness checks 

2.7.2.1 Removal of slowest and fastest participants 

 

Table 10: Results Mediation Analysis models (M)-(O) 
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2.7.2.2 Results per check questions correctly answered 

 

Table 11: Results Mediation Analysis models (P)-(R) 
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3 Measuring investor sentiment from Social Media Data – an 

emotional approach 

3.1 Abstract 

We employ a multi-dimensional approach extracting investor sentiment from social 

media data using the NRC-Emotion Association Lexicon. Considering a vast number of 

short text messages from the financial microblogging platform StockTwits, we analyze 

different emotions contained in each message. Subsequently, we classify these posts as 

bullish or bearish signals on basis of their emotional profile using machine learning 

techniques to develop aggregated investor sentiment. This classification outperforms 

comparable classifications based on non-economic or two-dimensional dictionaries in 

terms of accuracy and data efficiency. Consequently, we are able to predict intraday 

returns for the S&P 500 and NASDAQ 100. 

3.2 Introduction 

With the rise of social media platforms such as Twitter, Facebook and Instagram and their 

growing popularity, many researchers have investigated the potential influence of a 

platform’s content on the performance of stock markets. As investor’s attention is found 

to be limited, their investment behavior tends to be biased towards investments that 

consciously or unconsciously attract their attention (Barber and Odean (2008)). In this 

case, social media platforms might affect an individual’s investment decision (Liu 

(2020)). Johnson and Tversky (1983) already observed that sentiment is able to affect 

investors’ perception of risk. Kaplanski et al. (2015) confirm this finding, even going so 

far as to detect the effects of investors’ personal happiness on their investment behavior. 

Furthermore, Baker and Wurgler (2007) conclude that what is in question is no longer 

whether sentiment influences market participants but rather how strong its effect may be 

and how its measured. 

In this regard, we extract aggregated investor sentiment by analyzing a vast number of 

social media posts and examine the sentiment’s influence on market movement. 

Figure 13 outlines the progress made in economic text analysis. Linguistic text analysis 

initially classified single words by matching them with their predefined connotation in a 

linguistic dictionary that was originally derived from psychological analysis. Hence, a 
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word’s connotation is usually distinguished between ‘positive’ and ‘negative’ (see, i.a., 

Antweiler and Frank (2004), Baker and Wurgler (2007), Gao and Yang (2017), Kim and 

Kim (2014) and Sun, Najand, and Shen (2016)). However, when conducting this analysis 

in an economic setting, one faces the question of whether a word’s meaning in a 

psychological context might differ from its meaning in an economic context. Thus, the 

word ‘risk’ might be connotated (very) negatively in the first setting, while this might not 

be the case in an economic analysis. Therefore, starting with Henry (2008) and Loughran 

and McDonald (2011), sentiment dictionaries intentionally designed for economic uses 

of language have been created and used for a more economically specific analysis. 

Nevertheless, further linguistic challenges such as punctuation, slang, irony or emoticons 

were not considered, which led to the rise of rule-based models to further evaluate social 

media data. One of most prominent dictionaries and sentiment analysis tools in this 

context is the so-called Valence Aware Dictionary and sEntiment Reasoner (VADER), 

which is able to consider the abovementioned linguistic components, making it possible 

to estimate the degree to which a microblogging text contains positive or negative 

sentiment (Hutto and Gilbert (2014)).  

Apart from those dictionary based approaches newer techniques such as Natural 

Language Processing (NLP) Transformers like i.a. BERT (Devlin et al. (2018)), XLNet 

(Yang et al. (2019)) and XLM (Lample and Conneau (2019)) recently emerged and have 

been optimized continuously. These NLP Transformers make use of different kinds of 

machine learning techniques to achieve high accuracies in text classification tasks.17 

However, in this work we take a step back to answer the question of whether a multi-

dimensional analysis might present a better starting point for sentiment analysis than a 

two-dimensional approach. We find that a multi-dimensional approach using emotions 

outperforms comparable classifications based on non-economic or two-dimensional 

dictionaries in terms of accuracy and data efficiency. When using the NRC-Emotion 

Association Lexicon created by Mohammad and Turney (2013) (also known as 

‘EmoLex’), we do not match positive or negative connotations with a given 

microblogging text but rather with up to eight different emotions associated with each 

word. As EmoLex is a dictionary without an economic background (Figure 13: A1) a 

                                                 
17 For a more extensive overview concerning different approaches of sentiment analysis (including 
dictionary based approaches and NLP Transformers) see Mishev et al. (2020). 



 
MEASURING INVESTOR SENTIMENT FROM SOCIAL MEDIA DATA – AN 

EMOTIONAL APPROACH  
 57

 
suitable benchmark is a positive-negative dictionary without an economic context (Figure 

13: B1).  To further validate our results, we compare the accuracy of our approach with 

other benchmark dictionaries that are already widely used in (economics) literature and 

practice and possess an economic background, as well (Figure 13: B2). 

 

Figure 13: Progress of economic-related text-analysis research 

Our results emphasize the need for (more specific) emotion-based and economic-related 

dictionaries. To the best of our knowledge, we are unaware of other studies using this 

explicit technique in the same way. With our results, we encourage economic research in 

textual sentiment analysis to focus more on multi-dimensional emotional approaches than 

on two-dimensional approaches as the most prominent positive-negative approaches used 

in the majority of related research. We expand the existing literature by outlining three 

main factors determining the success of a field-specific sentiment analysis dictionary: 

multi-dimensional scoring (for example emotions), economic word connotation and type 

of text. Our dictionary-based results from the beginnings of sentiment analysis (Figure 

13: A1) also give implications for more sophisticated approaches of sentiment analysis. 

When considering our findings, one could expect the results of other approaches like more 

advanced dictionaries (Figure 13: A3) or NLP Transformers to profit from a more 
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dimensional analysis further improving classification results. Future research should take 

this hypothesis into consideration and validate our basic findings. 

The remainder of this paper is structured as follows: Section 3.3 gives a short overview 

of the related literature regarding sentiment analysis. Section 3.4 presents our data, 

namely, the ideas from the social media platform StockTwits and the chosen stock market 

data for proving the economic relevance of our results. In Section 3.5, we describe our 

method, which leads to our results presented in Section 3.6. Section 3.7 concludes the 

paper, relates our observations with prior results found in the literature and provides an 

outlook on possible future research topics. 

3.3 Literature review 

Beginning with the work of Antweiler and Frank (2004), internet stock messages have 

been investigated for to their suitability to measure market sentiment and thus to predict 

the movement of markets. Antweiler and Frank (2004), among other studies, (see, i.a., 

Das and Chen (2007), Kim and Kim (2014)) do not find a significant relationship between 

sentiment and market returns but reveal a correlation among social media activity, trading 

volume and return volatility. Although Kim and Kim (2014) do not find any relationship 

of the abovementioned kind, other studies do find significant relationships between 

intraday sentiment and intraday returns (Sun, Najand, and Shen (2016), Gao and Yang 

(2017)) or overnight returns (Renault (2017)). One possible explanation for the differing 

results might lie in the changing composition of social media users and their behavior 

over time, as Renault (2017) argues. 

Following Grossman and Stiglitz (1980), however, we assume that market participants 

are able to obtain small excess returns as compensation for continuous information 

gathering, contradicting market information efficiency (Jensen (1978)). These additional 

returns can be viewed as a reward for monitoring and analyzing market information that 

compensate market participants for the costs associated with monitoring and maintaining 

the market’s signals. In a competitive market setting, however, small excess returns are 

assumed to be short-lived since professional investors will exploit any value-relevant 

information to gain an information advantage over their competitors (Renault (2017)). 

Therefore, individuals will make use of any institution that reduces information costs by 

centralizing, selecting and verifying information, which explains the emergence of 
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information service providers such as Reuters or Bloomberg. Usually, fees for using these 

services exceed small investors’ capabilities. Social media platforms may represent one 

means of filling this gap, making it easier to obtain potential value-relevant information. 

This finding is in line with Baker and Wurgler (2007), for example, who argue that 

sentiment effects hold especially for ‘small-capitalization, younger, unprofitable, high-

volatility, non-dividend-paying, growth companies or stocks of firms in financial distress’ 

since they might be more difficult to value due to increasing information costs. 

Furthermore, in a behavioral finance context, stock prices may differ from their 

fundamental value due to possibly irrational investor behavior. Bullish or bearish 

expectations among noise traders might therefore be able to move stock prices (Long et 

al. (1990)). For example, individuals tend to overvalue a conversation partner’s opinion 

(DeMarzo, Vayanos, and Zwiebel (2003)) or may be more willing to invest in certain 

assets because they have aroused their attention consciously or unconsciously (Barber 

and Odean (2008)). Behavioral biases such as these might be one of the reasons that social 

media sentiment analysis appears tempting in a financial setting, as it may provide an 

explanation for individuals’ noisy behavior in the sense of Black (1986) and 

simultaneously provide an explanation for why people participate in social media 

platforms such as StockTwits and publish their beliefs. In the setting described by 

DeMarzo, Vayanos, and Zwiebel (2003) and Giannini, Irvine, and Shu (2018), it might 

even be rational for institutional investors, who are often assumed to be less susceptible 

to biases, to follow opinion leaders since they are able to move markets or even become 

influential themselves. Furthermore, communication between market participants appears 

to be suitable to convince hesitant market participants to invest in certain assets, as they 

learn of other individuals who share a similar opinion about an investment possibility 

(Cao, Coval, and Hirshleifer (2002), Antweiler and Frank (2004)). Knowledge of these 

ways of behavior might even provide incentives to individuals to deliberately spread 

rumors about assets in an attempt to profit from the expected reactions their followers 

might take (van Bommel (2003)), thereby explaining questions concerning the motivation 

of informed investors to publish their information (see Xiong et al. (2019)). Bullish or 

bearish expectations among noise traders are therefore able to move stock prices (Long 

et al. (1990), Black (1986)). 
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For this purpose, we define sentiment as a market’s general, psychological environment. 

Currently, three different methods to obtain a market’s sentiment can be found in the 

literature. The first alternative resembles the analysis of market-based data such as trading 

volumes, IPO returns or IPO volumes using high-frequency data (e.g., Lee, Shleifer, and 

Thaler (1991) or Baker and Wurgler (2006)). However, Qiu and Welch (2004) and Da, 

Engelberg, and Gao (2015) argue that these types of studies suffer from the vast number 

of potential variables at hand and their interdependencies. Second, surveys such as the 

Consumer Sentiment Index represent another method of measuring investor sentiment 

(i.a. Brown and Cliff (2005)) but are only frequently conducted and therefore suffer from 

low frequency, making them unsuitable for analyzing short-lived excess returns. 

Additionally, little incentive exists to truthfully answer survey questions, resulting in 

potentially biased survey results (Singer (2002)). As a consequence, we employ the third 

alternative in the form of a textual-based analysis with reference to Tetlock (2007) and 

Renault (2017), using a linguistic approach to evaluate text data from the microblogging 

platform StockTwits. This approach enables us to make use of high-frequency text data 

created by the platform’s users and the data’s living lab properties, negating the 

abovementioned issues. 

3.4 Data 

3.4.1 StockTwits 

In this study, we use data from the microblogging platform StockTwits as formerly done 

in, for example, Renault (2017), Giannini, Irvine, and Shu (2018) and Cookson and 

Niessner (2020). Ranked by the website analytics tool Alexa as the 768th most popular 

website in the USA as of April 2022, the platform addresses individuals, professionals 

and institutions who want to share their opinions, thoughts and ideas about financial 

topics. Sprenger et al. (2014) correctly note how many (early) results in the field of 

financial textual sentiment research lack statistical significance because of using un- or 

inadequately filtered data. In this manner, the platform’s concept addresses those 

emerging problems in a way not done by other microblogging platforms (e.g., Twitter) 

without losing the advantage of generating a considerable amount of real-time data. 

Another noteworthy benefit of StockTwits data is the user’s ability to flag their ideas as 

‘bullish’ or ‘bearish’, thereby eliminating the need for researchers to manually classify 

ideas into each category. In prior research, this issue has often led to the problem of 
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misclassification due to subjective classification. An additional noteworthy feature of our 

data is the possibility for users to reveal information about themselves within the shown 

categories in Table 12: 

 

Table 12: User categories and possible expressions 

As in every self-classification task, there is obvious potential for misclassification by the 

users, especially due to the possible benefits of over- or underestimating themselves. In 

our case, we do not expect systematic problems to occur for the last three categories of 

Table 12, since the categories are well distinguished from one another and understandable 

for the users interested in participating on such a platform and there is no incentive for 

misclassification. However, there might exist an incentive for users to overestimate their 

trading experience before the community such that self-classification could suffer from 

bias. Nevertheless, differences between the expressions (‘Novice’, ‘Intermediate’ and 

‘Professional’) can be interpreted in the following. 

At the end of 2020, StockTwits had traffic of over 40,000 active users18 sharing nearly 

300,000 ideas on average per day. Figure 14 illustrates that (1) both numbers have 

strongly increased in recent years and (2), for this reason, the latter results are constantly 

in need of updates and improvements (e.g., Renault (2017) also states himself). 

                                                 
18 As active users per day, we define the number of users who published at least one idea on the platform 
on that day. 
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Figure 14: Number of shared ideas and active users per day (loess-smoothed) 

To update the latter research results, we use all ideas published on the platform from 

January 2012 until the end of December 2020 by accessing the StockTwits Developer 

API. After clearing the data of ideas that are not suitable for the measurement of textual 

sentiment, for example, ideas that only contain ‘cashtags’ as identifiers for several stocks 

($), pictures or hyperlinks, 250,321,511 ideas remain in the chosen time horizon; 

75,414,994 (30.13%) have been classified by the StockTwits community - 62,826,233 

(25.10%) as ‘bullish’ (���) and 12,588,761 (5.03%) as ‘bearish’ (���) To the best of our 

knowledge, this is one of the largest StockTwits data samples used in published relevant 

research to date. 

The higher rate of bullish ideas can be explained by the predominantly bullish market 

conditions in the chosen time horizon and the fact that individuals generally tend to share 

positive rather than negative news. The major share of unclassified ideas illustrates how 

important a suitable classification with the help of emotion scores is. On average, 34,833 

ideas were classified on StockTwits per day in 2019. Assuming an equal distribution over 

time, approximately 1,451 ideas per hour or only 24 ideas per minute were published on 

average in 2019. Considering the discussed economic theory, enlarging the dataset by 

classifying all published ideas improves prediction quality and allows for a more detailed 

analysis (e.g., for single stocks). 
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3.4.2 Stock Data 

In addition to our main research topic of measuring investor sentiment, we want to 

emphasize the economic relevance of this generated sentiment by attempting to forecast 

intraday returns. We do so by observing the development of derived investor sentiment 

shortly before stock market closing on the previous day, � − 1, and after the opening on 

the next day �. The stock data we use to analyze the predictive power of investor sentiment 

are retrieved from Thomson Reuters Eikon. As depicted in Figure 15, the timeframe with 

the highest average activity on StockTwits coincides with the opening hours of the 

American stock markets in contrast to the European and Asian markets. This observation 

most likely derives from the fact that according to Alexa around 54% of all visitors to the 

platform StockTwits originate from the United States (49.2%) and Canada (5.2%) as of 

April 2022. 

 

Figure 15: Creation time of shared ideas on StockTwits 

As we expect most conversation to be held about topics concerning the US stock market 

and we find, in accordance to Cookson and Niessner (2020), the platform’s users to have 

an affinity for technology companies, we obtain besides the S&P 500 data for the 

NASDAQ 100. The NASDAQ 100 appears to be suitable to appropriately represent the 

North American financial market in general but is also more focused on technology 

stocks, thereby addressing user affinity. The examined time period corresponds to the 
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time interval selected for our StockTwits data spanning from 01/2012 to 12/2020 (" =

2263). 

Due to their statistically desirable characteristics, we use logarithmic returns as a steady 

measure of performance. We compute the intraday return of the S&P 500 and NASDAQ 

100 on a given trading day � (���������) as formula (22) 

 ��������� = ln 2 
�������!�
�����3 (22) 

depicts, where !�
����� denotes the opening price on the given day � and 
������� the 

closing price on the same day. 

3.5 Methodology 

3.5.1 Converting Text to Emotion Scores 

As previously defined, our aim is to improve previous research results, which we seek to 

accomplish by using the NRC Word-Emotion Association Lexicon (also known as 

‘EmoLex’) introduced by Mohammad and Turney (2013) as a multi-dimensional text 

classification approach. In contrast to the predominantly used sentiments ‘positive’ and 

‘negative’ in related literature, Mohammad and Turney (2013) created EmoLex 

containing the basic emotions ‘anger’, ‘anticipation’, ‘disgust’, ‘fear’, ‘joy’, ‘sadness’, 

‘surprise’ and ‘trust’ proposed by Plutchik (1984). Using the R package ‘syuzhet’ 

developed by Jockers (2015), we are able to access the collected word list from 

Mohammad and Turney (2013) containing 14,182 unigrams and 25,000 word senses. The 

word list consists of the most frequently used unigrams and bigrams measured by the 

Google n-gram corpus, which are part of the Macquarie Thesaurus dictionary of words 

from the WordNet Affection Lexicon, and at most word-sense pairs from the General 

Inquirer, which have at least two or three senses. The authors split the classification task 

into independently solvable ‘human intelligence tasks’ (HITs), which are solved by users 

(so-called ‘turkers’) on the Amazon platform ‘Mechanical Turk’. Thus, emotion scores 

can be extracted from the individual classification by turkers (Mohammad and Turney 

(2013)). 

A further problem that often emerges while working with word lexicons to identify 

sentiment scores - regardless of whether positive-negative polarity or emotions are 



 
MEASURING INVESTOR SENTIMENT FROM SOCIAL MEDIA DATA – AN 

EMOTIONAL APPROACH  
 65

 
examined - is that word lexicons do not include all possible formats a word might take. 

For example, a matching algorithm would miss the word ‘lovers’ if only the root ‘love’ 

is part of the lexicon. With stemming and lemmatization, linguistics proposes two possible 

solutions for this issue. While stemming algorithms attempt to determine a word’s root 

by detecting and removing suffixes (‘lovers’ to ‘lover’ and ‘loves’ to ‘love’), 

lemmatization attempts to group inflected forms into a single group (‘lovers’ and ‘loves’ 

to ‘love’). For our analysis, we use the lemmatization list (41,531 words) created by 

Mechura (2016), which we access via the R package ‘textstem’ from Rinker (2018). 

Table 13 illustrates how three representative ideas had been edited before we matched 

them with EmoLex to extract their emotion scores. In addition to the lemmatization of 

the strings, we remove whitespaces, stopwords, hyperlinks, hash- (#) or cashtags ($) and 

punctuation. 

 

Table 13: Conversion from origin ideas to edited ideas and resulting emotion scores 

Furthermore, Table 14 depicts the mean emotion scores within the dataset of classified 

ideas grouped by the classification of the users. Bearish ideas tend to be loaded with 
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words associated with anger, disgust, fear and sadness, while bullish ideas tend to be 

loaded with words associated with anticipation, joy, surprise and trust. Except for the 

emotions anticipation and surprise, which do not appear to be clearly assignable to one of 

the classifications, all results match intuition. Using a Welch two-sample t-test, we check 

whether the difference in means is different from zero. For all types of emotions, we can 

reject the null hypothesis that groups’ mean scores do not differ with a significance level 

below 0.01%. 

 

Table 14: Mean emotion scores of classified ideas per group (‘bullish’/’bearish’) 

With the generated emotion scores, we train a machine learning algorithm with the aim 

of classifying the 69.87% unclassified ideas as ‘bullish’ or ‘bearish’ using their emotion 

scores. As our dataset is strongly unbalanced with many ‘bullish’ ideas and less ‘bearish’ 

ones we first balance it by randomly picking ideas from each group with the following 

sample size: 

 ������� � min ��	
, �	��
2 � 6,294,380 (23) 

Furthermore, we divide the sample ��	
,������ $ �	�,������ � 2 ∗ ������� �
12,588,760� into a training and a test dataset with a proportion of 80 to 20. Subsequently, 

we divide the training dataset with the same proportion into two further datasets that the 

algorithm uses for training and validation. The model used contains three dense layers, 

the first two layers deliver 64 units using a relu activation function while the last layer 

delivers one unit using a sigmoid activation which is the probability that an idea is 



 
MEASURING INVESTOR SENTIMENT FROM SOCIAL MEDIA DATA – AN 

EMOTIONAL APPROACH  
 67

 
classified as ‘bullish’.19 In this manner, we classify ideas with a probability above or equal 

to 0.5 as ‘bullish’ and below 0.5 as ‘bearish’ using the test dataset in a first step. Thus, 

we define the accuracy of our model as the percentage of its correct classification within 

the test dataset. 

3.5.2 Benchmarks 

Consequently, we need to choose qualified benchmarks to compare the accuracy results 

of ideas classified by EmoLex with the classification results of other dictionaries to 

evaluate the performance of our approach. Therefore, we conduct the same classification 

task as described in Section 3.5.1 with other dictionaries commonly used in the economic 

literature. As mentioned at the beginning of this work, our aim is to underline the need to 

create an emotion-based and economic-related dictionary. For this purpose, we separately 

analyze the benefits of both dictionary types, defining the two following hypotheses: 

H1: The classification accuracy and economic relevance of emotion-based dictionaries 

are higher than the accuracy of positive-negative-based dictionaries in text with an 

economic background. 

As noted in the introduction, we expect that an emotion-based dictionary such as the 

EmoLex dictionary with its eight dimensions (emotions) is more suitable to capture the 

complexity of (everyday) language. The compared dictionaries need to be created for the 

same type of language because words differ in connotation across contexts. This aspect 

brings us to our second hypothesis (H2), in which we expect that field-specific 

dictionaries are more capable of classifying words correctly from a text originating in this 

specific field. 

H2: The classification accuracy and economic relevance of economic-related 

dictionaries are higher than the accuracy of non-economic-related dictionaries in text 

with an economic background. 

Table 15 presents an overview of the properties of the chosen benchmark dictionaries. To 

examine the first hypothesis (H1) we use the accuracy rates of a positive-negative 

                                                 
19 Beforehand, we've also tried out linear regression and logit/probit models, which have already been 
outperformed by a simple neural network with three dense layers in terms of accuracy of classification. As 
the classification problem is not that complex, more complex networks only delivered small increases in 
accuracy and the use of them has been rejected by the authors with respect to proportionality. 
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dictionary that is not economically related. The simplest approach is the use of the 

positive and negative scores of EmoLex ����
�, which we will also check for their 

accuracy contribution but which we are also questioning with respect to their 

independence from EmoLex emotion scores. Hence, we implement the positive and 

negative scores from the Harvard General Inquirer ������, since they have been used in 

many economic studies since the beginning of textual analysis research. Eventhough, this 

dictionary is not economic related (i.a. Da, Engelberg, and Gao (2015), Engelberg, Reed, 

and Ringgenberg (2012) or Tetlock (2007)). 

 

Table 15: Properties of commonly used dictionaries in economic literature 

For the examination of the second hypothesis (H2), we need an economic-related 

positive-negative dictionary. Most prominent in this context is the work of Loughran and 

McDonald (2011), who created such a dictionary for evaluating the text tone of financial 

reports ���
��. Despite the broad use of this dictionary in economic research (i.a. Da, 

Engelberg, and Gao (2015), Chen et al. (2014), Kearney and Liu (2014), Engelberg, Reed, 

and Ringgenberg (2012), Dougal et al. (2012)) we also consider the dictionary by Henry 

(2008), as it is one of the first economic-related dictionaries that focuses on the influence 

of earnings press releases’ tone on investor decision-making ������.20 

3.5.3 Deriving Investor Sentiment 

As the next and last step, we use the received classification to measure investor sentiment. 

This task is only needed for the investigation of the relevance of our main results – the 

accuracy of the different dictionaries. Intuitively, we expect times of high investor 

sentiment on the platform to be characterized by a high number of bullish ideas �	
 

relative to the number of bearish ideas �	� and vice versa. In Figure 15, we show that the 

                                                 
20 Please note, that none of the dictionaries considered in this work have been developed to catch the tone 
of language used in social media as discussed in Section 3.2. 
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number of ideas is increasing over time, and thus we need to correct the bullish-bearish 

spread with the number of classified ideas in total. Following Antweiler and Frank (2004), 

we define investor sentiment on a given day � derived from a specific dictionary � =

{����, ���, ���, ���, ���} as 

 �
����
���,� =
���,�,� − ���,�,�

���,�,� + ���,�,�

 (24) 

where ���,� and ���,� are the numbers of bullish and bearish ideas, respectively, on a 

given day �. The resulting measure is bounded in the interval [−1,1], where a value of 1 

denotes the best possible investor sentiment and one of −1 the worst. 

3.6 Results 

3.6.1 Classification Accuracy 

Before we use the derived measure for intraday return prediction, we compare the 

accuracy of all scored ideas within the analyzed dictionaries. Table 16 shows various 

descriptive statistics of the summed generated scores for the four dictionaries.  

The mean number of scores per idea of ����, which is 2.54, is nearly 40% higher as the 

next highest score of  ���, which takes a value of 1.83. As the emotion scores contain 

eight different emotions, it was predictable that EmoLex emotions ���� would exhibit 

the highest statistics per idea on average. The emotions ‘anticipation’ and ‘trust’ from 

���� exhibit the highest scores on average. As the majority of ideas in our dataset have 

been classified as bullish, this result was to be expected as well. As already highlighted 

in Table 14, both of these emotions have a strong bullish connotation and occur especially 

in bullish ideas. 

Nevertheless, the difference in scores between the economic-related and the non-

economic-related positive-negative dictionaries attracts our attention. Both non-

economic-related dictionaries  ��� and  ��� possess considerably higher scores than 

 ��� and  ���, which are economically related. This finding hints at two possible 

conclusions. On the one hand, the mean score of  ��� might suffer from its short amount 

of words (see Table 15) relative to  ���. On the other hand, as  ��� and  ��� possess 

a mainly economic background, it seems that the language used on social media 

platforms, in our case StockTwits, is distinct from language in economic texts as for 
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example financial reports. This finding emphasizes that in addition to the claims 

‘emotional-based’ and ‘economic-related’, a perfectly designed field-specific dictionary 

for social media text analysis should focus on the text type used on such platforms. 

 

Table 16: Descriptive statistics of generated scores from textual analysis 

This conclusion is further strengthened when considering the median score of 0 for ��
� 

and ����, indicating that less than 50% of all ideas contain at least one word that can be 

classified as positive or negative. Another noteworthy feature in Table 16 is the number 

of unique expressions of word scores found in the data when classifying ideas with 

different dictionaries. It becomes apparent that due to its higher dimensionality and mean 

score, the most unique combinations of scores by far occur when using '(�
 (638,712), 

confirming the proposed ability to capture the underlying complexity of (social media) 

text in greater detail than two-dimensional approaches do. 
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To further compare the different dictionaries and their performance, we analyze their 

respective classification accuracies for the full classified dataset. Table 17 illustrates that 

when including all 75,414,994 ideas previously classified as `bullish’ or `bearish’ by the 

users, '(�
 scores highest with an accuracy of 55.73%, followed by both non-economic-

related dictionaries ���
 and ���� with accuracies of 55.37% and 54.66%, respectively. 

Again, ��
� and ���� surprisingly obtain the lowest accuracies, with 53.32% and 

52.38% at first glance. As explained above, the relatively low accuracy rate of ��
� and 

���� derives from the low classification rate of the words contained in the analyzed 

ideas. 

 

Table 17: Accuracy of scoring by different dictionaries 

This is why we further compute the accuracy rate for all ideas that contain at least one 

scored word in each dictionary. When only considering ideas containing at least one 

score, all dictionaries experience a growth in accuracy. In particular, the accuracy rates 

of ��
� and ���� disproportionately increase to 60.36% and 57.74%, exceeding all 

other growth rates. Nevertheless, this increase comes with the loss of approximately 

73.13% and 82.12%, respectively, of all potentially available ideas. Apparently, a tradeoff 

between accuracy and data loss exists and needs to be considered when using either 

dictionary. Therefore, exclusively observing the accuracy rate might not be adequate. 

Apart from the two economic-related dictionaries ��
� and ����, '(�
 provides the 

highest accuracy rate (58.17%) with the second lowest percentage of ideas lost (36.51%). 

On this basis, Figure 16 shows the relationship between the share of excluded data and 

the accuracy of our classification. Gradually, we exclude data points whose prediction 

values from the trained algorithm are most uncertain by moving simultaneously from 0.5 

to 0 (bearish predicts) and 0.5 to 1 (bullish predicts). In general, all dictionaries profit in 
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accuracy from this operation. Nevertheless, some dictionaries profit more than others. At 

a data loss level of 95%, the accuracy of the economic-related positive-negative 

dictionaries reaches around 67% for  ��� or nearly 70% for  ���, while the non-

economic-related positive-negative dictionaries only reach an accuracy of approximately 

62% ( ���) and 66% ( ���). Furthermore, the emotion-based and non-economic-

related dictionary EmoLex (����) performs even stronger than the dictionary by Henry 

(2008) with around 73% accuracy at a degree of data excluded slightly above 95%. The 

last mentioned EmoLex dominates all other dictionaries without exception at every 

degree of excluded data. It is clear that this dominance grows with the number of 

excluded, most uncertain predicted ideas. 

 

Figure 16: Relationship between the data loss and classification accuracy of different 
dictionaries 

Plotting the histograms of the resulting prediction values for each dictionary suggests the 

abovementioned observations. As Figure 17 illustrates, all histograms show a high 

density around a value of 0.5, which is mainly caused by ideas without any score. 

Consequently, both economic-related dictionaries  ��� and  ��� with the highest rate 

of unscored ideas show the highest density at approximately 0.5, downgrading their 

accuracy when using the full dataset. Nevertheless, the prediction values of these 

dictionaries and EmoLex possess a considerably higher kurtosis than the positive-

negative dictionaries ( ��� and  ���), illustrating their power to classify economic text 

as ‘bullish’ or ‘bearish’ in a more certain way. Observing the tails of the prediction 
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distributions by calculating the 2.5% and 97.5% quantiles shows that ���� and  ��� 

make the safest predictions, leading to the highest accuracy rates when more than 95% of 

the data are excluded. 

 

Figure 17: Histograms of prediction values of different dictionaries (� = 250,321,511) 

Overall, the data show that the emotion-based dictionary performs slightly better than 

positive-negative dictionaries using full data. Nevertheless, the feature of multi-

dimensionality leads to safer predictions in the tails of the prediction distribution. The 

same is true for the economic-related dictionary because of the use of accurate 

connotations. Subletting the data into the three in Table 12 mentioned self-classified 

trading experience groups (Novice, Intermediate, Professional) and observing the kurtosis 

of the extracted prediction values within each group gives a hint that the type of the 

observed text is important for accurate predictions, as well. This finding strengthens prior 

assumptions found in related literature by e.g. Giannini, Irvine, and Shu (2018). 

Table 18 shows that despite the kurtosis of all dictionaries differ, most dictionaries also 

show the same positive tendency in kurtosis moving to professional text. Assuming that 

the language used between all groups differs, the need for wordlists addressing the 

language of other author groups is illustrated as the economic relevance of their posts 

cannot be ignored. 
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Table 18: Kurtosis of prediction values of different dictionaries 

Consequently, it remains to illustrate the hypothesized economic relevance of our 

findings. For this purpose, we use the generated scores from all dictionaries to measure 

investor sentiment and compare their explanatory power for intraday stock returns in the 

following. 

3.6.2 Economic Relevance 

As according to Figure 15 most ideas are published around the opening of the US stock 

market, and we attempt to use this amount of information to predict the intraday return of 

a specific trading day � by using the shift in sentiment between one hour before market 

opening of that trading day and the last market hour of the previous trading day � ) 1.21 

In detail, we therefore calculate investor sentiment (*+��
,+���,�,�) for each dictionary 


 on trading day � and with a time indicator , subsetting the classified ideas used. 

 *+��
,+���,�,� � -, � 1 ./0 01.30 2. ,. �/ 02.30 2. ,.
, � 2 ./0 08.00 2. ,. �/ 09.00 2. ,. (25) 

Hence, we define the shift in investor sentiment (∆*+��
,+���,�) derived by dictionary 
 
on trading day � as: 

 ∆*+��
,+���,� � *+��
,+���,�,� ) *+��
,+���,���,� (26) 

We use this as an explanatory variable explaining the intraday return of the S&P 500 and 

the NASDAQ 100 on trading day � (4��0���5�), as defined in formula (22). As many 

studies offer the critique that identified relationships between investor sentiment and 

stock returns might simply be driven by autocorrelation, we introduce the intraday return 

on the previous trading day � ) 1 as a second explanatory variable to control for this 

                                                 
21 By doing so, we assume ideas to be published shortly before stock market closing on day � � 1 mostly 
contain a summary of that day, while users/investors focus primarily on upcoming events in the hour before 
market opening of the next trading day �. 
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effect in our regression model (i.e., Xiong et al. (2019)). Thus, we estimate the following 

linear model. 

 4��0���5� � 6� $ 6� ∗ 4��0���5��� $ 6� ∗ ∆*+��
,+���,� $ 7� (27) 

Table 19 illustrates the results of the regression for both indices for each dictionary. We 

calculate standardized coefficients (68� and 68�) because all derived investor sentiment 

measures have different statistical properties and the size of coefficients between the 

estimated models would not be comparable. 

 

Table 19: Intraday return predictability using different sentiment measures 

Starting with the full dataset, differences in sentiment for all dictionaries except Harvard 

GI (����) have a significantly positive influence on the intraday return of the S&P 500 

while the influence on NASDAQ 100 returns is for all dictionaries lower and no longer 

significant for the Henry dictionary (����). Surprisingly, observing the standardized 

coefficients and the goodness of fit measured by adjusted 9� shows that (1) the sentiments 

derived from the EmoLex dictionary by Mohammad and Turney (2013), '(�
, possess 
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the highest influence on intraday returns with standardized coefficients of 0.0641 for the 

NASDAQ 100, but (2) the influence for the economic-related dictionaries predicting S&P 

500 return is even higher with (highly) significant coefficients of 0.0833 and 0.0656. 

As these results are predominantly in line with the accuracy results in Table 17, we also 

calculate the same regressions while gradually excluding ideas with the most uncertain 

prediction values. Economically, such indifferent ideas could be interpreted as a ‘hold’ 

signal by the publisher. The results of this operation on the standardized coefficients ('(�) 
can be observed in Figure 18. 

 

Figure 18: Development of the standardized coefficients (dashed if � > 0.05) 

First, all dictionaries show a significant positive influence on intraday returns at data loss 

degrees above 55% despite of the Harvard GI dictionary. Nevertheless, investor sentiment 

derived from EmoLex or Henry (2008) (and at a high degree of uncertain predictions 

excluded also from Loughran and McDonald (2011)) dominates the non-economic-

related positive-negative dictionaries in predictive power, with standardized coefficients 
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reaching maximum values of approximately 0.16 and an explained variance of up to 3% 

measured by adjusted ��.22 

Regarding our stated hypotheses (H1 and H2) these findings can only be validated reliably 

by testing for differences between the coefficients. Therefore, following Clogg, Petkova, 

and Haritou (1995) and Paternoster et al. (1998) we calculate the Z-scores using the 

formula: 

 
% =

'�4 − '�4
5���� + ����

 
(28) 

Proving H1 we observe the difference between ���� and  ���/ ���  in Figure 19. For 

the S&P 500 as well as the NASDAQ 100 differences for the Harvard GI are positive and 

highly significant, especially for higher degrees of excluded data. Differences with the 

related positive-negative version of EmoLex are positive but only become significant for 

higher levels of data excluded. 

 

Figure 19: Development of Z-scores proving for H1 

Proving H2 we observe more mixed results while testing for differences between 

 ���/ ��� and  ���/ ���. While for the S&P 500 both economic-related dictionaries 

overperform the Harvard GI (and Henry also the positive-negative EmoLex version), the 

Z-scores for the NASDAQ 100 are mainly insignificant around zero. 

 

                                                 
22 More detailed regression results can be found in the appendix in Table 21 and Table 22. 
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Figure 20: Development of Z-scores proving for H2 

Overall, also bearing the accuracy results from Section 3.6.1 in mind, our first hypothesis 

(H1) cannot be rejected, as EmoLex emotion scores reach a higher accuracy in classifying 

‘bullish’ or ‘bearish’ signals. Furthermore, the shift in investor sentiment has greater 

predictive power than the shift in investor sentiment derived from the non-economic-

related positive-negative dictionaries,  ��� and ����, at all levels of excluded data. 

In line with prior research (for example by Renault (2017)) the same holds true for the 

second hypothesis (H2) as the accuracy and economic relevance of investor sentiment 

derived with the help of economic-related dictionaries are higher than those of 

dictionaries without economic relations – even though Z-scores only indicated a 

significant difference between the coefficients for the S&P 500. If we consider this 

hypothesis in a more precise way, we also find that within economic-related dictionaries, 

accuracy and economic relevance can differ. Hence, the results of the dictionary created 

by Henry (2008), which is based on (financial) earnings press releases, are stronger than 

those of the dictionary created by Loughran and McDonald (2011), which originated in 

an accounting background, for our field-specific application. 
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Table 20: Intraday return predictability using different sentiment measures by trader 
group 
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Further, our prior analysis indicates that in addition to the economic word connotation 

and the emotional scoring as a third factor, the type of text plays an important role in 

deriving investor sentiment from text. By dividing the published ideas into the three self-

classified trading groups – ‘Novice’, ‘Intermediate’ and ‘Professional’ – and repeating 

the regression defined in formula (28) for each of those groups, as is clear from Table 20, 

the predictive power of most dictionaries reported in the full regression (Table 19) highly 

differs between user types, this is especially true for the two economic-related 

dictionaries. 

We assume the language used by user who classify themselves as ‘Professional’ to be 

that specific that it only fits well for the financial earnings-related dictionary  ���. For 

other dictionaries the ideas differ too much from their origin texts which vice versa 

perform better for text written by users who classify themselves as ‘Novice’ or 

‘Intermediate’.23 Despite the disadvantage of not being economic-related, shifts in 

investor sentiment from EmoLex emotion scores exhibit their slightly weaker predictive 

power for intraday returns by each of the three (or rather four) groups, which makes it 

more applicable for analyzing text from which the trader group of the publisher is 

unknown, as is common in most social media text data. 

3.7 Conclusion 

The field of social media sentiment analysis is fast moving due to the rapid growth of 

data published on platforms such as Twitter, Facebook or, in our case, StockTwits. This 

makes it necessary to regularly reevaluate preexisting research, adjust former 

methodologies and propose new methodologies. 

The first part of this paper addressed the economic background of sentiment analysis and 

why it might be desirable to consider sentiment analysis when attempting to predict stock 

market movements. We do so by reviewing the preceding related literature. In the 

following, we present our obtained dataset, which we generated from the microblogging 

platform StockTwits. Furthermore, we provide detailed insight into the way we extract 

eight emotions from ideas published on StockTwits by using the NRC Word-Emotion 

Association Lexicon (EmoLex), enabling us to correlate these underlying emotions with 

                                                 
23 For different degrees of data excluded no further findings could be made. Nevertheless, all relevant 
figures are reported in the appendix in Figure 21. 
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an individual’s self-revealed bullish or bearish sentiment by using machine learning 

algorithms. 

Consequently, this allows us to classify further ideas that have not been classified into 

bullish or bearish sentiment categories, thereby enriching our database. We make use of 

this extended database, which comprises approximately 250 million classified ideas, to 

correlate our sentiment findings with US stock market performance. We find that investor 

sentiment classified by emotion scores can be used to predict stock market movements 

weakly but more accurately than positive-negative scores derived from non-economic-

related dictionaries. Although we are able to classify more ideas than the analyzed two-

dimensional dictionaries, many ideas still cannot be scored by our approach due to 

missing occurrences of ideas’ words in dictionaries’ wordlists. This weakness is in line 

with prior research results and illustrates the need for further improvement. 

In detail, our results define three main factors that determine the success of deriving 

investor sentiment with the help of textual sentiment in an economic context: multi-

dimensional scoring (for example emotions), economic word connotation and type of 

text. By using supervised machine learning algorithms without taking common 

benchmark dictionaries into account, many researchers address those three factors with 

mostly noteworthy results. Nevertheless, for example, Renault (2017) comes to the same 

conclusion as Kearney and Liu (2014) and shows that field-specific dictionaries are more 

applicable than rough benchmark dictionaries as well as machine learning algorithms. 

Since the classification of a text by its publisher for training purposes, as in StockTwits 

data, is a rare feature of text data and self-classification of text by researchers often leads 

to misclassification, there remains a need to create multiple dictionaries addressing those 

three factors. 

In accordance to our results it can be expected that more advanced dictionaries (Figure 

13, A3) or NLP Transformers might also profit from the factors outlined above - 

especially multi-dimensional scoring. These considerations therefore give a reasoning for 

the recent emergence of field-specific and emotion-based NLP transformers (as for 

example specifications of RoBERTa/DistilRoBERTa).24  

                                                 
24 An overview of various specification can be found on the model hub for NLP: Hugging Face. 
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3.8 Appendix 

 

Table 21: S&P 500 intraday return predictability using different sentiment measures at 
different degrees of excluded uncertain predictions 
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Table 22: NASDAQ 100 intraday return predictability using different sentiment 
measures at different degrees of excluded uncertain predictions 
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Figure 21: Development of the standardized coefficients (dashed if � > 0.05) 
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4 How do you talk finance on social media? – Extracting and 

identifying emotions from different trader groups 

4.1 Abstract 

This paper contributes to the research of economic textual analysis sentiment with an 

advanced approach for extracting emotions from social media utilizing Google BERT. 

Additionally, it will be shown that used language in an economic context on a social 

media platform, as in this case StockTwits, differs between the defined trader groups 

‘Novice’, ‘Intermediate’ and ‘Professional’. The paper empathizes dividing the training 

of neural networks for the purpose of defining emotions and sentiment with textual 

analysis on social media platforms utilizing Amazon MTurk and shows that higher 

classification accuracies can be reached by doing so. Additionally, in an economic context 

achieved sentiment measures profit from this split into trader groups on social media 

predicting intraday returns. 

4.2 Introduction 

One of the most important challenges in understanding noise trader behavior following 

Kyle (1985), Black (1986) and Long et al. (1990) became extracting investor or market 

sentiment more and more. In economic and financial research different methods have 

been developed to measure investor sentiment roughly subdivided into market-based, 

survey-based and text-/media-based methods.25 

Especially investor sentiment derived from text became increasingly popular in research 

with the increasing availability and accuracy of developed methods and availability of 

(real-time) data. Starting with Antweiler and Frank (2004) predicting market volatility 

and trading volume from Internet stock messages many measures and procedures have 

been introduced in financial research. Tetlock (2007) constructs a measure of media 

pessism by simple counting negative words in the Wallstreet Journal column ‘Abreast of 

the Market’ with which he is able to predict stock market movements. In this manner, 

multiple word-dictionaries have been developed analyzing different types of text as for 

                                                 
25 Zhou (2018) and Aggarwal (2022) give great overviews over the advances made in economic research. 
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example 10-K SEC filings (Loughran and McDonald (2011)), social media platforms 

(Renault (2017)) or earnings press releases (Henry (2008)). 

Mishev et al. (2020) show in a chronological study the whole development from those 

lexicon-based methods over statistical methods (as count vectors (CV) & term frequency 

– inverse document frequency (TF-IDF)), word-encoders (as Word2Vec (Mikolov et al. 

(2013)) or ELMo (Peters et al. (2018))) as well as sentence-encoders (as Doc2Vec (Le 

and Mikolov (2014)) or LASER (Artetxe and Schwenk (2019))) to NLP transformers. 

They come to the conclusion that utilizing and fine-tuning NLP transformers as the many 

accessible versions of BERT have been the most promising approach in terms of 

accurately classifying (financial) text data. Consequentially, many researchers have 

developed extensions as DisitilBERT, FinBERT, etc. leading to nearly 10,000 text 

classification BERT models available on Huggingface.co.  

The fine-tuned models often differ in the type of text used for training as well as in the 

output being two- (positive/negative) or multi-dimensional (e.g. emotional scoring). 

Section 3 has shown that multi-dimensional/multi-class scoring can be beneficial in terms 

of classification accuracy and economic relevance of derived investor sentiment what is 

going in line with the increasing development of multi-class models as for example 

findings in the field of Text-Based Emotion Detection (TBED, see Zad et al. (2021) for 

an overview) and especially ‘EmTract’ introduced by Vamossy and Skog (2020) as the 

first one applied in a financial context. Further, Section 3 has shown that intraday return 

predictability differs between the three defined trader groups ‘Novice’, ‘Intermediate’ and 

‘Professional’ concluding that there is a need to get more into detail in the variety of social 

media language in economic context as it is unanswered whether different abilities to 

predict returns are determined by the quality of extracting sentiment or a different 

influence of information produced by those three trader groups. 

With this in mind, the following work aims at developing a fine-tuned model for 

extracting emotions from social media text of different trader groups. I utilize the 

StockTwits ideas trained BERT model ‘EmTract’ by Vamossy and Skog (2020) and 

create three new models by finetuning only using ‘Novice’, ‘Intermediate’ or 

‘Professional’ ideas which have been classified by workers on Amazon’s platform 

MTurk. With this a part of the critique by Aggarwal (2022) that ‘the scope of examining 
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IS [Investor Sentiment] needs to be enlarged with respect to the markets and the types of 

investors being studied’ will be addressed.  

The remainder of this paper is structured as follows: Section 4.3 presents the data and 

data collection, namely, the ideas from the social media platform StockTwits and the 

derived tweet classifications from workers on MTurk. Further, an introduction how the 

models will be fine-tuned concludes this Section. In Section 4.4 the fit of the three fine-

tuned models will be evaluated and an analysis of the economic relevance will be done 

by trying to predict intraday returns of S&P 500 und NASDAQ 100. Section 4.5 

concludes the paper, relates the observations made with prior results found in the 

literature and provides an outlook on possible future research topics. 

4.3 Data & Methodology 

4.3.1 Data & tweet characteristics 

The data basis consists of all tweets26 published on the microblogging platform 

StockTwits between January 2012 and December 2020. StockTwits is comparable to 

Twitter but is specifically tailored for users interested in discussing financial market 

topics. This ensures that the shared information and resulting sentiment are closely related 

to the financial markets. During this period, there were 250,321,511 tweets27 available, 

with a tendency for more tweets in recent years due to platform growth. 

The key advantage of this platform in the context of this work is that additional trading-

related information about the users and the tweets they post is available. Users are free to 

classify themselves into three groups – ‘Novice’, ‘Intermediate’ and ‘Professional’ – 

based on their trading experience. Since this is a self-assessment, biases (e.g., due to over- 

or underconfidence) cannot be ruled out. However, it is assumed that outliers among the 

40,000 daily active users in 2020 do not significantly influence the observations, and 

differences in trading experience between the groups can be considered as: 

Professional > Intermediate > Novice 

                                                 
26 In the StockTwits context, the posts are actually called 'ideas'. However, since these are equivalent to 
tweets on Twitter and the term 'tweet' is more commonly known in general language usage, I will also refer 
to the posts as 'tweets' in this work. 
27 After clearing the data of ideas that are not suitable for the measurement of textual sentiment, for example, 
ideas that only contain 'cashtags' as identifiers for several stocks ($), pictures or hyperlinks. 
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The second helpful characteristic of the data is that users can also tag their tweets as 

‘bullish’ or ‘bearish’ signals, which will facilitate the creation of a more balanced sample 

for training the language models. Since the disclosure of both pieces of information is 

voluntary and not maintained by all users, the dataset is reduced to 23,324,809 tweets that 

contain information about the poster’s trading experience as well as a ‘bullish’ or 

‘bearish’ tag. Table 23 shows the number of tweets per group as well as ‘bullish’ or 

‘bearish’ sentiment and provides hints on possible differences in syntax between the 

groups based on tweet length. 

 

Table 23: Tweet characteristics per trader group 

It can be observed that the group of ‘Intermediate’ traders accounts for the most tweets, 

followed by ‘Professional’ and ‘Novice’ traders. It is also worth noting that across all 

groups, significantly more ‘bullish’ tweets have been written than ‘bearish’ ones. This is 

attributed to both the predominantly bullish markets during the observation period and 

the tendency for people to share positive news more often. However, this imbalance must 

be considered later during the training of the language models, as otherwise, the model 

could be biased towards the bullish direction.28 

                                                 
28 For example, the BERT model 'EmTract' by Vamossy and Skog (2020) shows a slight tendency to classify 
tweets as 'happy' that I will try to tackle by balancing the training data with equally 'bullish' and 'bearish' 
tweets again. 
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Regarding the length of tweets, there is a slight tendency towards longer tweets for more 

experienced trader groups, both in terms of the mean and the median. Figure 22 illustrates 

the differences between the groups more clearly using empirical distribution functions. 

The ‘Novice’ and ‘Intermediate’ groups exhibit a similar density function, while tweets 

from the ‘Professionals’ show a distinctly different trend towards longer tweets. Tweets 

with lengths exceeding 50 words are exceptions in this regard. 

 

Figure 22: Tweet lengths per trader group 

Besides this rather syntactically oriented observation, there are also substantive or 

linguistic differences between the groups. Figure 23 shows the most frequently used 

words after the tweets have been lemmatized29 and cleaned of stop words. At first glance, 

only marginal differences are apparent, which is why it is worth taking a closer look at 

the words with the greatest differences in frequency of use between the groups, as 

depicted in Figure 24. 

 

                                                 
29 Lemmatizing words in a string attempts to group inflected forms into a single group (’lovers’ and ’loves’ 
to ’love’). In this work, I apply the lemmatization list by Mechura (2016) which can be accessed in the R 
package 'textstem' by Rinker (2018). 
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Figure 23: Words with highest frequency of usage between trader groups 

 

Figure 24: Words with highest difference in frequency of usage between trader groups 

In this content analysis as well, it is noticeable that the differences between ‘Novice’ and 

‘Intermediate’ tweets are smaller, and only the ‘Professionals’ clearly distinguish 
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themselves from the other groups by their more frequent use of ‘trading terms’. One way 

to further objectify these observations is to assess language similarity using a Vector 

Space Model such as Cosine Similarity (�*) (see i.e. Li and Han (2013)). Cosine 

Similarity refers to the cosine of the angle between two vectors (here :	++�1;;;;;;;;;;;;;;;⃗  and 

:	++�2;;;;;;;;;;;;;;;⃗ ) using the standard dot product and Euclidean norms in an �-dimensional vector 

space as follows: 

 

�*=:	++�1;;;;;;;;;;;;;;;⃗ , :	++�2;;;;;;;;;;;;;;;⃗ > � :	++�1;;;;;;;;;;;;;;;⃗ ∗ :	++�2;;;;;;;;;;;;;;;⃗
?:	++�1;;;;;;;;;;;;;;;⃗ ? ?:	++�2;;;;;;;;;;;;;;;⃗ ? 

                                                      �  ∑ �������∗��������
���

�∑ ������
�
��

���
∗�∑ ������

�
��

���

  

(29) 

The length � of the vectors is determined by the number of different words used in both 

vectors (tweets). In the text context, cosine similarity measures, on a scale between 0 (no 

correlation) and 1 (complete correlation), the similarity between two texts in terms of 

their language usage. 

 

Table 24: Cosine similarity descriptives and differences between trader groups 
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For verification, two tweets per group were randomly selected, and the similarity between 

the first tweet between groups, as well as within a group with the second tweet, was 

computed. On average, the similarity between two randomly selected tweets across all 

comparisons was relatively low, ranging from 0.0583 to 0.0671 (see Table 24). However, 

it’s also worth noting that, while Novice and Intermediate tweets exhibit similar cosine 

similarities (even among themselves), the group of Professionals shows a more distinct 

difference. Applying t-statistics to the data comparing mean values states the same picture 

as earlier mentioned in Figure 24 draws the same picture. Differences between the groups 

‘Novice’ and ‘Intermediate’ are not significant while Novice and Intermediate tweets are 

more similar within those groups compared to Professional’s tweets. Nevertheless, 

Professional tweets seem to be so diverse that they have the lowest cosine similarity with 

themselves. 

All these implications suggest that language on social media platforms is not uniform and 

therefore should be considered in segmented fashion, as discussed in Section 4.2. Despite 

to the expected similarity of the groups ‘Novice’ and ‘Intermediate’, the following 

Section aims to train all three language models for the trader groups ‘Novice’, 

‘Intermediate’ and ‘Professional’ using supervised machine learning, aiming to better 

capture the diversity of language used on the platform for research purposes. 

4.3.2 Crowdsourcing emotion labels 

The centerpiece of the training is the classification of tweets for each trader group to 

process them in a (supervised) machine learning model. In such a framework, to avoid 

unnecessary effort and typically enormous costs associated with collecting these 

classifications, transfer learning can be employed. In transfer learning, existing, similar 

language models can be fine-tuned with fewer new data compared to training a 

completely new model. 

The classifications are collected through multiple participants on the MTurk platform 

(formerly i.e. used by Mohammad and Turney (2013) for emotion labeling) operated by 

Amazon. On MTurk, requesters can post small classification tasks, known as Human 

Intelligence Tasks (HITs), which are then completed by workers30, who get paid for their 

                                                 
30 Following Difallah, Filatova, and Ipeirotis (2018), workers are mostly from the US and India, balanced 
in terms of gender, and born after 1980 (60%), leading to a younger worker population compared to the US 
population. 
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work. One advantage of this platform is that classifications can be assigned to workers, 

often specialized in such tasks, and are typically processed quickly due to the large pool 

of available workers.31 In this regard, Shank (2016) particularly recommends MTurk for 

pilot studies to assess general effectiveness before conducting a more costly, larger study. 

Various research contributions have already addressed ensuring the reliability of the 

collected data and developed best practices (e.g., Behrend et al. (2011), Buhrmester, 

Talaifar, and Gosling (2018), Landers and Behrend (2015)). In general, studies advise 

offering fair working conditions (clear instructions, transparent rejection policies, 

appropriate hourly wage, providing contact information, short approval time), filtering 

for reliable workers (HIT approval rate >95%, significant HIT history, and if necessary: 

specified demographics and characteristics), and ensuring reliable work through the task 

(e.g., including attention questions, checks for bot-like behavior). 

This research aims to provide an exploratory first training and to stimulate further 

research in this area with the resulting outcomes in Section 4.4. Consequently, initially, 

1,500 tweets per trader group (totaling 4,500 tweets) will be classified by the workers. 

Each tweet will be classified by five different workers to prevent both random 

misclassifications (e.g., with only one classification) and too many unclear results (e.g., 

with two different classifications after two assessments). Referring to the assumed 

superiority of multi-dimensional/multi-class classification mentioned in Section 3, the 

‘basic emotions’ proposed by Ekman (1992) will be utilized, which play a crucial role in 

text-based emotional detection (TBED). By increasing the classification options from two 

or three (‘positive’, ‘negative’, ‘neutral’) to seven (‘anger’, ‘disgust’, ‘fear’, ‘neutral’, 

‘happy’, ‘sad’, ‘surprise’), the importance of multiple classifications of a tweet becomes 

evident, albeit at the expense of the quantity of classified tweets in the initial analysis. 

Since the quantity of tweets to be classified is limited, the first step is to identify tweets 

that particularly correspond to the language of each group. For this purpose, a score is 

calculated based on the mean of the relative word frequencies (see Figure 23 again for 

words with the highest frequency of usage per group) of all words � in the set � in each 

                                                 
31 A good overview of the benefits and criticisms of using MTurk for research can be found in the literature, 
as discussed i.e. by Young and Young (2019). 
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tweet. This score reflects the increasing conformity of the tweet to the group with a higher 

value: 

 ����
 =
1

�67�����
8�
����



���

 (30) 

To avoid overly biased word choices or even ‘spamming’ of words, only tweets that use 

at least three different words are considered for analysis. Furthermore, since bullish 

markets have predominated in the sample period and users tend to share positive signals 

more often, a balanced sample (50:50) is created for each trader group based on the 

integrated ‘bullish’/’bearish’ classification in StockTwits. 

 

Figure 25: MTurk instructions 

Thus, with 4,500 tweets to be classified and 5 classifications per tweet, there are 22,500 

classifications that need to be carried out on MTurk. An additional 2,500 classifications 

are allocated for incorporating ‘attention/language checks.’ In these checks, further tweets 

are randomly manipulated with animals (i.e., ‘dog’, ‘cat’, ‘chicken’). Workers are 

expected to identify these tweets, ensuring adequate attention and a minimum level of 

English language understanding. A task (HIT) then contains 20 classifications to be 

processed, with 18 belonging to the dataset and 2 additional ones serving as attention 
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checks, manipulated with an animal. In addition to the attention/language checks32, data 

quality is ensured through a HIT approval rate of >98% and a minimum of 5,000 

previously approved HITs by the workers. Workers were paid $0.70 per HIT, resulting in 

an hourly wage of $12.60 under the assumption of 6 classifications per minute. Figure 25 

and Figure 26 exemplify a provided HIT including the exact instructions given to the 

workers. As it also can be easily seen usernames, company ticker, numbers and company 

names have been replaced to prevent workers from being biased. 

 

Figure 26: Exemplified MTurk HIT 

                                                 
32 The HIT of a worker had been accepted if the classification 'animal' had been chosen less than two times 
incorrectly. 
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Overall, all classifications were collected between the end of March and the beginning of 

April 2024, with 995 different workers participating. A tweet was assigned an emotion 

based on the classification results if three out of five workers chose that emotion, or if 

only two out of the five classifications belonged to emotions that fall within the 

categorization of the valence measure formerly introduced by Breaban and Noussair 

(2018) used for economic analysis in Section 4.4.2:   

 

Positive = {happy} 

Negative = {anger, disgust, fear, sad} 

Neutral = {neutral, surprise} 

 

Table 25 displays the results of the unambiguous classifications by the MTurk workers. 

Overall, out of the 1,500 tweets per group, 1116 (74.44%) Novice, 1102 Intermediate 

(73.47%), and 1030 Professional (68.67%) tweets were classified. The tweets were 

predominantly classified as neutral (42.21%) and happy (30.97%). Aggregating the 

emotions into the valence categories ‘positive’, ‘negative’ and ‘neutral’ provides clearer 

insights into the core results, as depicted in Table 26. Here, neutral and positive categories 

dominate with approximately 50% and 30%, respectively. While the perceived emotion 

of the workers is subjective, it is expected that tweets tagged as ‘bullish’ (‘bearish’) would 

be more associated with positive (negative) emotions in valid classifications: A 

comparison between ‘bullish’ and ‘bearish’ tweets reveals this dependency without 

exceptions in all groups. Slightly noticeable is the higher rate of neutrally classified 

bearish tweets, which tends to come at the expense of a clearer negative classification.  
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Table 25: Results of MTurk classification per group (emotions) 

 

 

Table 26: Results of MTurk classification per group (valence-categories) 
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4.3.3 Training BERT 

To determine the emotions contained in all tweets for each trader group, a model to 

estimate emotion scores will now be developed. This will be based on the pretrained 

model ‘EmTract’ by Vamossy and Skog (2020), enabling fine-tuning with relatively few 

data points. Since Vamossy and Skog (2020) have already expanded the number of tokens 

to the language used on StockTwits, there is no need to add additional tokens. The 

pretrained model is publicly available on Huggingface and can be accessed using the 

‘transformers’ library in Python (Wolf et al. (2019)). 

Table 25 and Table 26, despite efforts to create a balanced panel, have shown that both 

emotions and valence categories occur differentially in the dataset, with negative 

emotions being particularly underrepresented. To counteract this effect, the loss function 

is weighted based on the occurrence of valence categories in the respective dataset. To 

validate the suitable model, a stratified five-fold cross-validation procedure is applied, 

where the dataset is divided into five parts, with each part being used for training and 

validating in turn, representing the distribution of emotions in the entire dataset. All 

models are evaluated based on accuracy, balanced accuracy, and F1-score. The results of 

this procedure for the optimal model are presented in Table 27 and briefly discussed in 

the following chapter. 

4.4 Results 

4.4.1 Model fit 

After fine-tuning, the models ‘NovEm’ for Novice tweets, ‘IntEm’ for Intermediate 

tweets, and ‘ProEm’ for Professional tweets were estimated. Table 27 displays relevant 

fit measures for the models compared to the performance of the original EmTract model. 

In terms of overall accuracy, all fine-tuned models show a slightly improved performance 

in tweet classification, ranging from 43.9% to 45.6%. When aggregating emotions into 

the three valence categories, values up to 53.4% can be achieved with slight gains 

compared to the EmTract model. If we exclude the neutral category from the confusion 

matrix, clearer differences are observed for Novice tweets, with accuracy rates reaching 

up to 83.3%, which underscores a low rate of misclassifying positive tweets as negative, 

and vice versa. Similar (slightly weaker) rates are achieved for the other two groups. 
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Table 27: Fit measures of 5-fold-crossvalidation using argmax-predictions 
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Since it’s an unbalanced sample, the model accuracy alone can provide a distorted picture 

of the model fit. Therefore, it’s worthwhile to consider both the balanced accuracy and 

the F1-score. The balanced accuracy assigns equal weight to each label, while the 

balanced accuracy per label is the average of sensitivity (true positive rate) and specificity 

(true negative rate) for each label. While the balanced accuracy shows a mixed picture, 

especially for negative emotions, both the mean balanced accuracy values and when 

grouped into valence categories show increases. The same trend is also observed for the 

F1-scores, which express the harmonic mean of sensitivity (true positive rate) and 

precision (positive predictive value). 

 

Figure 27: Confusion matrix fine-tuned and EmTract emotion labels (all tweets) 

Applied to all 23,324,809 tweets (see Table 23), the distribution of emotion labels from 

both models is depicted in Figure 27. In the diagonal, it is evident that there continues to 

be a significant association between the classifications of both models even after fine-

tuning. Nevertheless, differences are observed, particularly for negative emotions such as 

‘anger’ and ‘disgust’ (only 13.28% and 49.10% of fine-tuned labels are the same as in 

EmTract). On one hand, these differences largely occur within their respective valence 

categories, resulting in conformity of valence mostly reaching values above 70%. On the 
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other hand, these differences also stem from the slight inclination towards classifying 

tweets as ‘happy’ and ‘neutral’ (see two first columns) by EmTract, which was partially 

offset by fine-tuning with the weighted loss function. 

Overall, the three fine-tuned models show slight advantages. However, in addition to 

model fit, the economic relevance of the models adjusted by the classifications of workers 

on MTurk is also crucial, which will also be examined in the following Section. 

4.4.2 Economic relevance 

The influence of sentiment or the ability to predict stock returns using sentiment has been 

extensively studied. Most studies show significant predictive power, but it tends to be 

relatively low and applicable only for shorter time horizons. Following the approach 

practiced in 3.6.2, the intraday return33 of a day � will be predicted using the change in 

sentiment (in the form of valence) from the close of trading on the previous day � − 1 to 

the pre-market opening of the respective trading day �. By doing so, it is assumed that 

ideas published shortly before stock market closing on day � − 1 mostly contain 

information relevant to that day, while investors focus more on the upcoming trading day 

� before market opening. Following Breaban and Noussair (2018) and Vamossy and Skog 

(2020), valence extracted by model � is defined as the difference between positive and 

negative emotions: 

 
$��
��
� = 9�����:;<;=

��������

− >���
�� + ?������� + �
��� + ����@:;;;;;;;;;;;<;;;;;;;;;;;=
 �!"����

 
(31) 

In detail, valence ($��
��
�,�,#) for each model � = {���
���
�,��"����} is 

calculated on trading day � and with a time indicator � subsetting the classified ideas 

used. 

 $��
��
�,�,# = A� = 1 B�� 01.30 �.�. �� 02.30 �.�.

� = 2 B�� 08.00 �.�. �� 09.00 �.�.
 (32) 

Within the period � at day � the average score of each emotion of model � is calculated 

using them in equation (31) to calculate $��
��
�,�,#. Hence, the change in valence 

(∆$��
��
�,�) derived by model � on trading day � is defined as: 

                                                 
33 Log-returns between opening and closing price at day � delivered by Bloomberg are calculated. 
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 ∆$��
��
�,� = $��
��
�,�,� − $��
��
�,���,� (33) 

These shifts in valence are used as an explanatory variable explaining the intraday return 

of the S&P 500 and the NASDAQ 100 on trading day � (���������). Due to significantly 

lower data amouts before 2016 on hourly basis this analysis can only reliably be done for 

the period from 01/2016 to 12/2020 (" = 1237).34 As many studies criticize that 

identified relationships between investor sentiment and stock returns might simply be 

driven by autocorrelation (which can be found for both indices in the first lag), I introduce 

the intraday return on the previous trading day � − 1 as a second explanatory variable to 

control for this effect (i.e. Xiong et al. (2019)). Consequently, following linear model will 

be estimated: 

 ��������� = '� + '� ∗ ∆$��
��
�,� + '� ∗ ����������� + *� (34) 

Table 28 presents the regression results for both indices and various models as well as for 

full data and subdivided by trader groups. Using the data from all groups (full data) it can 

be seen that the shift in valence significantly predicts the intraday return for both indices 

as well as with both models.35 Nevertheless, it appears that (1) S&P 500 intraday returns 

can be predicted a little bit better than NASDAQ returns and (2) fine-tuned models deliver 

better results in predicting the intraday returns. Furthermore, differences within the trader 

groups are apparent, with Novice and Professional tweets exhibiting lower predictive 

power compared to tweets from Intermediate traders. However, all groups fail to surpass 

the predictive power of the entire dataset, implying that besides trader group membership, 

the data volume also plays a crucial role in the predictability of returns. 

                                                 
34 Figure 15 in Section 3.4.2 shows that the number of ideas posted exponentially increases after 2016. 
35 Note that in this case Novice/Intermediate/Professional tweets are scored with the 
Novice/Intermediate/Professional fine-tuned models - NovEm, IntEm, ProEm - as well. 
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Table 28: Intraday return predictability using (fine-tuned) EmTract model by trader 
group (1-hour-window) 
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Nonetheless, it must be noted that all measured significant relationships are relatively 

weak compared to previous research findings. Particularly when considering the 

regression results in the appendix in Table 29 without lagged returns, despite the 

significance of the effects, the low contribution to the explanatory power of the model is 

evident. Similarly, the differences resulting from the previous findings are also minimal, 

such that, for example, when comparing them using the Z-scores proposed by Paternoster 

et al. (1998), one would obtain insignificant results. However, the consistent systematic 

pattern remains striking, providing a clear implication that fine-tuning was beneficial. In 

line with the noise trader theory, these effects are only well measurable for short periods: 

Table 30 in the appendix shows that these observations have nearly disappeared by 

increasing the time window of observed tweets up to two hours. 

4.5 Conclusion 

This work has demonstrated that there are linguistic differences between various trader 

groups on both syntactic and content levels. The more professional the individual behind 

a tweet, the more likely the tweet is to be longer and to use more specialized financial 

terminology. This observation has largely been overlooked in the creation of general 

language models thus far. Therefore, with the help of tweet classifications on MTurk, the 

three models ‘NovEm’, ‘IntEm’, and ‘ProEm’ were estimated, which systematically show 

improvements in both fit measures and the economic relevance of the evaluated emotion 

scores. 

This article implies several avenues for further research: Firstly, it seems worthwhile to 

train corresponding models with more data. As this work shows in a first step, that fit 

measures and economic relevance have slightly improved – even with a comparatively 

smaller dataset that has not fully exploited the potential of models fine-tuned according 

to trader groups. Secondly, the availability of a large amount of data appears to be a 

crucial factor, highlighting the need to expand the analysis to other platforms with even 

more traffic, such as Twitter. However, these platforms do not provide trader group 

classifications, necessitating models for classifying trader groups based on their written 

text. Finally, the economic relevance of the collected emotion scores can be scrutinized 

in many other ways. For example, Vamossy (2024) shows that direct use of emotion 

scores compared to the valence measure introduced by Breaban and Noussair (2018) can 
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be advantageous. Furthermore, with a sufficient amount of data at the sector or firm level, 

stronger correlations could be expected.  
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4.6 Appendix 

 

 

Figure 28: Distribution of sorted cosine similarities between trader groups (Novice) 

 

 

Figure 29: Distribution of sorted cosine similarities between trader groups (Intermediate) 
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Figure 30: Distribution of sorted cosine similarities between trader groups (Professional) 

 

Figure 31: Confusion matrix fine-tuned and EmTract emotion labels (Novice tweets) 
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Figure 32: Confusion matrix fine-tuned and EmTract emotion labels (Intermediate 

tweets) 

 

Figure 33: Confusion matrix fine-tuned and EmTract emotion labels (Professional 
tweets) 
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Regression without lagged return: 

 

 4��0���5� � 6� $ 6� ∗ ∆@�A+�B+�,� $ 6� ∗ 4��0���5��� $ 7� (35) 

 

Table 29: Intraday return predictability using (fine-tuned) EmTract model by trader 
group (1-hour window) 
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Table 30: Intraday return predictability using (fine-tuned) EmTract model by trader 
group (2-hour-window) 
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5 Concluding remarks 

The purpose of this work was to meaningfully expand the existing literature on the 

relevance and impact of investor sentiment (derived from social media) on capital 

markets. Following a theoretical introduction to the role of information in capital markets 

and the construct of ‘investor sentiment’ along with its various definitions and 

measurement methods in the first section of the work, the relationship has been 

approached experimentally first. 

The experiment aligns with existing literature by demonstrating that social media posts, 

in this case, tweets with a certain sentiment, influence individuals’ investment decisions. 

A key new finding is that social media sentiment does not directly affect investment 

decisions but instead manipulates the fundamental financial perception of the company, 

which primarily determines the investment. The channel of perceived social media 

sentiment remains irrelevant to the decision, and the influence occurs subconsciously. It 

is also noteworthy that all content was generated by AI, highlighting the potential 

susceptibility to manipulation by bots. This presents an initial point for further research 

to critically examine this vulnerability in more detail. 

Regarding the measurement of investor sentiment from social media data, several insights 

can be noted. Firstly, the multi-dimensional emotion classification of financial texts 

appears to have untapped potential that can be realized with the current available tools. 

Regardless, a deeper focus on the underlying text is opportune. Using social media data 

as an example, it becomes evident that simply categorizing texts based on their source is 

insufficient. Instead, it’s crucial to consider the different groups with varying language 

usage at each exchange venue. This also poses the challenge that, if the text is not 

explicitly linked to a specific group of individuals – which is usually the case – this 

classification must be performed by another model first. The potential for further research 

in this area seems virtually limitless, given the numerous exchange venues and user 

groups, the continuously increasing volume of available data, and the ongoing 

advancement of new technological capabilities. 

In summary, both the reviewed literature and the empirical findings of this study confirm 

the notion that ‘money talks’ in the context of this research. The influence of investor 

sentiment on aspects such as asset pricing is relatively minor. However, it remains unclear 
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whether this minor impact is due to its economic nature or the result of insufficient 

definitions and measurements of investor sentiment. Future research will definitely 

benefit from to expected advances in the field of Natural Language Processing. 

Nevertheless, it will be crucial not to neglect the foundational pillars of an unified 

definition and experimental exploration of the (psychological) mechanisms while 

pursuing continuous technical perfection. 
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