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Abstract 

It is widely acknowledged that animal models do not often recapitulate human diseases 

with satisfactory results. Especially human brain development is difficult to model in 

animals due to a variety of structural and functional species-specificities. This causes 

significant discrepancies between predicted and apparent drug efficacies in clinical 

trials, and their subsequent failure. Emerging alternatives based on 3D in vitro 

approaches stride forward to close the current gaps, and ultimately reduce, replace and 

refine animal experiments. Therefore, this study aimed at the characterization and 

optimization of 3D culture conditions for the development of in vitro models mimicking 

neurodevelopmental disorders. 

The first two manuscripts in this study review the existing and developing stem cell-

based in vitro approaches, including their advantages and limitations (manuscript 2.1, 

manuscript 2.2). Specific focus on 2D and 3D human induced pluripotent stem cell 

(hiPSC)-based neural models and their comparison is set in manuscript 2.2. Since 2D 

models do not recapitulate the in vivo physiology, great efforts are made to augment 

these cultures into 3D. The establishment and characterization of oxidized alginate-

gelatin-laminin and alginate-gellan gum-laminin hydrogel blends for 3D neural in vitro 

models is described in manuscript 2.3 and manuscript 2.4. These studies underline the 

necessity of adapted and fine-tuned hydrogel properties for neural network formation 

and electrical activity. A methods description on the measurement of electrical activity 

of hiPSC-based neural cultures using microelectrode arrays (MEAs) is given in 

manuscript 2.5. Owing to their properties, hiPSCs have proven to be a very promising 

tool to study human neurodevelopment. However, different cultivation protocols, 

storage conditions and contaminations can lead to reproducibility and reliability issues. 

This leads to a substantial need for quality controlled hiPSC cultures. Manuscript 2.6 

provides a guideline for the implementation of quality control standards into academic 

settings. 

The main manuscript 2.7 of this thesis describes the utilization of hiPSC-based neural 

models to gain valuable insights into neurological pathomechanisms of the Cockayne 

Syndrome B (CSB). CSB is a rare hereditary disease and is accompanied by severe 

neurologic defects, such as microcephaly, intellectual disability and demyelination. No 

treatment is currently available for affected children. Phenotypic analyses of two quality 

controlled hiPSC-based in vitro models of CSB link cellular mechanisms to the disease’s 

cardinal neurological symptoms using a multi-omics approach. The thesis provides 

evidence, that HDAC-dependent and independent mechanisms lead to inhibited neural 

progenitor cell migration, altered electrical activity and disrupted oligodendrocyte 

maturation. These data add to the in-depth understanding of the CSB neuropathology. 

The thesis shows that there are multiple ways of generating neural in vitro models from 

hiPSCs in 3D, which can be used in a fit-for-purpose manner. Applications of such models 

for studying human diseases, personalized and generic, opens new possibilities for the 

identification of human-relevant drug-targets in a physiologically relevant manner. 
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Zusammenfassung 

Es ist weithin anerkannt, dass Tiermodelle menschliche Krankheiten nur selten 

zufriedenstellend widerspiegeln. Insbesondere die Entwicklung des Gehirns ist 

aufgrund einer Vielzahl von artspezifischen strukturellen und funktionellen 

Besonderheiten schwer zu modellieren. Dies führt zu erheblichen Diskrepanzen 

zwischen vorhergesagter und tatsächlicher Wirksamkeit von Medikamenten. 

Alternativen, basierend auf 3D in vitro Methoden, erweisen sich als vielversprechend für 

die Beantwortung von offenen Fragen und zur Reduktion von Tierversuchen. Daher zielt 

diese Studie auf die Charakterisierung und Optimierung von 3D-Kulturbedingungen für 

die Untersuchung von Hirnkrankheiten ab. 

Die ersten beiden Manuskripte in dieser Studie geben einen Überblick über 

stammzellbasierte in vitro Methoden (Manuskript 2.1, Manuskript 2.2). Ein spezieller 

Schwerpunkt liegt auf 2D- und 3D-Modellen des menschlichen Gehirns, welche auf 

induzierten pluripotenten Stammzellen (hiPSC) basieren (Manuskript 2.2). Da 2D-

Modelle die in vivo Physiologie des Menschen nicht widerspiegeln, werden komplexere 

3D-Kulturmodelle benötigt. Die Entwicklung und Charakterisierung von Hydrogelen aus 

oxidiertem Alginate-Gelatin-Laminin und Alginate-Gellan Gumm-Laminin für 3D neurale 

in vitro Modelle werden in Manuskript 2.3 und Manuskript 2.4 beschrieben. Diese 

Arbeiten unterstreichen die Notwendigkeit von speziell für Hirnmodelle angepasste 

Hydrogelen, um die Bildung elektrisch aktiver neuraler Netzwerke zu ermöglichen. Eine 

Methodenbeschreibung zur Messung der elektrischen Aktivität von hiPSC-basierten 

neuralen Kulturen mittels Mikroelektrodenarrays (MEAs) erfolgt in Manuskript 2.5. 

Aufgrund ihrer Eigenschaften haben sich hiPSCs als vielversprechendes Werkzeug zur 

Untersuchung der Hirnentwicklung erwiesen. Unterschiedliche Kultivierungsprotokolle, 

Lagerbedingungen und Kontaminationen können jedoch zu Reproduzierbarkeits- und 

Zuverlässigkeitsproblemen führen. Manuskript 2.6 bietet eine Richtlinie für die 

Implementierung von Qualitätskontrollstandards in akademischen Einrichtungen, um 

solche Probleme zu minimieren. Das Hauptmanuskript 2.7 dieser Arbeit beschreibt die 

Verwendung von hiPSC-basierten neuronalen Modellen, um wertvolle Einblicke in die 

Pathomechanismen des Cockayne Syndroms B (CSB) zu gewinnen. CSB ist eine seltene 

erbliche Krankheit, die von schweren neurologischen Defekten begleitet wird, z.B. 

Mikrozephalie, geistige Behinderung und Demyelinisierung. Derzeit steht keine 

Behandlung für betroffene Kinder zur Verfügung. Unter Zuhilfenahme von Multiomics-

Analysen werden die Endophänotypen von zwei hiPSC-basierten CSB in vitro Modellen 

den hirnspezifischen kardinalen Krankheitssymptomes zugeordnet. Das Manuskript 

liefert Hinweise darauf, dass HDAC-abhängige und -unabhängige Mechanismen zu 

gehemmter Migration von neuronalen Vorläuferzellen, veränderter elektrischer Aktivität 

und gestörter Reifung von Oligodendrozyten führen. Diese Daten tragen zu einem 

umfassenden Verständnis der CSB-Neuropathologie bei.  

Die Studie zeigt, dass verschiedene hiPSC-basierte 3D in vitro Modelle zweckdienlich 

verwendet werden können. Ihre Anwendung für die Untersuchung menschlicher 

Krankheiten kann zur Identifizierung von pharmazeutisch relevanten Wirkstoffzielen 

beitragen. 
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1 Introduction 

1.1 Brain development 

The brain is one of the most complex organs of the human body and its development 

and function are an exceptional riddle, which is yet to be solved. A highly regulated 

spatiotemporal organization of different cell types and their interconnection is crucial 

for healthy brain development. Deviation from this delicate regulation leads to various 

adverse neurological effects. A brief introduction into brain development in health and 

disease is given below. 

 

1.1.1 In health 

The human brain development is a highly orchestrated process that starts in the early 

prenatal phase and continues throughout life. Prenatal development is subdivided into 

two major periods: the embryonic period, from gestational week (GW) 4 to GW 8 when 

organ primordia are formed, and the subsequent fetal period, which is marked by organ 

maturation and stretches until birth (O’Rahilly and Müller 2005). Early postnatal 

development, until approx. 3 years after birth, also constitutes a crucial phase in 

children’s brain development (Figure 1.1). A human brain is fully matured at the age of 

approximately 25 years of age (Insel 2010; Paus, Keshavan, and Giedd 2008). 

The embryonic period starts in GW 4 with the closure of the neural folds of the neural 

plate over the midline to form the neural tube (neural tube closure), during the process 

of neurulation. The neural tube subsequently forms the three vesicles, which give rise 

to the fore-, mid- and hindbrain (Jessell and Sanes 2000; Rash and Grove 2006; Rhinn, 

Picker, and Brand 2006; Stern 2001). A high rate of cell proliferation can be observed in 

the ventricular zone during GW 5-6, which marks a major key event (KE) in prenatal brain 

development (Jessell and Sanes 2000; Monk, Webb, and Nelson 2001; Pencea et al. 2001; 

Rash and Grove 2006). The ventricular zone hosts the majority of radial glia cells (RG), 

which give rise to glial progenitor cells, the source for astrocytes and oligodendrocytes, 

and early neurons. In parallel, neurogenesis initiates the start of laminar organization 

and patterning, where RG serve es guidance structure for neuronal migration. This 
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process continues until birth (Rakic 1982; Chao, Ma, and Shen 2009; Gressens 2000; 

Hatten 1999). 

The embryonic period transitions into the fetal period during GW 8. Fetal development 

is generally characterized by immense growth, cell differentiation and accelerated 

synaptogenesis (O’Rahilly and Müller 2005). The brain’s weight increases 40-fold during 

that period, which is characterized not only by massive radial glia proliferation, but also 

neuronal migration, peaking during GW 12-20 (de Graaf-Peters and Hadders-Algra 2006; 

Tau and Peterson 2010). During this phase, radial glial activity shifts from neuron to 

astrocyte and oligodendrocyte generation, with internal and external factors, such as 

region-specific growth-factors, cellular microenvironment and transcription factors, 

determining the cell fate (Malatesta et al. 2003; Howard et al. 2008). In general, 

astrocytes are the major glia cell population in the human brain. As such, they have 

diverse functions, including neuroprotection and metabolic support. More precisely, 

astrocytes have antioxidative effects and facilitate synaptic cleft clearance, 

neurotransmitter recycling and nutrient supply in the brain. They also account for a 

significant part of the blood-brain-barriers (BBB) protective power (Peuchen et al. 1997; 

Santello, Toni, and Volterra 2019). The BBB develops between GW 8 and 35 and regulates 

the in- and efflux of molecules from the central nervous system (CNS; Saili et al. 2017). 

Its tight regulation protects the CNS from external factors like pathogens and neurotoxic 

blood components (Sweeney et al. 2019).  

Oligodendrocytes account for a majority of the brains white matter. They generate the 

myelin sheath, which enwrap axons and thus enables rapid signal transmission. In this 

context, oligodendrocytes provide metabolites to maintain axonal health. They start to 

produce the first myelin, with myelinated gyri being detectable from GW 35. Although 

myelination peaks during early postnatal development (approx. 1-5% total brain 

myelination between GW 36 and 40), myelin production continues throughout life and 

increases to 50-60% in the white matter in adult brains (Kuhn et al. 2019; Snaidero and 

Simons 2014; Tau and Peterson 2010).  
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During GW 26-29, neurons reach their designated place and start to develop axons and 

dendrites to form synaptic connections (de Graaf-Peters and Hadders-Algra 2006; 

Huttenlocher et al. 1982; Petanjek et al. 2008; 2011). This process is accompanied by the 

formation of gyri and sulci during the third trimester (Garel et al. 2001). Specialized 

neuronal subtypes enable the transmission of information through spatiotemporal 

inhibitory and excitatory neurotransmitter signaling. Neurotransmitters are thereby 

released from the presynaptic neuron and taken up by the postsynaptic neuron from the 

synaptic cleft. Excitatory neurotransmitters, such as glutamate, acetylcholine and 

histamine, initiate the influx of positively charged ions through ion channels, which 

causes the depolarization of the cell, and subsequently generates the action potential. 

Postnatal inhibitory signaling through GABA prevents action potentials through the 

influx of negatively charged ions into the respective cell (Lovinger 2008). This fine-

tuned communication between neuronal subtypes is crucial for healthy brain circuit 

formation. First electrophysiological measurements detect activity as early as GW 20. 

The electrical pattern changes throughout development, as transient connections are 

formed and remodeled. GW 34 marks the peak of synaptogenesis. However, this process 

reaches well into the early postnatal phase and follows a strict spatiotemporal 

regulation (Tau and Peterson 2010). 

The postnatal phase features massive outgrowth, largely facilitated by further 

generation and expansion of glial cells and the progressing myelination. At 3 years of 

age, the child’s brain reaches approx. 81-88% of its final weight (Dekaban and Sadowsky 

1978; Barnea-Goraly et al. 2005). As neural circuits progress from transient to stable 

connections in the postnatal phase, the excitatory-to-inhibitory GABA switch marks a 

crucial neurodevelopmental KE (Peerboom and Wierenga 2021). The GABA switch is 

initiated by downregulation of the chloride importer Na-K-2Cl cotransporter isoform 1 

(NKCC1) and upregulation of the exporter K-Cl cotransporter isoform 2 (KCC2). As active 

chloride transporters, they are responsible for the high pre-GABA switch and low post-

GABA switch intracellular chlorine concentrations (Ben-Ari 2002), contributing to stable 

brain circuit formation. Subsequently, higher-order cognition and behavioral learning 

evolves. 
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Figure 1.1. Timeline of key processes in human brain development. The figure 

summarizes selected crucial events in neurodevelopment and their rough chronology 

from conception to postnatal year 20. The bars represent the peak period of each 

process, with dotted lines indicating further timepoints during which the process occurs. 

Arrows indicate that the process is continued during later developmental stages. 

Schematics of brain images illustrate the rough features of development over time. This 

figure was adapted from Silbereis et al. 2016 and Tau and Peterson 2010. Figure made 

using biorender.com. 

 

1.1.2 In disease 

The human brain passes through many checkpoints during its development. 

Proliferation, migration, differentiation and neural network formation belong to these 

identified checkpoints, defined as neurodevelopmental KEs. The disruption of one or 

more KE by genetic or environmental factors can cause detrimental defects (Figure1.2; 

Tau and Peterson 2010; Silbereis et al. 2016; Bal-Price et al. 2018). Notably, a high number 

of adverse neurodevelopmental effects arises already during embryonic development 

(Silbereis et al. 2016). Defects of the neural tube closure (NTC) are amongst the most 

common birth defects and can be caused by various genetic or environmental risk 
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factors, such as poor nutrition (e.g. low folate level) or certain maternal medications 

(e.g. agents to treat epilepsy of seizures). Exemplary resulting diseases include 

anencephaly (missing brain and skull vault, often stillbirth) and spina bifida 

(malformation of the spinal cord; Nikolopoulou et al. 2017). Proliferation is crucial for 

substantiating the brains’ mass early on. The disruption of proliferation during brain 

development has been linked to distinct clinical phenotypes, such as microcephaly and 

megalocephaly. Decreased proliferation can lead to congenital microcephaly and the 

Seckel syndrome, while increased neuronal proliferation can cause the Megalencephaly-

polymicrogyria-polydactyly-hydrocephalus (MPPH) syndrome (Pirozzi, Nelson, and 

Mirzaa 2018). The brains’ spatial organization relies on precisely timed cellular 

migration. When neuronal migration is altered, malformations in cortical development 

occur, amongst others leading to intellectual disabilities (Buchsbaum and Cappello 2019; 

Poirier et al. 2013; Becerra-Solano, Mateos-Sánchez, and López-Muñoz 2021). 

Periventricular heterotopia is an X-linked disease caused by complete migratory failure 

of a subset of neurons, leading to aggregates in the ventricular zone. Clinically, the 

disease manifests in epilepsy (mild to severe) and brain anatomical abnormalities (Fox 

and Walsh 1999). Other migration-driven disorders belong to the lissencephaly 

spectrum. These diseases can be caused by viral infections during pregnancy or a lack 

of oxygenated blood in the fetus, subsequently leading to disrupted gyri and sulci 

formation and a “smooth brain” (Di Donato et al. 2017; Joseph, Pushpalatha, and 

Kuruvilla 2008; Tau and Peterson 2010). Depending on the severity of the adverse brain 

development, lissencephaly can lead to mild retardation but also early postnatal death 

(Tau and Peterson 2010). Disruption of cell migration during the fetal phase can also 

cause agenesis of the corpus callosum (ACC), a condition where the left and right 

hemispheres are not or insufficiently connected (Rotmensch and Monteagudo 2020). 

Moreover, the untimely or suppressed differentiation of neuronal and glia cells precedes 

a variety of severe disorders. For instance, the 1q21.1 microduplication syndrome causes 

a delay in neuronal differentiation, leading to adverse effects comprising developmental 

delay and cognitive impairment, in some cases including traits of autism spectrum 

disorder (Joy Yoon and Mao 2021). Similarly, premature neuronal differentiation can 

result in microcephaly and further developmental delays (Pirozzi, Nelson, and Mirzaa 
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2018). Oligodendrocyte differentiation is especially sensitive to oxidative stress, 

inflammation and toxicity, which can cause severe myelination pathologies when 

disrupted (Back et al. 2001; Ness et al. 2001; Tauheed, Ayo, and Kawu 2016; Stadelmann 

et al. 2019). Perivascular leukomalacia (PVL) can be caused by insufficient oxygenation 

in preterm infants, resulting in white matter damage, thereby negatively effecting 

oligodendrocyte maturation and myelination (Kinney and Back 1998; Motavaf and Piao 

2021). Given that these lesions emerge during incomplete oligodendrogenesis, the 

consequences can encompass motor nerve damage and learning deficits. Furthermore, 

oligodendrocyte precursor (OPC) and oligodendrocyte abnormalities have been 

implicated with Parkinson’s disease and Schizophrenia (Spaas et al. 2021). Another 

crucial aspect of neurodevelopment is the formation of neural networks. The intricacy of 

the brain’s circuitry results in a diverse array of possible adverse effects. Disrupted brain 

function, such as altered synaptogenesis, is often intertwined with psychiatric 

conditions, such as Angelman syndrome, autism spectrum disorder and attention deficit 

hyperactivity disorder (ADHD; Lee et al. 2014; Stiles and Jernigan 2010; Tau and Peterson 

2010; Margolis et al. 2015). As elucidated earlier, the postnatal GABA switch stands as a 

significant milestone in brain circuit formation, with a profound impact in postnatal 

brain development. A delay or failure of the GABA switch, triggered by factors like 

inflammatory stress during pregnancy, leads to increased excitatory GABA transmission 

in the brain. This increase in excitation is believed to be a contributing factor to the 

development of epilepsy (Treiman 2001). Imbalanced GABA signaling in early brain 

circuit formation was proposed to be involved in the development of a subset of autism 

spectrum disorder (Pizzarelli and Cherubini 2011), while altered migration and 

synaptogenesis in the GABAergic system was suggested to contribute to Schizophrenia 

(Schmidt and Mirnics 2015). 

Only a diminutive subset of potential adverse effects on brain development has been 

listed above. The clinical heterogeneity, coupled with a lack of appropriate disease 

models, continues to limit our understanding of the underlying pathophysiology for a 

majority of disorders. Consequently, the understanding of underlying mechanisms and 

subsequent identification of drug targets remains a substantial challenge. 
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Figure 1.2. Neurodevelopmental key events. Genetic and environmental factors can 

negatively impact neurodevelopmental key events (KE). Depicted are the selected KEs 

proliferation, migration, differentiation and neural network formation, including 

respective cell types. Human stem cells form proliferating neural progenitor cells (NPC), 

which develop into radial glia (RG) and further into neuronal and glial progenitor cells. 

These cell types are able to migrate. The glial progenitor cells can further differentiate 

into astrocytes and oligodendrocytes. Neuronal progenitor cells differentiate into 

distinct neuronal subtypes. Together, neuronal outgrowth, synaptogenesis and 

myelination precede the subsequent formation of functional neural networks. Adverse 

effects in brain development can cause structural alterations, functional impairment and 

metabolic changes. Exemplary adverse outcomes are listed at the bottom. Figure made 

using biorender.com. 
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1.2 Modeling human brain development and its disruption 

Throughout the past century, animal models have yielded valuable insights into 

mammalian brain development, basic function and disorders. Nevertheless, significant 

limitations arise from inter-species variations, ethical issues, as well as cost and time 

consumption. This dilemma is reflected in alarmingly high attrition rates of drugs aimed 

at treating neurological disorders (Arrowsmith and Miller 2013). As an example, drug 

development targeting Alzheimer’s disease has encountered failure rates exceeding 

99% (Cummings, Morstorf, and Zhong 2014).  This situation undeniably calls for more 

physiologically relevant models with enhanced predictive power for humans. Current EU 

regulations already state that animals should only be used for scientific purposes, if no 

alternative is available (European Directive 2010/63/EU). Under the umbrella of the 3Rs 

initiative (Russell and Burch 1959), substantial efforts are made to reduce, replace and 

refine animal experiments by developing human-based alternative in vitro models. 

 

1.2.1 In vitro models 

The establishment of the cultivation of human primary neural cell cultures during the 

mid to late 20th century gave rise to new neural in vitro models and a closer insight into 

cellular and molecular processes on human brain development and associated disorders. 

Moreover, primary fetal human neural progenitor cells (hNPC) cultured as neurospheres 

are successfully employed in developmental neurotoxicity (DNT) testing for adverse 

outcome analyses (Koch et al. 2022), also as part of a DNT in vitro testing battery (Blum 

et al. 2023). In 2007, Takahashi et al. developed a method to genetically reprogram adult 

human fibroblasts into human induced pluripotent stem cells (hiPSC). Their origin is 

ethically uncritical and they are available in a nearly limitless abundance. This discovery 

has aided the development of a plethora of new opportunities throughout the fields of 

biology and medicine, also catalyzing the rise of hiPSC-based neurophysiological in vitro 

models. The widespread accessibility of hiPSCs enables their use in high-throughput 

applications, such as drug screenings and toxicological studies (manuscript 2.1, 

manuscript 2.2; Nimtz et al. 2020; Fritsche et al. 2018; Tukker et al. 2018; Pamies et al. 
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2021; Pei et al. 2016). Moreover, their physiological relevance, including patient-specific 

and customizable genetic attributes, positions hiPSC models as ideal tools for disease 

modelling und drug target identification (Lebedeva and Lagarkova 2018; Penney, 

Ralvenius, and Tsai 2020; A. Sharma et al. 2020).  

Both primary hNPCs and hiPSCs can be utilized to generate a variety of two-dimensional 

(2D) and three-dimensional (3D) in vitro models (Figure 1.3). The CNS consists of a 

complex cellular network in which the microenvironment, meaning spatiotemporal 

exposure to signaling molecules and cell-cell and cell-matrix interactions, play a crucial 

role for its function (Farrukh, Zhao, and del Campo 2018). Given that such interactions 

are largely absent in 2D cell cultures, the frequent failure in translating 2D in vitro 

findings into in vivo applications is inevitable. Due to the increasing need for more 

physiologically relevant models, great efforts went into adding the third dimension to 

standard 2D cell cultures. Starting from the beginning of this century, several 

approaches for the generation of 3D neural models such as neurospheres, BrainSpheres, 

organoids and hydrogel scaffolds have been developed (Zhuang, Sun, et al. 2018). As 

such models have been improving over the decades, they initiated a paradigm shift in 

disease modeling, as well as in pharmacological and toxicological testing (Lancaster and 

Knoblich 2014; Lancaster et al. 2017; S. P. Pasca 2018). 

Human iPSC-derived 3D neurospheres consist of proliferating human induced neural 

progenitor cells (hiNPCs). They are relatively quick and easy to generate during a time 

course of approximately three weeks and allow the investigation of neurodevelopmental 

KEs like proliferation, as well as migration and differentiation into neurons and 

astrocytes after plating in secondary 3D (Nimtz et al. 2020; Hofrichter et al. 2017; Alépée 

et al. 2014). BrainSpheres are based on hiNPCs, yet differentiate in 3D into neurons and 

glia cells after approx. 8 weeks of differentiation. They consist of relevant co-cultured 

cell types, such as neurons of different subtypes, astrocytes and – facultatively – 

oligodendrocytes. Subsequently, both differentiated neurospheres and BrainSpheres 

develop functional neural networks, measurable on multielectrode arrays (MEAs; 

manuscript 2.5; Nimtz et al. 2020; Hartmann et al. 2023). Human iPSC-based 

neurospheres were employed to analyze neurotoxicity during neural network formation 
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on MEAs (Hartmann et al. 2023; Bartmann et al. 2023). BrainSpheres have previously 

been employed to study myelin disruption and chemical-induced dopaminergic neuronal 

toxicity (Chesnut et al. 2021; Pamies et al. 2021). Both their extensive applicability, 

including the ability to model multiple neurodevelopmental KE, emphasizes the value of 

this model for the reproducible investigation of the neurodevelopment and 

pathophysiological changes (manuscript 2.7; Pamies et al. 2021; Hartmann et al. 2023). 

Organoids, in contrast to BrainSpheres, are larger cell aggregates that contain a certain 

degree of anatomical structure due to self-organization (Lancaster et al. 2017; Matsui et 

al. 2018; Qian et al. 2016; Pașca et al. 2022). Different protocols have been developed to 

obtain brain region-specific organoids and assembloids (Qian et al. 2016; Hu et al. 2016; 

López-Tobón et al. 2019; Bagley et al. 2017), with characteristics of maturation, such as 

spontaneous electrical activity, dendritic spines and myelinating oligodendrocytes 

(Quadrato et al. 2017; Matsui et al. 2018; Shaker et al. 2021). As an example, hiPSC-

derived brain organoids have previously been implemented to study drug efficacy 

against ZIKA virus infections (Zhou et al. 2017). However, the time-consuming 

generation and high organoid-to-organoid variability limit their current application for 

high throughput and screening applications (Di Lullo and Kriegstein 2017). Engineering-

based 3D models such as hydrogel scaffolds complement the existing 3D cell models, by 

providing an adaptable, controlled and consistent extracellular environment (Bahram, 

Mohseni, and Moghtader 2016; Haring, Sontheimer, and Johnson 2017). The interest in 

hydrogels as extracellular matrixes (ECM) in cell cultures increased largely since their 

discovery in 1960 (Wichterle and Lím). The gels can be classified through different 

attributes, such as natural (e.g. gellan gum, alginate, gelatin) vs. synthetic polymers 

(e.g. PEG, POE) or the mode of crosslinking (Bahram et al. 2016). Natural polymers, 

including gellan gum (GG) and alginate (ALG), are inherently suitable surrogates for 

ECM, due to their structural similarity, as well as their chemical versatility and 

biocompatibility (Sun and Tan 2013). Various “bioinks” have previously been employed 

to generate bioprinted and non-bioprinted 3D neural models (manuscript 2.3, 

manuscript 2.4; Fantini et al. 2019; Gu et al. 2018; Chai, Jiao, and Yu 2017; D’Antoni et al. 

2023). Nevertheless, combining suitable gel properties for adequate cell culture 
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development and functionality, with printability and long-term integrity of the 

hydrogels remains challenging. 

Although there are many options to choose from, the most beneficial model choice 

largely depends on the individual research aim and needs. Sometimes, a combined use 

of different fit-for-purpose models can be valuable. 

 

 

Figure 1.3. In vitro neural models. Human induced pluripotent stem cell (hiPSC)-based 

neural in vitro models can be generated in different dimensions. 2D monolayer cultures 

were originally used to model brain development in vitro. For more physiological 

relevance, in vitro models were augmented into 3D, including models like neurospheres, 

BrainSpheres and organoids. Bioengineered 3D hydrogel cultures additionally enable 

the tuning of specifically designed extracellular matrixes (ECMs). Figure made using 

biorender.com. 

 

1.2.2 Human iPSCs in brain disease modeling 

Human iPSCs are generated form somatic cells, primarily fibroblasts, of the respective 

donor in an ethically uncritical manner. They have an unlimited capacity of self-renewal 

and possess the capacity to differentiate into all three germ layers: endoderm, ectoderm 

and mesoderm. The generation of hiPSCs can be achieved through different 

reprogramming techniques. In the original protocol, four transcription factors (Oct3/4, 

Sox2, Klf4, and c-Myc), collectively known as the “Yamanaka factors”, were integrated 

into the donor fibroblasts by retroviral transduction (Takahashi et al. 2007). These 
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original transcription factors identified for cell reprogramming remain widely utilized (I. 

H. Park, Lerou, et al. 2008; I. H. Park, Zhao, et al. 2008; Martins et al. 2021; Mittal et al. 

2022). As time progressed, alternative reprogramming methods emerged, involving the 

exchange (J. Yu et al. 2007; Si-Tayeb et al. 2010), removal (Nakagawa et al. 2008) or 

addition (Zhao et al. 2008; Tsubooka et al. 2009) of different factors. Integration-free 

methods have also been developed (Zhou and Zeng 2013), such as employing episomal 

plasmids (Okita et al. 2011) or synthetical modified mRNA (Warren et al. 2010). The 

generated hiPSC can be neurally induced to obtain neural progenitor cells using a variety 

of 2D or 3D neural induction techniques (Galiakberova and Dashinimaev 2020). Amongst 

these methods, the dual-SMAD inhibition is the most widely used protocol, attributed to 

its simplicity and high efficiency. The protocol is based on the inhibition of both the bone 

morphogenic protein (BMP)- and transforming growth factor β (TGFβ)/Activin/Nodal-

based pathways, which in turn suppress SMAD protein signaling (Chambers et al. 2009; 

Morizane et al. 2011). Modified approaches, such as using N2 and B27 supplemented 

media, have also proven efficient for the neural induction of hiPSCs (Hofrichter et al. 

2017). The different protocols are adaptable to various adherent and spherical cultures, 

such as neural rosettes (Fedorova et al. 2019), embryoid bodies (EB; Kim et al. 2011; 

Rosati et al. 2018) and neurospheres (Hofrichter et al. 2017). 

Neural models based on hiPSC provide an approximation of the embryonic phase, while 

concurrently developing functional neural networks. This combination positions them 

as optimal platforms for the investigation of neurodevelopmental diseases. 

Furthermore, the generation of patient-specific models enables the recapitulation of the 

disease-specific phenomic characteristics. These assets collectively offer us ideal tools 

to explore the fundamental cellular and molecular mechanisms at play, as well as to 

unravel the disease progression and subsequently identify potential drug targets 

(manuscript 2.2). Many hiPSC lines have by now been obtained from patients afflicted 

with various common and rare disorders, such as Parkinson’s disease (Hartfield et al. 

2014), Alzheimer’s disease (Arber, Lovejoy, and Wray 2017; Barak et al. 2022), Down 

Syndrome (R. Xu et al. 2019), Cockayne Syndrome (Alexandre T. Vessoni et al. 2016) and 

Koolen-de-Vries-Syndrome (Linda et al. 2022). However, different reprogramming 
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techniques, cultivation protocols, storage conditions and contaminations can lead to 

reproducibility and reliability issues (Pamies et al. 2022). This leads to a substantial need 

for quality controlled hiPSC cultures. Manuscript 2.6 provides a guideline for the 

application of good cell culture practice for hiPSC cultures in academic settings. In a two 

tiered approach, an assay setup for the generation of quality-controlled master and 

working cell banks is described. Amongst others, morphological assessment, 

mycoplasma contamination checks, STR genotyping, karyotyping and pluripotency 

analyses are performed. In addition, the average cost per master cell bank is calculated. 

In another guidance, Pamies et al. (2022) list main principles that need to be considered 

in good cell and tissue culture practice, including culture characterization, 

documentation, safety, education and ethics. Following such guidelines will enable the 

generation of reliable data and support the transfer of knowledge from bench to 

bedside. 

Taken together, hiPSCs emerge as promising tools for the patient-oriented investigation 

of neurodevelopmental pathomechanisms. Nevertheless, we do not yet harness their 

full potential in disease modeling. Especially, rare diseases and those lacking 

corresponding animal models stand to benefit from the ongoing development within the 

in vitro field. 

 

1.3 The Cockayne Syndrome B (CSB) 

The Cockayne Syndrome B (CSB) is a rare hereditary autosomal recessive disease 

characterized by severe dermatological and neurological symptoms. CSB manifests in 

different severities, with the most severe being fatal during early childhood (Laugel et 

al. 2010; Karikkineth et al. 2017). While considerable research has been conducted on the 

skin phenotype of CSB patients (Majora et al. 2018; Nakazawa et al. 2012; Rebel et al. 

2005; Van der Horst et al. 1997), our understanding of the profound neurological defects 

remains very limited. This knowledge gap is largely attributed to the intricate nature of 

the disease and notable constrains in available model systems. Currently, there is no 

effective treatment strategy for children suffering from CSB. 
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1.3.1 Clinical phenotypes and the CSB protein 

E. A. Cockayne originally described the Cockayne Syndrome (CS) with the following 

symptoms: short stature, small head, retinal atrophy and deafness. Later it was 

discovered that patients are also sensitive to UV radiation (Schmickel and Chu 1977) and 

afflicted with severe neurological defects, such as microcephaly, demyelination and 

mental disabilities (Paddison, Moossy, and Derbres 1963; Moossy 1967; Sugarman, 

Landing, and Reed 1977). Hoar and Waghorne (1978) first suggested a defect of the 

excision repair pathway in CS patients, in connection to their UV-sensitivity. This 

suggestion was later confirmed in various studies (Lindenbaum et al. 2001; Rapin et al. 

2000). Specifically, CSB was shown to be a main player in the transcription-coupled 

nucleotide excision repair (TC-NER) pathway. TC-NER is a mechanism to remove DNA 

lesions in actively transcribed regions, e.g. those induced by UV radiation or redox 

processes. The TC-NER pathway is triggered by damage-stalled RNA polymerase II in 

actively transcribed regions. This blockage stabilizes the binding of the CSB protein to 

the polymerase, which in turn induces the recruitment of CSA and other factors of the 

NER pathway. After the lesion is removed, the CSB is targeted for degradation and the 

transcription can be continued (Hanawalt and Spivak 2008; De Boer and Hoeijmakers 

2000). Cell fusion experiments conducted by Tanaka et al. (1981) additionally revealed 

the involvement of two complementation groups in CS: CSA and CSB. Complementation 

groups generally refer to homozygous recessive mutations on different genes that cause 

the same phenotype and don’t supplement each other. This thesis focuses on CSB, since 

approx. 80% of patients are affected by this type of CS (Mallery et al. 1998). However, it 

was not until 1992, that the CS was linked to the excision repair cross complementation 

(ERCC) gene family. Specifically, Troelstra et al. (1992) connected the CS 

complementation group B (CSB) to the ERCC6 gene on human chromosome 10q11-21. 

Various mutations in the ERCC6 gene, including short insertions and deletions, nonsense 

mutations, splice mutations, missense mutations, promoter mutations and 

polymorphisms have been described in relation to CSB (Figure 1.4 top; Laugel et al. 

2010), together with variations in the patients’ clinical severities. Nevertheless, no 

correlation of the type of mutation with the severity of the disease could be identified. 
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Over time, other rare diseases were identified to be caused by mutations in CSA or CSB 

and were thus associated to the CS spectrum. This led to the development of a clinical 

classifications system comprising three classes. CSI is the classical form of CSB, with 

first symptoms occurring during early childhood and a life expectancy of less than 16 

years. CSII defines an early-onset phenotype with defects occurring in prenatal 

development. A very severe form of CSII is the Cerebro-oculofacio-skeletal syndrome 

(COFS), with a life expectancy of less than 5 years. The late-onset class CSIII comprises 

mild symptoms, such as in the UV-sensitivity syndrome (UVSS), where patients have a 

life expectancy of above 30 years (Vessoni et al. 2020). Laugel et al. (2008) provide a 

detailed description of the clinical manifestations of patients classified with COFS. As an 

example, patient 1 was, amongst others, afflicted with dysmorphic features, cataracts, 

severe seizures, cerebral and cerebellar atrophy, photosensitivity and microcephaly 

(Figure 1.4 bottom). This patient passed away at age 10 month from respiratory failure. 

The patient’s fibroblasts were obtained for disease research by Prof. Egly (Strasbourg) 

and reprogrammed to hiPSCs using episomal plasmids (pCXLE-hUL, pCXLE-hSK, pCXLE-

hOCT3/4-shp53-F; Okita et al 2011). The patient’s hiPSCs were kindly provided for the 

usage in this dissertation. 

The CSB protein itself, encoded by the ERCC6 gene, is known to be involved in DNA repair, 

by tagging arrested RNA polymerase II in actively transcribed regions, subsequently 

recruiting the TC-NER machinery for DNA repair (Duan et al. 2021). DNA lesions caused 

by UV radiation account for a large number of transcription disruptions, which renders 

this mechanism especially important in the skin. However, the severe neuropathology 

of the patients cannot solely be explained with this mechanism. This becomes clear, 

when looking at phenotypes arising from mutations in genes encoding for Xeroderma 

pigmentosum (XP) proteins. XP proteins play a major role in the TC-NER, similar to CSB. 

Patients diagnosed with the Xeroderma pigmentosum share the characteristic increased 

photosensitivity with CSB patients, but not their severe neurological defects (Lehmann, 

McGibbon, and Stefanini 2011; Leung et al. 2022). Multiple studies have therefore 

suggested a role of CSB in the brain, which is independent of its involvement in the TC-

NER pathway. Starting from the turn of the millennium, an increasing number of studies 
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suggested roles of CSB in different cellular mechanisms, such as p53 response (A. Yu et 

al. 2000; Sugita et al. 2001; Miyahara et al. 2015), chromatin remodeling (Citterio et al. 

2000; Newman, Bailey, and Weiner 2006; I. Cho et al. 2013), mitochondrial maintenance 

(Tuo et al. 2002; Stevnsner et al. 2002; Scheibye-Knudsen et al. 2012) and autophagy 

(Majora et al. 2018). Yet, no underlying mechanisms for the clinical neurological 

phenotypes of CBS have been identified. 

 

1.3.2 Modeling CSB brain development 

Due to the inherent complexity of human brain development, the deficit of data on the 

CSB neuropathology can be primarily attributed to the lack of suitable disease models. 

As human brain development is especially difficult to study, the data gap in CSB 

neuropathology largely results from a lack of adequate disease models. CSB rodent 

models show classic dermatological deficiencies, however, only very mild neurological 

defects (Scheibye-Knudsen et al. 2012; Murai et al. 2001; Revet et al. 2012; Y. Xu et al. 

2019). C. elegans and zebrafish have also been employed to study CSB deficiency, mostly 

to investigate the effects of disrupted TC-NER and UV sensitivity (Boutin et al. 2022; Z. 

Wu et al. 2019). Prior efforts to uncover the underlying neuropathological mechanisms 

failed, as the phenotypes exhibited by the animals neither resembled the defects 

observed in human patients, nor their severity (Vessoni et al. 2020; Xu et al. 2019). 

Encouragingly, emerging in vitro alternatives stride forward to close the tremendous 

gap in human disease modeling and drug target identification (manuscript 2.1; Azar et 

al. 2021; David Pamies, Wiersma, et al. 2022). The use of hiPSCs in such models provides 

excellent tools to investigate diseases and their mechanisms (Martins et al. 2021; Pasca 

et al. 2015; Park et al. 2018). However, only few in vitro studies on CSB have employed 

patient-derived cells or even hiPSCs (Alexandre T. Vessoni et al. 2016; S. Wang et al. 2020; 

Liang et al. 2023).  

Although previous in vivo and in vitro studies imply the impact of CSB on brain 

development, we still lack the necessary mechanistic understanding of why the diverse 

clinical phenotypes arise and how we can treat them. 
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Figure 1.4. Mutation spectrum of the Cockayne Syndrome B (CSB). CSB can be caused by 

various mutations in the ERCC6 gene (top). The highlighted mutation (red box) was 

described for a patient classified with the Cerebro-oculofacio-skeletal syndrome (COFS), 

which is one of the most severe forms of CSB. The clinical phenotype of this patient is 

described in the bottom part of the figure. The upper photograph shows the newborn 

patient with dysmorphic features. The bottom image shows a magnetic resonance image 

of the patient brain after 1 month. The scan reveals global cerebral and cerebellar 

atrophy. The table on the right lists molecular and clinical characteristics of the COFS 

patient. Adapted from Laugel et al. (2008) and Laugel et al. (2010). 
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1.4 Aim of the thesis 

The brain is one of the most complex tissues in the human body, making the task of 

modeling its development, and associated diseases, a difficult endeavor. Although 

animal models provided fundamental insights into brain function, species-differences 

between humans and rodents hinder the accurate recapitulation of human physiology. 

It is therefore not surprising, that drugs targeting CNS diseases exhibit alarmingly high 

attrition rates (Arrowsmith and Miller 2013). The pressing need for disease models that 

mirror human physiology has driven the quest for alternatives, and emerging human in 

vitro models based on hiPSCs offer promising tools to close the gaps in brain disease 

modeling and drug target identification (manuscript 2.1; David Pamies, Wiersma, et al. 

2022; Shaker et al. 2021; A. M. Pasca et al. 2015; J. Park et al. 2018). However, we do not 

exploit their full potential yet.  The Cockayne Syndrome B (CSB) is a rare hereditary 

disease with severe neuropathological defects (Newman, Bailey, and Weiner 2006; 

Laugel et al. 2008; Laugel at al. 2010; Kraemer et al. 2008; Melis, Van Steeg, and Luijten 

2013). Although the skin phenotype of CSB has been well studied (Majora et al. 2018; 

Nakazawa et al. 2012; Rebel et al. 2005; Van der Horst et al. 1997), the origins of the 

neurological impairment remains enigmatic. Presently, a viable treatment strategy for 

children suffering from CSB remains elusive. 

In order to utilize hiPSCs as tools to gain valuable insights into neurological 

pathomechanisms, the aims of this thesis are defined as follows: 

 

1. Characterization and optimization of 3D culture conditions for the development 

of in vitro models phenocopying neurodevelopmental disorders. 

2. Phenotypic analyses of two quality controlled hiPSC-based in vitro models of the 

Cockayne Syndrome B, focusing on the ubiquitous neurological clinical 

manifestations. 

3. Identification of mechanisms underlying the CSB neuropathology based on a 

multi-omics approach. 
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2 Manuscripts 

This thesis consists of 7 manuscripts. 

In the first manuscript 2.1, ‘Stem Cells for Next Level Toxicity Testing in the 21st Century’ 

(Fritsche et al. 2020), a broad overview over existing and developing stem cell-based, 

including hiPSC-derived, in vitro models and assays for the main human organ systems 

is given, and innovative technologies are highlighted. 

The second manuscript 2.2, ‘Neural In Vitro Models for Studying Substances Acting on 

the Central Nervous System’ (Fritsche et al. 2020) reviews the necessity, availability and 

limitations of 2D and 3D hiPSC-based neural models for safety and efficacy testing. 

In the third manuscript 2.3, ‘Neuronal Differentiation from Induced Pluripotent Stem 

Cell-Derived Neurospheres by the Application of Oxidized Alginate-Gelatin-Laminin 

Hydrogels’ (Distler et al. 2021), the importance of laminin as ECM anchor for embedded 

hiNPCs is shown. Laminin supports cell survival and outgrowth within the hydrogels. 

The fourth manuscript 2.4, ‘Human Induced Pluripotent Stem Cell-Derived Neural 

Progenitor Cells Produce Distinct Neural 3D In Vitro Models Depending on 

Alginate/Gellan Gum/Laminin Hydrogel Blend Properties’ (Kapr et al. 2021) presents the 

establishment and comparison of 3D hydrogel compositions, which allow for the 

differentiation and outgrowth of healthy and disease hiNPCs within the gel. Additionally, 

the bioprintability and subsequent survival of hydrogel-embedded single hiNPCs is 

shown. 

In the fifth manuscript 2.5, ‘Measurement of Electrical Activity of Differentiated Human 

iPSC-Derived Neurospheres Recorded by Microelectrode Arrays (MEA)’ (Bartmann et al. 

2021), the application of MEAs in toxicology assessment, including cell preparation, 

cultivation and measurement parameters, is described for the usage of hiPSC-based 

neurospheres. 
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The sixth manuscript 2.6, ‘Academic Application of Good Cell Culture Practice for Induced 

Pluripotent Stem Cells’ (Tigges et al. 2021) emphasizes the importance of quality-

controlled hiPSC culture in academic settings, to ensure experiment reproducibility and 

high-value data.  

In the last and main manuscript 2.7, ‘HiPSC-derived 3D neural models reveal 

neurodevelopmental pathomechanisms of the Cockayne Syndrome B’ (Kapr et al. 

submitted), we link cellular pathomechanisms caused by CSB-deficiency in hiPSC-based 

in vitro models, to the cardinal neuropathological symptoms of the CSB. 
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2.1 Stem Cells for Next Level Toxicity Testing in the 21st Century 

Ellen Fritsche, Thomas Haarmann-Stemmann, Julia Kapr, Saskia Galanjuk, Julia 

Hartmann, Peter R. Mertens, Angela A. M. Kämpfer, Roel P. F. Schins, Julia Tigges, 

Katharina Koch 

The call for a paradigm change in toxicology from the United States National Research 

Council in 2007 initiates awareness for the invention and use of human-relevant 

alternative methods for toxicological hazard assessment. Simple 2D in vitro systems 

may serve as first screening tools, however, recent developments infer the need for 

more complex, multicellular organotypic models, which are superior in mimicking the 

complexity of human organs. In this review article most critical organs for toxicity 

assessment, i.e., skin, brain, thyroid system, lung, heart, liver, kidney, and intestine are 

discussed with regards to their functions in health and disease. Embracing the manifold 

modes-of-action how xenobiotic compounds can interfere with physiological organ 

functions and cause toxicity, the need for translation of such multifaceted organ 

features into the dish seems obvious. Currently used in vitro methods for toxicological 

applications and ongoing developments not yet arrived in toxicity testing are discussed, 

especially highlighting the potential of models based on embryonic stem cells and 

induced pluripotent stem cells of human origin. Finally, the application of innovative 

technologies like organs-on-a-chip and genome editing point toward a toxicological 

paradigm change moves into action. 
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For the last decades, human health risk 
assessment has been mainly based on 
results from animal experiments. These 
are stipulated, e.g., for chemicals in 
Organization for Economic Co-operation 
and Development (OECD) guidelines 
including acute toxicity (oral, inhalation, 
dermal), irritation (skin and eye), sensi-
tization (skin and respiratory), repeated 
dose toxicity (28-day, 90-day, and chronic), 
mutagenicity and genotoxicity, reproduc-
tive and developmental toxicity, as well as 
carcinogenicity. Such animal experiments 
have been useful for hazard identification 
in the past and still guide the current risk 
assessment process. However, there are 
several drawbacks in this procedure that 
provoked a call for a paradigm change 
in toxicity testing by the United States 
National Research Council in the begin-
ning of the century.[1,2] These drawbacks 
include the issues that animal experi-
ments i) are extremely time- and cost-
intensive, hence not suited for testing the 

wealth (in the ten-thousands) of chemicals that need hazard 
characterization,[3–5] ii) might produce results that are ques-
tionable in their translation to humans due to interspecies 
differences in pharmaco-/toxico-kinetics and -dynamics,[6–10] 
best studied for the drug development process,[11–14] iii) are not 
designed for generating mechanistic understanding,[15,16] iv) do 
not cover the complexity of human diseases like immunotox-
icity, developmental neurotoxicity, chronic neurological disor-
ders, neuropsychological diseases, or endocrine disorders,[15] v) 
do not consider coexposures,[15] and vi) are ethically not in con-
cordance with the 3R (replacement, reduction, and refinement 
of animal studies) principle.[5,17] Therefore, the new approach 
envisions a transformation from apical endpoint assessments 
in animals to mechanistically relevant studies that primarily 
rely on in vitro assays and computational (in silico) methods 
based on human biology, thereby circumventing species dif-
ferences and increasing hazard prediction.[2,18,19] In particular, 
this strategy aims at i) covering a broad range of chemicals, 
chemical mixtures, endpoints, and life stages, ii) reducing the 
cost and increasing the throughput of testing, iii) using fewer 
animals and causing minimal suffering of the animals used, 
and iv) developing a robust scientific basis for assessing health 
effects of environmental agents.[2]

A promising tool for bridging between species or from health 
to disease are in vitro cell cultures and accordingly the field of in 
vitro toxicology has been emerging over the last decades. Mainly 
primary animal cells, tissue specimens, and immortalized 

The call for a paradigm change in toxicology from the United States National 

Research Council in 2007 initiates awareness for the invention and use of 

human-relevant alternative methods for toxicological hazard assessment. 

Simple 2D in vitro systems may serve as first screening tools, however, recent 

developments infer the need for more complex, multicellular organotypic 

models, which are superior in mimicking the complexity of human organs. 

In this review article most critical organs for toxicity assessment, i.e., skin, 

brain, thyroid system, lung, heart, liver, kidney, and intestine are discussed 

with regards to their functions in health and disease. Embracing the manifold 

modes-of-action how xenobiotic compounds can interfere with physiological 

organ functions and cause toxicity, the need for translation of such multi-

faceted organ features into the dish seems obvious. Currently used in vitro 

methods for toxicological applications and ongoing developments not yet 

arrived in toxicity testing are discussed, especially highlighting the poten-

tial of models based on embryonic stem cells and induced pluripotent stem 

cells of human origin. Finally, the application of innovative technologies like 

organs-on-a-chip and genome editing point toward a toxicological paradigm 

change moves into action.

1. Introduction

Toxicology integrates biology, chemistry, pharmacology, and 
medicine to study adverse effects of exogenous noxae (e.g., 
chemicals, drugs, particles, radiation) on living organisms with 
the final goal of human and environmental health protection. 

© 2020 The Authors. Small published by Wiley-VCH GmbH. This is an 
open access article under the terms of the Creative Commons Attribu-
tion License, which permits use, distribution and reproduction in any 
medium, provided the original work is properly cited.
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as well as tumor cell lines have been used. However, similar 
to Garbage In, Garbage Out in informatics,[20] data produced 
with in vitro test systems that do not contain high extrapola-
tive power for physiology, might lead to unsatisfactory toxicity 
predictions.[21] For example, this might be the study of physi-
ologic, tissue-specific cell proliferation in a tumor cell line.[22,23] 
Therefore, the emergence of stem cell systems in the early 21st 
century—as exemplified for the field of neurotoxicity[24–26]—was 
a big gain for in vitro science. Especially the development of 
the human-induced pluripotent stem cell (hiPSC) technology[27] 
was a significant milestone for many research areas including 
toxicology. Due to their pluripotent nature these reprogrammed 
cells provide an ethically innocuous, standardized and repro-
ducible[28] human cell source with high similarity to blastocyste-
derived human embryonic stem cells (hESCs).[29–31] Further-
more, hiPSCs and their differentiated progeny closely resemble 
their human in vivo counterparts in health and disease which 
is a prerequisite for successful translational research, with 
brain and liver providing examples.[32–35] However, since the 
ground-breaking publication of brain organoids by Lancaster 
et al. in 2013,[36] a variety of hiPSC-derived in vitro models have 
been taken to the next, 3D level by assembling organ-specific cell 
clusters containing secondary anatomical structures.[37–39] These 
are promising for application in basic research, disease mod-
eling, drug development, personalized treatment, and regenera-
tive medicine. However, they are also understood as promising 
tools for species-specific in vitro toxicological studies.[40]

This review will provide a state-of-the-art summary on 
advanced in vitro methods using stem cells for drug and 
chemical evaluation. Here, primary target organs, i.e., skin, 
lung, and intestine that come in direct contact with potentially 
hazardous substances, as well as secondary exposure organs, 
i.e., cardiovascular system, liver, kidney, thyroid gland, and 
brain are highlighted. Structural and/or functional units of 
each organ that are necessary for its function and thus need 
modeling for comprehensive toxicity assessment are depicted 
in respective figures. Benefits of overarching technologies like 
genome editing and “organ-on-a-chip (OOAC)” methods for 
toxicological applications are discussed and achievements and 
challenges in the field are pointed out.

2. Human Organ Structure and Functions 
and Their Modeling In Vitro

2.1. Skin

With ≈2 m2 and around 15% of total body mass, the skin is one 
of the largest organs of the human body.[41] Its multilayered 
architecture consists of epidermis, dermis, and hypodermis 
(subcutaneous fat) and combines crucial functions such as 
thermoregulation, energy storage, water homeostasis, removal 
of waste metabolites through sweat, and production of pig-
ments protecting against sunlight.[42,43] In addition, the skin is 
capable of xenobiotic metabolism (reviewed by Oesch et al.[44]) 
and is one of the major endocrine sites of peripheral vitamin 
D synthesis.[45] The skin is also a sensory organ equipped with 
specialized sensory nerve endings for perception of touch, pain, 
heat, cold, acid, and pressure.[42] From a toxicological point of 
view, it is a primary target organ for toxicant exposure[46] since it 

constitutes an important barrier to the outside environment,[47] 
protecting the body from penetrating pathogens and chemical 
exposure. The skin barrier is a complex interaction of different 
barrier compartments: i) the physical barrier consisting of the 
stratum corneum (SC) corneocytes, the cornified envelope, and 
the tight junctions of keratinocytes within the stratum granu-
losum (SG), ii) the chemical barrier formed by antimicrobial 
peptides, which are produced by keratinocytes, and to a lesser 
extent by immune cells, and protect against bacterial infec-
tions together with reactive oxygen species (ROS)-scavenging 
molecules secreted by keratinocytes, iii) the immunological bar-
rier consisting of T-cells and Langerhans cells in the lower epi-
dermal layers as well as pattern recognition receptors expressed 
and immunomodulatory factors secreted by keratinocytes in 
the SG, and iv) the microbial barrier formed by the commensal 
skin microbiome preventing infections by pathogenic microbes 
(Figure 1).[48] All these factors contributing to the barrier func-
tion of human skin together with the multitude of cell types 
involved (keratinocytes, melanocytes, fibroblasts, adipocytes, 
immune, and endothelial cells, not to mention the different 
sensory cells and skin appendages) make the reconstruction of 
human skin in vitro challenging, yet important for future toxi-
cological testing of cosmetics and topical drugs as well as for 
hazard assessment of chemicals.

The development of human-based in vitro skin models for 
toxicological hazard assessment is probably more advanced 
compared to the other organs described in this review,[49,50] 
due to the ban of animal tests for cosmetic products by the 
European Union (EU) in 2004, followed by an in vivo test ban 
for cosmetic ingredients in 2013.[51] An exception is the current 
in vitro test battery for mutagenicity/genotoxicity consisting of 
i) a bacterial reverse mutation assay (Ames; TG 471),[52] ii) an in 
vitro mammalian cell gene mutation test (TG 476),[53] and iii) 
an in vitro micronucleus or in vitro mammalian chromosome 
aberration test (TG 473).[54] Due to its low specificity[55,56,57–65] 
this battery needs validated in vitro follow up tests which 
are currently not available.[66] Therefore, efforts are made to 
improve the specificity of the existing in vitro test battery[55,67–72] 
and to develop new in vitro assays.[71,73–75]

Those in vitro models accepted by the OECD include ex vivo 
human skin (TG 428),[76] an immortalized keratinocyte reporter 
cell line (TG 442D),[77] and a human monocytic leukemia cell 
line (TG 442E),[78] as well as reconstructed human epidermis 
(RhE) models (TG 431, 439).[79,80] So far four RhE models are 
accepted by the regulatory authorities for studies on skin irrita-
tion[79] and skin corrosion:[80] EpiSkin, EpiDerm, SkinEthic, and 
epiCS.[81] They consist of human primary epidermal keratino-
cytes which are cultured in cell culture inserts and then lifted 
to the air-liquid-interphase (ALI) to induce differentiation, epi-
thelial stratification, and cornification. These RhEs then closely 
resemble a normal human epidermis with a basement mem-
brane, proliferating keratinocytes, and an SC with an intact 
physical barrier function and xenobiotic metabolizing capacity 
similar to human skin,[46,82] thereby overcoming the limita-
tions of classical cell monolayers[83] and making them suit-
able for topical applications of test compounds.[81] As a draw-
back, these models consisting of a single cell type (epidermal 
keratinocytes) resemble only the physical skin barrier and dis-
regard other barrier components and cell types. A variety of 
full thickness skin models (FTM) exist, which are composed of 
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an epidermal layer comparable to RhEs and a dermal layer of 
human dermal fibroblasts embedded in a collagen matrix.[50,84] 
Basic research studies investigated the inclusion of other cell 
types like melanocytes,[85] Langerhans cells,[86] or dendritic 
cells,[87] resulting in improved modeling of skin sensitization, 
while others included endothelial cells,[88–90] sweat glands,[91] or 
hair follicles.[92]

A key challenge in the development of more sophisticated 
skin in vitro models is to use a combination of cells that best 
mimic the in vivo responses.[46] Although human skin derived 
from plastic surgeries undisputedly is the best starting mate-
rial for 3D skin models, the supply of material is limited and 
subjected to donor variation.[47,93] Human iPSCs provide a 
solution for overcoming the obstacle of restricted supply,[46] 
since hiPSC-derived RhE exhibits differentiation and barrier 
properties similar to in vivo epidermis.[94] Recently, the combi-
nation of hiPSC and 3D bioprinting technologies led to more 
physiological in vitro skin models, containing vasculature, 
appendages, pigment, innervation, and adipose tissue, which 
could be used for pharmaceutical screening (reviewed by Abaci 
et al.[95]). The group of Christiano[96–99] and others[100] reported 
on FTM build from hiPSC-derived fibroblasts, keratinocytes, 
and/or melanocytes containing a functional hiPSC-derived 
epidermal-melanin unit and hiPSC-derived keratinocytes par-
ticipating in melanin uptake and transfer.[99] The same group 
incorporated functional hiPSC-derived endothelial cells into 
FTMs using a sacrificial layer of alginate microchannels in 
3D-printed molds as basis for the dermal and epidermal com-
partment, which was dissolved by sodium citrate treatment fol-
lowed by endothelial cell seeding. This system allows in vitro 
perfusion of skin vasculature and evaluation of endothelial 
barrier function, and therefore the study of systemic delivery 

of therapeutics or toxicants, making it a promising model 
for future toxicological testing.[101] Interestingly, while hiPSC-
derived dendritic cells are used for clinical applications and 
have the potential of large-scale production,[102,103] to date none 
of the developed hiPSC-based RhEs or FTMs have incorporated 
immune cells.[104,105] Recently, the generation of hESC-derived 
skin organoids was achieved by coinducing cranial epithelial 
cells and neural crest cells within a spherical cell aggregate. 
After long-time cultivation (4–5 month) this resulted in a cyst-
like skin organoid composed of stratified epidermis, dermis, 
and pigmented hair follicles with sebaceous glands. Together 
with a network of sensory neurons and Schwann cells from 
nerve-like bundles that target Merkel cells in organoid hair 
follicles, the authors report that their model resembles facial 
skin of human fetuses in the second trimester of development, 
making it suitable to investigate cellular dynamics of devel-
oping human skin and its appendages,[106] but not relevant for 
toxicological testing in the near future due to its complexity 
and maturation status.

A known limitation of in vitro models for human skin is the 
altered barrier formation and resulting impaired functionality 
compared to native human skin (NHS).[48,107–109] One issue 
contributing to this is that these models, independent of their 
cell origin, are traditionally maintained at atmospheric oxygen 
levels of 160 mmHg (21%).[110] However, with ≈26.6 mmHg or 
3.5% O2

[111] oxygen concentration in vivo (physioxia of the skin) 
is significantly lower, with oxygen levels increasing from apical 
to basal throughout different skin layers: ≈8.5  mmHg (≈1%) 
in the superficial region at 5–10 µm depth, ≈25 mmHg (≈3%) 
in dermal papillae at 45–64 µm, and ≈37 mmHg (≈5%) in the 
subpapillary plexus at 100–120  µm skin depth.[112,113] Com-
parative studies of organotypic skin cultures under normoxia  

Figure 1. Schematic overview of important cell types and functional units of the skin. Abbreviations: E, epidermis; D, dermis; SC, stratum corneum; SG, 
stratum granulosum; SS, stratum spinosum; SB, stratum basale; PRR, pattern recognition receptors; LC, Langerhans cell; ECM, extracellular matrix. 
Figure created with BioRender.com.
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(21% oxygen) and hypoxia/physioxia (1–3% oxygen) revealed 
that epidermal structure, SC barrier formation, and epidermal 
proliferation index better mimics NHS when models are cul-
tured under hypoxic/physioxic conditions.[110,114]

With regard to skin models, the squamous oral epithe-
lium and the superficial mucus layer of the oral mucosa play 
a special role. They are the first line of protection against 
toxicants derived from food, oral care products, and tobacco 
smoke.[115] Since mucositis and ulceration are frequent causes 
of toxicants,[116] chemicals are evaluated for acute (TG 420, 423, 
425),[117–119] subacute (TG 407),[120] and subchronic (TG 408)[121] 
oral toxicity according to OECD guidelines in rodent animal 
studies.[122] Multiple in vitro 3D models of the human oral 
epithelium were designed as partial thickness oral mucosa or 
full-thickness oral mucosa (FTOM) models either from pri-
mary,[123–126] immortalized,[127] or malignant oral epithelial 
cells.[128] The majority of these models are grown in ALI-cul-
tures to ensure partial stratification of the epithelial layer.[124,127] 
Incorporation of artificial lamina propria composed of collagen-
embedded fibroblasts in the FTOM models promotes the dif-
ferentiation of the epithelial layer, thus increasing the in vivo 
resemblance.[129] Although several models have been applied in 
toxicological studies evaluating oral consumers products,[123,124] 
dental composite resins,[128] or tobacco heating systems,[125] 
none of these approaches uses stem cell-derived cell sources, 
instead relying on primary cells and immortalized or malig-
nant cell lines, the first representing a very restricted cell source 
and the latter two cells which do not resemble the physiology 

of primary cells, respectively. Moreover, no medium- or high-
throughput approaches were developed. Therefore, the in vitro 
oral mucosa models are far away from application in toxicolog-
ical screening approaches.

While basic research is making huge progress in the devel-
opment of hiPSC-based 3D skin models, it is yet a long way to 
a standardized toxicological application. Future efforts should 
focus on the development of standardized models with high 
tissue complexity and an adequate representation of the in vivo 
situation (e.g., by addition of immune cells). Moreover, testing 
throughput can be increased by the use of multiwell plates. 
Finally, such complex systems need validation for application in 
toxicology and disease modeling.[130]

2.2. Brain

The brain is the most complex organ of the human body, com-
posed of billions of cells and subdivided in multiple regions 
each containing a specific cytoarchitecture necessary for its 
particular function. It is mainly composed of two superordi-
nate cell types, neurons and glial cells. In the fully developed 
brain, neurons transmit information via electrical and chem-
ical stimuli and, depending on the brain region, differ tre-
mendously in size, morphology, neurotransmitters expression 
pattern, and overall function (Figure 2).[131] Although there is a 
certain amount of neurogenesis in adulthood due to residual 
neural progenitor cells (NPCs), e.g., in hippocampus,[132,133] 

Figure 2. Schematic overview of important cell types and functional units of the brain. Figure created with BioRender.com.
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neurons are terminally differentiated post-mitotic cells, which 
cannot divide to compensate for the neuronal loss after neuro-
toxic exposure.[134] Glia cells constitute about half of the cells 
within the developed central nervous system (CNS)[135] and 
can be divided into oligodendrocytes, astrocytes, microglia, 
and ependymal cells. Oligodendrocytes facilitate rapid salta-
tory conduction by insulating neuronal axons with myelin 
sheaths to guarantee adequate motor, sensory, and cognitive 
function.[136] Astrocytes exhibit a variety of morphological  
and physiological properties reflecting their diverse func-
tions in the CNS: They i) regulate synaptogenesis and 
synaptic transmission, ii) provide neurons with nutrients and 
neurotransmitters, iii) maintain the blood-brain barrier (BBB), 
iv) build scar tissue in case of injury, and v) form structural 
scaffolds.[137] Microglia are the resident immune cells of the 
brain which orchestrate the inflammatory response and guide 
neuronal expansion and maturation.[138] The brain is pro-
tected from most environmental chemicals by the BBB and 
the blood-cerebrospinal fluid barrier. Although both provide 
highly selective permeability, several substances can penetrate 
or disrupt the barrier structures to eventually reach the brain 
(Figure 2).[139]

Due to the brain’s complexity, neurotoxicity summarizes 
various modes-of-action (MoA) including i) neuronal injury or 
death (neuronopathies), ii) axon degeneration and secondary 
myelin degeneration (axonopathies), iii) separation of myelin 
sheets or selective myelin loss (myelinopathies), iv) altered 
astrocyte function (astrocyte neurotoxicity), v) disturbance of 
intercellular communication (neurotransmission-associated 
neurotoxicity) as well as vi) changes in cognitive function, level 
of consciousness and vigilance (toxic encephalopathy) including 
compromised adult neurogenesis.[140] According to the OECD 
guidelines, neurotoxicity testing is performed in rodent animal 
studies, however species differences between rodent and 
human brains including astrocyte morphology,[141] neuronal 
subtype ratios,[142] and receptor affinities [143–145] questions the 
predictivity of rodent models for human health. Therefore, the 
development of in vitro assays based on hiPSC or NPCs has led 
to promising alternative approaches.

Zhang et  al. first described the differentiation of hESCs 
into a mixed culture of neurons, astrocytes, and oligoden-
drocytes.[146] Moreover, targeted differentiation of hESCs and 
hiPSCs into neuronal subtypes including dopaminergic neu-
rons, spinal motoneurons, and electrically active glutamatergic 
and GABAergic neurons can be either performed directly[147–151] 
or following neural induction into NPCs.[152–154] Of note, direct 
comparison of the neural-differentiation capacity of hiPSCs and 
hESCs revealed that both cell types produce neuronal cell types 
over the same developmental time course, however, hiPSCs 
exhibited a reduced differentiation potency and increased vari-
ability.[155] Several 2D in vitro models based on neurally induced 
human pluripotent SCs[156–160] or primary hNPCs[144,161–163] have 
been used in neurotoxicity testing, predominantly in a develop-
mental context focusing on i) neural progenitor proliferation, 
ii) neuronal differentiation, outgrowth, and network formation, 
iii) oligodendrocyte differentiation and maturation, iv) ROS 
accumulation, and v) epigenetic and transcriptional reprogram-
ming. However, in a multiparametric high content approach, 
36 chemicals were analyzed according to their potential to 

induce acute neurotoxicity in hESC-derived neurons with cell 
viability, cytotoxicity, neurite length, and mitochondrial area as 
readouts.[164]

Since cerebral 2D cultures cannot depict the complex in vivo 
cytoarchitecture of the brain, self-assembling 3D multicellular 
brain organoids emerged as an alternative especially in develop-
mental research.[36,165,166] Several approaches successfully gener-
ated brain-region-specific organoids recapitulating the specific 
cytoarchitecture, epigenome, and transcriptome of the fore-
brain, midbrain or hypothalamus.[167–169] Fusions of different 
region-specific organoids demonstrated interneuron migra-
tion between fused parts, highlighting their applicability to 
model complex interactions between brain regions in vitro.[170] 
To study the inflammatory response and increase the physio-
logical relevance, functional, cytokine-secreting microglia have 
been cultured as immortalized cell lines or differentiated from 
hPSCs and incorporated into cerebral organoids.[171–173] Since 
their early developmental stage limits the applicability of orga-
noids for nondevelopmental testing, efforts have been made 
to increase the maturity, thereby generating stem cell-derived 
organoids including dendritic spines, active neuronal net-
works, mature oligodendrocytes, and myelinated axons.[174–177] 
Another limitation for toxicity testing using organoids is their 
high variability.[178] A compromise for staying in 3D yet with 
reduced variability are brain spheres, multicellular 3D brain 
aggregates that can be derived from ESCs or hiPSC, but lack 
higher anatomical structures.[171,176,179–181] Such brain spheres 
have already been used for toxicity evaluation and proved useful 
to identify neurotoxicants causing mitochondrial dysfunction, 
ROS accumulation, and metabolic disruption.[180–182] Moreover, 
Sandström et  al. tested the effect of non-neurotoxic and neu-
rotoxic compounds in hESC-derived brain spheres exhibiting 
myelinated axons and functional neuronal networks and con-
firmed their usefulness for in vitro neurotoxicity testing.[183] 
Schwartz et al. showed that self-assembled hESC-derived neural 
constructs composed of multiple neuronal and glial cell types, 
microglia, and interconnected vascular networks respond to 
toxic compounds as measured by RNA sequencing and con-
firmed in a cross-validation experiment that machine learning 
techniques can be used to correctly predict chemical effects. 
However, chemical effects on viability or cytotoxicity were not 
assessed.[184]

Since the BBB is crucial for neuroprotection, lack of blood 
vessels is one of the major shortcomings of most in vitro 
models. Implementing such an interorgan crosstalk was real-
ized by incorporating vasculature to cerebral organoids. This 
was achieved by either adding ETS variant 2 (ETV2)-expressing 
hESCs during organoid formation or by re-embedding orga-
noids in Matrigel droplets containing hiPSC-derived endothe-
lial cells.[185,186] Of note, vasculature-like structures enhanced 
organoid maturity and induced BBB-like characteristics.[185] 
Moreover, several functional BBB models have been developed 
as spheroids[187,188] or in microfluidics devices.[189–191] Since they 
show comparable permeabilities to in vivo measurements, 
promising candidates for drug-permeability screenings and 
neurotoxicity testing have been identified. However, these BBB 
models not only consist of stem cell-derived cells, but also con-
tain human and rodent primary cells as well as immortalized 
cell lines.
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Vascularization would not only increase the resemblance to 
the native in vivo situation, but further eliminate the gradient 
of nutrients and oxygen from the outer spherical shell to the 
spheroid core. This gradient results in zonation of the spheroid, 
the formation of a hypoxic core, and an uneven distribution of 
the test substance.[192,193]

Cultures of different hiPSC-derived neuronal subtypes, astro-
cytes and microglia (iCell, Cellular Dynamics; CNS.4U, Ncardia; 
SynFire, ReproCELL) as well as multicellular brain organoids 
(microBrain 3D, StemoniX) are commercially available and 
already applied in neurotoxicity testing in high-throughput, 
high-content approaches in 384 multiwell plates.[179,194] More-
over, comparative electrophysiological analysis and neurotoxic 
exposure of neuronal models revealed differences in sensitivity 
and the degree of chemical-induced effects, but the models per-
formed reproducibly and even outperformed primary rat cor-
tical neurons in terms of sensitivity to detect seizurogenicity.[195]

2.3. Thyroid System

The thyroid system is a neuroendocrine axis which regulates 
the production of the thyroid hormones (THs) thyroxine (T4), 
and triiodothyronine (T3). THs control a variety of physiological 
processes including energy metabolism,[196] nervous system 
development,[197] and thermoregulation,[198] and are particularly 
important during perinatal development. Thyroid function is 
regulated by a fine-tuned interplay between the hypothalamus, 
the pituitary gland, and the thyroid (HPT axis) and is initi-
ated by the secretion of thyrotropin-releasing hormone (TRH) 

from hypophysiotropic neurons within the hypothalamus 
(Figure 3). THR enters the pituitary portal circulation and binds 
to receptors on the plasma membrane of thyrotropes within 
the anterior pituitary.[199] Binding causes the acute release of 
thyroid-stimulating hormone (TSH) from secretory granules, 
an essential regulator of thyroid function, differentiation, and 
growth.[200] The thyroid’s task is the production of THs, which 
involves uptake of iodide and its utilization during TH syn-
thesis. Iodide absorption from the plasma is mediated by the 
sodium-iodide symporter (NIS) located within the basal mem-
brane of polarized follicular thyrocytes.[201] Thyrocyte follicles 
are vascularized spherical secretory units filled with a protein-
rich substance called the colloid. Within the colloid, iodide is 
oxidized and bound to tyrosine residues of the colloid-protein 
thyroglobulin (Tg) in an organification reaction catalyzed by the 
enzyme thyroperoxidase (TPO) generating both monoiodoty-
rosines (MIT) and diidotyrosines (DIT) within the Tg protein. 
Subsequent coupling of two neighboring DIT molecules gener-
ates T4 whereas the coupling of one MIT and one DIT molecule 
yields T3.[202,203] Endocytosis of Tg and lysosomal proteolysis 
releases T4 and T3 from Tg and the transporter MCT8 within 
the basolateral membrane releases the THs into the circula-
tion.[204] The amount of TSH secreted by the anterior pituitary 
substantially determines the TH production rate since TSH 
receptor (TSHR) activation positively regulates iodide uptake 
by NIS, Tg expression, and TH synthesis. Moreover, THs exert 
a negative feedback on the secretion of TSH and TRH by the 
pituitary and hypothalamus, respectively (Figure 3).[200]

Environmental chemicals deregulate the thyroid system by 
various routes of interference (e.g., TH synthesis, metabolism, 

Figure 3. Cell types and functional units of the HPT axis necessary for TH production. Abbreviations: ACTH, adrenocorticotropic hormone; DIT, dii-
odotyrosine; ECM, extracellular matrix; GH, growth hormone; MCT8, monocarboxylate transporter 8; MIT, monoiodotyrosines; NIS, sodium-iodide 
symporter; PDS, pendrin; T3, triiodothyronine; T4, thyroxine; Tg, thyroglobulin; TPO, thyroperoxidase; TRH, thyrotropin-releasing hormone; TSH, 
thyroid-stimulating hormone/thyrotropin; TSHR, thyroid-stimulating hormone receptor. Figure created with BioRender.com.
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transport, elimination, or TH receptor activation).[205] However, 
the ability to influence circulating levels of TH or TSH in 
vivo is the only readout used to identify thyroid disruptors in 
toxicity testing. TH levels are mandatorily assessed in OECD 
in vivo toxicity guideline studies (i.e., TG 408, 414, 421, 422, 
and 443),[121,206–209] however, they do not provide informa-
tion about the mechanism of TH disruption complicating the 
extrapolation of study results across species. Moreover, high 
costs, ethical concerns, and the low-throughput of animal-
based assays in contrast to the numerous chemicals which 
need to be tested have driven efforts to develop and validate in 
vitro assays based on key molecular initiating events (MIEs) in  
thyroid disruption.[198,210–212] To facilitate their regulatory appli-
cation, a thyroid-related adverse outcome pathway (AOP) net-
work has been established linking the MIEs to toxicity-mediated  
thyroid dysgenesis and downstream adverse outcomes.[213] 
Several high-throughput screening (HTS) assays have been 
developed,[198] however, the uncertainty of these assays to predict  
functional effects on the tissue-level questions their physi-
ological relevance and elucidates the need for organotypic 
cell culture models. The use of a tiered screening approach 
in which positive hits from HTS assays (Tier 1) are further  
verified in organotypic medium-throughput models (Tier 2) as a 
preselection for final Tier 3 in vivo testing significantly reduces 
costs, the testing throughput and guarantees the predictivity 
of the risk assessment.[198,214] Since the HPT axis comprises 
several organs, the establishment of a single organotypic Tier 
2 model is insufficient. By contrast, models depicting interim 
steps within the thyroid system including TRH and TSH secre-
tion, iodide uptake, and TH production are needed.

Already in the 1980s, thyroid tissue was reconstructed in 
collagen gels from primary human thyrocytes.[215,216] The cells 
formed follicles secreting Tg into the colloid in response to 
TSH stimulation. Moreover, they proved functional in vitro 
concentration-dependently responding to TSH exposure with 
iodide uptake and T3 secretion. Exposure to the TPO inhibitor 
methimazole further confirmed response to chemical inter-
ference.[216] Studies on thyroid models derived from primary 
mouse thyrocytes further confirmed in vivo functionality and 
yielded follicles capable of TSH-dependent iodide uptake and 
TH secretion after transplantation into hypothyroid mice.[217,218] 
In order to increase the applicability for toxicological screen-
ings, Deisenroth et al. developed a medium-throughput organo-
typic screening assay in a 96-well plate format.[219] Functional 
follicular structures expressing genes of mature thyrocytes 
(NIS, TPO, TSHR, Tg), capable of iodide uptake and TH 
production, were derived from human thyrocyte tissue. Of 
note, screening of reference compounds identified in estab-
lished HTS assays for thyroid disruption (i.e., NIS and TPO 
enzyme activity) revealed both similar effects and potencies 
in the microtissue model, highly indicating its applicability 
for a tiered screening approach. However, the use of primary 
thyrocytes for toxicological testing is challenging. Their low 
turnover rate (five renewals per lifetime) and general impuri-
ties in primary cultures limit their application in a regulatory 
context.[220] Therefore, the development of 3D models based on 
ESCs or iPSCs is more promising. Two different approaches 
successfully generated functional thyroid follicles from ESCs 
and iPSCs in 3D Matrigel cultures: i) the enrichment of cells 

expressing the transcription factors Pax6 and Nkx2.1 by genetic 
modification or FACS sorting and ii) the induction of anterior 
foregut endoderm (AFE) by treatment with Activin A, Noggin,  
SB431542 followed by cultivation in thyroid differentiation 
medium supplemented with insulin, IGF-1, FGF2, FGF10, 
and bone-morphogenic 4 (BMP4). Both protocols generated 
follicular thyroid tissue expressing NIS, TSHR, and TPO from 
human and mouse ESCs[221–224] and iPSCs.[223,225,226] The fol-
licles increased iodide uptake upon TSH stimulation and 
secreted Tg into the colloid. Furthermore, TH production was 
observed both in vitro[223–225] and in vivo[222,223] after transplan-
tation into hypothyroid mice. Direct comparison of 2D and 3D 
cultivation approaches revealed increased expression of TSHR, 
TPO, and Tg in 3D cultures. Moreover, NIS expression and 
TH secretion was completely limited to Matrigel-embedded 
follicular 3D cultures, highlighting the increased functionality 
of organoid compared to monolayer models.[219] The stem cell-
based thyroid models seem promising in identifying chem-
ical interference with iodide uptake, Tg production, and TH 
synthesis and thus represent interesting candidates for applica-
tion in tiered approaches in toxicity testing. Bioprinting of pri-
mary thyroid and allantoic spheroids as sources of thyroid and 
endothelial cells, respectively, resulted in follicles containing 
microvascular networks which proved functional in vivo after 
grafting into mice. Since folliculogenesis is guided by angio-
genesis and iodide is taken up from the bloodstream, vasculari-
zation could increase the functionality of the thyroid 3D model 
and the technique could be adapted to stem cell-derived thyroid 
and endothelial cells.[217] Additional optimization of the culture 
parameters could further promote the differentiation into thy-
roid tissues, since hypoxia (2% O2) was reported to increase the 
expression of thyroid transcription factors (Pax8 and Nkx2.1), 
the expression of NIS and TSHR, and the uptake of iodide.[227]

Fewer efforts have been directed at developing 3D models 
for the initiating steps of the HPT axis within the hypothal-
amus and the pituitary. However, coinduction of hypotha-
lamic and oral ectoderm from ESCs[228,229] and hiPSCs[230] 
facilitated the formation of 3D organoids with different hor-
mone-producing pituitary cells adjacent to functional hypo-
thalamic tissue. The protocol is based on the formation of 
large cell aggregates in suspension culture and the concurrent 
activation of BMP4 and sonic hedgehog signaling pathways.  
Of note, interactions between the two juxtaposed tissues were crit-
ical for the development of hormone-producing pituitary cells, 
elucidating the importance of the hypothalamus for pituitary 
maturation.[228] Although the model gave rise to high amounts 
of adrenocorticotropic hormone (ACTH)- and growth hormone 
(GH)-producing pituitary cells both in vitro and after transplan-
tation into hypopituitary mice in vivo, only few TSH-producing 
thyrotropes were observed. Therefore, additional optimization 
of the protocol is needed to make it suitable for the screening of 
chemicals interfering with TSH synthesis and secretion.

2.4. Lung

The respiratory tract is one of the principle barrier organs of 
the human body. Its main function is to facilitate the exchange 
of oxygen and carbon dioxide between the air and the blood. An 
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adult human inhales ≈15 to 20 m3 of air per day and as such  
the lung epithelium, with an estimated surface area of  
30–130 m2,[231,232] can be directly exposed to gaseous and par-
ticulate contaminants of chemical and biological origin. Apart 
from being a target for occupational and environmental air-
borne toxicants, the respiratory tract represents a dominant 
uptake route for noxious agents affecting other organs. In turn, 
the lung can be affected by toxicants that reach this organ via 
other uptake pathways. Considering the multitude of resident 
cell types (over 40),[233] architectural and physiological particu-
larities in terms of airflow dynamics, and stretch as well as 
shear stress effects (Figure 4), the development of robust and 
realistic in vitro models to replace in vivo inhalation studies is 
a major challenge. Risk assessment of inhalable toxicants tradi-
tionally relies on the in-depth (histo-)pathological and clinical/
biochemical investigation of experimental animals, predomi-
nantly rodents, following acute or long-term repeated inhalation 
exposures.[234] Such studies often include analysis of further 
endpoints, such as inflammation (by bronchoalveolar lavage), 
genotoxicity, or even lung function.[235] Inhalation studies are 
laborious, expensive, and complex, not only regarding the eval-
uation of effects, but also in view of the requirements for the 
controlled, reproducible, and save generation and monitoring 
of the exposure cloud.[236]

In vitro methods have been used since long in inhalation 
toxicology research and major developments in the last decades 
yielded innovative approaches that aim for high throughput 
analysis and models that better mimic specific aspects of the 
complex anatomy and physiology of the human respiratory 
tract. Model developments have mostly focused on the selection 

of epithelial cells as they represent the first target for inhaled 
toxicants.[237] Anatomically and functionally, the respiratory tract 
can be subdivided into two principle regions. i) The conducting 
airways are represented by mucus producing goblet cells, cili-
ated cells, club cells, and neuroendocrine cells as well as basal 
cells, the progenitor cells for the airway epithelium.[238–240] ii) 
The epithelium of the alveolar region, were the gas exchange 
takes place, is composed of alveolar type I epithelial (AT1) cells 
and type II (AT2) cells. The surfactant producing AT2 cells 
serve as progenitors to replace damaged alveolar epithelial 
cells.[238,241] When designing or selecting the type(s) of epithelial 
cells for an in vitro model the target site specificity of a toxicant 
must be taken into account. Its airborne concentration and its 
physicochemical properties (e.g., water-solubility and reactivity 
of gases, aerodynamic size and shape of particles) as well as 
host factors (e.g., breathing pattern, activity) determine the pre-
dominant region of interaction.[242–244]

For decades, in vitro studies addressing effects on epithelial 
cells have used primary cells, explant cultures or immortalized 
cell lines from (fetal) lungs of rodents or human origin.[245–248] 
The adenocarcinoma cell line A549 represents by far the most 
investigated human AT2-like epithelial cell model.[249] Effects on 
AT1 cells can be modeled by the immortalized human alveolar 
type-I-like epithelial cell line TT1.[250] Novel methods have been 
developed in recent years to improve the collection of human 
primary bronchial epithelial cells, e.g., to investigate disease 
susceptibility.[251,252]

Besides epithelial cells, various other cell types of the lung 
have been used, or included in coculture with epithelial cells, 
for in vitro inhalation toxicology research purposes. This 

Figure 4. Schematic overview of important cell types and functional units of the respiratory tract. Abbreviations: PNEC, pulmonary neuroendocrine 
cell; AT, alveolar type. Figure created with BioRender.com.
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includes mesenchymal cells to study fibrosis hazards and mech-
anisms,[253,254] primary alveolar macrophages obtained from 
experimental animals or humans by lung lavage to study host 
defense and particle clearance,[255–258] monocytes/macrophages, 
neutrophils, dendritic cells, and mast cells to simulate lung 
inflammation processes,[259–261] and pleural cells to study mech-
anisms and hazards of pleural disease and malignant pleural 
mesothelioma.[262–265] Vascular and capillary endothelial cells 
have been introduced in coculture models together with lung 
epithelial cells to explore epithelial–endothelial crosstalk mech-
anisms, airway or alveolar barrier impairments and systemic 
uptake of inhaled chemicals and particles.[266–268]

Specific model developments for lung research have focused 
on the recreation of physiological aspects of this organ. Herein, 
major milestones have been achieved through the ongoing 
development of ALI systems, using monocultures,[269,270] mul-
tiple cell types,[260,271] or commercially available human lung 
tissue.[272] ALI approaches allow for the controlled testing of 
gases, particles or their mixtures in immediate contact with 
epithelial cells, unlike models in which cells are submerged 
in (testing) medium. Combined with advanced exposure sys-
tems ALI cultures enable in vitro testing scenarios that better 
mimic inhalation exposure. This is particularly the case for 
inhalable particles in terms of their complex kinetics of particle 
deposition and initial interaction with the epithelial lining fluid. 
Mechanical stretch models mimicking breathing movements 
have been introduced to study its role in lung development,[273] 
repair of damaged lung epithelium,[274] and possible modula-
tion of toxicant effects.[275] Sophisticated human lung-on-a-
chip models have been developed using microfluidic devices 
that mimic both architectural and physiological aspects of the 
alveolar-capillary region, by combining breathing–mimicking 
mechanical strain with respective air and blood-flow character-
istics in epithelial and endothelial compartments.[276]

Stem-cell based technologies brought major innovations 
into lung research. The developments and methodological 
advancements of stem cell-based tissue engineering focused on 
elaboration of mechanisms of lung development, damage repair, 
regeneration, and the pathogenesis of lung diseases.[277,278] Prin-
cipal approaches to generate mature adult lung cells from ESCs 
or iPSCs include coculture approaches with mesenchymal cells 
or successive treatment and selection protocols that mimic 
lung development. Early developments include the genera-
tion of AT2 and club cells from murine ESCs. When cultivated 
under ALI conditions, these ESCs can grow into a differentiated 
airway epithelium comprising basal, ciliated, intermediate, and 
club cells.[279] Lung progenitor cells can also be derived from 
the circulation[280] and used to generate AT2-like cells from 
CD34(+) cells.[281] Major progress in the field was achieved with 
the generation of human epithelial cells from AFE-derived from 
hESC and hiPSC, whereby caudal region of the AFE gives rise 
to the tracheal and lung.[282] Along these lines, bronchial and 
alveolar progenitors can be derived for the generation of both 
airway and alveolar epithelial cells from iPSCs.[283,284] Of note, 
hypoxia of 1% O2 enhanced both the spontaneous and activin 
A-dependent formation of definitive endoderm from mouse 
ESCs and the subsequent differentiation into AT2 and club 
cells in a hypoxia-inducible factor 1 alpha (HIF1α)-dependent 
manner. This indicates, that a careful timing of hypoxia may 

increase the efficiency of in vitro differentiation processes into 
the lung lineage.[285] Scaffold-based methods have been used to 
generate alveolar-like structures, characterized by AT1 and AT2-
like epithelial cells from murine lung stem/progenitor cells 
using 3D-gelatin microbubbles.[286] Also human alveolar orga-
noids, composed of a pool of self-renewable AT2-like cells and 
AT1-like cells have been successfully created from hiPSCs.[287] 
These and various further protocols to develop lung organoids 
and AT2 cells from hiPSCs are nowadays at hand, offering great 
potential for in vitro inhalation toxicology testing.[288–290] How-
ever, also concern has been expressed especially regarding the 
generation of mature, differentiated AT2 cells.[291] Chen et  al. 
described the construction of lung bud organoids from hPSCs 
containing pulmonary endoderm and mesoderm which, fol-
lowing xenotransplantation or in Matrigel 3D cultures, develop 
into branching airway and alveolar like structures.[292] They also 
showed the potential of their model to study molecular and 
morphological hallmarks of diseases, like fibrosis. In combi-
nation with gene editing approaches innovative lung organoid 
developments are envisaged to benefit research on suscepti-
bility toward idiopathic or toxicant-induced lung diseases.[293,294]

In the future, stem cell-based technologies in combina-
tion with the latest developments in tools that reliably mimic 
the specific physiology of the respiratory tract are anticipated 
to bring major advancements to the field. However, the com-
plexity of the respiratory tract needs to be critically considered 
here. Promising advancements can be achieved by combining 
stem-cell and lung-on-a-chip approaches (reviewed by Nawroth 
et  al.[295]). However, the authors also promote the inclusion of 
lung physiology aspects in such models, especially concerning 
toxicological or drug safety testing. Moreover, while elegant 
systems are available for controlled exposure of epithelial cells 
or tissues at the ALI interface,[296] they do not yet allow for a 
straightforward incorporation of complex (scaffold-based) lung 
organoid models. Toxicological hazard assessment analysis calls 
for reliable, robust, and reproducible models to generate valid 
concentration-response data. And it is precisely this dosim-
etry aspect that fuels the complexity of inhalation toxicology 
research, on gases, vapors, and especially particles.

2.5. Cardiovascular System

Together with the circulatory system the heart orchestrates 
an unidirectional continuous blood flow to provide all organs 
with oxygen, nutrients, and hormones.[297] It is composed of 
four chambers that are divided into two blood receiving atria 
and two pumping ventricles. The ability to beat requires a thick 
wall robust enough to withstand the continuous movement 
and the associated shear forces. The inner wall of the heart is 
lined with the endocardium, followed by the thick myocardium 
containing cardiomyocytes (CMs) embedded in extracellular 
matrix and the electrical conduction system composed of spe-
cialized muscle fibers capable of signal conduction. The outer 
epicardium consists of elastic fibers, which protect the heart 
and reduce friction (Figure  5; reviewed by Bauer[298]). The 
complex structure of the heart with its multiple cell types, the 
permanent blood flow, the shear forces caused by the contrac-
tion, and the electrical stimulation are all factors complicating 
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the development of predictive in vitro systems for cardiotoxicity 
testing. Nevertheless, cardiotoxicity is the most crucial adverse 
event in drug development, making cardiovascular safety issues 
the number one reason why drug candidates fail in preclinical 
trials or have to be withdrawn from the market.[299] Therefore, 
arrhythmia, altered QT intervals, channelopathies in general, 
decreased cell viability, and structural cell damage are possible 
heart-related effects of substances which have to be ruled out 
prior to drug release.

Typically, first line drug testing includes the hERG in vitro 
assay detecting inhibitors of potassium channels essential for 
the repolarization phase of action potentials.[300] The human 
ether-a-go-go related gene (hERG) encodes for a channel sub-
unit whose blockage results in QT interval prolongation poten-
tially followed by Torsade de Pointe (TdP), a drug-induced lethal 
arrhythmia.[301] The QT interval represents the time from the Q 
wave (first depolarization of the ventricles) to the T wave (total 
repolarization) and abnormalities in interval lengths are associ-
ated with tremendous adverse effects making QT prolongation 
one of the most common reasons for drug withdrawal.[302,303] 
The classic hERG assay utilizes patch clamp recording in immor-
talized human embryonic kidney (HEK) 293 cells heterologously 
expressing hERG channels.[301] This setup in noncardiac cells 
exhibits limited predictive power and thus is inferior to novel 
approaches with hiPSC-derived CM cultures.[300] In addition to 
the hERG assay, the proarrhythmic potential of chemicals is 
further tested in nonclinical in vivo animal studies according 
to ICH S7B and E14 guidelines.[304,305] However, species 

differences, especially in terms of ion channel expression and 
phenotypic causes of channel inhibition, question the predic-
tivity of rodent experiments for human health.[297,306]

Stem cell research revolutionized the development of alter-
native in vitro methods for cardiotoxicity testing, generating 
spontaneously contracting CMs from pluripotent stem cells 
which express most of the ion channels and sarcomeric pro-
teins found in vivo. For the induction of functional CMs from 
hESCs or hiPSCs, numerous 2D and 3D culture protocols exist 
which slightly differ in factors like cell source, culture media, 
days of preculture, and days of toxicant exposure.[307–309] The in 
vitro cardiotoxicity assessment can be divided according to the 
functional readout into models evaluating electrophysiology, 
cardiac cellular contractility, and cytotoxicity. Electrophysi-
ological cardiotoxicity is either measured by i) microelectrode 
arrays (MEAs),[310,311] ii) by patch clamp techniques which are 
extremely sensitive but exhibit reduced throughput[312] or iii) 
by optical imaging of voltage sensitive dyes.[313] In order to 
implement a next-generation, mechanism-based standard for 
preclinical risk assessment of proarrhythmic chemicals, the 
comprehensive in vitro proarrhythmia assay initiative combines 
in vitro assays with in silico reconstructions of cardiac electro-
physiological activity, thereby encouraging a paradigm change 
in cardiotoxicity testing beyond the hERG assay to better under-
stand and predict TdP risk.[314,315] As part of that ongoing move-
ment, drugs linked to low, intermediate, and high TdP risk are 
tested with respect to their proarrhythmic potential in hiPSC-
CMs using MEAs or voltage-sensing optical approaches.

Figure 5. Schematic overview of important cell types, tissues and functional units of the heart. Figure created with BioRender.com.
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Besides proarrhythmic effects, the impact on cardiac cellular 
contractility is a key element of cardiotoxicity risk assessment, 
therefore, altered contractility of CMs is addressed in several 
in vitro assays. Since the direct measurement of the force 
component of contractility in cell culture is technically chal-
lenging, indirect readouts like sarcomere shortening, Ca2+ flux 
or mitochondrial membrane potential changes are used.[316,317] 
Moreover, hiPSC-derived CMs are responsive to ionotropic 
drugs like norepinephrine and their beating frequency can be 
modulated via electrical stimulation.[318] Sharma et  al. recently 
established the cardiac safety index (CSI) as a measure 
to evaluate cardiotoxic chemicals in a HTS format in 384 
multiwells.[319] The CSI is based on several in vitro readouts for 
measuring chemical effects on contractility and cytotoxicity in 
hiPSC-derived CMs.

Although CM-based models are functional and widely 
applied in cardiotoxicity testing, the impact of multiple car-
diac cell types like fibroblasts, epithelial cells (epicardium), and 
endothelial cells (endocardium) on cardiotoxicity is neglected. 
Kurokawa et al. showed that the cardiotoxic effects of the ErbB2 
(HER2) inhibitor Trastuzumab can only be recapitulated in 
vitro within a coculture model of hiPSC-CMs and endothe-
lial cells, highlighting the relevance of organotypic, preferably 
3D models containing multiple cardiac cell types.[320] Chal-
lenges in recapitulating the cellular complexity of the heart 
in vitro with its continuous movement and perfusion by the 
cardiovasculature impedes the development of functional car-
diac organoids.[321] However, multicellular spheroids have been 
constructed from hiPSC-CMs, coronary artery endothelial cells, 
and cardiac fibroblasts using the hanging drop method.[322] 
Doxorubicin exposure evoked responses comparable to primary 
cardiac cultures, however, this system is not yet ready for high 
throughput cardiotoxicity testing. Within a high throughput 
approach, human 3D cardiac microtissues were assembled 
from the same cell types in 384 multiwell plates, exposed to 
known cardiotoxins and the mitochondrial membrane poten-
tial, endoplasmic reticulum integrity, and cell viability were 
used as readouts to evaluate the risk for cardiotoxicity.[323] 
Although the model could detect cardiotoxicity at clinically 
relevant concentrations, it is still lacking toxicological relevant 
cell types like smooth muscle fibers and the influence of shear 
stress caused by the continuous blood flow is neglected.

TdP can be modeled in human 3D cardiac tissue sheets 
(CTSs) which are constructed from hiPSC-CMs and non-
myocytes.[324] The arrhythmias are detected by simultaneous 
measurement of the extracellular field potential on MEAs and 
evaluation of the contractile movement by a high-precision live 
cell imaging system capturing the beating motion. Of note, TdP 
could predominantly be detected in multilayered 3D CTSs com-
posed of cell mixtures, highlighting the superiority of multicel-
lular 3D models for in vitro cardiotoxicity testing compared to 
pure CM 2D cultures.

Although stem cell-based in vitro assays have been success-
fully applied in cardiotoxicity testing, the available systems do 
not live up to the cellular and structural complexity of the heart 
and do not model the blood flow. A limitation of the widely used 
hiPSC-CMs is their insufficient maturity rather representing 
fetal CMs.[321] The choice of in vitro culture parameters like 
media supplementation or oxygen content significantly affect 

CM maturation. Glucose rich media promote anaerobic gly-
colysis in CM cultures, a metabolic phenotype observed in fetal 
hearts in vivo or under hypoxic condition. By contrast, glucose 
deprivation or HIF1α inhibition increase oxidative phosphoryla-
tion in CM cultures which is an indicator of metabolic matura-
tion observed in adult hearts in vivo.[325] Efforts have been made 
to accelerate hiPSC-CMs maturation but so far, no mature CMs 
have been established in vitro. However, the use of a testing bat-
tery of in vitro assays detecting specific cardiotoxic events like 
ion channel blockage, altered electrophysiology or contractility 
and cardio cytotoxicity could be a promising approach to cir-
cumvent the limitations of the individual assays.

2.6. Liver

Connecting the gastrointestinal tract with the systemic circula-
tion, the liver is of tremendous importance for the metabolism 
and elimination of first pass doses of drugs, food contaminants, 
microbial metabolites, and other xenobiotics. The structural 
unit of the liver is the hepatic lobule, which consists of hexago-
nally arranged hepatocytes infused by a network of liver sinu-
soids. Nutrient- and oxygen-rich blood coming from the portal 
vein and the hepatic artery, respectively, enters the lobule via 
the interlobular portal triad (i.e., hepatic arteriole, portal venule, 
and bile duct), passes the sinusoid network and drains into 
the central vein of the lobule. The resulting oxygen gradient, 
ranging from normoxic to hypoxic conditions, and the associ-
ated activation of signal transduction pathways, i.e., β-catenin 
and hedgehog signaling, contribute to the zonation of the liver, 
which critically determines spatial enzyme expression and cor-
responding metabolic activity.[326] In addition, hepatic blood 
flow through the liver sinusoids causes shear stress not only in 
the endothelial cells but also in the lining hepatocytes, which 
shapes various hepatic functions, including xenobiotic metab-
olism and hepatocyte maturation.[327] Liver zonation, shear 
stress, and other parameters, such as the crosstalk between 
hepatocytes and nonparenchymal cells, in particular sinusoidal 
endothelial cells, Kupffer cells, stellate cells, and lymphocytes, 
have a critical impact on hepatic functions and thus challenge 
the development and implementation of appropriate in vitro 
test systems for predictive hepatotoxicity testing (Figure 6).

In fact, hepatotoxicity is a major safety concern for the phar-
maceutical industry. Adverse drug reactions are responsible for 
a remarkable high attrition rate of new chemical entities of up 
to 90%,[328] with hepatotoxic effects being causative second to 
cardiovascular safety issues.[329] Moreover, drug-induced liver 
injury, which in severe cases may cause life-threatening acute 
liver failure, is the most frequent cause of postmarketing warn-
ings and withdrawals.[330,331] Thus, existing (preclinical) testing 
strategies, combining in vivo and in vitro studies as well as in 
silico predictions, are of obvious limited success.

Besides ethical considerations, animal studies face the chal-
lenge of considerable interspecies differences in the toxico-/
pharmaco-kinetics and -dynamics of a chemical or drug and 
thus often fail to predict human hepatotoxicity.[332,333] The cur-
rent gold standard for in vitro hepatotoxicity testing during 
drug development are human primary hepatocytes grown in 
monolayer culture. Obvious limitations of these cells are their 
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scarce availability, short life span, and tendency to rapidly dedi-
fferentiate in culture, which is associated with a substantial 
downregulation of phase I and phase II enzymes.[334] Other cell 
models that are widely employed to assess potential hepatotox-
icity are human hepatoma cell-lines, such as HepG2, Hep3B, 
and HepaRG. However, these cell-lines have a tumor back-
ground, rendering them less sensitive toward chemical threats, 
and lack the expression of major xenobiotic-metabolizing 
enzymes.[334]

The use of 3D in vitro models for hepatotoxicity testing is 
superior to monolayer cultures of hepatocytes or hepatoma cells, 
as these models, at least to some extent, resemble liver archi-
tecture and cellular diversity and thus are closer to liver phys-
iology. In fact, 3D culture maintains the viability and hepatic 
functionality of incorporated primary human hepatocytes or 
hepatoma cells for up to several weeks.[335] As thoroughly sum-
marized in various recent overview articles,[333,335,336] there is an 
ever-growing list of novel 3D liver models with each having its 
individual advantages and drawbacks. Today, several 3D liver 
models are on the market, an up-to-date list of commercially 
available models can be found here.[290] Liver spheroids, e.g., 
derived by the hanging drop technique, consisting of primary 
human hepatocytes or hepatoma cells are relatively easy to 
handle and are already more sensitive and specific in predicting 
hepatotoxicity and drug-induced liver injury than the corre-
sponding plain monolayer cultures.[333,337,338] Spheroid and 
higher organized organoid models allow the incorporation of 
nonparenchymal cell-types, which is of particular importance 
for the screening of complex adverse effects, such as inflam-
mation and fibrosis. The complex liver architecture and cellular 
complexity, including endothelial cells, can also be reconsti-
tuted by means of 3D bioprinting[339] and usage of organ-on-
a-chip-platforms, such as microfluidic biochips or microfluidic 
multiorgan chips, enabling a more physiologically relevant 
supply with nutrients, oxygen, and test compounds.[333,337] For 
instance, different approaches, including the generation of 3D 
hepatic zonal channels and biochips, enabling the mounting 
of an oxygen gradient (from normoxia to hypoxia) across 

hepatocytes, exists that mimic hepatic zonation and spatially 
distributed metabolic activities.[340–342]

However, most of these models depend on primary 
human hepatocytes with all their limitations. Hepatocyte-
like cells have been successfully differentiated from pluripo-
tent stem cells including iPSCs, and used for hepatotoxicity 
testing.[343,344] However, when cultured in 2D monolayers these 
cells lose morphology, proper cell–cell contact (tight junc-
tions), and metabolic capacity.[345] Self-organizing 3D hepatic 
organoid systems derived from PSCs or iPSCs may overcome 
these limitations by closely mimicking the hepatic microenvi-
ronment and physiology.[336] Stem cell-derived 3D liver models 
can be cultured for month or years without losing their meta-
bolic capacity or other hepatic functions. Several methodo-
logical approaches exist, including scaffold-free (decellularized 
liver matrices, spheroids, and organoids) and scaffold-based 
(nanofiber- and hydrogel-based, nanoscaffolds) setups.[333] 
Moreover, PSC/iPSC-derived 3D liver organoids can be gen-
erated by starting either with a coculture of cell-types, for 
instance, iPSC-derived endodermal, endothelial, and mesen-
chymal cells,[346] or with a homogeneous cell population that 
during the culture protocol differentiates into the different 
hepatic cell-lineages.[347,348] The use of PSCs/iPSCs allows to 
generate multicellular 3D models with all hepatic cell lineages 
incorporated being genetically identical.[336,347] Human iPSCs 
derived from fibroblasts, blood cells or any other cell-type of a 
donor, can be differentiated in all hepatic cell-types and thus 
present an unlimited pool of cellular material for diagnostic 
purposes or toxicity testing. The simultaneous generation of 
3D liver organoids from hiPSCs of different donors in com-
bination with high-throughput hepatotoxicity testing enables 
comparative compound testing, and thus tackles the issue of  
population diversity/interindividual susceptibility. In fact, a 
high-throughput approach with hiPSC-derived hepatocytes 
grown in 2D and 3D cultures assessing the impact of 48 sub-
stances on cell number, viability, nuclear integrity, mitochon-
drial membrane potential, apoptosis, and other parameters, 
demonstrated that hiPSC-derived 3D liver models are suitable 
for high-throughput testing.[349] Powerful gene engineering 
techniques, such as transcription activator-like effector  
nucleases (TALENs) and the CRISPR/Cas system, allow the 
introduction of point mutations, smaller deletions, etc. and 
thus the creation of hiPSC cultures, which in a 3D context may  
phenocopy functionally relevant single nucleotide polymor-
phisms (SNP) and rare mutations that frequently occur in 
genes coding for xenobiotic-metabolizing enzymes.[350] Stem 
cell-derived 3D liver organoids can also be used to model 
complex hepatic diseases. Ouchi et  al., for instance, success-
fully simulated the sequential pathogenesis of steatohepatitis, 
consisting of steatosis, inflammation, and fibrosis, by treating 
PSC-derived 3D models made of hepatocyte-, macrophage-, 
cholangiocyte-, and stellate-like cells with free fatty acids.[347] 
By incorporating human fetal liver mesenchymal cells into 
human ESC-derived expandable hepatic organoids, Wang and 
co-workers generated another intriguing test model, which is 
suitable to investigate the pathophysiology of alcoholic liver 
injury. Specifically, under ethanol treatment, the model allows 
to assess the generation of oxidative stress, steatosis, the 
secretion of inflammatory mediators, and fibrosis .[351]

Figure 6. Structural and functional aspects and cell-types of the liver. 
Abbreviations: BD, bile duct; CV, central vein; HA, hepatic arteriole; PV, 
portal venule. Figure created with BioRender.com.
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Even though there is an urgent need for the development, 
characterization, and validation of new in vitro models suit-
able for a solid prediction of the hepatotoxic properties of 
chemicals and drugs, the use of stem cell-derived 3D models 
still remains a challenging task. Besides improving the model 
systems toward hepatic functionality, for instance, by opti-
mizing hepatocyte polarization, oxygen and nutrient gradients 
and cell–cell interactions, it is also important to consider how 
simple or complex, for instance, in terms of the number of 
incorporated cell-types, a model should be to adequately pre-
dict a certain toxicological/pharmacological readout or address 
a specific scientific question. In order to get PSC-derived 3D 
liver models employed, i.e., accepted by industry and regula-
tory authorities, in the current test battery for hepatotoxicity, a 
proper standardization of the protocols and a comparison of the 
different protocols and models assessing the same adverse out-
come across laboratories is urgently needed.

2.7. Kidney

Kidney functions are closely linked with homeostasis of the 
inner body milieu, electrolyte and fluid balance, acid base 
handling, and retention of amino acids. Furthermore, kidneys 
are major players in the excretion of water-soluble waste prod-
ucts and xenobiotics, toxins, and “end-products” such as uric 
acid. At the same time kidneys achieve retainment of serum 
proteins and glucose within the body, a process that requires 
numerous active transport processes.[352] This plethora of func-
tions is achieved through the interplay of different kidney cell 
types, i.e., podocytes, parietal epithelial, mesangial, glomer-
ular endothelial, juxtaglomerular, specialized epithelial cells 
(proximal and distal tubules, loops of Henle, collecting ducts), 

interstitial, endothelial, stromal, dendritic and stem cells, that 
are organized in structural units, denoted nephrons (Figure 7). 
At the one end of the nephron a filtration barrier, the glomer-
ulus, produces a primary urine volume of 180 l per day into 
the Bowman’s capsule. This urine is further concentrated and 
processed within the renal tubular structures. The anatomy 
and transporter/ion channel distribution allows to distinguish 
five different nephron sections with individual functions, i.e., 
the proximal tubule, the thick part of Henle’s loop, the distal 
convolute, and the collecting ducts.[353] The tubules are lined 
by at least 20 different epithelial cell types that are highly dif-
ferentiated, linked through tight junctions and have a high 
oxygen consumption rate due to their metabolic activities, 
which demands constant high nutrition, oxygen, and energy 
supply. Which kidney structures transport renal malfunctions 
can be specified by shedding light on acute or chronic kidney 
injury, which are due to multiple causes with hypocirculatory, 
immune, and direct toxic effects being most frequent.[354] Tran-
sient interruptions of adequate blood supply in the course of 
blood volume contractions or vasoconstriction are common rea-
sons for acute kidney injury. These can originate from severe 
bleeding episodes or nonsteroidal anti-inflammatory drug 
applications, the latter inhibiting prostaglandin synthesis and 
abrogating the vasodilatory effects of endogenous prostaglan-
dins thereby reducing glomerular blood flow.[355] Some drugs 
are notorious for increasing the vascular tone with similar 
effects on blood flow especially on the afferent capillaries that 
enter the glomerular structures, e.g. calcineurin inhibitors often 
prescribed as immunosuppressive drugs in organ transplanted 
patients.[356] These “hypocirculatory” events result in regional or 
complete kidney ischemia with cellular damage incited in those 
cells that are most dependent on energy and oxygen supply, 
the tubular cells, which respond with necrosis and apoptosis. 

Figure 7. Schematic overview of important cell types and functional units of the kidney. Adapted under the terms of the Creative Commons Attribution 
license.[531] Copyright 2013, The Author(s). Published by Wiley (https://staging.onlinelibrary.wiley.com/page/journal/20011326/open-access-license-
and-copyright.html). Figure created with BioRender.com.
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At the cellular level the kidneys have the potential to recover 
from such acute kidney injuries by tubular cell proliferation 
and endocycle-related tubular cell hypertrophy.[357] Direct toxic 
effects of pharmaceutical compounds and environmental toxins 
are common phenomena and drug-induced kidney toxicity 
accounts for about 25% of the reported severe adverse drug 
reactions.[358] Drug- or toxin-induced kidney damage might 
occur in different nephron sections. For example, the heavy 
metal mercury induces proximal tubule dysfunction due to 
its uptake by the organic anion transporters OAT1 and OAT3, 
which are preferably expressed in the proximal tubule.[359] Flu-
oride yet acts on the ascending limb of the loop of Henle by 
interfering with chloride transport.[360] On the contrary, kidney 
toxicity induced by amphotericin B mainly targets the distal 
tubule. This seems to be due to the impaired cellular repair 
mechanism at low urine pH values that counteracts toxicity in 
the proximal tubule due to a higher urine pH at this part of 
the nephron.[361] Another phenomena in the kidney following 
tubular cell injury is an immunological response, such as tub-
ulointerstitial cell infiltration. The infiltrating immune cells 
release inflammatory cytokines that propagate fibrosis on the 
one side, and are thought to coordinate tissue reparative pro-
cesses on the other side.[362]

Keeping the aforementioned mechanisms of acute kidney 
injury in mind with a large cellular repertoire at risk, toxico-
logical studies have to address the aspects of cell-specific drug 
levels and adverse effects including phenotypic and func-
tional alterations. The number of different cell types within 
the glomerulus, the tubular structures and tubulointerstitial 
compartment are even growing with the advent of single cell 
sequencing.[363–365] Homogenous cell cultures of the respec-
tive cells have been established earlier. One success story in 
the early 2000s was the establishment of immortalized podo-
cyte cells that grow or differentiate in dependence of environ-
mental temperature.[366] However, economics should balance 
testing efforts and therefore compound testing across the at 
least 26 individual renal cell types identified so far[367] does 
not seem feasible – or physiological, as they are devoid of cell–
cell interactions and higher complex organization. Modeling 
different functional nephron sections with their complex 
architectures including cell–cell interactions, presence of cap-
illaries, differences in oxygen tensions and shear fluid stress 
in vitro remains challenging. To cover especially these com-
plex context-dependent changes in cellular compartments, 
fibrogenic niches, capillaries, pericapillary cells, mesangium 
or due to differing oxygen tensions, most studies dealing with 
kidney toxicity combine in vitro with in vivo approaches. In vivo 
studies concerning kidney using rodents bear the drawback 
of interspecies differences[368] when extrapolating to humans, 
and most former in vitro models do not picture the architec-
tural complexity of the kidney. Here, stem cell technology has 
been offering a sky-rocketing development toward organo-
typic cultures including hiPSC-derived kidney organoids and 
adult stem cell-derived tubuloids bridging the gap between 
traditional 2D cultures and animal models.[369] Although orga-
noids contain a large variety of renal cells, they are still largely 
devoid of mesangial cells, immune cells, glomerular endothe-
lium, principal and intercalated cells and their functionality  
has hardly been studied.[369] One example of a valuable  

development in the kidney organoid field is the establishment 
of reporter human pluripotent stem cell lines that encompass all 
kidney cell types of the glomerulus, proximal and distal tubule 
as well as an extensive endothelial network, and renal inter-
stitium. These “whole kidney organoids” enable live assess-
ment of kidney cell differentiation and organoid development 
in a toolbox format.[370] For phenotypic screening including tox-
icity testing, renal organoid production was also brought to the 
next level by setting up a robotic platform for miniaturizing and 
speeding up kidney organoid formation in microwell formats 
for high-throughput screening.[371] Some kidney organoids even 
produce renin,[372] an endopeptidase synthesized by juxtaglo-
merular cells, which is crucial for blood pressure regulation. 
Such functional aspects are valuable additions to the descrip-
tive nature of organoid cellular composition and structure. 
Protocols for kidney organoids derived from human inducible 
progenitor stem cells have proven successful to mimic late 
capillary loop stage nephrons on day 14 of cultures. Later on, 
some cells are not sufficiently supplied by oxygen and nutrients 
resulting in cell damage with ensuing fibrosis.[373] Despite these 
achievements in cellular differentiation and organizational 
features at the nephron level, significant challenges remain. i) 
Kidney organoids represent a very immature, i.e., fetal kidney 
system.[363] ii) Current protocols do not embrace the whole array 
of renal cells, especially heterogeneous stromal cell populations 
and the minimal requirement for kidney toxicity assessment is 
uncertain. iii) Functional vasculature and a common urinary 
collecting system are currently not depicted even in complex 
in vitro systems.[374] iv) More “physiological” culture conditions, 
e.g., with varying fluid shear stress or oscillating pressure[375] 
will be of paramount relevance to mimic the milieu of the 
kidney. Given the low oxygen tension in most parts of kidney 
tissue cell culture protocols with organoids also need to address 
the issue of reduced oxygen supply. Drug nephrotoxicity testing 
by kidney-on-a-chip testing has been adopted by some groups 
with experimental setups that also include fluid shear stress. 
Such test systems will likely revolutionize toxicity testing when 
they succeed to be standardized.[376–379]

2.8. Intestine

The intestine is comprised of subsections with substantial ana-
tomical and physiological heterogeneity in luminal pH, pres-
ence or abundance of cell types, and presence and composition 
of the microbiome. The intestine is an organ of superlatives: 
its epithelium is one of the fastest renewing tissues within the 
human body with a maximum cellular life span of 5 days.[380] 
It harbors the largest pool of microbial communities, which is 
contained by a semipermeable epithelial barrier forming one of 
the largest interfaces between the endogenous and exogenous 
environment. To safeguard the uptake of exogenous com-
pounds and to govern the host–microbiome interactions, vast 
numbers of immune cells reside along the gut, resulting in a 
major compartment of the immune system.[381] Apart from its 
most commonly known tasks, the regulation of water balance, 
digestion of food and nutrient absorption, the intestine is rec-
ognized for its impact on overall physical and mental health 
with endocrine activity, immune regulatory functions, and  
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extensive neuronal network (reviewed in refs. [382,383]). Its basic 
structure folds into villi and crypts and is lined with a single 
layer of intestinal epithelial cells (IECs) of which enterocytes 
and goblet cells make up the majority, while Paneth cells, endo-
crine cells and Microfold cells account for the rest (Figure 8).  
All IECs develop from intestinal stem cell (ISC)-derived progeni-
tors and differentiate while traveling along the crypt-villus axis.

This complexity of the intestine is challenging to mimic 
experimentally, as summarized by Costa and Ahluwalia.[384] 
However, the availability of relevant intestinal models is indis-
pensable. Intestinal disorders, e.g., intestinal cancer, inflam-
matory bowel disease and infections, affect millions of people 
worldwide and present a substantial economic and societal 
burden.[385,386] Furthermore, oral toxicity testing is a require-
ment for pharmaceutical and chemical development.[387,388] 
The oral route is preferred for the application of pharmaceuti-
cals, but gastrointestinal adverse events (GI AE), e.g., diarrhea, 
abdominal pain, and nausea, are common side effects. Though 
hardly ever the reason for market removal or clinical attrition, 
AE can significantly affect treatment compliance.[389–391] To 
facilitate and standardize noxae investigations, the OECD has 
specified test guidelines for rodent (e.g., TG 408)[121] and non-
rodent species (e.g., TG 409).[392] Models of larger vertebrate 
species (e.g., dog and pig) as well as invertebrate organisms 
(e.g., zebrafish and C. elegans) are available, but the majority of 
studies is conducted in rodents. The most suitable way of expo-
sure is based on the intended application and physicochemical 
properties of the test substance. To address questions in non-
regulatory context, e.g., on intestinal inflammation, digestion, 
and the microbiome, specialized in vivo models are available 
(reviewed in refs. [393–395]). However, the predictive quality 
of animal models for intestinal effects in humans is increas-
ingly disputed as substantial anatomical, biochemical, and 

microbiological differences prevail.[396–398] Especially the role of 
the microbiome has been neglected with regard to preclinical 
reproducibility and clinical translation efficacy, which might be 
a factor in the low congruence in drug toxicity testing between 
humans and other animals.[9,399–401]

In context of the 3Rs, a variety of intestinal in vitro models 
has been developed in the last three decades, of which cancer-
derived cell lines are the most commonly applied system.[402–404] 
Although these cell lines are inherently diseased and do not 
fully match healthy tissue biochemically and genetically,[404,405] 
good correlations to human tissue were found.[406,407] Since 
then, highly sophisticated models have been developed by 
combining multiple cell types, mimicking the intestinal archi-
tecture, luminal flow or peristalsis, and even incorporating 
the microbiota.[408–410] In this context, hypoxia has emerged as 
potentially important factor for intestinal systems. Unlike other 
organs, the intestine is characterized by a substantial hetero-
geneity in oxygen levels to a nearly anaerobic environment in 
the lumen (reviewed by Zeitouni et al.[411]). Chen et al.[412] have 
developed a scaffold-based 3D coculture model, where the 
oxygen tension can be adapted to create micro- to anaerobic 
conditions within the lumen. As the group demonstrated, the 
consideration of oxygen levels in intestinal models may affect 
their applicability especially for studies on host–microbial 
interactions.[412–414] But also the toxicity of nanomaterials may 
change depending on the availability of oxygen.[415] However, 
many of these elaborate models stagnate at a proof of concept 
stage with little or no routine application in toxicity testing. 
Whereas strong agreement exists on the suitability of transwell 
cultures over undifferentiated monocultures, studies failed to 
demonstrate a clear advantage of more complex models.[416,417]

As GI AE still commonly occur at clinical stages and are 
frequent side effects of marketed drugs, the suitability and 

Figure 8. Structural and functional units of the intestine. Abbreviations: DC, dendritic cell; Mϕ, macrophage; IESC, intestinal epithelial stem cell. Figure 
created with BioRender.com.
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adequacy of existing models needs to be considered. The use 
of stem cells is investigated to improve the predictive quality  
of in vitro models for toxicity testing. Different approaches 
are available: i) the use of ISCs of isolated intestinal crypts, 
and ii) ESCs or iPSCs, which result in the formation of self-
organized 3D spheroids. The studies by Sato et  al.[418,419]  
are regarded as game changer in the field, as they enabled 
the long-term culture of primary intestinal cells in absence 
of mesenchymal tissue—until then the bottleneck for  
primary intestinal cultures.[420] Methods for the targeted differ-
entiation of human iPSC[421] or murine ESCs[422] into intestinal 
tissue further expanded the stem cell toolbox. It is noteworthy 
that the differentiation protocols for ESC and iPSC cultures 
are generally more complex and time intensive—requiring 
at least 28–34 days.[421,423] They span three differentiation 
stages: i) to definitive endoderm, ii) to hindgut-like tissue, and  
iii) toward organoids resembling intestine-like tissue.[421,423,424] 
In stem cell-derived organoids, all major IEC types are detect-
able, including enterocytes, goblet cells, Paneth cells, and endo-
crine cells. In iPSC-based models, ISC markers are only pre-
sent after an extensive differentiation time.[421] The resulting 
organoids were found to resemble fetal rather than mature 
adult tissue,[425] which might be a critical limitation.[426] To 
improve maturation, different approaches were reported, 
e.g., using interleukin 2,[427] cell sorting,[423,428] or in vivo 
engraftment.[424,425]

Notwithstanding these limitations, stem cell-derived intes-
tinal cultures have been applied for a range of research ques-
tions, including biological processes of intestinal tissue,[429] 
organ development,[430,431] intestinal pathologies,[423] and to 
lesser extent the toxicity of xenobiotics.[432,433] They appear to 
be a promising tool for the study of host–microbiome or host–
pathogen interactions, using passive colonization[434] or active 
microinjection into the lumen.[435] Although these models were 
found to be suitable to investigate drug transport and metabo-
lism, only few reports are available to date.[436–439] Their limited 
application in exposure studies may be due to the organoids’ 
physiology and morphology—a polarized status with the apical 
side facing inward. This restricts their suitability as the absorp-
tion of nutrients and drugs as well as the interaction with noxae 
and the microbiota are initiated from the apical side. Studies 
aimed to push these boundaries by luminal injection of orga-
noids,[435] establishment of flow through the lumen[440] or 
development of “apical-out” organoids.[441] Others have turned 
to approaches that break up the organoid structure to seed 2D 
barriers on transwells or microchips using the whole orga-
noid[442–444] or selected cell types.[445,446]

Altogether, stem cells have the potential to greatly advance 
the field of intestinal research, including toxicity testing. Apart 
from the use of physiologically healthy tissue, patient-specific 
organoids may be developed to investigate intestinal disease 
development and treatment strategies.[447] However, questions 
remain on the regional identity as well the maturity status of 
the stem cell-derived organoids.[425,448] Undoubtedly, the intes-
tine is important in itself, but its full impact only emerges in 
the interplay with other organs, e.g., the liver, the CNS, and the 
microbiome, which remains a shortcoming in these models.[447] 
Although the protocols are described as “highly efficient” and 
“robust,”[421,449] they greatly exceed the intricacy of most in vitro 

systems. Their superiority over these established, less complex 
models for toxicity and safety evaluations remains to be demon-
strated, and will likely determine their implementation rate and 
application range.

3. Genome Editing

Genome manipulation using zinc finger nucleases and 
TALENs[450,451] realized insertion of genetic elements into 
specific sites of the genome. The CRISPR revolution[452,453] 
substantially improved this procedure by making genome 
editing fairly easy to achieve. A comprehensive overview about 
the rapidly evolving field of applications and protocols of 
CRISPR/Cas and related genome editing tools is provided by 
the following review articles.[454–456] Toxicology benefits from 
such genome editing approaches in several ways. Reporter lines 
with fluorescent or luminescent reporters under endogenous 
promoter control can be used for following stem cell differentia-
tion and target cell toxicity, e.g., for neurons,[457] kidney cells[370]  
or CMs.[458] Also, genetically encoded indicators, e.g., for cal-
cium signaling, are useful tools for assessing calcium tran-
sients. These can be combined with other functional indicators 
as, e.g., for voltage. Such lines offer the possibility for func-
tional studies in target cells without the use of dyes like Fura-2 
and thus offer a great possibility for functional toxicity testing 
in high throughput formats using high content imaging.[459,460]

Besides value in generation of stem cell reporter lines, 
genome editing techniques can also be used for disease mod-
eling, in toxicology particularly relevant for studying gene–
environmental interactions. Human PSC knockout lines or 
the targeted integration of specific mutations for the estab-
lishment of isogenic disease models is definitely of great sig-
nificance for such applications with the combined effort of 
CRISPR in hiPSC-derived organoids representing cutting-edge 
toolsets.[461–464]

Also, in mechanistic toxicology the CRISPR/Cas system has 
already proven its great value. CRISPR/Cas-based approaches 
identified genes critically involved in determining the toxicity 
of various chemicals, including arsenic trioxide, formalde-
hyde, and paraquat.[465–467] For example, a CRISPR-based 
positive-selection screen identified the genes coding for CYP 
oxidoreductase, copper transporter ATP7A, and sucrose trans-
porter SLC45A4, as critical mediators of paraquat-induced 
cell-death.[466] Moreover, the study revealed CYP oxidoreduc-
tase as a major source for paraquat-induced oxidative stress. 
In another study, CRISPR/Cas technology was used to identify 
targets of anticancer small molecules by a mutagenesis scan-
ning of essential genes.[468] Hence, CRISPR/Cas-based func-
tional genomic screening approaches are suitable to provide 
unprecedented mechanistic insight in modern toxicology and 
pharmacology.[469]

Finally, combining genome editing with iPSC technology 
enables the integration of genetic variation, which may deter-
mine the interindividual susceptibility toward a given drug 
or xenobiotic, into modern toxicity testing. In fact, genome-
wide association studies have contributed to the identifica-
tion of a large number of SNPs and rare genetic variants in 
genes, amongst others encoding xenobiotic-metabolizing, 
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antioxidative, and DNA repair enzymes, which critically shape 
the adverse and/or beneficial outcome of a certain chemical or 
drug.[470,471] A well-known example is the human cytochrome 
P450 (CYP) 2D6 monooxygenase, which accounts for the 
metabolism of ≈15% of clinically used drugs, including opioids, 
beta-blockers, antiarrhythmics, and antidepressants.[472] More 
than 110 SNPs, some of them displaying allele frequencies of 
up to 32%, have been identified in the CYP2D6 gene to either 
enhance, attenuate or completely abolish its catalytic activity.[472] 
By generating iPSC-derived hepatocyte-like cells from hepato-
cytes of CYP2D6 polymorphic donors and subsequent analyses 
of the metabolism of CYP2D6 substrates, i.e., desipramine and 
tamoxifen, Takayama et  al. demonstrated that the application 
of iPSC-derived cells with different SNPs is suitable to predict 
the interindividual differences in the metabolism of drugs and 
associated biological effects.[473] In general, the use of donor 
cells with well-defined polymorphic genes for iPSC generation 
or the integration of mutations that resemble a certain SNP 
directly in the iPSC genome, would for sure improve the pre-
diction of drug-induced cardiotoxicity, liver injury, neurotox-
icity, and other frequent adverse drug reactions.[474,475] Besides 
CYP2D6, potential candidates for such a screening approach 
are genetic variants of glutathione S-transferases T1 and M1, 
N-acetyltransferase 2, and mitochondrial DNA polymerase-γ. 
In fact, the mentioned gene variants are not only associated 
with a reduced catalytic activity of the respective enzyme, but 
also increase the individual’s susceptibility to idiosyncratic 
drug-induced liver injury.[476–478] Along the same line, missense 
variants of genes encoding retinoic acid receptor-γ, CYP2C19, 
and multidrug resistance protein-2 have been identified to 
enhance the risk for anthracycline-induced cardiotoxicity.[479–481] 
Recent studies reporting the generation of genome-edited 
hiPSC-derived hepatocyte-like cells resembling CYP2C19 poor 
metabolizers,[482] and CMs carrying the retinoic acid receptor-γ 
missense variant S427L and exhibiting the associated enhanced 
sensitivity toward doxorubicin treatment,[481] illustrated the  
outstanding potential of genome-edited iPSC cells and organo-
typic models derived thereof for future compound testing in 
toxicology and pharmacology.

4. Biofabrication

4.1. Organ-on-a-Chip/Microphysiological Systems

Advances in material engineering and biofabrication enabled 
the development of highly adaptable microphysiological sys-
tems. Such systems integrate the biological complexity of 2D 
and 3D cell cultures with a defined spatial organization and a 
controlled microenvironment to closely mimic the in vivo situ-
ation, including naturalistic stimuli.[483] Microphysiological 
systems, such as OOAC systems, aim at reconstructing the 
complex mechanical and biochemical cellular environment of 
the human body. By complementing and enhancing standard 
cell culture models, these systems have the potential to improve 
toxicity testing, accelerate drug discovery, improve diseases 
modeling, and reduce the use of animal models. The high 
adaptability of OOACs allows their application in many dif-
ferent cell, tissue, and organ models.[483–487]

OOACs are extremely divers and customizable, thriving 
toward the reproducible generation of single cell cultures, 
cocultures or even complex 3D scaffolds. The option for the 
compartmentalized cultivation of different cell types and their 
supplementation with distinct media, massively extends the 
possible applications for such systems including organ cross-
talk. At the same time, OOACs require a very little amount of 
cell material, media, and test substances, thereby reducing cul-
tivation costs.

OOACs have already been adapted to fit a diversity of 
applications, such as modeling the BBB,[191,488] assessing and 
driving cellular maturation,[489,490] (patient-specific) modeling of  
diseases,[491,492] mimicking the capillary formation,[493] and the 
capillary flow,[494] assessing the effect of stretch and strain on 
tissues[495,496] and showing the applicability of OOACs for drug 
and substance exposures and development.[378,490,495,497] OOACs 
have even been applied to study nanoparticles, which are  
currently of great public concern[498] thus allowing to study 
indirect adverse effects. No large-scale toxicity testing has been 
done with OOACs, yet. However, smaller scale applications 
that aim at the establishment of testing platforms have been 
developed, mainly with human, but nonstem cell-based cell sys-
tems.[376,498–500] Some toxicity biomarkers that have already been 
utilized with OOACs are summarized by Cong et al.[376]

Even though the development of the OOACs for the field of 
toxicology is still heavily under construction, strong beneficial 
aspects can already be anticipated. The system will add com-
plexity to the conventional cell culture models by recapitulating 
the physiological forces, increasing the reproducibility due to 
the controllable environment and improving long-term viability 
by enhancing the nutrient and waste flux within the samples. 
By implementing human-based stem cell systems, the OOACs 
could help reduce animal experiments by providing relevant 
indication of substance MoA and their impact on toxicity in 
humans, prior to animal experiments or clinical testing. Mech-
anistic questions concerning MoAs can be investigated with 
OOACs by including molecular and cellular readout methods. 
Coexposures and cocultures are also easily implementable due 
to the modularity of most OOAC systems. This increases the 
predictivity for example in drug design and substance testing. 
Maoz et  al. developed a multichip system to model the BBB, 
which could be used to test the efficiency of drug flux across 
the BBB.[488]

The evaluation of organ crosstalk in vitro was long thought 
to be beyond the bounds of possibility, but these fast-devel-
oping OOAC systems and the option to combine them to form 
integrated body-on-a-chip (BOC) systems have opened up the 
unique opportunity to make the impossible possible. In BOC 
systems, organ chips can be connected to transfer flow-through 
from one chip to another, thereby not only transferring nutri-
ents, but also metabolites as well as waste- and by-products. 
BOCs could therefore give valuable insights into substance 
metabolization and toxicological effects across tissues.[377,501] 
Tsamandouras et al. developed a fluidic platform that allows for 
the study of pharmacokinetics in a multiorgan setting.[502] They 
successfully tested their platform using gut and liver inter-
connected chips. Another impressive study was performed by 
Oleaga et al.,[503] who generated a functional model to evaluate 
human multiorgan toxicity under continuous flow conditions. 
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The group tested their four integrated modules, namely car-
diac, muscle, neuronal and liver modules, for their pharmaco-
logical relevance, by evaluating their response to five drugs with 
known side effects. Their culture model exhibited a multiorgan 
toxicity response and the results were in general agreement 
with published toxicity data.

Besides the relatively high manufacturing costs and the usu-
ally medium to low scalability, one of the greater challenges 
with OOAC systems is the design of biocompatible materials 
that support cell survival and growth, and at the same time 
allow for the appropriate readouts. Although ready-to-use chips 
can be purchased from commercial manufacturers such as Tis-
sUse GmbH, Mimetas, and EmulateBio, the majority of the 
research community working in this field produce their own 
chips. Many OOACs so far rely on imaging methods to assess 
the culture, which requires a clear and thin imaging surface. 
Silicon-based and polydimethylsiloxane are currently used in 
the field,[504] however, the development is still striving forward. 
Additional points of consideration for substance testing in 
OOACs are the resistance of the material toward the uptake of 
the tested substances to avoid unintended postexposures, and 
the integration of endpoint-specific readouts needed for each 
specific model type. The material of the chip has to be biocom-
patible, meaning that it has to be resistant to leaching and must 
not interfere with the test compound thereby altering exposure 
concentrations. Moreover, most OOAC models are unsuitable 
for screening applications that require parallelization (96- and 
384-well plates). However, high-throughput modules that hold 
up to 96 microfluidic structures have been established and are 
commercially available (OrganoPlate, Mimetas). These modules 
are compatible with automation and HTS instruments and have 
already been tested using SCs as cell source.[505,506] In sum-
mary, OOAC and BOC models still need to be validated against 
established toxicity assays using a library of compounds with 
known toxicological effects. The biological functionalities of the 
chips must be highly reproducible and reliable to gain accept-
ance in toxicity studies. Moreover, they have to be user-friendly, 
cost-effective, and should be compatible with the standard cell 
culture equipment and HTS devices. Keeping this in mind, 
there are promising developments in the field of OOAC and 
BOC, that will very likely lead to a leap forward in toxicological 
testing, disease modeling and fundamental research.

4.2. Bioprinting

Bioprinting is a biofabrication technique to generate organo-
typic tissue or organ models. Goal of this strategy is to aug-
ment the complexity of the models to recapitulate the in vivo 
3D physiology in more detail than manually generated 3D 
models. There are a variety of printing technologies available, 
the most popular of which are inkjet-based, extrusion-based, 
and laser-assisted.[507] Each technology has its own advantages 
and disadvantages, e.g., concerning the bioink property require-
ments, printing resolution, possible cell densities, and shear 
stress effecting cell viability.[507] The printing process itself is 
influenced by three main variables: i) the material (bioink), 
ii) the cell source, and iii) biomechanical factors, such as vis-
cosity, elasticity, and stress relaxation.[508–510] The right choice of 

bioink is crucial to adequately mimic the cellular microenviron-
ment.[511] Widely used materials are natural hydrogels (gellan 
gum, alginate, chitosan) and synthetic hydrogels poly(ethylene 
oxide), poly(vinyl alcohol), poly(pro-pylene fumarate)). Their 
high water content and tunable properties render them ideal 
for 3D models.[512–515] The choice of material heavily depends 
on the cell type and the intended 3D differentiation or growth 
process. Studies looking at bioprinted models often focus on 
basic cellular processes within the printed gels (i.e., cell sur-
vival, cell growth, and differentiation), or aim at the highest 
possible accuracy in recapitulating the physiological in vivo 
situation.[516] Additionally, bioprinting rises great hopes to fab-
ricate vascularized tissues, thereby diminishing the dead core 
effect. Bioprinting of ES- and hiPSC-based models has been 
intensively reviewed in Romanazzo et al.[517] and Ong et al.,[518] 
discussing advantages, limitations, and future perspectives. 
In brief, ESCs and iPSCs are ideal cell sources for bioprinting 
applications. They are available in virtually unlimited quan-
tity and can proliferate and differentiate into various cell types 
within the bioink. Among others, SCs have been used for bio-
printing of cardiac,[519] neural,[520] and hepatic[521] tissues. An 
advanced printing strategy using a triculture of hiPSC-derived 
hepatic progenitors, human umbilical vein endothelial cells, 
and adipose-derived stem cells, developed an organotypic 3D 
liver model which recapitulates the native in vivo structure and 
is able to secrete products of liver metabolism.[339] Challenges 
of SC bioprinting include the search for suitable bioinks sup-
porting cell growth and differentiation, the need for printing 
parameters that the cells can withstand, and the optimiza-
tion of long-term cultivation parameters allowing adequate 
in- and efflux of nutrients and oxygen. However, these chal-
lenges also apply for other cell sources like primary cells and 
immortalized cell lines. Regarding a toxicological application, 
bioprinted organotypic models are very rarely intended to work 
in a high-throughput context, which is mandatory for screening 
approaches. Moreover, the influx and efflux of the test sub-
stance within the hydrogel as well as interactions with hydrogel 
components are difficult to predict. Nevertheless, the auto-
mated printing process provides a higher degree of consistency 
and decreased batch-to-batch variations compared to manual 
3D fabrication techniques, thereby increasing the reproduc-
ibility and reliability.

5. Challenges and Opportunities

With toxicology moving from apical endpoint testing in vivo 
to human cell-based in vitro assays, comprehensive cellular 
models are needed that cover the organ- and cell type-specific 
MoA for a large variety of toxicants. In this review article we 
discussed which structural and functional units of the skin, 
brain, thyroid system, lung, heart, liver, kidney, and intestine 
are targets of or mediate toxicity and disease and thus have 
to be modeled in vitro for human health prediction without 
using animals. Moreover, we summarized which preferably 
stem cell-based in vitro models have been developed for mod-
eling the respective organs and evaluate their coverage of all 
necessary functional and structural criteria discussed above. 
Additionally, we highlighted organotypic models can be taken 
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to the next level using cutting edge technologies like genome 
editing and bioprinting in combination with sophisticated cul-
turing methods (e.g., microfluidic systems and OOAC) with the 
final goal to facilitate high throughput/high content screening 
in the near future (Figure 9). Through targeted differentiation 
into multiple cell types, stem cell-based in vitro models can be 
accurate representations of human cell physiology and widely 
applied to study adversity on the cellular level in toxicity and 
disease without the necessity to rely on primary cells, tumor cell 
models or immortalized cell lines. They can even model func-
tional properties of the organ like hormone production[223,224] 
or generate complex 3D structures including multiple tissues 
and several functional units in one model.[170,372] The use of 
human instead of rodent cell cultures substantially decreased 
the uncertainties arising from species differences concerning 
cellular functions, cytoarchitecture, hormonal regulation, and 
sensitivity to internal/external stimuli or toxicants.[8,10,142,297,368] 
Moreover, hiPSCs-based techniques in combination with tar-
geted genome editing enable the development of patient-spe-
cific disease models and the generation of cell type-specific 
transgenes in a human genetic background.[226,453,457,458] How-
ever, human iPSC technology still struggles from issues such 
as variability among iPSC lines,[522] genomic instability,[523] low 

reprogramming efficiency,[524] which might be improved by 
keeping the cells under hypoxic conditions for a limited time 
span after reprogramming,[525] preservation of an epigenetic 
memory of the parental cell,[526] and difficulties in achieving 
a mature phenotype of iPSC-derived cells.[46] Cultivation tech-
niques have evolved quickly in the last decade with 2D mon-
olayer models representing the classical approach which is well 
established and documented by broad literature. 2D cultiva-
tion is rather inexpensive, highly reproducible, and advanta-
geous to study specific effects of factors on the individual cell. 
Coculturing of different cell types increases the complexity and 
predictivity of the model and enables the elucidation of cell–
cell interactions. However, the still limited complexity, lack of 
cell–ECM interactions and the insufficient representation of 
the complex in vivo cytoarchitecture of the respective organ, 
suggests limitations of the predictivity of 2D models for tox-
icity testing. The development of 3D organoid techniques led 
to models exhibiting highly complex organotypic cytoarchitec-
tures including cell–cell and cell–ECM interactions. Organoids 
enable the analysis of not only molecular but also functional 
readouts which strengthen the methods’ clinical and toxico-
logical relevance. However, increasing complexity comes with 
increased batch-to-batch variability, reduced reproducibility and 

Figure 9. Opportunities of stem-cell based models for future toxicological testing. Figure created with BioRender.com.
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decreased testing throughput. Moreover, organoid culture is 
technically challenging and more expensive than 2D monolayer 
culture. Although organoids comprise a complex organotypic 
cytoarchitecture, they still represent immature developmental 
stages of the respective organ (reviewed by Logan et  al.[527]). 
Lack of complexity common to all organs reviewed comprises 
missing immune cells and blood vessels. First steps for the 
incorporation of microvascular structures[101,185,186] and immune 
cells[171,172,188,268,408] have been made. However, the complex 
crosstalk between organs, the involvement of the nervous, 
endocrine, and immunological system, as well as the impact 
of the blood flow and serum components are barely covered. 
Recent approaches are moving to the multiorgan level by tissue-
on-a-chip methods enabling the evaluation of organ crosstalk in 
vitro.[410,444,494,498,500]

6. Conclusion

From a toxicological point of view, making systemic predictions 
based on cellular effects is challenging. Therefore, the AOP con-
cept was developed that helps placing cellular hazards into a 
systemic context.[528,529] Advanced pharmaco- and toxicokinetics 
including computational modeling are also needed to predict 
internal exposure as well as in vitro kinetics combining both by 
IVIVE (in vitro–in vivo extrapolation).[530] Another obstacle is 
the necessary willingness to consider innovative methods in the 
field. Although it is known that the predictivity of animal studies 
is limited, the year-long experience conveys a feeling of security 
in contrast to the use of alternative approaches, which are per-
ceived as bearing higher uncertainties due to their novelty.

Acknowledgements

J.T. and K.K. contributed equally to this work. The authors thank 
Thomas Nentwich and Jakob Fritsche for the biography pictures of Ellen 
Fritsche and Katharina Koch, respectively. This work was supported by 
the project CERST (Center for Alternatives to Animal Testing) of the 
Ministry for culture and science of the State of North-Rhine Westphalia, 
Germany (File No. 233-1.08.03.03-121972/131–1.08.03.03–121972), and 
the European Union’s Horizon 2020 Research and Innovation Program, 
under the Grant Agreement No. 825759 of the ENDpoiNTs project. 
P.R.M. was supported by the German Research Foundation (funding 
code 97850925, SFB 854 project A1; GRK 2408 project 8, Grant Nos. 
ME-1365/7-2 and ME-1365/9-2).

Open access funding enabled and organized by Projekt DEAL.

Conflict of Interest

The authors declare no conflict of interest.

Keywords

3R, alternative methods, high throughput, human-induced pluripotent 
stem cells, organoids, risk assessment

Received: October 8, 2020

Revised: November 13, 2020

Published online: 

[1] F. S. Collins, G. M. Gray, J. R. Bucher, Science 2008, 319, 906.

[2] National Research Council (2007), Toxicity Testing in the 21st Cen-

tury: A Vision and a Strategy,The National Academies Press, Wash-

ington, DC 2007

[3] D.  Krewski, M. E.  Andersen, M. G.  Tyshenko, K.  Krishnan, 

T. Hartung, K. Boekelheide, J. F. Wambaugh, D. Jones, M. Whelan, 

R.  Thomas, C.  Yauk, T.  Barton-Maclaren, I.  Cote, Arch. Toxicol. 

2020, 94, 1.

[4] L.  Meigs, L.  Smirnova, C.  Rovida, M.  Leist, T.  Hartung, ALTEX 

2018, 35, 275.

[5] T.  Höfer, I.  Gerner, U.  Gundert-Remy, M.  Liebsch, A.  Schulte, 

H. Spielmann, R. Vogel, K. Wettig, Arch. Toxicol. 2004, 78, 549.

[6] K.  Gassmann, J.  Abel, H.  Bothe, T.  Haarmann-Stemmann, 

H. F. Merk, K. N. Quasthoff, T. D. Rockel, T. Schreiber, E. Fritsche, 

Environ. Health Perspect. 2010, 118, 1571.

[7] A. R.  Green, M. V.  King, S. E.  Shortall, K. C. F.  Fone, Br. J. Phar-

macol. 2012, 166, 1523.

[8] A.  Strasser, H. J.  Wittmann, A.  Buschauer, E. H.  Schneider, 

R. Seifert, Trends Pharmacol. Sci. 2013, 34, 13.

[9] M. Clark, T. Steger-Hartmann, Regul. Toxicol. Pharmacol. 2018, 96, 94.

[10] S. Herculano-Houzel, Brain. Behav. Evol. 2011, 78, 22.

[11] A. Knight, ALTEX 2007, 24, 320.

[12] M. J. Waring, J. Arrowsmith, A. R. Leach, P. D. Leeson, S. Mandrell, 

R. M. Owen, G. Pairaudeau, W. D. Pennie, S. D. Pickett, J. Wang, 

O. Wallace, A. Weir, Nat. Rev. Drug Discovery 2015, 14, 475.

[13] I. W. Y. Mak, N. Evaniew, M. Ghert, Am. J. Transl. Res. 2014, 6, 114.

[14] M. Leist, T. Hartung, Arch. Toxicol. 2013, 87, 563.

[15] S. H. Bennekou, EFSA J. 2019, 17, e170711.

[16] A.  Lanzoni, A. F.  Castoldi, G. E.  Kass, A.  Terron, G.  De Seze, 

A.  Bal-Price, F. Y.  Bois, K. B.  Delclos, D. R.  Doerge, E.  Fritsche, 

T.  Halldorsson, M.  Kolossa-Gehring, S.  Hougaard Bennekou, 

F. Koning, A. Lampen, M. Leist, E. Mantus, C. Rousselle, M. Siegrist, 

P.  Steinberg, A.  Tritscher, B.  Van de Water, P.  Vineis, N.  Walker, 

H. Wallace, M. Whelan, M. Younes, EFSA J. 2019, 17, e170712.

[17] T. Hartung, J. Toxicol. Environ. Health, Part B 2010, 13, 277.

[18] National Academies of Sciences Enginneering and Medicine, Using 

21st Century Science to Improve Risk-Related Evaluations, National 

Academies Press, Washington, DC 2017.

[19] E. Fritsche, H. T. Hogberg, Front. Toxicol. 2020, 2, 3.

[20] J. D.  Clark, Ignition!_ An Informal History of Liquid Rocket Propel-

lants, Rutgers University Press, New Brunswick, NJ 1972.

[21] R. S.  Thomas, M. B.  Black, L.  Li, E.  Healy, T. M.  Chu, W.  Bao, 

M. E. Andersen, R. D. Wolfinger, Toxicol. Sci. 2012, 128, 398.

[22] W. Oehlert, Cell Proliferation 1973, 6, 325.

[23] D. Hanahan, R. A. Weinberg, Cell 2011, 144, 646.

[24] E.  Fritsche, H.  Alm, J.  Baumann, L.  Geerts, H.  Hakansson, 

S. Masjosthusmann, H. Witters, EFSA Support. Publ. 2015, 12, 186.

[25] S.  Masjosthusmann, M.  Barenys, M.  El-Gamal, L.  Geerts, 

L. Gerosa, A. Gorreja, B. Kühne, N. Marchetti, J. Tigges, B. Viviani, 

H. Witters, E. Fritsche, EFSA Support. Publ. 2018, 15, 125.

[26] M. Barenys, E. Fritsche, Toxicol. Sci. 2018, 165, 10.

[27] K.  Takahashi, K.  Tanabe, M.  Ohnuki, M.  Narita, T.  Ichisaka, 

K. Tomoda, S. Yamanaka, Cell 2007, 131, 861.

[28] G. N. Stacey, Stem Cell Rev. Rep. 2009, 5, 301.

[29] J. Munoz, T. Y. Low, Y. J. Kok, A. Chin, C. K. Frese, V. Ding, A. Choo, 

A. J. R. Heck, Mol. Syst. Biol. 2011, 7, 550.

[30] D. H. Phanstiel, J. Brumbaugh, C. D. Wenger, S. Tian, M. D. Probasco, 

D. J. Bailey, D. L. Swaney, M. A. Tervo, J. M. Bolin, V. Ruotti, R. Stewart, 

J. A. Thomson, J. J. Coon, Nat. Methods 2011, 8, 821.

[31] R. S. Lindoso, T. H. Kasai-Brunswick, G. Monnerat Cahli, F. Collino, 

A.  Bastos Carvalho, A. C.  Campos de Carvalho, A.  Vieyra, Cells 

2019, 8, 703.

[32] Y.  Du, J.  Wang, J.  Jia, N.  Song, C.  Xiang, J.  Xu, Z.  Hou, X.  Su, 

B. Liu, T.  Jiang, D. Zhao, Y. Sun, J. Shu, Q. Guo, M. Yin, D. Sun, 

S. Lu, Y. Shi, H. Deng, Cell Stem Cell 2014, 14, 394.

Small 2020, 2006252



www.advancedsciencenews.com www.small-journal.com

© 2020 The Authors. Small published by Wiley-VCH GmbHSmall 2020, 2006252 2006252 (21 of 31)

[33] B. Hanger, A. Couch, L. Rajendran, D. P. Srivastava, A. C. Vernon, 

Front. Psychiatry 2020, 11, 789.

[34] T. A.  Juopperi, W. R.  Kim, C. H.  Chiang, H.  Yu, R. L.  Margolis, 

C. A. Ross, G. L. Ming, H. Song, Mol. Brain 2012, 5, 17.

[35] M. A.  Cayo, J.  Cai, A.  Delaforest, F. K.  Noto, M.  Nagaoka, 

B. S.  Clark, R. F.  Collery, K.  Si-Tayeb, S. A.  Duncan, Hepatology 

2012, 56, 2163.

[36] M. A. Lancaster, M. Renner, C. A. Martin, D. Wenzel, L. S. Bicknell, 

M. E.  Hurles, T.  Homfray, J. M.  Penninger, A. P.  Jackson, 

J. A. Knoblich, Nature 2013, 501, 373.

[37] T. Takahashi, Annu. Rev. Pharmacol. Toxicol. 2019, 59, 447.

[38] C. Olgasi, A. Cucci, A. Follenzi, Int. J. Mol. Sci. 2020, 21, 6215.

[39] P.  de  Carvalho Ribeiro, L. F.  Oliveira, M. A.  Filho, H. C.  Caldas, 

Stem Cells Int. 2020, 2020, 8894590.

[40] J.  Augustyniak, A.  Bertero, T.  Coccini, D.  Baderna, L.  Buzanska, 

F. Caloni, J. Appl. Toxicol. 2019, 39, 1610.

[41] M. Rauma, A. Boman, G.  Johanson, Adv. Drug Delivery Rev. 2013, 

65, 306.

[42] K. M. Albers, B. M. Davis, Neuroscientist 2007, 13, 371.

[43] A. A. H. Deniz, E. A. Abdik, H. Abdik, S. Aydın, F. Şahin, P. N. Taşlı, 

Adv. Exp. Med. Biol. 2020, 1247, 157.

[44] F. Oesch, E. Fabian, R. Landsiedel, Arch. Toxicol. 2018, 92, 2411.

[45] M. Gaur, M. Dobke, V. V. Lunyak, Int. J. Mol. Sci. 2017, 18, 208.

[46] N.  Alépée, A.  Bahinski, M.  Daneshian, B.  De Wever, E.  Fritsche, 

A. Goldberg, J. Hansmann, T. Hartung, J. Haycock, H. T. Hogberg, 

L.  Hoelting, J. M.  Kelm, S.  Kadereit, E.  McVey, R.  Landsiedel, 

M.  Leist, M.  Lübberstedt, F.  Noor, C.  Pellevoisin, D.  Petersohn, 

U. Pfannenbecker, K. Reisinger, T. Ramirez, B. Rothen-Rutishauser, 

M. Schäfer-Korting, K. Zeilinger, M. G. Zurich, ALTEX 2014, 31, 441.

[47] C. Riebeling, A. Luch, T. Tralau, Exp. Dermatol. 2018, 27, 526.

[48] H.  Niehues, J. A.  Bouwstra, A.  El Ghalbzouri, J. M.  Brandner, 

P. L. J. M. Zeeuwen, E. H. van den Bogaard, Exp. Dermatol. 2018, 

27, 501.

[49] S. H. Mathes, H. Ruffner, U. Graf-Hausner, Adv. Drug Delivery Rev. 

2014, 69–70, 81.

[50] C. S. Pridgeon, C. Schlott, M. W. Wong, M. B. Heringa, T. Heckel, 

J.  Leedale, L.  Launay, V.  Gryshkova, S.  Przyborski, R. N.  Bearon, 

E. L.  Wilkinson, T.  Ansari, J.  Greenman, D. F. G.  Hendriks, 

S.  Gibbs, J.  Sidaway, R. L.  Sison-Young, P.  Walker, M. J.  Cross, 

B. K. Park, C. E. P. Goldring, Arch. Toxicol. 2018, 92, 557.

[51] Council of the European Union and the European Parliament, 

Directive 2003/15/EC of the European Parliament and of the 

Council of 27 February 2003 Amending Council Directive 76/768/

EEC on the Approximation of the Laws of the Member States 

Relating to Cosmetic Products,  2003.

[52] OECD (2020), Test No. 471: Bacterial Reverse Mutation Test, OECD 

Publishing, Paris 2020.

[53] OECD (1997), Test No. 476: In Vitro Mammalian Cell Gene Mutation 

Test, OECD Publishing, Paris 1997.

[54] OECD (2016), Test No. 473: In Vitro Mammalian Chromosomal 

Aberration Test, OECD Publishing, Paris 2016.

[55] G. Ates, T. Y. Doktorova, M. Pauwels, V. Rogiers, Mutagenesis 2014, 

29, 115.

[56] D.  Kirkland, M.  Aardema, L.  Henderson, L.  Müller, Mutat. Res., 

Genet. Toxicol. Environ. Mutagen. 2005, 584, 1.

[57] D.  Kirkland, M.  Aardema, L.  Müller, M.  Hayashi, Mutat. Res., 

Genet. Toxicol. Environ. Mutagen. 2006, 608, 29.

[58] E. J.  Matthews, N. L.  Kruhlak, M. C.  Cimino, R. D.  Benz, 

J. F. Contrera, Regul. Toxicol. Pharmacol. 2006, 44, 83.

[59] E. J.  Matthews, N. L.  Kruhlak, M. C.  Cimino, R. D.  Benz, 

J. F. Contrera, Regul. Toxicol. Pharmacol. 2006, 44, 97.

[60] V. Rogiers, M. Pauwels, Curr. Probl. Dermatol. 2008, 36, 129.

[61] V. Rogiers, M. Pauwels, Curr. Probl. Dermatol. 2008, 36, XVII.

[62] V. Rogiers, M. Pauwels, Curr. Probl. Dermatol. 2008, 36, 58.

[63] V. Rogiers, M. Pauwels, Curr. Probl. Dermatol. 2008, 36, 1.

[64] V. Rogiers, M. Pauwels, Curr. Probl. Dermatol. 2008, 36, 29.

[65] G. Speit, Mutat. Res., Genet. Toxicol. Environ. Mutagen. 2009, 678, 

108.

[66] EU SCHER/SCENIHR/SCCP, Risk Assessment Methodologies and 

Approaches for Genotoxic and Carcinogenic Substances,  2009.

[67] P.  Fowler, R.  Smith, K.  Smith, J.  Young, L.  Jeffrey, D.  Kirkland, 

S.  Pfuhler, P.  Carmichael, Mutat. Res., Genet. Toxicol. Environ. 

Mutagen. 2012, 747, 104.

[68] P.  Fowler, R.  Smith, K.  Smith, J.  Young, L.  Jeffrey, P.  Carmichael, 

D.  Kirkland, S.  Pfuhler, Mutat. Res., Genet. Toxicol. Environ. 

Mutagen. 2014, 767, 28.

[69] D.  Kirkland, S.  Pfuhler, D.  Tweats, M.  Aardema, R.  Corvi, 

F.  Darroudi, A.  Elhajouji, H.  Glatt, P.  Hastwell, M.  Hayashi, 

P.  Kasper, S.  Kirchner, A.  Lynch, D.  Marzin, D.  Maurici, 

J. R. Meunier, L. Müller, G. Nohynek, J. Parry, E. Parry, V. Thybaud, 

R. Tice, J. van Benthem, P. Vanparys, P. White, Mutat. Res., Genet. 

Toxicol. Environ. Mutagen. 2007, 628, 31.

[70] D.  Kirkland, L.  Reeve, D.  Gatehouse, P.  Vanparys, Mutat. Res., 

Genet. Toxicol. Environ. Mutagen. 2011, 721, 27.

[71] S. Pfuhler, A. Kirst, M. Aardema, N. Banduhn, C. Goebel, D. Araki, 

M.  Costabel-Farkas, E.  Dufour, R.  Fautz, J.  Harvey, N. J.  Hewitt, 

J.  Hibatallah, P.  Carmichael, M.  Macfarlane, K.  Reisinger, 

J. Rowland, F. Schellauf, A. Schepky, J. Scheel, Regul. Toxicol. Phar-

macol. 2010, 57, 315.

[72] S.  Pfuhler, M.  Fellows, J.  Van Benthem, R.  Corvi, R.  Curren, 

K.  Dearfield, P.  Fowler, R.  Frötschl, A.  Elhajouji, L. L.e  Hégarat, 

T. Kasamatsu, H. Kojima, G. Ouédraogo, A. Scott, G. Speit, Mutat. 

Res., Genet. Toxicol. Environ. Mutagen. 2011, 723, 101.

[73] T. Y. Doktorova, M. Pauwels, M. Vinken, T. Vanhaecke, V. Rogiers, 

Crit. Rev. Toxicol. 2012, 42, 91.

[74] T. Y.  Doktorova, G.  Ates, M.  Vinken, T.  Vanhaecke, V.  Rogiers, 

T. Vitr,  2014, 28, 54.

[75] P.  Vanparys, R.  Corvi, M. J.  Aardema, L.  Gribaldo, M.  Hayashi, 

S. Hoffmann, L. Schechtman, Mutat. Res., Genet. Toxicol. Environ. 

Mutagen. 2012, 744, 111.

[76] OECD (2004), Test No. 428: Skin Absorption: In Vitro Method, 

OECD Publishing, Paris 2004.

[77] OECD (2018), Test No. 442D: In Vitro Skin Sensitisation: ARE-Nrf2 

Luciferase Test Method, OECD Publishing, Paris 2018.

[78] OECD (2016), Test No. 442E: In Vitro Skin Sensitisation, OECD Pub-

lishing, Paris 2016.

[79] OECD (2013), Test No. 431: In Vitro Skin Corrosion: Reconstructed 

Human Epidermis (RHE) Test Method, OECD Publishing, Paris 2013.

[80] OECD (2019), Test No. 439: In Vitro Skin Irritation: Reconstructed 

Human Epidermis Test Method,OECD Guidelines for the Testing of 

Chemicals, Section 4, OECD Publishing, Paris 2019.

[81] A. Almeida, B. Sarmento, F. Rodrigues, Int. J. Pharm. 2017, 519, 178.

[82] C.  Götz, R.  Pfeiffer, J.  Tigges, V.  Blatz, C.  Jäckh, E. M.  Freytag, 

E. Fabian, R. Landsiedel, H. F. Merk, J. Krutmann, R. J. Edwards, 

C.  Pease, C.  Goebel, N.  Hewitt, E.  Fritsche, Exp. Dermatol. 2012, 

21, 358.

[83] B.  Sarmento, F.  Andrade, S. B.  Da Silva, F.  Rodrigues, J.  Das 

Neves, D. Ferreira, Expert Opin. Drug Metab. Toxicol. 2012, 8, 607.

[84] S.  Gordon, M.  Daneshian, J.  Bouwstra, F.  Caloni, S.  Constant, 

D. E.  Davies, G.  Dandekar, C. A.  Guzman, E.  Fabian, E.  Haltner, 

T.  Hartung, N.  Hasiwa, P.  Hayden, H.  Kandarova, S.  Khare, 

H. F.  Krug, C.  Kneuer, M.  Leist, G.  Lian, U.  Marx, M.  Metzger, 

K. Ott, P. Prieto, M. S. Roberts, E. L. Roggen, T. Tralau, C. Van Den 

Braak, H. Walles, C. M. Lehr, ALTEX 2015, 32, 327.

[85] C.  Duval, C.  Chagnoleau, F.  Pouradier, P.  Sextius, E.  Condom, 

F. Bernerd, Tissue Eng., Part C 2012, 18, 947.

[86] I. J. Kosten, S. W. Spiekstra, T. D. de Gruijl, S. Gibbs, Toxicol. Appl. 

Pharmacol. 2015, 287, 35.

[87] D. Y. S.  Chau, C.  Johnson, S.  Macneil, J. W.  Haycock, 

A. M. Ghaemmaghami, Biofabrication 2013, 5, 035011.

Small 2020, 2006252



www.advancedsciencenews.com www.small-journal.com

© 2020 The Authors. Small published by Wiley-VCH GmbH2006252 (22 of 31)

[88] P. L.  Tremblay, F.  Berthod, L.  Germain, F. A.  Auger, J. Pharmacol. 

Exp. Ther. 2005, 315, 510.

[89] M.  Matsusaki, K.  Fujimoto, Y.  Shirakata, S.  Hirakawa, 

K. Hashimoto, M. Akashi, J. Biomed. Mater. Res., Part A 2015, 103, 

3386.

[90] T. Akagi, M. Nagura, A. Hiura, H. Kojima, M. Akashi, Tissue Eng., 

Part A 2017, 23, 481.

[91] S. Huang, Y. Xu, C. Wu, D. Sha, X. Fu, Biomaterials 2010, 31, 5520.

[92] M.  Michel, N.  L’Heureux, R.  Pouliot, W.  Xu, F. A.  Auger, 

L. Germain, In Vitro Cell. Dev. Biol.: Anim. 1999, 35, 318.

[93] S. Lönnqvist, K. Briheim, G. Kratz, Toxicol. Mech. Methods 2016, 26, 

82.

[94] A. Petrova, A. Celli, L.  Jacquet, D. Dafou, D. Crumrine, M. Hupe, 

M.  Arno, C.  Hobbs, A.  Cvoro, P.  Karagiannis, L.  Devito, R.  Sun, 

L. C. Adame, R. Vaughan, J. A. McGrath, T. M. Mauro, D. Ilic, Stem 

Cell Rep. 2014, 2, 675.

[95] H. E. Abaci, Z. Guo, Y. Doucet, J.  Jacków, A. Christiano, Exp. Biol. 

Med. 2017, 242, 1657.

[96] M. Itoh, M. Kiuru, M. S. Cairo, A. M. Christiano, Proc. Natl. Acad. 

Sci. USA 2011, 108, 8797.

[97] M.  Itoh, N.  Umegaki-Arao, Z.  Guo, L.  Liu, C. A.  Higgins, 

A. M. Christiano, PLoS One 2013, 8, 77673.

[98] N.  Umegaki-Arao, A. M. G.  Pasmooij, M.  Itoh, J. E.  Cerise, 

Z.  Guo, B.  Levy, A.  Gostyñski, L. R.  Rothman, M. F.  Jonkman, 

A. M. Christiano, Sci. Transl. Med. 2014, 6, 264ra164.

[99] K.  Gledhill, Z.  Guo, N.  Umegaki-Arao, C. A.  Higgins, M.  Itoh, 

A. M. Christiano, PLoS One 2015, 10, 0136713.

[100] Y. Kim, N. Park, Y. A. Rim, Y. Nam, H. Jung, K. Lee, J. H. Ju, Stem 

Cell Res. Ther. 2018, 9, 217.

[101] H. E.  Abaci, Z.  Guo, A.  Coffman, B.  Gillette, W.  Lee, S. K.  Sia, 

A. M. Christiano, Adv. Healthcare Mater. 2016, 5, 1800.

[102] Y. Li, M. Liu, S.-T. Yang, World J. Stem Cells 2014, 6, 1.

[103] Y. Li, T. Ma, J. Hematol. Malig. 2011, 1, 35.

[104] A. Pupovac, B. Senturk, C. Griffoni, K. Maniura-Weber, M. Rottmar, 

S. L. McArthur, Adv. Healthcare Mater. 2018, 7, 1701405.

[105] A.  Thélu, S.  Catoire, S.  Kerdine-Römer, Toxicol. In Vitro 2020, 62, 

104691.

[106] J.  Lee, C. C.  Rabbani, H.  Gao, M. R.  Steinhart, B. M.  Woodruff, 

Z. E.  Pflum, A.  Kim, S.  Heller, Y.  Liu, T. Z.  Shipchandler, 

K. R. Koehler, Nature 2020, 582, 399.

[107] V. S.  Thakoersing, G. S.  Gooris, A.  Mulder, M.  Rietveld, 

A. E.l Ghalbzouri, J. A. Bouwstra, Tissue Eng., Part C 2012, 18, 1.

[108] S.  Schreiber, A.  Mahmoud, A.  Vuia, M. K.  Rübbelke, E.  Schmidt, 

M.  Schaller, H.  Kandárová, A.  Haberland, U. F.  Schäfer, U.  Bock, 

H. C.  Korting, M.  Liebsch, M.  Schäfer-Korting, Toxicol. In Vitro 

2005, 19, 813.

[109] F. P. Schmook, J. G. Meingassner, A. Billich, Int. J. Pharm. 2001, 215, 51.

[110] R.  Koh, I.  Szeverényi, B.  Lee, S. L. I. J.  Denil, S. Y. J.  Lim, 

P. A. Benny, N. Grasset, B. K. Tan, E. B. Lane, J. Invest. Dermatol. 

2020, 140, 235.

[111] A.  Carreau, B. E.l  Hafny-Rahbi, A.  Matejuk, C.  Grillon, C.  Kieda, 

J. Cell. Mol. Med. 2011, 15, 1239.

[112] W. Wang, C. P. Winlove, C. C. Michel, J. Physiol. 2003, 549, 855.

[113] K. R.  Rivera, M. A.  Yokus, P. D.  Erb, V. A.  Pozdin, M.  Daniele, 

Analyst 2019, 144, 3190.

[114] A. Mieremet, A. Vázquez García, W. Boiten, R. van Dijk, G. Gooris, 

J. A. Bouwstra, A. El Ghalbzouri, Sci. Rep. 2019, 9, 7811.

[115] E. Fröhlich, E. Roblegg, Toxicology 2012, 291, 10.

[116] G. R. Betton, Cell Biol. Toxicol. 2013, 29, 321.

[117] OECD (2002), Test No. 420: Acute Oral Toxicity – Fixed Dose 

Procedure, OECD Publishing, Paris 2002.

[118] OECD (2002), Test No. 423: Acute Oral Toxicity – Acute Toxic Class 

Method, OECD Publishing, Paris 2002.

[119] OECD (2008), Test No. 425: Acute Oral Toxicity: Up-and-Down 

Procedure, OECD Publishing, Paris 2008.

[120] OECD (2008), Test No. 407: Repeated Dose 28-Day Oral Toxicity 

Study in Rodents, OECD Publishng, Paris 2008.

[121] OECD (2018), Test No. 408: Repeated Dose 90-Day Oral Toxicity 

Study in Rodents, OECD Publishing, Paris 2018.

[122] A.  Rodríguez-Lara, M. D.  Mesa, J.  Aragón-Vela, R. A.  Casuso, 

C. C. Vázquez, J. M. Zúñiga, J. R. Huertas, Nutrients 2019, 11, 2133.

[123] J. N. Norton, L. A. Rylander, J. L. Richards, Toxicol. In Vitro 1995, 

9, 67.

[124] M.  Klausner, S.  Ayehunie, B. A.  Breyfogle, P. W.  Wertz, L.  Bacca, 

J. Kubilus, Toxicol. In Vitro 2007, 21, 938.

[125] F.  Zanetti, A.  Sewer, C.  Mathis, A. R.  Iskandar, R.  Kostadinova, 

W. K. Schlage, P. Leroy, S. Majeed, E. Guedj, K. Trivedi, F. Martin, 

A.  Elamin, C.  Merg, N. V.  Ivanov, S.  Frentzel, M. C.  Peitsch, 

J. Hoeng, Chem. Res. Toxicol. 2016, 29, 1252.

[126] L. Pinďáková, V. Kašpárková, K. Kejlová, M. Dvořáková, D. Krsek, 

D. Jírová, L. Kašparová, Int. J. Pharm. 2017, 527, 12.

[127] A. Dongari-Bagtzoglou, H. Kashleva, Nat. Protoc. 2006, 1, 2012.

[128] K.  Moharamzadeh, I. M.  Brook, A. M.  Scutt, M. H.  Thornhill, 

R. Van Noort, J. Dent. 2008, 36, 331.

[129] M. B.  Kautsky, P.  Fleckman, B. A.  Dale, J. Invest. Dermatol. 1995, 

104, 224.

[130] D. G. Nguyen, S. L. Pentoney, Drug Discovery Today Technol. 2017, 

23, 37.

[131] T. Kumamoto, C. Hanashima, Neurosci. Res. 2014, 86, 37.

[132] S. M. G. Braun, S. Jessberger, Development 2014, 141, 1983.

[133] P. S.  Eriksson, E.  Perfilieva, T.  Björk-Eriksson, A. M.  Alborn, 

C. Nordborg, D. A. Peterson, F. H. Gage, Nat. Med. 1998, 4, 1313.

[134] A. Aranda-Anzaldo, Commun. Integr. Biol. 2012, 5, 134.

[135] C. S.  von  Bartheld, J.  Bahney, S.  Herculano-Houzel, J. Comp. 

Neurol. 2016, 524, 3865.

[136] K. A. Nave, H. B. Werner, Annu. Rev. Cell Dev. Biol. 2014, 30, 503.

[137] L. Ben Haim, D. H. Rowitch, Nat. Rev. Neurosci. 2016, 18, 31.

[138] D. Nayak, T. L. Roth, D. B. McGavern, Annu. Rev. Immunol. 2014, 

32, 367.

[139] W. Zheng, J. Toxicol., Clin. Toxicol. 2001, 39, 711.

[140] S. Weis, A. Büttner, in Handbook of Clinical Neurology, Elsevier B.V., 

Amsterdam 2018, pp. 181–192.

[141] N. A. Oberheim, T. Takano, X. Han, W. He, J. H. C. Lin, F. Wang, 

Q.  Xu, J. D.  Wyatt, W.  Pilcher, J. G.  Ojemann, B. R.  Ransom, 

S. A. Goldman, M. Nedergaard, J. Neurosci. 2009, 29, 3276.

[142] J. DeFelipe, L. Alonso-Nanclares, J. I. Arellano, J. Neurocytol. 2002, 

31, 299.

[143] M.  Schmidt, B.  Raghavan, V.  Müller, T.  Vogl, G.  Fejer, 

S. Tchaptchet, S. Keck, C. Kalis, P. J. Nielsen, C. Galanos, J. Roth, 

A.  Skerra, S. F.  Martin, M. A.  Freudenberg, M.  Goebeler, Nat. 

Immunol. 2010, 11, 814.

[144] K.  Dach, F.  Bendt, U.  Huebenthal, S.  Giersiefer, P. J.  Lein, 

H. Heuer, E. Fritsche, Sci. Rep. 2017, 7, 44861.

[145] J.  Klose, J.  Tigges, S.  Masjosthusmann, K.  Schmuck, F.  Bendt, 

U.  Hübenthal, P.  Petzsch, K.  Köhrer, K.  Koch, E.  Fritsche, ALTEX 

2020, DOI 10.14573/altex.2007201.

[146] S. C. Zhang, M. Wernig, I. D. Duncan, O. Brüstle, J. A. Thomson, 

Nat. Biotechnol. 2001, 19, 1129.

[147] H. J. Rhee, A. H. Shaib, K. Rehbach, C. K. Lee, P. Seif, C. Thomas, 

E.  Gideons, A.  Guenther, T.  Krutenko, M.  Hebisch, M.  Peitz, 

N. Brose, O. Brüstle, J. S. Rhee, Cell Rep. 2019, 27, 2212.

[148] Y. Shi, P. Kirwan, F. J. Livesey, Nat. Protoc. 2012, 7, 1836.

[149] R.  Nehme, E.  Zuccaro, S. D.  Ghosh, C.  Li, J. L.  Sherwood, 

O.  Pietilainen, L. E.  Barrett, F.  Limone, K. A.  Worringer, 

S. Kommineni, Y. Zang, D. Cacchiarelli, A. Meissner, R. Adolfsson, 

S.  Haggarty, J.  Madison, M.  Muller, P.  Arlotta, Z.  Fu, G.  Feng, 

K. Eggan, Cell Rep. 2018, 23, 2509.

[150] M. Frega, S. H. C. Van Gestel, K. Linda, J. Van Der Raadt, J. Keller, 

J. R. Van Rhijn, D. Schubert, C. A. Albers, N. N. Kasri, J. Vis. Exp. 

2017, 8, 54900.

Small 2020, 2006252



www.advancedsciencenews.com www.small-journal.com

© 2020 The Authors. Small published by Wiley-VCH GmbHSmall 2020, 2006252 2006252 (23 of 31)

[151] N.  Yang, S.  Chanda, S.  Marro, Y. H.  Ng, J. A.  Janas, D.  Haag, 

C. E.  Ang, Y.  Tang, Q.  Flores, M.  Mall, O.  Wapinski, M.  Li, 

H.  Ahlenius, J. L.  Rubenstein, H. Y.  Chang, A. A.  Buylla, 

T. C. Südhof, M. Wernig, Nat. Methods 2017, 14, 621.

[152] S. M.  Chambers, C. A.  Fasano, E. P.  Papapetrou, M.  Tomishima, 

M. Sadelain, L. Studer, Nat. Biotechnol. 2009, 27, 275.

[153] L.  Nimtz, J.  Hartmann, J.  Tigges, S.  Masjosthusmann, 

M.  Schmuck, E.  Keßel, S.  Theiss, K.  Köhrer, P.  Petzsch, 

J.  Adjaye, C.  Wigmann, D.  Wieczorek, B.  Hildebrandt, F.  Bendt, 

U. Hübenthal, G. Brockerhoff, E. Fritsche, Stem Cell Res. 2020, 45, 

101761.

[154] M.  Hofrichter, L.  Nimtz, J.  Tigges, Y.  Kabiri, F.  Schröter, 

B.  Royer-Pokora, B.  Hildebrandt, M.  Schmuck, A.  Epanchintsev, 

S. Theiss, J. Adjaye, J. M. Egly, J. Krutmann, E. Fritsche, Stem Cell 

Res. 2017, 25, 72.

[155] B. Y. Hu, J. P. Weick, J. Yu, L. X. Ma, X. Q. Zhang, J. A. Thomson, 

S. C. Zhang, Proc. Natl. Acad. Sci. USA 2010, 107, 4335.

[156] J. A.  Harrill, T.  Freudenrich, K.  Wallace, K.  Ball, T. J.  Shafer, 

W. R. Mundy, Toxicol. Appl. Pharmacol. 2018, 354, 24.

[157] E.  Rempel, L.  Hoelting, T.  Waldmann, N. V.  Balmer, 

S.  Schildknecht, M.  Grinberg, J. A.  Das Gaspar, V.  Shinde, 

R.  Stöber, R.  Marchan, C.  van  Thriel, J.  Liebing, J.  Meisig, 

N.  Blüthgen, A.  Sachinidis, J.  Rahnenführer, J. G.  Hengstler, 

M. Leist, Arch. Toxicol. 2015, 89, 1599.

[158] V. Shinde, S. Klima, P. S. Sureshkumar, K. Meganathan, S. Jagtap, 

E.  Rempel, J.  Rahnenführer, J. G.  Hengstler, T.  Waldmann, 

J. Hescheler, M. Leist, A. Sachinidis, J. Vis. Exp. 2015, 52333.

[159] N. V.  Balmer, M. K.  Weng, B.  Zimmer, V. N.  Ivanova, 

S. M. Chambers, E. Nikolaeva, S. Jagtap, A. Sachinidis, J. Hescheler, 

T. Waldmann, M. Leist, Hum. Mol. Genet. 2012, 21, 4104.

[160] F.  Pistollato, J.  Louisse, B.  Scelfo, M.  Mennecozzi, B.  Accordi, 

G.  Basso, J. A.  Gaspar, D.  Zagoura, M.  Barilari, T.  Palosaari, 

A. Sachinidis, S. Bremer-Hoffmann, Toxicol. Appl. Pharmacol. 2014, 

280, 378.

[161] S.  Masjosthusmann, C.  Siebert, U.  Hübenthal, F.  Bendt, 

J. Baumann, E. Fritsche, Chemosphere 2019, 235, 447.

[162] M.  Barenys, K.  Gassmann, C.  Baksmeier, S.  Heinz, I.  Reverte, 

M.  Schmuck, T.  Temme, F.  Bendt, T. C.  Zschauer, T. D.  Rockel, 

K. Unfried, W. Wätjen, S. M. Sundaram, H. Heuer, M. T. Colomina, 

E. Fritsche, Arch. Toxicol. 2017, 91, 827.

[163] K.  Gassmann, T.  Schreiber, M. M. L.  Dingemans, G.  Krause, 

C.  Roderigo, S.  Giersiefer, J.  Schuwald, M.  Moors, K.  Unfried, 

Å.  Bergman, R. H. S.  Westerink, C. R.  Rose, E.  Fritsche, Arch. 

Toxicol. 2014, 88, 1537.

[164] M. S. Wilson, J. R. Graham, A. J. Ball, Neurotoxicology 2014, 42, 33.

[165] M. A.  Lancaster, N. S.  Corsini, S.  Wolfinger, E. H.  Gustafson, 

A. W. Phillips, T. R. Burkard, T. Otani, F. J. Livesey, J. A. Knoblich, 

Nat. Biotechnol. 2017, 35, 659.

[166] A. M.  Pasca, S. A.  Sloan, L. E.  Clarke, Y.  Tian, C. D.  Makinson, 

N.  Huber, C. H.  Kim, J. Y.  Park, N. A.  O’Rourke, K. D.  Nguyen, 

S. J.  Smith, J. R.  Huguenard, D. H.  Geschwind, B. A.  Barres, 

S. P. Pasca, Nat. Methods 2015, 12, 671.

[167] X.  Qian, H. N.  Nguyen, M. M.  Song, C.  Hadiono, S. C.  Ogden, 

C.  Hammack, B.  Yao, G. R.  Hamersky, F.  Jacob, C.  Zhong, 

K. J.  Yoon, W.  Jeang, L.  Lin, Y.  Li, J.  Thakor, D. A.  Berg, 

C.  Zhang, E.  Kang, M.  Chickering, D.  Nauen, C. Y.  Ho, Z.  Wen, 

K. M.  Christian, P. Y.  Shi, B. J.  Maher, H.  Wu, P.  Jin, H.  Tang, 

H. Song, G. L. Ming, Cell 2016, 165, 1238.

[168] C.  Luo, M. A.  Lancaster, R.  Castanon, J. R.  Nery, J. A.  Knoblich, 

J. R. Ecker, Cell Rep. 2016, 17, 3369.

[169] A.  López-Tobón, C. E.  Villa, C.  Cheroni, S.  Trattaro, N.  Caporale, 

P.  Conforti, R.  Iennaco, M.  Lachgar, M. T.  Rigoli, B.  Marcó de 

la Cruz, P.  Lo Riso, E.  Tenderini, F.  Troglio, M.  De Simone, 

I.  Liste-Noya, G. Macino, M. Pagani, E. Cattaneo, G. Testa, Stem 

Cell Rep. 2019, 13, 847.

[170] J. A. Bagley, D. Reumann, S. Bian, J.  Lévi-Strauss, J. A. Knoblich, 

Nat. Methods 2017, 14, 743.

[171] C. M.  Abreu, L.  Gama, S.  Krasemann, M.  Chesnut, 

S.  Odwin-Dacosta, H. T.  Hogberg, T.  Hartung, D.  Pamies, Front. 

Microbiol. 2018, 9, 2766.

[172] M.  Brüll, A. S.  Spreng, S.  Gutbier, D.  Loser, A.  Krebs, M.  Reich, 

U.  Kraushaar, M.  Britschgi, C.  Patsch, M.  Leist, ALTEX 2020, 37, 

409.

[173] J.  Muffat, Y.  Li, B.  Yuan, M.  Mitalipova, A.  Omer, S.  Corcoran, 

G.  Bakiasi, L. H.  Tsai, P.  Aubourg, R. M.  Ransohoff, R.  Jaenisch, 

Nat. Med. 2016, 22, 1358.

[174] G.  Quadrato, T.  Nguyen, E. Z.  Macosko, J. L.  Sherwood, 

S. M.  Yang, D. R.  Berger, N.  Maria, J.  Scholvin, M.  Goldman, 

J. P.  Kinney, E. S.  Boyden, J. W.  Lichtman, Z. M.  Williams, 

S. A. McCarroll, P. Arlotta, Nature 2017, 545, 48.

[175] T. K.  Matsui, M.  Matsubayashi, Y. M.  Sakaguchi, R. K.  Hayashi, 

C. Zheng, K. Sugie, M. Hasegawa, T. Nakagawa, E. Mori, Neurosci. 

Lett. 2018, 670, 75.

[176] D. Pamies, P. Barreras, K. Block, G. Makri, A. Kumar, D. Wiersma, 

L.  Smirnova, C.  Zhang, J.  Bressler, K. M.  Christian, G.  Harris, 

G. L.  Ming, C. J.  Berlinicke, K.  Kyro, H.  Song, C. A.  Pardo, 

T. Hartung, H. T. Hogberg, ALTEX 2017, 34, 362.

[177] R. M.  Marton, Y.  Miura, S. A.  Sloan, Q.  Li, O.  Revah, R. J.  Levy, 

J. R. Huguenard, S. P. Pașca, Nat. Neurosci. 2019, 22, 484.

[178] G. Quadrato, P. Arlotta, Curr. Opin. Cell Biol. 2017, 49, 47.

[179] O.  Sirenko, F.  Parham, S.  Dea, N.  Sodhi, S.  Biesmans, 

S.  Mora-Castilla, K.  Ryan, M.  Behl, G.  Chandy, C.  Crittenden, 

S.  Vargas-Hurlston, O.  Guicherit, R.  Gordon, F.  Zanella, 

C. Carromeu, Toxicol. Sci. 2019, 167, 249.

[180] L.  Hoelting, B.  Scheinhardt, O.  Bondarenko, S.  Schildknecht, 

M.  Kapitza, V.  Tanavde, B.  Tan, Q. Y.  Lee, S.  Mecking, M.  Leist, 

S. Kadereit, Arch. Toxicol. 2013, 87, 721.

[181] L.  Smirnova, G.  Harris, J.  Delp, M.  Valadares, D.  Pamies, 

H. T.  Hogberg, T.  Waldmann, M.  Leist, T.  Hartung, Arch. Toxicol. 

2016, 90, 2725.

[182] D. Pamies, K. Block, P. Lau, L. Gribaldo, C. A. Pardo, P. Barreras, 

L.  Smirnova, D.  Wiersma, L.  Zhao, G.  Harris, T.  Hartung, 

H. T. Hogberg, Toxicol. Appl. Pharmacol. 2018, 354, 101.

[183] J.  Sandström, E.  Eggermann, I.  Charvet, A.  Roux, N.  Toni, 

C.  Greggio, A.  Broyer, F.  Monnet-Tschudi, L.  Stoppini, Toxicol. In 

Vitro 2017, 38, 124.

[184] M. P. Schwartz, Z. Hou, N. E. Propson, J. Zhang, C. J. Engstrom, 

V. S. Costa, P.  Jiang, B. K. Nguyen, J. M. Bolin, W. Daly, Y. Wang, 

R.  Stewart, C. D.  Page, W. L.  Murphy, J. A.  Thomson, Proc. Natl. 

Acad. Sci. USA 2015, 112, 12516.

[185] B.  Cakir, Y.  Xiang, Y.  Tanaka, M. H.  Kural, M.  Parent, Y. J.  Kang, 

K.  Chapeton, B.  Patterson, Y.  Yuan, C. S.  He, M. S. B.  Raredon, 

J. Dengelegi, K. Y. Kim, P. Sun, M. Zhong, S. Lee, P. Patra, F. Hyder, 

L. E. Niklason, S. H. Lee, Y. S. Yoon, I. H. Park, Nat. Methods 2019, 

16, 1169.

[186] M. T. Pham, K. M. Pollock, M. D. Rose, W. A. Cary, H. R. Stewart, 

P. Zhou, J. A. Nolta, B. Waldau, Neuroreport 2018, 29, 588.

[187] C. F.  Cho, J. M.  Wolfe, C. M.  Fadzen, D.  Calligaris, K.  Hornburg, 

E. A.  Chiocca, N. Y. R.  Agar, B. L.  Pentelute, S. E.  Lawler, Nat. 

Commun. 2017, 8, 15623.

[188] G. Nzou, R. T. Wicks, E. E. Wicks, S. A. Seale, C. H. Sane, A. Chen, 

S. V. Murphy, J. D. Jackson, A. J. Atala, Sci. Rep. 2018, 8, 7413.

[189] G. Adriani, D. Ma, A. Pavesi, R. D. Kamm, E. L. K. Goh, Lab Chip 

2017, 17, 448.

[190] M.  Campisi, Y.  Shin, T.  Osaki, C.  Hajal, V.  Chiono, R. D.  Kamm, 

Biomaterials 2018, 180, 117.

[191] Y. I. Wang, H. E. Abaci, M. L. Shuler, Biotechnol. Bioeng. 2017, 114, 

184.

[192] S. R.  Horman, C.  Hogan, K. D.  Reyes, F.  Lo, C.  Antczak, Future 

Med. Chem. 2015, 7, 513.

Small 2020, 2006252



www.advancedsciencenews.com www.small-journal.com

© 2020 The Authors. Small published by Wiley-VCH GmbH2006252 (24 of 31)

[193] R. I. Dmitriev, A. V. Zhdanov, Y. M. Nolan, D. B. Papkovsky, Bioma-

terials 2013, 34, 9307.

[194] K. R.  Ryan, O.  Sirenko, F.  Parham, J. H.  Hsieh, E. F.  Cromwell, 

R. R. Tice, M. Behl, Neurotoxicology 2016, 53, 271.

[195] A. M. Tukker, R. G. D. M. van Kleef, F. M. J. Wijnolts, A. de Groot, 

R. H. S. Westerink, ALTEX 2020, 37, 121.

[196] R. Mullur, Y. Y. Liu, G. A. Brent, Physiol. Rev. 2014, 94, 355.

[197] S. Horn, H. Heuer, Mol. Cell. Endocrinol. 2010, 315, 19.

[198] A. T. J. Murk, E. Rijntjes, B. J. Blaauboer, R. Clewell, K. M. Crofton, 

M. M. L. Dingemans, J. D. Furlow, R. Kavlock, J. Köhrle, R. Opitz, 

T. Traas, T. J. Visser, M. Xia, A. C. Gutleb, Toxicol. In Vitro 2013, 27, 

1320.

[199] H. J.  Steinfelder, P.  Hauser, Y.  Nakayama, S.  Radovick, 

J. H. Mcclaskey, T. Taylor, B. D. Weintraub, F. E. Wondisford, Proc. 

Natl. Acad. Sci. USA 1991, 88, 3130.

[200] T. M.  Ortiga-Carvalho, M. I.  Chiamolera, C. C.  Pazos-Moura, 

F. E. Wondisford, Compr. Physiol. 2016, 6, 1387.

[201] G. Dai, O. Levy, N. Carrasco, Nature 1996, 379, 458.

[202] D. P. Carvalho, C. Dupuy, Mol. Cell. Endocrinol. 2017, 458, 6.

[203] C. E. Citterio, H. M. Targovnik, P. Arvan, Nat. Rev. Endocrinol. 2019, 

15, 323.

[204] C. Di Cosmo, X. H. Liao, A. M. Dumitrescu, N. J. Philp, R. E. Weiss, 

S. Refetoff, J. Clin. Invest. 2010, 120, 3377.

[205] F. Brucker-Davis, Thyroid 1998, 8, 827.

[206] OECD (2018), Test No. 414: Prenatal Developmental Toxicity Study, 

OECD Publishing, Paris 2018.

[207] OECD (1995), Test No. 421: Reproduction/Developmental Toxicity 

Screening Test, OECD Publishing, Paris 1995.

[208] OECD (2016), Test No. 422: Combined Repeated Dose Toxicity Study 

with the Reproduction/Developmental Toxicity Screening Test, OECD 

Publishing, Paris 2016, p. 2016.

[209] OECD (2018), Test No. 443: Extended One-Generation Reproductive 

Toxicity Study, OECD Publishing, Paris 2018.

[210] N.  Andersson, M.  Arena, D.  Auteri, S.  Barmaz, E.  Grignard, 

A.  Kienzler, P.  Lepper, A. M.  Lostia, S.  Munn, J. M.  Parra Morte, 

F.  Pellizzato, J.  Tarazona, A.  Terron, S.  Van der Linden, EFSA J. 

2018, 16, e05311.

[211] U.S. Environmental Protection Agency, Endocrine Disruptor 

Screening Program (EDSP) Comprehensive Management Plans, 

Washington, D.C. 2014.

[212] OECD (2017), New Scoping Document on in Vitro and Ex Vivo Assays 

for the Identification of Modulators of Thyroid Hormone Signalling, 

OECD Publishing, Paris 2017.

[213] P. D.  Noyes, K. P.  Friedman, P.  Browne, J. T.  Haselman, 

M. E.  Gilbert, M. W.  Hornung, S.  Barone, K. M.  Crofton, 

S. C. Laws, T. E. Stoker, S. O. Simmons, J. E. Tietge, S. J. Degitz, 

Environ. Health Perspect. 2019, 127, 95001.

[214] R. S. Thomas, T. Bahadori, T. J. Buckley, J. Cowden, C. Deisenroth, 

K. L.  Dionisio, J. B.  Frithsen, C. M.  Grulke, M. R.  Gwinn, 

J. A.  Harrill, M.  Higuchi, K. A.  Houck, M. F.  Hughes, E.  Sidney 

Hunter, K. K.  Isaacs, R. S.  Judson, T. B.  Knudsen, J. C.  Lambert, 

M.  Linnenbrink, T. M.  Martin, S. R.  Newton, S.  Padilla, 

G.  Patlewicz, K.  Paul-Friedman, K. A.  Phillips, A. M.  Richard, 

R.  Sams, T. J.  Shafer, R. W.  Setzer, I.  Shah, J. E.  Simmons, 

S. O.  Simmons, A.  Singh, J. R.  Sobus, M.  Strynar, A.  Swank, 

R.  Tornero-Valez, E. M.  Ulrich, D. L.  Villeneuve, J. F.  Wambaugh, 

B. A. Wetmore, A. J. Williams, Toxicol. Sci. 2019, 169, 317.

[215] C.  Thomas-Morvan, B.  Caillou, M.  Schlumberger, P.  Fragu, Biol. 

Cell 1988, 62, 247.

[216] C.  Massart, B.  Hody, D.  Condé, G.  Leclech, G.  Edan, M.  Nicol, 

Mol. Cell. Endocrinol. 1988, 56, 227.

[217] E. A.  Bulanova, E. V.  Koudan, J.  Degosserie, C.  Heymans, 

F. D. A. S. Pereira, V. A. Parfenov, Y. Sun, Q. Wang, S. A. Akhmedova, 

I. K.  Sviridova, N. S.  Sergeeva, G. A.  Frank, Y. D.  Khesuani, 

C. E. Pierreux, V. A. Mironov, Biofabrication 2017, 9, 34105.

[218] Y.  Saito, N.  Onishi, H.  Takami, R.  Seishima, H.  Inoue, Y.  Hirata, 

K.  Kameyama, K.  Tsuchihashi, E.  Sugihara, S.  Uchino, K.  Ito, 

H.  Kawakubo, H.  Takeuchi, Y.  Kitagawa, H.  Saya, O.  Nagano, 

Biochem. Biophys. Res. Commun. 2018, 497, 783.

[219] C.  Deisenroth, V. Y.  Soldatow, J.  Ford, W.  Stewart, C.  Brinkman, 

E. L.  Lecluyse, D. K. MacMillan, R. S. Thomas, Toxicol. Sci. 2020, 

174, 63.

[220] J.  Coclet, F.  Foureau, P.  Ketelbant, P.  Galand, J. E.  Dumont, Clin. 

Endocrinol. 1989, 31, 655.

[221] R. Ma, R. Latif, T. F. Davies, Thyroid 2015, 25, 455.

[222] F.  Antonica, D. F.  Kasprzyk, R.  Opitz, M.  Iacovino, X. H.  Liao, 

A. M. Dumitrescu, S. Refetoff, K. Peremans, M. Manto, M. Kyba, 

S. Costagliola, Nature 2012, 491, 66.

[223] A. A.  Kurmann, M.  Serra, F.  Hawkins, S. A.  Rankin, M.  Mori, 

I.  Astapova, S.  Ullas, S.  Lin, M.  Bilodeau, J.  Rossant, J. C.  Jean, 

L.  Ikonomou, R. R.  Deterding, J. M.  Shannon, A. M.  Zorn, 

A. N. Hollenberg, D. N. Kotton, Cell Stem Cell 2015, 17, 527.

[224] K.  Dame, S.  Cincotta, A. H.  Lang, R. M.  Sanghrajka, L.  Zhang, 

J.  Choi, L.  Kwok, T.  Wilson, M. M.  Kańduła, S.  Monti, 

A. N. Hollenberg, P. Mehta, D. N. Kotton, L. Ikonomou, Stem Cell 

Rep. 2017, 8, 216.

[225] A.  Arauchi, K.  Matsuura, T.  Shimizu, T.  Okano, Front. Endocrinol. 

2017, 8, 22.

[226] R. Ma, S. A. Morshed, R. Latif, T. F. Davies, Front. Endocrinol. 2015, 

6, 56.

[227] Y. Yang, Y. Lu, T. Chen, S. Zhang, B. Chu, Y. Gong, W. Zhao, J. Zhu, 

Y. Liu, Int. J. Dev. Biol. 2016, 60, 85.

[228] H.  Suga, T.  Kadoshima, M.  Minaguchi, M.  Ohgushi, M.  Soen, 

T.  Nakano, N.  Takata, T.  Wataya, K.  Muguruma, H.  Miyoshi, 

S. Yonemura, Y. Oiso, Y. Sasai, Nature 2011, 480, 57.

[229] C.  Ozone, H.  Suga, M.  Eiraku, T.  Kadoshima, S.  Yonemura, 

N. Takata, Y. Oiso, T. Tsuji, Y. Sasai, Nat. Commun. 2016, 7, 10351.

[230] T.  Kasai, H.  Suga, M.  Sakakibara, C.  Ozone, R.  Matsumoto, 

M.  Kano, K.  Mitsumoto, K.  Ogawa, Y.  Kodani, H.  Nagasaki, 

N.  Inoshita, M.  Sugiyama, T.  Onoue, T.  Tsunekawa, Y.  Ito, 

H.  Takagi, D.  Hagiwara, S.  Iwama, M.  Goto, R.  Banno, 

J. Takahashi, H. Arima, Cell Rep. 2020, 30, 18.

[231] P. Gehr, M. Bachofen, E. R. Weibel, Respir. Physiol. 1978, 32, 121.

[232] E. Fröhlich, A. Mercuri, S. Wu, S. Salar-Behzadi, Front. Pharmacol. 

2016, 7, 181.

[233] T. J. Franks, T. V. Colby, W. D. Travis, R. M. Tuder, H. Y. Reynolds, 

A. R. Brody, W. V. Cardoso, R. G. Crystal, C. J. Drake, J. Engelhardt, 

M.  Frid, E.  Herzog, R.  Mason, S. H.  Phan, S. H.  Randell, 

M. C.  Rose, T.  Stevens, J.  Serge, M. E.  Sunday, J. A.  Voynow, 

B. M. Weinstein, J. Whitsett, M. C. Williams, Proc. Am. Thorac. Soc. 

2008, 5, 763.

[234] OECD (2018), Guidance Document on Inhalation Toxicity Studies, 

OECD Publishing, Paris,  2018.

[235] H. G. Hoymann, J. Pharmacol. Toxicol. Methods 2007, 55, 16.

[236] L. C. Chen, M. Lippmann, Curr. Protoc. Toxicol. 2015, 63, 24.4.1.

[237] P. S. Hiemstra, G. Grootaers, A. M. van der Does, C. A. M. Krul, 

I. M. Kooter, Toxicol. In Vitro 2018, 47, 137.

[238] J. D.  Crapo, B. E.  Barry, P.  Gehr, M.  Bachofen, E. R.  Weibel, Am. 

Rev. Respir. Dis. 1982, 126, 332.

[239] D. E.  Johnson, M. K.  Georgieff, Am. Rev. Respir. Dis. 1989, 140, 

1807.

[240] K. U. Hong, S. D. Reynolds, S. Watkins, E. Fuchs, B. R. Stripp, Am. 

J. Pathol. 2004, 164, 577.

[241] B. D. Uhal, K. M. Flowers, D. E. Rannels, Am. J. Physiol. Cell. Mol. 

Physiol. 1991, 261, 110.

[242] M. A. Medinsky, J. A. Bond, Toxicology 2001, 160, 165.

[243] M. Lippmann, D. B. Yeates, R. E. Albert, Br. J. Ind. Med. 1980, 37, 

337.

[244] B.  Asgharian, T. P.  Owen, E. D.  Kuempel, A. M.  Jarabek, Toxicol. 

Appl. Pharmacol. 2018, 361, 27.

Small 2020, 2006252



www.advancedsciencenews.com www.small-journal.com

© 2020 The Authors. Small published by Wiley-VCH GmbHSmall 2020, 2006252 2006252 (25 of 31)

[245] T. T. Crocker, T. V. O’Donnell, L. L. Nunes, Cancer Res. 1973, 33, 88.

[246] J. E. Craighead, B. T. Mossman, B. J. Bradley, Environ. Health Per-

spect. 1980, 34, 37.

[247] U. Mohr, M. Emura, Food Chem. Toxicol. 1985, 23, 233.

[248] K. E.  Driscoll, J. M.  Carter, P. T.  Iype, H. L.  Kumari, L. L.  Crosby, 

M. J. Aardema, R. J.  Isfort, D. Cody, M. H. Chestnut, J. L. Burns, 

R. A. LeBoeuf, In Vitro Cell. Dev. Biol.: Anim. 1995, 31, 516.

[249] M. Lieber, G. Todaro, B. Smith, A. Szakal, W. Nelson-Rees, Int. J. 

Cancer 1976, 17, 62.

[250] I. W. H.  Jarvis, Z.  Enlo-Scott, E.  Nagy, I. S.  Mudway, T. D.  Tetley, 

V. M. Arlt, D. H. Phillips, Environ. Mol. Mutagen. 2018, 59, 290.

[251] N.  Fujino, H.  Kubo, C.  Ota, T.  Suzuki, S.  Suzuki, M.  Yamada, 

T. Takahashi, M. He, T. Suzuki, T. Kondo, M. Yamaya, Am. J. Respir. 

Cell Mol. Biol. 2012, 46, 422.

[252] P.  Khan, K.  Fytianos, L.  Tamò, M.  Roth, M.  Tamm, T.  Geiser, 

A. Gazdhar, K. E. Hostettler, Respir. Res. 2018, 19, 204.

[253] M. A. Shatos, J. M. Doherty, J. P. Marsh, B. T. Mossman, Environ. 

Res. 1987, 44, 103.

[254] G.  Vietti, S.  Ibouraadaten, M.  Palmai-Pallag, Y.  Yakoub, C.  Bailly, 

I.  Fenoglio, E.  Marbaix, D.  Lison, S.  van  den Brule, Part. Fibre 

Toxicol. 2013, 10, 52.

[255] A. C. Allison, J. S. Harington, M. Birbeck, J. Exp. Med. 1966, 124, 

141.

[256] M. C.  Jaurand, J.  Bignon, A.  Gaudichet, L.  Magne, A.  Oblin, 

Environ. Res. 1978, 17, 216.

[257] P. Gosset, P. Lassalle, D. Vanhée, B. Wallaert, C. Aerts, C. Voisin, 

A. B. Tonnel, Am. J. Respir. Cell Mol. Biol. 1991, 5, 431.

[258] R. P. F. Schins, P. J. A. Borm, Ann. Occup. Hyg. 1999, 43, 7.

[259] A. M. Knaapen, R. P. F. Schins, P. J. A. Borm, F. J.  van Schooten, 

Carcinogenesis 2005, 26, 1642.

[260] F.  Herzog, M. J. D.  Clift, F.  Piccapietra, R.  Behra, O.  Schmid, 

A. Petri-Fink, B. Rothen-Rutishauser, Part. Fibre Toxicol. 2013, 10, 11.

[261] S. G. Klein, T. Serchi, L. Hoffmann, B. Blömeke, A. C. Gutleb, Part. 

Fibre Toxicol. 2013, 10, 31.

[262] H. Batra, V. B. Antony, J. Thorac. Dis. 2015, 7, 964.

[263] C. Blanquart, M. C. Jaurand, D. Jean, Front. Oncol. 2020, 10, 388.

[264] A.  Renier, M.  Yegles, A.  Buard, H.  Dong, L.  Kheuang, 

L. Saint-Etienne, P. Laurent, M. C. Jaurand, Cell Biol. Toxicol. 1992, 

8, 133.

[265] F. A. Murphy, A. Schinwald, C. A. Poland, K. Donaldson, Part. Fibre 

Toxicol. 2012, 9, 8.

[266] M. I. Hermanns, R. E. Unger, K. Kehe, K. Peters, C. J. Kirkpatrick, 

Lab. Invest. 2004, 84, 736.

[267] K.  Luyts, D.  Napierska, D.  Dinsdale, S. G.  Klein, T.  Serchi, 

P. H. M. Hoet, Toxicol. In Vitro 2015, 29, 234.

[268] A.  Costa, C.  de  Souza Carvalho-Wodarz, V.  Seabra, B.  Sarmento, 

C. M. Lehr, Acta Biomater. 2019, 91, 235.

[269] K. B.  Adler, P. W.  Cheng, K. C.  Kim, Am. J. Respir. Cell Mol. Biol. 

1990, 2, 145.

[270] F. Blank, B. M. Rothen-Rutishauser, S. Schurch, P. Gehr, J. Aerosol 

Med. 2006, 19, 392.

[271] G. Lacroix, W. Koch, D. Ritter, A. C. Gutleb, S. T. Larsen, T. Loret, 

F.  Zanetti, S.  Constant, S.  Chortarea, B.  Rothen-Rutishauser, 

P. S.  Hiemstra, E.  Frejafon, P.  Hubert, L.  Gribaldo, P.  Kearns, 

J. M. Aublant, S. Diabaté, C. Weiss, A. De Groot, I. Kooter, Appl. In 

Vitro Toxicol. 2018, 4, 91.

[272] S.  Huang, B.  Boda, J.  Vernaz, E.  Ferreira, L.  Wiszniewski, 

S. Constant, Eur. J. Pharm. Biopharm. 2017, 118, 68.

[273] M.  Liu, S. J. M.  Skinner, J.  Xu, R. N. N.  Han, A. K.  Tanswell, 

M. Post, Am. J. Physiol.: Lung Cell. Mol. Physiol. 1992, 263, 376.

[274] U.  Savla, C. M.  Waters, Am. J. Physiol.: Lung Cell. Mol. Physiol. 

1998, 274, 883.

[275] C.  Schmitz, J.  Welck, I.  Tavernaro, M.  Grinberg, J.  Rahnenführer, 

A. K. Kiemer, C. van Thriel, J. G. Hengstler, A. Kraegeloh, Nanotoxi-

cology 2019, 13, 1227.

[276] D.  Huh, D. C.  Leslie, B. D.  Matthews, J. P.  Fraser, S.  Jurek, 

G. A. Hamilton, K. S. Thorneloe, M. A. McAlexander, D. E. Ingber, 

Sci. Transl. Med. 2012, 4, 159ra147.

[277] S. Gotoh, I.  Ito, T. Nagasaki, Y. Yamamoto, S. Konishi, Y. Korogi, 

H. Matsumoto, S. Muro, T. Hirai, M. Funato, S. I. Mae, T. Toyoda, 

A.  Sato-Otsubo, S.  Ogawa, K.  Osafune, M.  Mishima, Stem Cell 

Rep. 2014, 3, 394.

[278] M. C.  Basil, J.  Katzen, A. E.  Engler, M.  Guo, M. J.  Herriges, 

J. J.  Kathiriya, R.  Windmueller, A. B.  Ysasi, W. J.  Zacharias, 

H. A. Chapman, D. N. Kotton, J. R. Rock, H. W. Snoeck, G. Vunjak-

Novakovic, J. A. Whitsett, E. E. Morrisey, Cell Stem Cell 2020, 26, 

482.

[279] C. Coraux, B. Nawrocki-Raby, J. Hinnrasky, C. Kileztky, D. Gaillard, 

C. Dani, E. Puchelle, Am. J. Respir. Cell Mol. Biol. 2005, 32, 87.

[280] B. Mehrad, M. P. Keane, B. N. Gomperts, R. M. Strieter, Expert Rev. 

Respir. Med. 2007, 1, 157.

[281] L.  Srikanth, K.  Venkatesh, M. M.  Sunitha, P. S.  Kumar, 

C.  Chandrasekhar, B.  Vengamma, P. V. G. K.  Sarma, Biotechnol. 

Lett. 2016, 38, 237.

[282] M. D. Green, A. Chen, M. C. Nostro, S. L. D’Souza, C. Schaniel, 

I. R. Lemischka, V. Gouon-Evans, G. Keller, H. W. Snoeck, Nat. Bio-

technol. 2011, 29, 267.

[283] F. Hawkins, D. N. Kotton, Ann. Am. Thorac. Soc. 2015, 12, S50.

[284] M.  Ghaedi, L. E.  Niklason, in Methods in Molecular Biology, 

Humana Press Inc., Totowa 2019, pp. 55–92.

[285] P.  Pimton, S.  Lecht, C. T.  Stabler, G.  Johannes, E. S.  Schulman, 

P. I. Lelkes, Stem Cells Dev. 2015, 24, 663.

[286] T. Y. Ling, Y. L. Liu, Y. K. Huang, S. Y. Gu, H. K. Chen, C. C. Ho, 

P. N.  Tsao, Y. C.  Tung, H. W.  Chen, C. H.  Cheng, K. H.  Lin, 

F. H. Lin, Biomaterials 2014, 35, 5660.

[287] Y.  Yamamoto, S.  Gotoh, Y.  Korogi, M.  Seki, S.  Konishi, S.  Ikeo, 

N.  Sone, T.  Nagasaki, H.  Matsumoto, S.  Muro, I.  Ito, T.  Hirai, 

T. Kohno, Y. Suzuki, M. Mishima, Nat. Methods 2017, 14, 1097.

[288] S. X. L.  Huang, M. D.  Green, A. T.  De Carvalho, M.  Mumau, 

Y. W. Chen, S. L. D’souza, H. W. Snoeck, Nat. Protoc. 2015, 10, 413.

[289] A. J. Miller, B. R. Dye, D. Ferrer-Torres, D. R. Hill, A. W. Overeem, 

L. D. Shea, J. R. Spence, Nat. Protoc. 2019, 14, 518.

[290] X. Zhang, T. Jiang, D. Chen, Q. Wang, L. W. Zhang, Crit. Rev. Tox-

icol. 2020, 50, 279.

[291] M. F. Beers, Y. Moodley, Am. J. Respir. Cell Mol. Biol. 2017, 57, 18.

[292] Y. W.  Chen, S. X.  Huang, A. L. R. T.  De Carvalho, 

S. H. Ho, M. N. Islam, S. Volpi, L. D. Notarangelo, M. Ciancanelli, 

J. L.  Casanova, J.  Bhattacharya, A. F.  Liang, L. M.  Palermo, 

M.  Porotto, A.  Moscona, H. W.  Snoeck, Nat. Cell Biol. 2017,  

19, 542.

[293] A.  Jacob, M.  Morley, F.  Hawkins, K. B.  McCauley, J. C.  Jean, 

H. Heins, C. L. Na, T. E. Weaver, M. Vedaie, K. Hurley, A. Hinds, 

S. J.  Russo, S.  Kook, W.  Zacharias, M.  Ochs, K.  Traber, 

L. J.  Quinton, A.  Crane, B. R.  Davis, F. V.  White, J.  Wambach, 

J. A.  Whitsett, F. S.  Cole, E. E.  Morrisey, S. H.  Guttentag, 

M. F. Beers, D. N. Kotton, Cell Stem Cell 2017, 21, 472.

[294] R.  Wang, K. B.  McCauley, D. N.  Kotton, F.  Hawkins, in Methods 

Cell Biol., Academic Press Inc., Cambridge 2020, pp. 95–114.

[295] J. C. Nawroth, R. Barrile, D. Conegliano, S. van Riet, P. S. Hiemstra, 

R. Villenave, Adv. Drug Delivery Rev. 2019, 140, 12.

[296] Y. Ding, P. Weindl, A. G. Lenz, P. Mayer, T. Krebs, O. Schmid, Part. 

Fibre Toxicol. 2020, 17, 44.

[297] M. R. Tanner, C. Beeton, Front. Biosci., Landmark 2018, 23, 43.

[298] M.  Bauer, in Basic Science In Anesthesia, Springer International 

Publishing, Basel, 2017, pp. 195–228.

[299] N. Ferri, P. Siegl, A. Corsini, J. Herrmann, A. Lerman, R. Benghozi, 

Pharmacol. Ther. 2013, 138, 470.

[300] M. Takeda, S. Miyagawa, S. Fukushima, A. Saito, E. Ito, A. Harada, 

R.  Matsuura, H.  Iseoka, N.  Sougawa, N.  Mochizuki-Oda, 

M. Matsusaki, M. Akashi, Y. Sawa, Tissue Eng., Part C 2018, 24, 56.

Small 2020, 2006252



www.advancedsciencenews.com www.small-journal.com

© 2020 The Authors. Small published by Wiley-VCH GmbH2006252 (26 of 31)

[301] T.  Jin, B.  Hu, S.  Chen, Q.  Wang, X.  Dong, Y.  Zhang, Y.  Zhu, 

Z. Zhang, Front. Pharmacol. 2018, 9, 577.

[302] J.  Cuadros, N.  Dugarte, S.  Wong, P.  Vanegas, V.  Morocho, 

R. Medina, J. Healthcare Eng. 2019, 2019, 6371871.

[303] B. Darpo, Br. J. Pharmacol. 2010, 159, 49.

[304] B. D.  Guth, S.  Germeyer, W.  Kolb, M.  Markert, J. Pharmacol.  

Toxicol. Methods 2004, 49, 159.

[305] I. Cavero, W. Crumb, Expert Opin. Drug Saf. 2005, 4, 509.

[306] C. L. Mummery, Stem Cell Rep. 2018, 11, 1306.

[307] M. Zhang, J. S. Schulte, A. Heinick, I. Piccini, J. Rao, R. Quaranta, 

D.  Zeuschner, D.  Malan, K. P.  Kim, A.  Röpke, P.  Sasse, 

M. Araúzo-Bravo, G. Seebohm, H. Schöler, L. Fabritz, P. Kirchhof, 

F. U. Müller, B. Greber, Stem Cells 2015, 33, 1456.

[308] P. W.  Burridge, E.  Matsa, P.  Shukla, Z. C.  Lin, J. M.  Churko, 

A. D.  Ebert, F.  Lan, S.  Diecke, B.  Huber, N. M.  Mordwinkin, 

J. R. Plews, O. J. Abilez, B. Cui, J. D. Gold, J. C. Wu, Nat. Methods 

2014, 11, 855.

[309] X.  Lian, J.  Zhang, S. M.  Azarin, K.  Zhu, L. B.  Hazeltine, X.  Bao, 

C. Hsiao, T. J. Kamp, S. P. Palecek, Nat. Protoc. 2013, 8, 162.

[310] H.  Ando, T.  Yoshinaga, W.  Yamamoto, K.  Asakura, T.  Uda, 

T.  Taniguchi, A.  Ojima, T.  Osada, S.  Hayashi, C.  Kasai, 

N.  Miyamoto, H.  Tashibu, D.  Yamazaki, A.  Sugiyama, Y.  Kanda, 

K. Sawada, Y. Sekino, H. Ando, T. Yoshinaga, K. Asakura, T. Osada, 

S.  Hayashi, C.  Kasai, H.  Tashibu, A.  Sugiyama, K.  Sawada, 

Y. Sekino, H. Ando, T. Uda, T. Yoshinaga, T. Taniguchi, A. Ojima, 

R.  Shinkyo, K.  Kikuchi, N.  Miyamoto, K.  Sawada, W.  Yamamoto, 

K.  Asakura, S.  Hayashi, T.  Osada, C.  Kasai, H.  Tashibu, 

D.  Yamazaki, Y.  Kanda, Y.  Sekino, A.  Sugiyama, J. Pharmacol.  

Toxicol. Methods 2017, 84, 111.

[311] M.  Shi, N. T.  Tien, L.  de  Haan, J.  Louisse, I. M. C. M.  Rietjens, 

H. Bouwmeester, Toxicol. In Vitro 2020, 67, 104891.

[312] S.  Stoelzle, A.  Haythornthwaite, R.  Kettenhofen, E.  Kolossov, 

H.  Bohlen, M.  George, A.  Brüggemann, N.  Fertig, J. Biomol. 

Screen. 2011, 16, 910.

[313] K.  Blinova, J.  Stohlman, J.  Vicente, D.  Chan, L.  Johannesen, 

M. P. Hortigon-Vinagre, V. Zamora, G. Smith, W. J. Crumb, L. Pang, 

B. Lyn-Cook, J. Ross, M. Brock, S. Chvatal, D. Millard, L. Galeotti, 

N. Stockbridge, D. G. Strauss, Toxicol. Sci. 2017, 155, 234.

[314] T.  Colatsky, B.  Fermini, G.  Gintant, J. B.  Pierson, P.  Sager, 

Y.  Sekino, D. G.  Strauss, N.  Stockbridge, J. Pharmacol. Toxicol. 

Methods 2016, 81, 15.

[315] K.  Blinova, Q.  Dang, D.  Millard, G.  Smith, J.  Pierson, L.  Guo, 

M.  Brock, H. R.  Lu, U.  Kraushaar, H.  Zeng, H.  Shi, X.  Zhang, 

K.  Sawada, T.  Osada, Y.  Kanda, Y.  Sekino, L.  Pang, T. K.  Feaster, 

R.  Kettenhofen, N.  Stockbridge, D. G.  Strauss, G.  Gintant, Cell 

Rep. 2018, 24, 3582.

[316] B. R.  Berridge, A. E.  Schultze, J. R.  Heyen, G. H.  Searfoss, 

R. D. Sarazan, ILAR J. 2016, 57, 120.

[317] G.  Gintant, P. T.  Sager, N.  Stockbridge, Nat. Rev. Drug Discovery 

2016, 15, 457.

[318] E. G. Navarrete, P.  Liang, F.  Lan, V. Sanchez-Freire, C. Simmons, 

T. Gong, A. Sharma, P. W. Burridge, B. Patlolla, A. S. Lee, H. Wu, 

R. E. Beygui, S. M. Wu, R. C. Robbins, D. M. Bers, J. C. Wu, Circu-

lation 2013, 128.

[319] A. Sharma, W. L. McKeithan, R. Serrano, T. Kitani, P. W. Burridge, 

J. C.  del  Álamo, M.  Mercola, J. C.  Wu, Nat. Protoc. 2018, 13,  

3018.

[320] Y. K. Kurokawa, M. R. Shang, R. T. Yin, S. C. George, Toxicol. Lett. 

2018, 285, 74.

[321] B.  Nugraha, M. F.  Buono, L.  von  Boehmer, S. P.  Hoerstrup, 

M. Y. Emmert, Clin. Pharmacol. Ther. 2019, 105, 79.

[322] L.  Polonchuk, M.  Chabria, L.  Badi, J. C.  Hoflack, G.  Figtree, 

M. J. Davies, C. Gentile, Sci. Rep. 2017, 7, 7005.

[323] C. R.  Archer, R.  Sargeant, J.  Basak, J.  Pilling, J. R.  Barnes, 

A. Pointon, Sci. Rep. 2018, 8, 10160.

[324] M.  Kawatou, H.  Masumoto, H.  Fukushima, G.  Morinaga, 

R. Sakata, T. Ashihara, J. K. Yamashita, Nat. Commun. 2017, 8, 1078.

[325] D. Hu, A. Linders, A. Yamak, C. Correia, J. D. Kijlstra, A. Garakani, 

L.  Xiao, D. J.  Milan, P.  Van Der Meer, M.  Serra, P. M.  Alves, 

I. J. Domian, Circ. Res. 2018, 123, 1066.

[326] T. Kietzmann, Redox Biol. 2017, 11, 622.

[327] H.  Rashidi, S.  Alhaque, D.  Szkolnicka, O.  Flint, D. C.  Hay, Arch. 

Toxicol. 2016, 90, 1757.

[328] M.  Hay, D. W.  Thomas, J. L.  Craighead, C.  Economides, 

J. Rosenthal, Nat. Biotechnol. 2014, 32, 40.

[329] M. Z. Sakatis, M. J. Reese, A. W. Harrell, M. A. Taylor, I. A. Baines, 

L.  Chen, J. C.  Bloomer, E. Y.  Yang, H. M.  Ellens, J. L.  Ambroso, 

C. A.  Lovatt, A. D.  Ayrton, S. E.  Clarke, Chem. Res. Toxicol. 2012,  

25, 2067.

[330] J. L. Stevens, T. K. Baker, Drug Discovery Today 2009, 14, 162.

[331] N. Kaplowitz, Nat. Rev. Drug Discovery 2005, 4, 489.

[332] T. Hartung, Nature 2009, 460, 208.

[333] A.  Natale, K.  Vanmol, A.  Arslan, S.  Van Vlierberghe, P.  Dubruel, 

J.  Van Erps, H.  Thienpont, M.  Buzgo, J.  Boeckmans, J.  De Kock, 

T. Vanhaecke, V. Rogiers, R. M. Rodrigues, Arch. Toxicol. 2019, 93, 1789.

[334] P.  Godoy, N. J.  Hewitt, U.  Albrecht, M. E.  Andersen, N.  Ansari, 

S.  Bhattacharya, J. G.  Bode, J.  Bolleyn, C.  Borner, J.  Böttger, 

A.  Braeuning, R. A.  Budinsky, B.  Burkhardt, N. R.  Cameron, 

G. Camussi, C. S. Cho, Y. J. Choi, J. Craig Rowlands, U. Dahmen, 

G. Damm, O. Dirsch, M. T. Donato, J. Dong, S. Dooley, D. Drasdo, 

R.  Eakins, K. S.  Ferreira, V.  Fonsato, J.  Fraczek, R.  Gebhardt, 

A. Gibson, M. Glanemann, C. E. P. Goldring, M. J. Gómez-Lechón, 

G. M. M.  Groothuis, L.  Gustavsson, C.  Guyot, D.  Hallifax, 

S.  Hammad, A.  Hayward, D.  Häussinger, C.  Hellerbrand, 

P. Hewitt, S. Hoehme, H. G. Holzhütter, J. B. Houston, J. Hrach, 

K. Ito, H. Jaeschke, V. Keitel, J. M. Kelm, B. Kevin Park, C. Kordes, 

G. A.  Kullak-Ublick, E. L.  Lecluyse, P.  Lu, J.  Luebke-Wheeler, 

A.  Lutz, D. J.  Maltman, M.  Matz-Soja, P.  McMullen, I.  Merfort, 

S.  Messner, C.  Meyer, J.  Mwinyi, D. J.  Naisbitt, A. K.  Nussler, 

P.  Olinga, F.  Pampaloni, J.  Pi, L.  Pluta, S. A.  Przyborski, 

A. Ramachandran, V. Rogiers, C. Rowe, C. Schelcher, K. Schmich, 

M.  Schwarz, B.  Singh, E. H. K.  Stelzer, B.  Stieger, R.  Stöber, 

Y.  Sugiyama, C.  Tetta, W. E.  Thasler, T.  Vanhaecke, M.  Vinken, 

T. S.  Weiss, A.  Widera, C. G.  Woods, J. J.  Xu, K. M.  Yarborough, 

J. G. Hengstler, Arch. Toxicol. 2013, 87, 1315.

[335] V. M.  Lauschke, D. F. G.  Hendriks, C. C.  Bell, T. B.  Andersson, 

M. Ingelman-Sundberg, Chem. Res. Toxicol. 2016, 29, 1936.

[336] W. L. Thompson, T. Takebe, in Methods in Cell Biology, Academic 

Press Inc., Cambridge 2020, pp. 47–68.

[337] C. C.  Bell, D. F. G.  Hendriks, S. M. L.  Moro, E.  Ellis, J.  Walsh, 

A. Renblom, L. Fredriksson Puigvert, A. C. A. Dankers, F.  Jacobs, 

J.  Snoeys, R. L.  Sison-Young, R. E.  Jenkins, Å.  Nordling, 

S.  Mkrtchian, B. K.  Park, N. R.  Kitteringham, C. E. P.  Goldring, 

V. M. Lauschke, M. Ingelman-Sundberg, Sci. Rep. 2016, 6, 25187.

[338] W. R.  Proctor, A. J.  Foster, J.  Vogt, C.  Summers, B.  Middleton, 

M. A.  Pilling, D.  Shienson, M.  Kijanska, S.  Ströbel, J. M.  Kelm, 

P. Morgan, S. Messner, D. Williams, Arch. Toxicol. 2017, 91, 2849.

[339] X. Ma, X. Qu, W. Zhu, Y. S. Li, S. Yuan, H. Zhang, J. Liu, P. Wang, 

C. S. E.  Lai, F.  Zanella, G. S.  Feng, F.  Sheikh, S.  Chien, S.  Chen, 

Proc. Natl. Acad. Sci. USA 2016, 113, 2206.

[340] F.  Tonon, G. G.  Giobbe, A.  Zambon, C.  Luni, O.  Gagliano, 

A. Floreani, G. Grassi, N. Elvassore, Sci. Rep. 2019, 9, 13557.

[341] J. Ahn, J. H. Ahn, S. Yoon, Y. S. Nam, M. Y. Son, J. H. Oh, J. Biol. 

Eng. 2019, 13, 22.

[342] Y. B.  Kang, J.  Eo, B.  Bulutoglu, M. L.  Yarmush, O. B.  Usta, Bio-

technol. Bioeng. 2020, 117, 763.

[343] F. A. Grimm, Y. Iwata, O. Sirenko, M. Bittner, I. Rusyn, Assay Drug 

Dev. Technol. 2015, 13, 529.

[344] O.  Sirenko, J.  Hesley, I.  Rusyn, E. F.  Cromwell, Assay Drug Dev. 

Technol. 2014, 12, 43.

Small 2020, 2006252



www.advancedsciencenews.com www.small-journal.com

© 2020 The Authors. Small published by Wiley-VCH GmbHSmall 2020, 2006252 2006252 (27 of 31)

[345] P.  Horvath, N.  Aulner, M.  Bickle, A. M.  Davies, E.  Del Nery, 

D.  Ebner, M. C.  Montoya, P.  Östling, V.  Pietiäinen, L. S.  Price, 

S. L. Shorte, G. Turcatti, C. Von Schantz, N. O. Carragher, Nat. Rev. 

Drug Discovery 2016, 15, 751.

[346] T. Takebe, K. Sekine, M. Kimura, E. Yoshizawa, S. Ayano, M. Koido, 

S.  Funayama, N.  Nakanishi, T.  Hisai, T.  Kobayashi, T.  Kasai, 

R.  Kitada, A.  Mori, H.  Ayabe, Y.  Ejiri, N.  Amimoto, Y.  Yamazaki, 

S. Ogawa, M. Ishikawa, Y. Kiyota, Y. Sato, K. Nozawa, S. Okamoto, 

Y. Ueno, H. Taniguchi, Cell Rep. 2017, 21, 2661.

[347] R. Ouchi, S. Togo, M. Kimura, T. Shinozawa, M. Koido, H. Koike, 

W.  Thompson, R. A.  Karns, C. N.  Mayhew, P. S.  McGrath, 

H. A. McCauley, R. R. Zhang, K. Lewis, S. Hakozaki, A. Ferguson, 

N.  Saiki, Y.  Yoneyama, I.  Takeuchi, Y.  Mabuchi, C.  Akazawa, 

H. Y. Yoshikawa, J. M. Wells, T. Takebe, Cell Metab. 2019, 30, 374.

[348] F.  Wu, D.  Wu, Y.  Ren, Y.  Huang, B.  Feng, N.  Zhao, T.  Zhang, 

X. Chen, S. Chen, A. Xu, J. Hepatol. 2019, 70, 1145.

[349] O.  Sirenko, M. K.  Hancock, J.  Hesley, D.  Hong, A.  Cohen, 

J. Gentry, C. B. Carlson, D. A. Mann, Assay Drug Dev. Technol. 2016, 

14, 381.

[350] A. K. Daly, Nat. Rev. Genet. 2010, 11, 241.

[351] S. Wang, X. Wang, Z. Tan, Y. Su, J. Liu, M. Chang, F. Yan, J. Chen, 

T. Chen, C. Li, J. Hu, Y. Wang, Cell Res. 2019, 29, 1009.

[352] J. L. Zhuo, X. C. Li, Compr. Physiol. 2013, 3, 1079.

[353] N. O.  Lindström, M. L.  Lawrence, S. F.  Burn, J. A.  Johansson, 

E. R. M.  Bakker, R. A.  Ridgway, C. H.  Chang, M. J.  Karolak, 

L.  Oxburgh, D. J.  Headon, O. J.  Sansom, R.  Smits, J. A.  Davies, 

P. Hohenstein, eLife 2014, 3, e04000.

[354] M. A. Perazella, Clin. J. Am. Soc. Nephrol. 2018, 13, 1897.

[355] M.  Carlström, C. S.  Wilcox, W. J.  Arendshorst, Physiol. Rev. 2015, 

95, 405.

[356] E. J.  Hoorn, S. B.  Walsh, J. A.  McCormick, A.  Fürstenberg, 

C. L.  Yang, T.  Roeschel, A.  Paliege, A. J.  Howie, J.  Conley, 

S. Bachmann, R. J. Unwin, D. H. Ellison, Nat. Med. 2011, 17, 1304.

[357] E.  Lazzeri, M. L.  Angelotti, A.  Peired, C.  Conte, J. A.  Marschner, 

L.  Maggi, B.  Mazzinghi, D.  Lombardi, M. E.  Melica, S.  Nardi, 

E.  Ronconi, A.  Sisti, G.  Antonelli, F.  Becherucci, L.  De Chiara, 

R. R. Guevara, A. Burger, B. Schaefer, F. Annunziato, H. J. Anders, 

L. Lasagni, P. Romagnani, Nat. Commun. 2018, 9, 1344.

[358] M. A. Perazella, Clin. J. Am. Soc. Nephrol. 2009, 4, 1275.

[359] M. H. Hazelhoff, R. P. Bulacio, A. M. Torres, Int. J. Mol. Sci. 2012, 

13, 10523.

[360] R. J. Roman, J. R. Carter, W. C. North, M. L. Kauker, Anesthesiology 

1977, 46, 260.

[361] I. Walev, S. Bhakdi, Antimicrob. Agents Chemother. 1996, 40, 1116.

[362] A.  Bernhardt, A.  Fehr, S.  Brandt, S.  Jerchel, T. M.  Ballhause, 

L.  Philipsen, S.  Stolze, R.  Geffers, H.  Weng, K. D.  Fischer, 

B.  Isermann, M. C.  Brunner-Weinzierl, A.  Batra, B.  Siegmund, 

C. Zhu, J. A. Lindquist, P. R. Mertens, Kidney Int. 2017, 92, 1157.

[363] H. Wu, B. D. Humphreys, Clin. J. Am. Soc. Nephrol. 2020, 15, 550.

[364] Y.  Kirita, H.  Wu, K.  Uchimura, P.  Wilson, B.  Humphreys, Proc. 

Natl. Acad. Sci. USA 2020, 117, 15874.

[365] H. Li, B. Humphreys, Kidney Int. 2020, S0085–2538, 30817.

[366] M. A. Saleem, M. J. O’Hare, J. Reiser, R. J. Coward, C. D. Inward, 

T.  Farren, Y. X. Chang, L. Ni, P. W. Mathieson, P. Mundel, J. Am. 

Soc. Nephrol. 2002, 13, 630.

[367] Q. Al-Awqati, J. A. Oliver, Kidney Int. 2002, 61, 387.

[368] E.  Bigaeva, E.  Gore, E.  Simon, M.  Zwick, A.  Oldenburger, 

K. P. de Jong, H. S. Hofker, M. Schlepütz, P. Nicklin, M. Boersema, 

J. F. Rippmann, P. Olinga, Arch. Toxicol. 2019, 93, 3549.

[369] F. A.  Yousef Yengej, J.  Jansen, M. B.  Rookmaaker, M. C.  Verhaar, 

H. Clevers, Cells 2020, 9, 1326.

[370] S. E.  Howden, M. H.  Little, in Methods in Molecular Biology, 

Humana Press Inc., Totowa 2020, pp. 183–192.

[371] S. M.  Czerniecki, N. M.  Cruz, J. L.  Harder, R.  Menon, J.  Annis, 

E. A.  Otto, R. E.  Gulieva, L. V.  Islas, Y. K.  Kim, L. M.  Tran, 

T. J.  Martins, J. W.  Pippin, H.  Fu, M.  Kretzler, S. J.  Shankland, 

J. Himmelfarb, R. T. Moon, N. Paragas, B. S. Freedman, Cell Stem 

Cell 2018, 22, 929.

[372] A. S.  Shankar, Z.  Du, H. T.  Mora, T. P. P.  van  den Bosch, 

S. S.  Korevaar, I. M.  Van den Berg – Garrelds, E.  Bindels, 

C.  Lopez-Iglesias, M. C.  Groningen, J.  Gribnau, C. C.  Baan, 

A. H. J.  Danser, E. J.  Hoorn, M. J.  Hoogduijn, Kidney Int. 2020, 

S0085–S2538, 30968.

[373] A.  Przepiorski, V.  Sander, T.  Tran, J. A.  Hollywood, B.  Sorrenson, 

J. H.  Shih, E. J.  Wolvetang, A. P.  McMahon, T. M.  Holm, 

A. J. Davidson, Stem Cell Rep. 2018, 11, 470.

[374] R. Nishinakamura, Nat. Rev. Nephrol. 2019, 15, 613.

[375] P. R.  Mertens, V.  Espenkott, B.  Venjakob, B.  Heintz, S.  Handt, 

H. G. Sieberth, Hypertension 1998, 32, 945.

[376] Y.  Cong, X.  Han, Y.  Wang, Z.  Chen, Y.  Lu, T.  Liu, Z.  Wu, Y.  Jin, 

Y. Luo, X. Zhang, Micromachines 2020, 11, 381.

[377] R.  Novak, M.  Ingram, S.  Marquez, D.  Das, A.  Delahanty, 

A. Herland, B. M. Maoz, S. S. F.  Jeanty, M. R. Somayaji, M. Burt, 

E.  Calamari, A.  Chalkiadaki, A.  Cho, Y.  Choe, D. B.  Chou, 

M.  Cronce, S.  Dauth, T.  Divic, J.  Fernandez-Alcon, T.  Ferrante, 

J.  Ferrier, E. A.  FitzGerald, R.  Fleming, S.  Jalili-Firoozinezhad, 

T. Grevesse, J. A. Goss, T. Hamkins-Indik, O. Henry, C. Hinojosa, 

T.  Huffstater, K. J.  Jang, V.  Kujala, L.  Leng, R.  Mannix, 

Y.  Milton, J.  Nawroth, B. A.  Nestor, C. F.  Ng, B.  O’Connor, 

T. E.  Park, H.  Sanchez, J.  Sliz, A.  Sontheimer-Phelps, B.  Swenor, 

G.  Thompson, G. J.  Touloumes, Z.  Tranchemontagne, N.  Wen, 

M.  Yadid, A.  Bahinski, G. A.  Hamilton, D.  Levner, O.  Levy, 

A.  Przekwas, R.  Prantil-Baun, K. K.  Parker, D. E.  Ingber, Nat. 

Biomed. Eng. 2020, 4, 407.

[378] S. Musah, A. Mammoto, T. C. Ferrante, S. S. F. Jeanty, M. Hirano-

Kobayashi, T.  Mammoto, K.  Roberts, S.  Chung, R.  Novak, 

M. Ingram, T. Fatanat-Didar, S. Koshy, J. C. Weaver, G. M. Church, 

D. E. Ingber, Nat. Biomed. Eng. 2017, 1, 0069.

[379] F.  Schutgens, M. B.  Rookmaaker, T.  Margaritis, A.  Rios, 

C.  Ammerlaan, J.  Jansen, L.  Gijzen, M.  Vormann, A.  Vonk, 

M.  Viveen, F. Y.  Yengej, S.  Derakhshan, K. M.  de  Winter-de 

Groot, B. Artegiani, R. van Boxtel, E. Cuppen, A. P. A. Hendrickx, 

M. M.  van  den Heuvel-Eibrink, E.  Heitzer, H.  Lanz, J.  Beekman, 

J. L.  Murk, R.  Masereeuw, F.  Holstege, J.  Drost, M. C.  Verhaar, 

H. Clevers, Nat. Biotechnol. 2019, 37, 303.

[380] L. G. Van Der Flier, H. Clevers, Annu. Rev. Physiol. 2009, 71, 241.

[381] W. W. Agace, K. D. McCoy, Immunity 2017, 46, 532.

[382] J. König, J. Wells, P. D. Cani, C. L. García-Ródenas, T. MacDonald, 

A. Mercenier, J. Whyte, F. Troost, R. J. Brummer, Clin. Transl. Gas-

troenterol. 2016, 7, e196.

[383] T. C. Fung, C. A. Olson, E. Y. Hsiao, Nat. Neurosci. 2017, 20, 145.

[384] J. Costa, A. Ahluwalia, Front. Bioeng. Biotechnol. 2019, 7, 144.

[385] J. Tack, V. Stanghellini, F. Mearin, Y. Yiannakou, P. Layer, B. Coffin, 

M. Simren, J. Mackinnon, G. Wiseman, A. Marciniak, BMC Gastro-

enterol. 2019, 19, 69.

[386] S. J.  OBrien, in Encyclopedia of Food Safety, Elsevier, Amsterdam 

2014, pp. 302–311.

[387] European Medicines Agency, ICH Guideline M3(R2) on Non-Clin-

ical Safety Studies for the Conduct of Human Clinical Trials and 

Marketing Authorisation for Pharmaceuticals,  2009.

[388] Regulation (EC) No 1907/2006, European Parliament, Regula-

tion Concerning the Registration, Evaluation, Authorisation and 

Restriction of Chemicals (REACH),  2006.

[389] C. Federer, M. Yoo, A. C. Tan, Assay Drug Dev. Technol. 2016, 14, 557.

[390] H. L. Philpott, S. Nandurkar, J. Lubel, P. R. Gibson, Postgrad. Med. 

J. 2014, 90, 411.

[391] R. Düsing, K. Lottermoser, T. Mengden, Nephrol. Dial. Transplant. 

2001, 16, 1317.

[392] OECD (1998), Test No. 409: Repeated Dose 90-Day Oral Toxicity 

Study in Non-Rodents, OECD Publishing, Paris 1998.

Small 2020, 2006252



www.advancedsciencenews.com www.small-journal.com

© 2020 The Authors. Small published by Wiley-VCH GmbH2006252 (28 of 31)

[393] J. A.  Jiminez, T. C.  Uwiera, G. D.  Inglis, R. R. E.  Uwiera, Gut 

Pathog. 2015, 7, 29.

[394] A. E. Tammariello, J. A. Milner, J. Nutr. Biochem. 2010, 21, 77.

[395] J. C. Park, S. H. Im, Exp. Mol. Med. 2020, 52, 1383.

[396] G. B. Hatton, V. Yadav, A. W. Basit, H. A. Merchant, J. Pharm. Sci. 

2015, 104, 2747.

[397] X.  Cao, S. T.  Gibbs, L.  Fang, H. A.  Miller, C. P.  Landowski, 

H. C.  Shin, H.  Lennernas, Y.  Zhong, G. L.  Amidon, L. X.  Yu, 

D. Sun, Pharm. Res. 2006, 23, 1675.

[398] R. Nagpal, S. Wang, L. C. Solberg Woods, O. Seshie, S. T. Chung, 

C. A.  Shively, T. C.  Register, S.  Craft, D. A.  McClain, H.  Yadav, 

Front. Microbiol. 2018, 9, 2897.

[399] B. D. Wallace, H. Wang, K. T. Lane, J. E. Scott, J. Orans, J. S. Koo, 

M. Venkatesh, C. Jobin, L. A. Yeh, S. Mani, M. R. Redinbo, Science 

2010, 330, 831.

[400] J.  Zhan, Y.  Liang, D.  Liu, X.  Ma, P.  Li, C.  Liu, X.  Liu, P.  Wang, 

Z. Zhou, Microbiome 2018, 6, 224.

[401] A.  Vich Vila, V.  Collij, S.  Sanna, T.  Sinha, F.  Imhann, 

A. R. Bourgonje, Z. Mujagic, D. M. A. E. Jonkers, A. A. M. Masclee, 

J. Fu, A. Kurilshikov, C. Wijmenga, A. Zhernakova, R. K. Weersma, 

Nat. Commun. 2020, 11, 1.

[402] A. R.  Hilgers, R. A.  Conradi, P. S.  Burton, Pharm Res. 1990, 7,  

902.

[403] W. Rubas, N. Jezyk, G. M. Grass, Pharm Res. 1993, 10, 113.

[404] T.  Lesuffleur, A.  Barbat, E.  Dussaulx, A.  Zweibaum, Cancer Res. 

1990, 50, 6334.

[405] S.  Djelloul, M. E.  Forgue-Lafitte, B.  Hermelin, M.  Mareel, 

E. Bruyneel, A. Baldi, A. Giordano, E. Chastre, C. Gespach, FEBS 

Lett. 1997, 406, 234.

[406] A. M.  Sääf, J. M.  Halbleib, X.  Chen, T. Y.  Siu, Y. L.  Suet, 

W. J. Nelson, P. O. Brown, Mol. Biol. Cell 2007, 18, 4245.

[407] K.  Lenaerts, F. K.  Bouwman, W. H.  Lamers, J.  Renes, 

E. C. Mariman, BMC Genomics 2007, 8, 91.

[408] R. Lehner, W. Wohlleben, D. Septiadi, R. Landsiedel, A. Petri-Fink, 

B. Rothen-Rutishauser, Arch. Toxicol. 2020, 94, 2463.

[409] L.  Cacopardo, J.  Costa, N.  Guazzelli, S.  Giusti, S.  Meucci,  

A.  Corti, G.  Mattei, A.  Ahluwalia, Biomed. Sci. Eng. 2020, 3,  

104.

[410] H. J. Kim, D. Huh, G. Hamilton, D. E.  Ingber, Lab Chip 2012, 12, 

2165.

[411] N. E.  Zeitouni, S.  Chotikatum, M.  von  Köckritz-Blickwede, 

H. Y. Naim, Mol Cell Pediatr. 2016, 3, 14.

[412] Y.  Chen, Y.  Lin, K. M.  Davis, Q.  Wang, J.  Rnjak-Kovacina, C.  Li, 

R. R.  Isberg, C. A.  Kumamoto, J.  Mecsas, D. L.  Kaplan, Sci. Rep. 

2015, 5, 13708.

[413] N. E. Zeitouni, P. Dersch, H. Y. Naim, M. Von Köckritz-Blickwede, 

PLoS One 2016, 11, 0146103.

[414] Y.  Tazuke, R. A.  Drongowski, D. H.  Teitelbaum, A. G.  Coran, 

Pediatr. Surg. Int. 2003, 19, 316.

[415] H.  Xu, F.  Qu, H.  Xu, W.  Lai, Y. A.  Wang, Z. P.  Aguilar, H.  Wei, 

BioMetals 2012, 25, 45.

[416] J.  Susewind, C.  De Souza Carvalho-Wodarz, U.  Repnik, 

E. M.  Collnot, N.  Schneider-Daum, G. W.  Griffiths, C. M.  Lehr, 

Nanotoxicology 2016, 10, 53.

[417] A. A. M.  Kämpfer, M. M.  Busch, V.  Büttner, G.  Bredeck, 

B.  Stahlmecke, B.  Hellack, I.  Masson, A.  Sofranko, C.  Albrecht, 

R. P. F. Schins, Small 2020, 66, 402.

[418] T. Sato, R. G. Vries, H. J. Snippert, M. Van De Wetering, N. Barker, 

D. E. Stange, J. H. Van Es, A. Abo, P. Kujala, P. J. Peters, H. Clevers, 

Nature 2009, 459, 262.

[419] T.  Sato, D. E.  Stange, M.  Ferrante, R. G. J.  Vries, J. H.  Van Es, 

S.  Van Den Brink, W. J.  Van Houdt, A.  Pronk, J.  Van Gorp, 

P. D. Siersema, H. Clevers, Gastroenterology 2011, 141, 1762.

[420] M.  Kedinger, P. M.  Simon-Assmann, B.  Lacroix, A.  Marxer, 

H. P. Hauri, K. Haffen, Dev. Biol. 1986, 113, 474.

[421] J. R. Spence, C. N. Mayhew, S. A. Rankin, M. F. Kuhar, J. E. Vallance, 

K. Tolle, E. E. Hoskins, V. V. Kalinichenko, S. I. Wells, A. M. Zorn, 

N. F. Shroyer, J. M. Wells, Nature 2011, 470, 105.

[422] L.  Cao, J. D.  Gibson, S.  Miyamoto, V.  Sail, R.  Verma, 

D. W.  Rosenberg, C. E.  Nelson, C.  Giardina, Differentiation 2011, 

81, 1.

[423] A.  Mithal, A.  Capilla, D.  Heinze, A.  Berical, C.  Villacorta-Martin, 

M. Vedaie, A. Jacob, K. Abo, A. Szymaniak, M. Peasley, A. Stuffer, 

J.  Mahoney, D. N.  Kotton, F.  Hawkins, G.  Mostoslavsky, Nat. 

Commun. 2020, 11, 215.

[424] C. L. Watson, M. M. Mahe, J. Múnera, J. C. Howell, N. Sundaram, 

H. M.  Poling, J. I.  Schweitzer, J. E.  Vallance, C. N.  Mayhew, 

Y. Sun, G. Grabowski, S. R. Finkbeiner, J. R. Spence, N. F. Shroyer, 

J. M. Wells, M. A. Helmrath, Nat. Med. 2014, 20, 1310.

[425] S. R.  Finkbeiner, D. R.  Hill, C. H.  Altheim, P. H.  Dedhia, 

M. J.  Taylor, Y. H.  Tsai, A. M.  Chin, M. M.  Mahe, C. L.  Watson, 

J. J.  Freeman, R. Nattiv, M. Thomson, O. D. Klein, N. F. Shroyer, 

M. A.  Helmrath, D. H.  Teitelbaum, P. J.  Dempsey, J. R.  Spence, 

Stem Cell Rep. 2015, 4, 1140.

[426] Y. S.  Son, S. J.  Ki, R.  Thanavel, J. J.  Kim, M. O.  Lee, J.  Kim, 

C. R. Jung, T. S. Han, H. S. Cho, C. M. Ryu, S. H. Kim, D. S. Park, 

M. Y. Son, FASEB J. 2020, 34, 9899.

[427] K. B.  Jung, H.  Lee, Y. S.  Son, M. O.  Lee, Y. D.  Kim, S. J.  Oh, 

O.  Kwon, S.  Cho, H. S.  Cho, D. S.  Kim, J. H.  Oh, M.  Zilbauer, 

J. K. Min, C. R. Jung, J. Kim, M. Y. Son, Nat. Commun. 2018, 9, 3039.

[428] N.  Arora, J. I.  Alsous, J. W.  Guggenheim, M.  Mak, J.  Munera, 

J. M.  Wells, R. D.  Kamm, H. H.  Asada, S. Y.  Shvartsman, 

L. G. Griffith, Development 2017, 144, 1128.

[429] T. Grabinger, L. Luks, F. Kostadinova, C. Zimberlin, J. P. Medema, 

M. Leist, T. Brunner, Cell Death Dis. 2014, 5, 1228.

[430] M. Navis, T. Martins Garcia, I. B. Renes, J. L. Vermeulen, S. Meisner, 

M. E.  Wildenberg, G. R.  van  den Brink, R. M.  van  Elburg, 

V. Muncan, EMBO Rep. 2019, 20, 46221.

[431] K. B.  Jung, O.  Kwon, M.-O.  Lee, H.  Lee, Y. S.  Son, O.  Habib, 

J.-H.  Oh, H.-S.  Cho, C.-R.  Jung, J.  Kim, M.-Y.  Son, J. Clin. Med. 

2019, 8, 976.

[432] W.  Lu, E.  Rettenmeier, M.  Paszek, M. F.  Yueh, R. H.  Tukey, 

J. Trottier, O. Barbier, S. Chen, Drug Metab. Dispos. 2017, 45, 748.

[433] D. G.  Belair, R. J.  Visconti, M.  Hong, M.  Marella, M. F.  Peters, 

C. W. Scott, K. L. Kolaja, Toxicol. In Vitro 2020, 68, 104928.

[434] Y. G. Zhang, S. Wu, Y. Xia, J. Sun, Physiol. Rep. 2014, 2, 12147.

[435] J. L.  Leslie, S.  Huang, J. S.  Opp, M. S.  Nagy, M.  Kobayashi, 

V. B. Young, J. R. Spence, Infect. Immun. 2015, 83, 138.

[436] T.  Iwao, N.  Kodama, Y.  Kondo, T.  Kabeya, K.  Nakamura, 

T.  Horikawa, T.  Niwa, K.  Kurose, T.  Matsunaga, Drug Metab. 

Dispos. 2015, 43, 603.

[437] T. Kabeya, S. Mima, Y. Imakura, T. Miyashita, I. Ogura, T. Yamada, 

T.  Yasujima, H.  Yuasa, T.  Iwao, T.  Matsunaga, Drug Metab. Phar-

macokinet. 2020, 35, 374.

[438] T.  Akazawa, S.  Yoshida, S.  Ohnishi, T.  Kanazu, M.  Kawai, 

K. Takahashi, Drug Metab. Dispos. 2018, 46, 1497.

[439] K.  Mayumi, T.  Akazawa, T.  Kanazu, S.  Ohnishi, H.  Hasegawa,  

J. Pharm. Sci. 2020, 109, 1605.

[440] B.  Sidar, B. R.  Jenkins, S.  Huang, J. R.  Spence, S. T.  Walk, 

J. N. Wilking, Lab Chip 2019, 19, 3552.

[441] J. Y.  Co, M.  Margalef-Català, X.  Li, A. T.  Mah, C. J.  Kuo, 

D. M. Monack, M. R. Amieva, Cell Rep. 2019, 26, 2509.

[442] T. Roodsant, M. Navis, I. Aknouch, I. B. Renes, R. M. van Elburg, 

D.  Pajkrt, K. C.  Wolthers, C.  Schultsz, K. C. H.  van der  Ark, 

A. Sridhar, V. Muncan, Front. Cell. Infect. Microbiol. 2020, 10, 272.

[443] L. R.  Madden, T. V.  Nguyen, S.  Garcia-Mojica, V.  Shah, A. V.  Le, 

A.  Peier, R.  Visconti, E. M.  Parker, S. C.  Presnell, D. G.  Nguyen, 

K. N. Retting, iScience 2018, 2, 156.

[444] M.  Kasendra, A.  Tovaglieri, A.  Sontheimer-Phelps,  

S. Jalili-Firoozinezhad, A. Bein, A. Chalkiadaki, W. Scholl, C. Zhang, 

Small 2020, 2006252



www.advancedsciencenews.com www.small-journal.com

© 2020 The Authors. Small published by Wiley-VCH GmbHSmall 2020, 2006252 2006252 (29 of 31)

H. Rickner, C. A. Richmond, H. Li, D. T. Breault, D. E. Ingber, Sci. 

Rep. 2018, 8, 2871.

[445] S. Yoshida, H. Miwa, T. Kawachi, S. Kume, K. Takahashi, Sci. Rep. 

2020, 10, 5989.

[446] M. J. Workman, J. P. Gleeson, E. J. Troisi, H. Q. Estrada, S. J. Kerns, 

C. D.  Hinojosa, G. A.  Hamilton, S. R.  Targan, C. N.  Svendsen, 

R. J. Barrett, Cell. Mol. Gastroenterol. Hepatol. 2018, 5, 669.

[447] K. L. Sinagoga, J. M. Wells, EMBO J. 2015, 34, 1149.

[448] Y. H.  Tsai, R.  Nattiv, P. H.  Dedhia, M. S.  Nagy, A. M.  Chin, 

M. Thomson, O. D. Klein, J. R. Spence, Development 2017, 144, 1045.

[449] K. W.  McCracken, J. C.  Howell, J. M.  Wells, J. R.  Spence, Nat. 

Protoc. 2011, 6, 1920.

[450] D. Carroll, Genetics 2011, 188, 773.

[451] J. Boch, Nat. Biotechnol. 2011, 29, 135.

[452] L. Cong, F. A. Ran, D. Cox, S. Lin, R. Barretto, N. Habib, P. D. Hsu, 

X. Wu, W. Jiang, L. A. Marraffini, F. Zhang, Science 2013, 339, 819.

[453] P.  Mali, L.  Yang, K. M.  Esvelt, J.  Aach, M.  Guell, J. E.  DiCarlo, 

J. E. Norville, G. M. Church, Science 2013, 339, 823.

[454] J. A. Doudna, Nature 2020, 578, 229.

[455] F.  Hille, H.  Richter, S. P.  Wong, M.  Bratovič, S.  Ressel, 

E. Charpentier, Cell 2018, 172, 1239.

[456] J.  Lee, D.  Bayarsaikhan, G.  Bayarsaikhan, J. S.  Kim, 

E. Schwarzbach, B. Lee, Pharmacol. Ther. 2020, 209, 107501.

[457] G. Vőfély, T. Berecz, E. Szabó, K. Szebényi, E. Hathy, T. I. Orbán, 

B. Sarkadi, L. Homolya, M. C. Marchetto, J. M. Réthelyi, Á. Apáti, 

Mol. Cell. Neurosci. 2018, 88, 222.

[458] R.  Shinnawi, I.  Huber, L.  Maizels, N.  Shaheen, A.  Gepstein, 

G. Arbel, A. J. Tijsen, L. Gepstein, Stem Cell Rep. 2015, 5, 582.

[459] S. Li, M. Xia, Arch. Toxicol. 2019, 93, 3387.

[460] Á.  Apáti, N.  Varga, T.  Berecz, Z.  Erdei, L.  Homolya, B.  Sarkadi, 

Expert Opin. Drug Metab. Toxicol. 2019, 15, 61.

[461] C.  Pires, B.  Schmid, C.  Petræus, A.  Poon, N.  Nimsanor, 

T. T. Nielsen, G. Waldemar, L. E. Hjermind, J. E. Nielsen, P. Hyttel, 

K. K. Freude, Stem Cell Res. 2016, 17, 285.

[462] S. Merkert, U. Martin, Int. J. Mol. Sci. 2016, 17, 1000.

[463] C. Cheroni, N. Caporale, G. Testa, Mol. Autism 2020, 11, 69.

[464] J. W.  Lunden, M.  Durens, J.  Nestor, R. F.  Niescier, K.  Herold, 

C.  Brandenburg, Y. C.  Lin, G. J.  Blatt, M. W.  Nestor, Advances in 

Neurobiology, Springer, Berlin 2020, pp. 259–297.

[465] A.  Sobh, A.  Loguinov, G. N.  Yazici, R. S.  Zeidan, A.  Tagmount, 

N. S.  Hejazi, A. E.  Hubbard, L.  Zhang, C. D.  Vulpe, Toxicol. Sci. 

2019, 169, 108.

[466] C. R.  Reczek, K.  Birsoy, H.  Kong, I.  Martínez-Reyes, T.  Wang, 

P. Gao, D. M. Sabatini, N. S. Chandel, Nat. Chem. Biol. 2017, 13, 

1274.

[467] Y. Zhao, L. Wei, A. Tagmount, A. Loguinov, A. Sobh, A. Hubbard, 

C. M.  McHale, C. J.  Chang, C. D.  Vulpe, L.  Zhang, Chemosphere 

2020.

[468] J. E. Neggers, B. Kwanten, T. Dierckx, H. Noguchi, A. Voet, L. Bral, 

K.  Minner, B.  Massant, N.  Kint, M.  Delforge, T.  Vercruysse, 

E.  Baloglu, W.  Senapedis, M.  Jacquemyn, D.  Daelemans, Nat. 

Commun. 2018, 9, 502.

[469] H. Shen, C. M. McHale, M. T. Smith, L. Zhang, Mutat. Res.: Rev. 

Mutat. Res. 2015, 764, 31.

[470] S.  Ahmed, Z.  Zhou, J.  Zhou, S. Q.  Chen, Genomics, Proteomics 

Bioinf. 2016, 14, 298.

[471] M. Bachtiar, B. N. S. Ooi, J. Wang, Y.  Jin, T. W. Tan, S. S. Chong, 

C. G. L. Lee, Pharmacogenomics J. 2019, 19, 516.

[472] S. C.  Preissner, M. F.  Hoffmann, R.  Preissner, M.  Dunkel, 

A. Gewiess, S. Preissner, PLoS One 2013, 8, 82562.

[473] K.  Takayama, Y.  Morisaki, S.  Kuno, Y.  Nagamoto, K.  Harada, 

N.  Furukawa, M.  Ohtaka, K.  Nishimura, K.  Imagawa, F.  Sakurai, 

M. Tachibana, R. Sumazaki, E. Noguchi, M. Nakanishi, K. Hirata, 

K.  Kawabata, H.  Mizuguchi, Proc. Natl. Acad. Sci. USA 2014, 111, 

16772.

[474] D. P. Williams, Philos. Trans. R. Soc., B 2018, 373, 20170228.

[475] V. Schwach, R. H. Slaats, R. Passier, Front. Cardiovasc. Med. 2020, 

7, 50.

[476] J. D.  Stewart, R.  Horvath, E.  Baruffini, I.  Ferrero, S.  Bulst, 

P. B. Watkins, R. J.  Fontana, C. P. Day, P. F. Chinnery, Hepatology 

2010, 52, 1791.

[477] M. I.  Lucena, R. J.  Andrade, C.  Martínez, E.  Ulzurrun, E.  García-

Martín, Y.  Borraz, M. C.  Fernández, M.  Romero-Gomez, 

A. Castiella, R. Planas, J. Costa, S. Anzola, J. A. G. Agúndez, Hepa-

tology 2008, 48, 588.

[478] C. S. Ng, A. Hasnat, A. Al Maruf, M. U. Ahmed, M. Pirmohamed, 

C. P. Day, G. P. Aithal, A. K. Daly, Eur. J. Clin. Pharmacol. 2014, 70, 

1079.

[479] J. L.  Mega, S. L.  Close, S. D.  Wiviott, L.  Shen, R. D.  Hockett, 

J. T. Brandt, J. R. Walker, E. M. Antman, W. Macias, E. Braunwald, 

M. S. Sabatine, N. Engl. J. Med. 2009, 360, 354.

[480] L.  Wojnowski, B.  Kulle, M.  Schirmer, G.  Schlüter, A.  Schmidt, 

A. Rosenberger, S. Vonhof, H. Bickeböller, M. R. Toliat, E. K. Suk, 

M. Tzvetkov, A. Kruger, S. Seifert, M. Kloess, H. Hahn, M. Loeffler, 

P.  Nürnberg, M.  Pfreundschuh, L.  Trümper, J.  Brockmöller, 

G. Hasenfuss, Circulation 2005, 112, 3754.

[481] E.  Christidi, H.  Huang, S.  Shafaattalab, A.  Maillet, E.  Lin, 

K. Huang, Z. Laksman, M. K. Davis, G. F. Tibbits, L. R. Brunham, 

Sci. Rep. 2020, 10, 10363.

[482] S.  Deguchi, T.  Yamashita, K.  Igai, K.  Harada, Y.  Toba, K.  Hirata, 

K. Takayama, H. Mizuguchi, Drug Metab. Dispos. 2019, 47, 632.

[483] J. Parrish, K. Lim, B. Zhang, M. Radisic, T. B. F. Woodfield, Trends 

Biotechnol. 2019, 37, 1327.

[484] M. Karimi, S. Bahrami, H. Mirshekari, S. M. M. Basri, A. B. Nik, 

A. R. Aref, M. Akbari, M. R. Hamblin, Lab Chip 2016, 16, 2551.

[485] S.  Ahadian, R.  Civitarese, D.  Bannerman, M. H.  Mohammadi, 

R.  Lu, E.  Wang, L.  Davenport-Huyer, B.  Lai, B.  Zhang, Y.  Zhao, 

S.  Mandla, A.  Korolj, M.  Radisic, Adv. Healthcare Mater. 2018, 7, 

1700506.

[486] B. Zhang, M. Radisic, Lab Chip 2017, 17, 2395.

[487] T.  Osaki, Y.  Shin, V.  Sivathanu, M.  Campisi, R. D.  Kamm, Adv. 

Healthcare Mater. 2018, 7.

[488] B. M. Maoz, A. Herland, E. A. Fitzgerald, T. Grevesse, C. Vidoudez, 

A. R.  Pacheco, S. P.  Sheehy, T. E.  Park, S.  Dauth, R.  Mannix, 

N. Budnik, K. Shores, A. Cho, J. C. Nawroth, D. Segrè, B. Budnik, 

D. E. Ingber, K. K. Parker, Nat. Biotechnol. 2018, 36, 865.

[489] S.  Sances, R.  Ho, G.  Vatine, D.  West, A.  Laperle, A.  Meyer, 

M. Godoy, P. S. Kay, B. Mandefro, S. Hatata, C. Hinojosa, N. Wen, 

D. Sareen, G. A. Hamilton, C. N. Svendsen, Stem Cell Rep. 2018, 

10, 1222.

[490] Y. Wang, H. Wang, P. Deng, W. Chen, Y. Guo, T. Tao, J. Qin, Lab 

Chip 2018, 18, 3606.

[491] G. Wang, M. L. McCain, L. Yang, A. He, F. S. Pasqualini, A. Agarwal, 

H. Yuan, D. Jiang, D. Zhang, L. Zangi, J. Geva, A. E. Roberts, Q. Ma, 

J. Ding, J. Chen, D. Z. Wang, K. Li, J. Wang, R. J. A. Wanders, W. Kulik, 

F. M.  Vaz, M. A.  Laflamme, C. E.  Murry, K. R.  Chien, R. I.  Kelley, 

G. M. Church, K. K. Parker, W. T. Pu, Nat. Med. 2014, 20, 616.

[492] T. Tao, Y. Wang, W. Chen, Z. Li, W. Su, Y. Guo, P. Deng, J. Qin, Lab 

Chip 2019, 19, 948.

[493] M. R.  Zanotelli, H.  Ardalani, J.  Zhang, Z.  Hou, E. H.  Nguyen, 

S.  Swanson, B. K.  Nguyen, J.  Bolin, A.  Elwell, L. L.  Bischel, 

A. W. Xie, R. Stewart, D. J. Beebe, J. A. Thomson, M. P. Schwartz, 

W. L. Murphy, Acta Biomater. 2016, 35, 32.

[494] B. W. Ellis, A. Acun, U. Isik Can, P. Zorlutuna, Biomicrofluidics 2017, 

11, 024105.

[495] J.  Ribas, Y. S.  Zhang, P. R.  Pitrez, J.  Leijten, M.  Miscuglio, 

J.  Rouwkema, M. R.  Dokmeci, X.  Nissan, L.  Ferreira, 

A. Khademhosseini, Small 2017, 13, 1603737.

[496] K. K. Lee, H. A. McCauley, T. R. Broda, M. J. Kofron, J. M. Wells, 

C. I. Hong, Lab Chip 2018, 18, 3079.

Small 2020, 2006252



www.advancedsciencenews.com www.small-journal.com

© 2020 The Authors. Small published by Wiley-VCH GmbH2006252 (30 of 31)

[497] K.  Achberger, C.  Probst, J. C.  Haderspeck, S.  Bolz, J.  Rogal, 

J. Chuchuy, M. Nikolova, V. Cora, L. Antkowiak, W. Haq, N. Shen, 

K. Schenke-Layland, M. Ueffing, S. Liebau, P. Loskill, Elife 2019, 8, 

e46188.

[498] M. Zhang, C. Xu, L. Jiang, J. Qin, Toxicol. Res. 2018, 7, 1048.

[499] E. M. Materne, A. P. Ramme, A. P. Terrasso, M. Serra, P. M. Alves, 

C.  Brito, D. A.  Sakharov, A. G.  Tonevitsky, R.  Lauster, U.  Marx, 

J. Biotechnol. 2015, 205, 36.

[500] D.  Bovard, A.  Sandoz, K.  Luettich, S.  Frentzel, A.  Iskandar, 

D.  Marescotti, K.  Trivedi, E.  Guedj, Q.  Dutertre, M. C.  Peitsch, 

J. Hoeng, Lab Chip 2018, 18, 3814.

[501] M. B. Esch, T. L. King, M. L. Shuler, Annu. Rev. Biomed. Eng. 2011, 

13, 55.

[502] N.  Tsamandouras, W. L. K.  Chen, C. D.  Edington, C. L.  Stokes, 

L. G. Griffith, M. Cirit, AAPS J. 2017, 19, 1499.

[503] C. Oleaga, C. Bernabini, A. S. T. Smith, B. Srinivasan, M. Jackson, 

W.  McLamb, V.  Platt, R.  Bridges, Y.  Cai, N.  Santhanam, B.  Berry, 

S.  Najjar, N.  Akanda, X.  Guo, C.  Martin, G.  Ekman, M. B.  Esch, 

J.  Langer, G.  Ouedraogo, J.  Cotovio, L.  Breton, M. L.  Shuler, 

J. J. Hickman, Sci. Rep. 2016, 6, 20030.

[504] A. Sharma, S. Sances, M. J. Workman, C. N. Svendsen, Cell Stem 

Cell 2020, 26, 309.

[505] N. R. Wevers, R. Van Vught, K. J. Wilschut, A. Nicolas, C. Chiang, 

H. L.  Lanz, S. J.  Trietsch, J.  Joore, P.  Vulto, Sci. Rep. 2016, 6,  

38856.

[506] E. Naumovska, G. Aalderink, C. W. Valencia, K. Kosim, A. Nicolas, 

S. Brown, P. Vulto, K. S. Erdmann, D. Kurek, Int. J. Mol. Sci. 2020, 

21, 4964.

[507] F. Salaris, A. Rosa, Brain Res. 2019, 1723, 146393.

[508] H.  Cui, M.  Nowicki, J. P.  Fisher, L. G.  Zhang, Adv. Healthcare 

Mater. 2017, 6.

[509] P. Zhuang, J. An, L. P. Tan, C. K. Chua, in Proc. Int. Conf. Progress  

in Additive Manufacturing, ISSN National Centre For Singapore, 

Singapore 2018, pp. 183–188.

[510] Z. Gu, J. Fu, H. Lin, Y. He, Asian J. Pharm. Sci. 2020, 15, 529.

[511] L. de la Vega, C. Lee, R. Sharma, M. Amereh, S. M. Willerth, Brain 

Res. Bull. 2019, 150, 240.

[512] S.  Ilkhanizadeh, A. I.  Teixeira, O.  Hermanson, Biomaterials 2007, 

28, 3936.

[513] J. Sun, H. Tan, Materials 2013, 6, 1285.

[514] C.  Licht, J. C.  Rose, A. O.  Anarkoli, D.  Blondel, M.  Roccio, 

T. Haraszti, D. B. Gehlen, J. A. Hubbell, M. P. Lutolf, L. De Laporte, 

Biomacromolecules 2019, 20, 4075.

[515] M.  Bahram, N.  Mohseni, M.  Moghtader, in Emerging Concepts 

Anal. Appl. Hydrogels, IntechOpen Limited, London 2016.

[516] N. Noor, A. Shapira, R. Edri, I. Gal, L. Wertheim, T. Dvir, Adv. Sci. 

2019, 6, 1900344.

[517] S. Romanazzo, S. Nemec, I. Roohani, Materials 2019, 12, 2453.

[518] C. S.  Ong, P.  Yesantharao, C. Y.  Huang, G.  Mattson, J.  Boktor, 

T. Fukunishi, H. Zhang, N. Hibino, Pediatr. Res. 2018, 83, 223.

[519] F.  Maiullari, M.  Costantini, M.  Milan, V.  Pace, M.  Chirivì, 

S.  Maiullari, A.  Rainer, D.  Baci, H. E. S.  Marei, D.  Seliktar, 

C. Gargioli, C. Bearzi, R. Rizzi, Sci. Rep. 2018, 8, 13532.

[520] Q.  Gu, E.  Tomaskovic-Crook, G. G.  Wallace, J. M.  Crook, in 

Methods in Molecular Biology, Humana Press Inc., Totowa 2018, 

pp. 129–138.

[521] A.  Faulkner-Jones, C.  Fyfe, D. J.  Cornelissen, J.  Gardner, J.  King, 

A. Courtney, W. Shu, Biofabrication 2015, 7, 044102.

[522] R.  Lister, M.  Pelizzola, Y. S.  Kida, R. D.  Hawkins, J. R.  Nery, 

G.  Hon, J.  Antosiewicz-Bourget, R.  Ogmalley, R.  Castanon, 

S. Klugman, M. Downes, R. Yu, R. Stewart, B. Ren, J. A. Thomson, 

R. M. Evans, J. R. Ecker, Nature 2011, 471, 68.

[523] L. C.  Laurent, I.  Ulitsky, I.  Slavin, H.  Tran, A.  Schork, R.  Morey, 

C. Lynch, J. V. Harness, S. Lee, M. J. Barrero, S. Ku, M. Martynova, 

R. Semechkin, V. Galat, J. Gottesfeld, J. C. I. Belmonte, C. Murry, 

H. S. Keirstead, H. S. Park, U. Schmidt, A. L. Laslett, F. J. Muller, 

C. M. Nievergelt, R. Shamir, J. F. Loring, Cell Stem Cell 2011, 8, 106.

[524] T. M.  Schlaeger, L.  Daheron, T. R.  Brickler, S.  Entwisle, K.  Chan, 

A.  Cianci, A.  DeVine, A.  Ettenger, K.  Fitzgerald, M.  Godfrey, 

D.  Gupta, J.  McPherson, P.  Malwadkar, M.  Gupta, B.  Bell, A.  Doi, 

N. Jung, X. Li, M. S. Lynes, E. Brookes, A. B. C. Cherry, D. Demirbas, 

A. M.  Tsankov, L. I.  Zon, L. L.  Rubin, A. P.  Feinberg, A.  Meissner, 

C. A. Cowan, G. Q. Daley, Nat. Biotechnol. 2015, 33, 58.

[525] Y.  Yoshida, K.  Takahashi, K.  Okita, T.  Ichisaka, S.  Yamanaka, Cell 

Stem Cell 2009, 5, 237.

[526] K.  Kim, R.  Zhao, A.  Doi, K.  Ng, J.  Unternaehrer, P.  Cahan, 

H.  Hongguang, Y. H.  Loh, M. J.  Aryee, M. W.  Lensch, H.  Li, 

J. J.  Collins, A. P.  Feinberg, G. Q.  Daley, Nat. Biotechnol. 2011,  

29, 1117.

[527] S.  Logan, T.  Arzua, S. G.  Canfield, E. R.  Seminary, S. L.  Sison, 

A. D. Ebert, X. Bai, Compr. Physiol. 2019, 9, 565.

[528] D. L.  Villeneuve, D.  Crump, N.  Garcia-Reyero, M.  Hecker, 

T. H.  Hutchinson, C. A.  LaLone, B.  Landesmann, T.  Lettieri, 

S. Munn, M. Nepelska, M. A. Ottinger, L. Vergauwen, M. Whelan, 

Toxicol. Sci. 2014, 142, 312.

[529] D. L.  Villeneuve, D.  Crump, N.  Garcia-Reyero, M.  Hecker, 

T. H.  Hutchinson, C. A.  LaLone, B.  Landesmann, T.  Lettieri, 

S. Munn, M. Nepelska, M. A. Ottinger, L. Vergauwen, M. Whelan, 

Toxicol. Sci. 2014, 142, 321.

[530] S. M.  Bell, X.  Chang, J. F.  Wambaugh, D. G.  Allen, M.  Bartels, 

K. L. R.  Brouwer, W. M.  Casey, N.  Choksi, S. S.  Ferguson, 

G.  Fraczkiewicz, A. M.  Jarabek, A.  Ke, A.  Lumen, S. G.  Lynn, 

A. Paini, P. S. Price, C. Ring, T. W. Simon, N. S. Sipes, C. S. Sprankle, 

J.  Strickland, J.  Troutman, B. A.  Wetmore, N. C.  Kleinstreuer, 

Toxicol. In Vitro 2018, 47, 213.

[531] Y. Li, R. A. Wingert, Clin. Transl. Med. 2013, 2, 11.

Ellen Fritsche is PI at the IUF – Leibniz Research Institute for Environmental Medicine and 
appointed University Professor for Environmental Toxicology at the Heinrich-Heine University 
in Duesseldorf, Germany. She did a postdoc at the National Institute for Environmental Health 
Sciences at Research Triangle Park in North Carolina, USA and habilitated in 2008 on the role of 
the aryl hydrocarbon receptor in skin. She has been collaborating with international agencies like 
the European Food Safety Authority and the US-Environmental Protection Agency for many years 
with the goal of advancing alternative methods for developmental neurotoxicity testing for regula-
tory application.

Small 2020, 2006252



www.advancedsciencenews.com www.small-journal.com

© 2020 The Authors. Small published by Wiley-VCH GmbHSmall 2020, 2006252 2006252 (31 of 31)

Julia Tigges is a postdoctoral researcher in the research group of Prof. Ellen Fritsche at the IUF – 
Leibniz Research Institute for Environmental Medicine. She received her Ph.D. degree from the 
Heinrich-Heine University Duesseldorf, Germany in 2011 for her work on the role of the arylhydro-
carbon-receptor in the reaction of the skin to exogenous noxae. In addition to her skin expertise, 
she became specialist on quality control management of human-induced pluripotent stem cells 
(hiPSC) and the development of hiPSC-based alternative methods to animal tests.

Katharina Koch is a postdoctoral researcher in the research group of Prof. Ellen Fritsche at 
the IUF. She received her Ph.D. degree in 2018 for her work in the Neurosurgical Clinic of the 
University Hospital Düsseldorf, Germany focusing on the interference in cellular energy and lipid 
metabolism to target therapy-resistant cancer stem cells in glioblastoma. During her Ph.D., she 
was a visiting researcher at the Pathology Department of the Johns Hopkins Hospital, Baltimore, 
USA. Since 2019, she works at the IUF developing stem cell-based in vitro assays for endocrine 
disruption-mediated developmental neurotoxicity as part of the Horizon 2020 ENDpoiNTs project.

Small 2020, 2006252



56 

 

2.2 Neural In Vitro Models for Studying Substances Acting on the 

Central Nervous System 

Ellen Fritsche, Julia Tigges, Julia Hartmann, Julia Kapr, Melania M. Serafini, Barbara 

Viviani 

Animal models have been greatly contributing to our understanding of physiology, 

mechanisms of diseases, and toxicity. Yet, their limitations due to, e.g., interspecies 

variation are reflected in the high number of drug attrition rates, especially in central 

nervous system (CNS) diseases. Therefore, human-based neural in vitro models for 

studying safety and efficacy of substances acting on the CNS are needed. Human iPSC-

derived cells offer such a platform with the unique advantage of reproducing the “human 

context” in vitro by preserving the genetic and molecular phenotype of their donors. 

Guiding the differentiation of hiPSC into cells of the nervous system and combining them 

in a 2D or 3D format allows to obtain complex models suitable for investigating 

neurotoxicity or brain-related diseases with patient-derived cells. This chapter will give 

an overview over stem cell-based human 2D neuronal and mixed neuronal/astrocyte 

models, in vitro cultures of microglia, as well as CNS disease models and considers new 

developments in the field, more specifically the use of brain organoids and 3D bioprinted 

in vitro models for safety and efficacy evaluation. 
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2.3 Neuronal Differentiation from Induced Pluripotent Stem Cell-

Derived Neurospheres by the Application of Oxidized Alginate-

Gelatin-Laminin Hydrogels 

Thomas Distler, Ines Lauria, Rainer Detsch, Clemens M. Sauter, Farina Bendt, Julia Kapr, 

Stephan Rütten, Aldo R. Boccaccini, Ellen Fritsche 

Biodegradable hydrogels that promote stem cell differentiation into neurons in three 

dimensions (3D) are highly desired in biomedical research to study drug neurotoxicity 

or to yield cell-containing biomaterials for neuronal tissue repair. Here, we demonstrate 

that oxidized alginate-gelatin-laminin (ADA-GEL-LAM) hydrogels facilitate neuronal 

differentiation and growth of embedded human induced pluripotent stem cell (hiPSC) 

derived neurospheres. ADA-GEL and ADA-GELLAM hydrogels exhibiting a stiffness close 

to ~5 kPa at initial cell culture conditions of 37°C were prepared. Laminin supplemented 

ADA-GEL promoted an increase in neuronal differentiation in comparison to pristine 

ADA-GEL, with enhanced neuron migration from the neurospheres to the bulk 3D 

hydrogel matrix. The presence of laminin in ADA-GEL led to a more than two-fold 

increase in the number of neurospheres with migrated neurons. Our findings suggest 

that laminin addition to oxidized alginate—gelatin hydrogel matrices plays a crucial role 

to tailor oxidized alginate-gelatin hydrogels suitable for 3D neuronal cell culture 

applications. 
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Figure 2. Material characterization. (A) Fourier transformed infrared spectroscopy (FTIR) analysis, absorbance spectra of
ADA, GEL, ADA-GEL, ADA-GEL-LAM, and ADA-GEL hydrogels. (B) Scanning electron microscopy images of ADA-GEL
and ADA-GEL-LAM hydrogels. Both hydrogels feature micro porosity (bottom row). (C) Nanoindentation of ADA-GEL
and ADA-GEL-LAM showing the effective Young’s modulus (Eeff) of the hydrogels at 22 ◦C and 37 ◦C. Data are displayed
as mean ± SD. (D) Qualitative load-indentation behavior of the hydrogels. Statistically significant differences of means
analyzed using one-way ANOVA with * p < 0.05, ** p < 0.01, not significant (ns, p ≥ 0.05). Scale bar 1–10 µm.

3.2. Cytocompatibility of ADA-GEL-LAM Hydrogels

Neurospheres were generated from hiPSC by neural induction as described earlier [32]
and subsequently embedded into ADA-GEL, ADA-GEL-LAM, and ADA-LAM hydrogels
after chopping neurospheres to 0.1 mm and mixing with the hydrogel precursor (Figure 3A).
Cross-linked cell-laden hydrogels were further incubated in cell-differentiation medium to
start neuronal differentiation. In order to assess the compatibility of the hydrogels with the
neurospheres, cell viability was measured by resazurin reduction to fluorescent resorufin
on days 1, 3, and 7 (Figure 3B).
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Figure 4. LIVE/DEAD staining of neurospheres in ADA-X hydrogels. Neurospheres were embedded
in the indicated hydrogels and cultivated in differentiation medium. Samples were stained with
Calcein-AM (LIVE, green) and Ethidium-homodimer (DEAD, red) and analyzed by light-microscopy
in fluorescence and brightfield mode. Cell outgrowth was indicated in ADA-GEL-LAM (white
arrows). Scale bar 100 µm.

In contrast, for ADA-LAM without the presence of gelatin, the core of the neurospheres
exhibited a high degree of necrosis, with spheres seeming to disintegrate as indicated by
the red EthD-1-stained cells. In phase contrast images, the defined interface between
the neurospheres and the bulk hydrogel vanished compared to ADA-GEL or ADA-GEL-
LAM hydrogels.

3.3. Neurospheres Differentiate into Neurons

Cell differentiation was further monitored after a time period of 14 days using confo-
cal laser scanning fluorescence microscopy. Filamentous (F-)actin as well as the neuronal
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marker tubulin-β-III (TUBB3) were labeled by phalloidin and specific antibodies, respec-
tively (Figure 5). ADA-LAM showed dispersed spheres with cells appearing necrotic as
indicated by cell viability LIVE/DEAD stainings, similar to earlier time points (data not
shown). However, neurospheres in ADA-GEL were interconnected via neuronal paths,
indicated by TUBB3-positive neurites (Figure 5A, red). Moreover, in laminin-crosslinked
ADA-GEL-LAM, the cellular outgrowth of spheres was stronger and omnidirectional (Sup-
plementary Videos S1 and S2), suggesting laminin-supported cell migration (Figure 5A).
This observation was quantified by determination of the number of spheres with migrated
cells and measurement of the migration distance.

Although migration distance showed no significant difference, laminin presence
stimulated cell migration out of the spheres by 2.7-fold (Figure 5B). The results thus suggest
that laminin supports cell differentiation and migration.

Figure 5. Laminin supports neuronal migration out of neurospheres. (A) Confocal fluorescence microscopy of immunos-
tainings for tubulin-β-III (red, Alexa546), filamentous actin (green, Phalloidin-Alexa488) and nuclei (blue, Hoechst) after
14 days of gel differentiation. The upper panel displays the tubulin-β-III positive neuronal outgrowth only. Representative
maximum intensity projections are shown in the lower panel. (B) Quantification of the migration distance (black), measured
from the edge of the sphere core to the distal end, normalized to the length of ADA-GEL. Number of spheres showing
migration, normalized to ADA-GEL (red). Scale bar 200 µm.

4. Discussion

Our work demonstrates for the first time that ADA-GEL hydrogel is cytocompatible
with hiPSC-derived neurospheres, opening the possibility of the application of this gel
base for 3D tissue modeling. Both neuronal outgrowth and migration in 3D are supported
by ADA-GEL hydrogels and are further enhanced in the presence of laminin, resulting in
dense neuronal differentiation in 3D. Although different alginate-based hydrogels were
previously used for neural applications—including rodent spinal cord, neurite outgrowth
activity and cell-matrix-adhesion [36–39]—the application of oxidized alginate-gelatin-
laminin hydrogels for central nervous system neuronal differentiation from hiPSC-derived
NPC represents a novel approach in the field.

We suggest the following functions of each material inside ADA-GEL-LAM: ADA
provides the main 3D hydrogel environment by ionic crosslinking using Ca2+ ions. GEL
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2.4 Human Induced Pluripotent Stem Cell-Derived Neural Progenitor 

Cells Produce Distinct Neural 3D In Vitro Models Depending on 

Alginate/Gellan Gum/Laminin Hydrogel Blend Properties 

Julia Kapr, Laura Petersilie, Thomas Distler, Ines Lauria, Farina Bendt, Clemens M. 

Sauter, Aldo R. Boccaccini, Christine R. Rose, Ellen Fritsche 

Stable and predictive neural cell culture models are a necessary premise for many 

research fields. However, conventional 2D models lack 3D cell-material/-cell 

interactions and hence do not reflect the complexity of the in vivo situation properly. 

Here two alginate/gellan gum/laminin (ALG/GG/LAM) hydrogel blends are presented for 

the fabrication of human induced pluripotent stem cell (hiPSC)-based 3D neural models. 

For hydrogel embedding, hiPSC-derived neural progenitor cells (hiNPCs) are used either 

directly or after 3D neural pre-differentiation. It is shown that stiffness and stress 

relaxation of the gel blends, as well as the cell differentiation strategy influence 3D 

model development. The embedded hiNPCs differentiate into neurons and astrocytes 

within the gel blends and display spontaneous intracellular calcium signals. Two fit-for-

purpose models valuable for i) applications requiring a high degree of complexity, but 

less throughput, such as disease modeling and long-term exposure studies and ii) 

higher throughput applications, such as acute exposures or substance screenings are 

proposed. Due to their wide range of applications, adjustability, and printing 

capabilities, the ALG/GG/LAM based 3D neural models are of great potential for 3D neural 

modeling in the future. 
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Human Induced Pluripotent Stem Cell-Derived Neural
Progenitor Cells Produce Distinct Neural 3D In Vitro Models
Depending on Alginate/Gellan Gum/Laminin Hydrogel
Blend Properties

Julia Kapr, Laura Petersilie, Thomas Distler, Ines Lauria, Farina Bendt, Clemens M. Sauter,

Aldo R. Boccaccini, Christine R. Rose, and Ellen Fritsche*

Stable and predictive neural cell culture models are a necessary premise for

many research fields. However, conventional 2D models lack 3D

cell-material/-cell interactions and hence do not reflect the complexity of the

in vivo situation properly. Here two alginate/gellan gum/laminin

(ALG/GG/LAM) hydrogel blends are presented for the fabrication of human

induced pluripotent stem cell (hiPSC)-based 3D neural models. For hydrogel

embedding, hiPSC-derived neural progenitor cells (hiNPCs) are used either

directly or after 3D neural pre-differentiation. It is shown that stiffness and

stress relaxation of the gel blends, as well as the cell differentiation strategy

influence 3D model development. The embedded hiNPCs differentiate into

neurons and astrocytes within the gel blends and display spontaneous

intracellular calcium signals. Two fit-for-purpose models valuable for i)

applications requiring a high degree of complexity, but less throughput, such

as disease modeling and long-term exposure studies and ii) higher

throughput applications, such as acute exposures or substance screenings

are proposed. Due to their wide range of applications, adjustability, and

printing capabilities, the ALG/GG/LAM based 3D neural models are of great

potential for 3D neural modeling in the future.

1. Introduction

The human central nervous system (CNS) consists of a com-
plex cellular network in which the microenvironment, like spa-
tiotemporal exposure to signaling molecules and cell-cell and
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cell-matrix interactions, plays a crucial role
for its proper development and function.[1]

Given that such interactions are largely
absent in 2D cell cultures, the frequent
failure in translating in vitro findings
into in vivo applications is inevitable.[2–5]

The generation of stable and predictive
neural cell culture models is central for
many fields dealing with, for example,
toxicological evaluation, disease model-
ing, drug development, and regenerative
medicine. Therefore, there is a need for
more sophisticated models that better
mimic the physiology of the human brain.
Substantial efforts have been made to

add the third dimension to standard 2D
cell cultures. Starting from the begin-
ning of this century, several approaches
for the generation of 3D neural mod-
els such as neurospheres and hydrogel
scaffolds were developed.[6] Essentially, 3D
structure can be achieved by harnessing
the self-organization properties of cells,
for example, to drive the formation of

neurospheres, or by providing support and structure for cells
with hydrogel scaffolds in an engineering-based manner. Neu-
rospheres are cell aggregates that consist of neural progeni-
tor cells (NPCs) and are cultivated in the presence of growth
factors. In the absence of growth factors and when seeded
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on 2D poly-D-lysin/laminin (PDL/LAM)-coated surfaces, NPC
neurospheres migrate and differentiate into neurons, astrocytes,
and oligodendrocytes, thereby generating complex networks.[7–13]

The dimension of such neurospheres when plated for migration
and differentiation is called “secondary 3D.”[14] NPCs generated
from induced pluripotent stem cells (iPSCs), iNPCs, have been
previously employed in neurotoxicity testing and modeling of
Alzheimer’s and Parkinson’s disease.[13,15–20] These secondary 3D
models were developed to improve the classical 2D-monolayer
neuronal cultures.[21,22] However, plated neurospheres do not
form a 3D network on 2D substrates. Engineered 3D biomaterial
models such as hydrogel scaffolds complement the existing cell
models by providing an adaptable, controlled, and consistent ex-
tracellular environment.[23] 3D models augment the complexity
of conventional cell cultures, thus rendering them more predic-
tive and physiologically relevant.[6,14] However, variability and re-
producibility in these systems are still challenging, often due to
the nature of the materials. Batch-to-batch variations in, for ex-
ample, matrigel or limited cell-material interaction in synthetic
gels play important roles.[24,25]

The interest in hydrogels has increased largely since their dis-
covery in 1960.[26] These 3Dmatrices consist of hydrophilic poly-
mers that hold large quantities of water. Due to this high water-
content (>90%), these gels can exhibit tissue-like properties.[27]

Hydrogels maintain their structure by chemical, physical, or bio-
chemical crosslinking of the polymer chains.[28] Ideally, extra-
cellular matrix (ECM)-mimicking hydrogels should support cell
survival, growth, differentiation, cell-cell, and cell-matrix adhe-
sion, as well as facilitate proper nutrient flux.[29,30] In order to al-
low cellular outgrowth, a certain degree of hydrogel-degradation
is desirable. The material stiffness also plays an important role
for the generation of neuralmodels.With a Young’s elasticmodu-
lus of 0.5 to 50 kPa, the brain is one of the softest tissues in the hu-
man body.[31,32] As an example, natural polymers such as alginate
(ALG) and gellan gum (GG) are inherently suitable surrogates
for ECM, due to their high water content and tunable stiffness,
as well as their chemical versatility and biocompatibility.[33–37]

ALG is a seaweed-derived marine polysaccharide and one of
the most commonly used biomaterials for hydrogel formation.
It can be easily gelatinized with divalent cations and is highly
biocompatible.[38] It is composed of D mannuronic acid (M) and
L guluronic acid (G) monosaccharide units and forms hydrogels
through crosslinking of the G residues with divalent cations.[34,39]

GG is a natural extracellular polysaccharide produced by the
bacterium Sphingomonas paucimobilis, which forms a gel after
crosslinking of its double helices with divalent cations such as
Ca2+ or Mg2+.[33] Although many modifications and blends have
been produced from ALG and GG,[34,40] no ALG/GG blend has
yet been used for the development of 3D neural models. Since
ALG and GG gels are biologically inert,[34,41] they are often func-
tionalized with native ECM molecules, such as LAM, collagen,
or fibronectin.[1,42–44] LAM has previously been used to support
cell survival, network formation, and functional development of
neural cultures in vitro.[1,45] Moreover, it was reported that ALG-
based hydrogels can mimic the complex mechanical properties
of brain tissue.[46]

The engineering of physiologically relevant structures and
the recapitulation of spatiotemporal availability of signaling
molecules in neural models is highly challenging. 3D bio-

printing offers a promising tool for the generation of such
model systems.[36] Cell-supplemented biocompatible materials
are printed with micrometric precision and may even com-
bine several cell types, thus generating complex cellular net-
works. The printing process depends on three main variables:
1) the material (biomaterial ink), 2) the cells and 3) biomechan-
ical factors.[25,47–49] Due to their highly tunable rheological prop-
erties, hydrogels are suitable for bioprinting applications.[35,50]

However, neural cells require soft materials and are sensitive
to shear stress, which only permits hydrogels with very specific
properties.[51]

Bioinks based on ALG or GG, yet not in combination, have
previously been employed to generate bioprinted and non-
bioprinted 3D neural models.[37,52–55] Combining suitable gel
properties for adequate cell-culture development and function-
ality, with printability and long-term integrity of the hydrogels
remains a challenge. Although both ALG and GG are promising
candidates for the generation of 3D neural cultures, they each
lack desirable properties. While GG is not surface adherent, ALG
deforms severely upon crosslinking. However, ALG appears sur-
face adherent and is stable over long periods of time, which is im-
portant for long-term cultivation. The GG is printable in low con-
centrations and its softness appears favorable for neural cultures.
To date, there is no gold standard for the generation of hydrogel-
based 3D neural cultures and the full potential of such systems
has yet to be exploited.
In this study, we chose ALG and GG for their completive fa-

vorable properties and present two ALG/GG/LAM blends for the
generation of functional 3D neural models. We chose the gel
blends according to their gel integrity, surface adherence, cell
survival, and neural outgrowth. We characterized the hydrogels
via Fourier transformed infrared spectroscopy (FTIR), scanning
electron microscopy (SEM), mechanical testing, and degradation
studies.We additionally show the printability of the gel blends us-
ing an extrusion-based 3D bioprinter. Pre-differentiated and non-
pre-differentiated hiNPCneurosphereswere embedded into both
1.5%ALG/0.5%GG/0.01% LAM and 0.3%ALG/0.8%GG/0.01%
LAM hydrogels. The growth and differentiation of these multi-
cellular models into neurons and astrocytes within the gels were
assessed via immunocytochemistry (ICC) and the network func-
tionality was verified by intracellular calcium imaging.

2. Results

2.1. Material Characterization

Reproducibility and close characterization of the cellular mi-
croenvironment are important factors in cell culture mainte-
nance and application. Physico-chemical tests are generally used
to characterize material properties and to anticipate their behav-
ior and performance under cell culture conditions. Therefore,
we characterized the developed hydrogels and used pure ALG
and GG as comparative materials. ALG and GG both formed
clear and stable hydrogels and blends upon crosslinking with
CaCl2. Pure ALG deformed upon crosslinking (Supporting In-
formation), whereas GG and the 0.3% ALG/0.8% GG blend re-
tained their structural integrity. The 1.5% ALG/0.5% GG blend
appeared slightly deformed after crosslinking (data not shown).
All gels maintained their structure over at least 4 weeks, when
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Figure 1. Physico-chemico characterization of ALG and GG based hydrogels. A) SEM images of i) 0.9% GG/0.01% LAM, ii) 1.5% ALG/0.5% GG/0.01%
LAM, iii) 0.3% ALG/0.8% GG/0.01% LAM, and iv) 1.0% ALG/0.01% LAM hydrogels. B) FTIR analysis of ALG/GG/LAM composite hydrogels. 1.0% ALG
serves as reference. C) Hydrogel swelling and degradation of i) 0.9% GG, ii) 1.5% ALG/0.5% GG, iii) 0.3% ALG/0.8% GG, and iv) 1.0% ALG hydrogels
assessed for 21 days of incubation in PBS (37 °C;N= 7). D) Qualitative stress relaxation behavior of the different hydrogels. E) Initial elastic modulus and
F) stress relaxation time as the time after which 50% of the initial stress (at 15% strain) has been dissipated (N > 3) of the hydrogels. The legend for (B),
(D), (E), and (F) is shown on the bottom. Data are shown as mean ± SD. Statistically significant differences among means between the different groups
are indicated as *p < 0.05, analyzed using one-way ANOVA and Bonferroni post-hoc tests. Abbreviations: GG, gellan gum; FTIR, Fourier transformed
infrared spectroscopy; SEM, Scanning electron microscopy; Ref., reference.

immersed in CINDA medium. ALG and both hydrogel blends
reliably adhered to PDL/LAM-coated plastic and polymer sur-
faces, as well as to non-coated plastic surfaces, whereas GG is
not surface adherent (Supporting Information).
All hydrogels formed microporous microstructures after

crosslinking, as shown by SEM (Figure 1A). Peak shifts from
1406 to 1427 cm–1 and 1595 to 1627 cm–1 were indicative for the
presence of LAM in all LAM containing samples, corresponding
to amine and amide bonds (amide I≈1621 cm–1; Figure 1B).[56,57]

Peaks of GG at 1031 and 1627 cm−1 corresponding to C─O
stretching and COO– asymmetric stretching[58] confirmed the
presence of GG in all GG-containing hydrogel blends, while the
peak at 1627 cm–1 cannot be well discerned from the amide I peak
expected from LAM. In sum, the FTIR results indicated the suc-
cessful presence of ALG, GG, and LAM in all respective hydrogel
blends.

All GG-containing hydrogels show an initial swelling phase of
3–5 days, followed by water release and degradation (Figure 1C).
1.0% ALG/0.01% LAM lacks the initial swelling phase, but also
degrades over time. All hydrogels are stable for at least 21 days
under cell culture conditions (Figure 1C). Figure 1D,F displays
the qualitative stress relaxation experiments, as well as the quan-
tification of the stress relaxation time (t1/2), as the time point af-
ter which 50% of the initial stress (at 15% strain) has been dissi-
pated from the hydrogels. All gels showed a fast stress relaxation
(t1/2 < 20 s) with 0.3% ALG/0.8% GG/0.01% LAM having the
shortest (≈7 s) and 1.5% ALG/0.5% GG/0.01% LAM having the
longest (≈16 s) stress relaxation time (Figure 1D,F). The addition
of 0.3%ALG to 0.8%GG and 0.01% LAM accelerated stress relax-
ation in comparison to pure 0.9%GG hydrogels, while the reduc-
tion of ALG content from 1.5% to 0.3% significantly (*p < 0.05)
reduced stress relaxation time of the hydrogels (Figure 1D,F).
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Figure 2. hiNPC differentiation in 1.5% ALG/0.5% GG/0.01% LAM and 0.3% ALG/0.8% GG/0.01% LAM gels. A) Proliferating hiNPC spheres were
chopped (0.1 mm) and embedded into the respective gel (4.9 × 103 spheres mL−1 gel). The gels were then cultivated in differentiation medium for
21 days and subsequently stained. Confocal images of differentiated spheres in B) 1.5% ALG/0.5% GG/0.01% LAM or C) 0.3% ALG/0.8% GG/0.01%
LAM gels are shown. The samples were stained for nuclei (Hoechst, blue), ßIII tubulin (Alexa 546, green), F-actin (phalloidin, Alexa 488, yellow or grey),
dopaminergic neurons (TH, Alexa 546, magenta) and astrocytes (GFAP, Alexa 647, red). Images of the neural network formation are depicted in the
upper row far right of (B) and (C). Differentiation into multiple cell types within the gels is shown in the lower two rows of (B) and (C). D) Proliferating
0.3 mm iNPC spheres generated from a disease cell line derived from a patient with Cockayne syndrome B (CSB), were embedded and differentiated as
described above. The gels were subsequently stained for nuclei (Hoechst, blue), ßIII tubulin (Alexa 546), F-actin (phalloidin, Alexa 488, yellow or grey),
and astrocytes (GFAP, Alexa 647, red). Left to right: F-actin, ßIII tubulin, F-actin incl. network formation, ßIII tubulin, GFAP, ßIII-GFAP merge. The red
circles show the approximate size and location of the originally embedded spheres. Images represent sections through spheres in varying depths or
maximum intensity projections of Z-stacks. Abbreviations: GG, gellan gum; hiNPCs, human induced pluripotent stem cell-derived neural progenitor
cells.

Figure 1E indicates the gel stiffness between the different condi-
tions, derived from uniaxial compression test.[59] The initial elas-
ticmodulus of the hydrogels revealed 1.5%ALG/0.5%GG/0.01%
LAM as the stiffest (≈35 kPa) and 1.0% ALG/0.01% LAM as the
softest (≈5 kPa) hydrogel, while 0.3% ALG/08% GG/0.01% LAM
hydrogels showed a lower stiffness in comparison to the 1.5%
ALG/0.5% GG/0.01% LAM composition (≈20 kPa; Figure 1E).
We showed that the developed hydrogel blends are struc-

turally stable and surface adherent, which is beneficial for
long-term cultivations. Furthermore, all three components are
contained within the crosslinked hydrogels, thereby excluding
initial washout of ALG, GG, or LAM. The gel blends degrade

slowly over time, which is generally thought of as beneficial for
cellular outgrowth andmigration. The fast stress relaxation times
may additionally support this effect. The elastic moduli of the hy-
drogel blends lay within the range of brain stiffness.

2.2. Long-Term Neural Differentiation

We tested the hydrogel blends for their applicability in long-
term cultivation and differentiation of hiNPCs. HiNPC spheres
were chopped to 0.1 mm and embedded into 1.5% ALG/0.5%
GG/0.01% LAM and 0.3% ALG/0.8% GG/0.01% LAM blends
(Figure 2A). Both ALG/GG blends exhibited satisfying cell
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compatibility, as indicated by medium to high cell viability
in calcein-AM (live) and ethidium-homodimer-1 (dead) double-
stainings (LIVE/DEAD; Supporting Information). Spontaneous
neural differentiation and themigration pattern of differentiating
cells within the gel blends after 21 days were assessed using ICC
staining. Migration of differentiating cells out of the sphere core
into the surrounding gel matrix was observed in both gel blends
(Figure 2B,C). Outgrowth within the gels occurred in thick bun-
dles over the course of 3 weeks and was subsequently assessed by
staining for the neuronal epitope �(III)-tubulin and the cytoskele-
tal marker F-actin. A more detailed characterization of the dif-
ferentiation pattern revealed differentiation into neurons (ßIII-
tubulin+), dopaminergic neurons (TH+), and astrocytes (GFAP+)
in both hydrogel blends, as shown in Figure 2B,C.
Additionally, a disease cell line of a Cockayne Syndrome B

(CSB) patient was cultivated and stained in the same manner
as the IMR90 cells, in order to show the suitability of the 0.3%
ALG/0.8% GG/0.01% LAM gel blend for disease modeling. We
show outgrowth and differentiation of the disease cell line within
the respective hydrogel blend.
In a second approach, 0.3 mm hiNPC spheres were allowed to

pre-differentiate as floating spheres for 1 week in differentiation
medium, before subsequent embedding into 1.5% ALG/0.5%
GG/0.01% LAM and 0.3% Alg/0.8% GG/0.01% LAM hydrogels,
where they were allowed to differentiate for another 7 days (Fig-
ure 3A). ICC stainings reveal a dense F-actin and ßIII-tubulin
network, as well as TH-positive dopaminergic neurons and
GFAP-positive astrocytes within the spheres (Figure 3B,C). How-
ever, no significant outgrowth or migration of pre-differentiated
hiNPC spheres into the surrounding gel matrix was observed.
As a comparison to the second approach, we differentiated

0.3 mmNPC spheres as free-floating culture for 14 days and sub-
sequently stained the spheres (Figure 3D). ICC images show an
actin and tubulin network.
With the first approach, non-pre-differentiated NPCs devel-

oped into complex multicellular 3D microtissues within the
course of 3 weeks. In contrast, pre-differentiated spheres did not
extend into the hydrogel, but instead formed multicellular inter-
spherical networks in 3Dwithin 1week.Here, two fit-for-purpose
applications seem to emerge. Long-term cultivations of complex
cellular models could be valuable for applications that require
a higher degree of physiology, such as disease modeling, while
the quick generation of complex models in an easy to handle 3D
model could be beneficial for, for example, substance screening.

2.3. Calcium Signaling

In order to test the functionality of the neural networks devel-
oped in 3D, cellular activity was monitored using calcium imag-
ing. The hiNPCs were embedded in either hydrogel blend and
the resulting crosslinked sphere-laden hydrogels were differen-
tiated for 21 days, before they were employed for calcium imag-
ing (Figure 4A). The 1.5% ALG/0.5% GG/0.01% LAM and 0.3%
ALG/0.8% GG/0.01% LAM gels exhibited an average frequency
of ≈1.5 signals per 10 min (mean ± SEM: 1.6 ± 0.2, N = 3, n =

51, ns = 21; mean ± SEM: 1.5 ± 0.1, N = 4, n = 89, ns = 28; Fig-
ure 4E), the peak amplitude was 0.9 to 1.5% (mean ± SEM: 0.9 ±
0.1, N = 3, n = 51, na = 34; mean ± SEM: 1.5 ± 0.3, N = 4, n =

89, na = 41; Figure 4F) and the average length of the signals was
≈100 s (mean ± SEM: 102.3 ± 14.6, N = 3, n = 51, nf = 32; mean
± SEM: 92.1 ± 10.3, N = 4, n = 89, nf = 35; Figure 4G).
The 1-week pre-differentiated spheres were also embedded in

both hydrogel blends and further differentiated for 7 days. Pre-
differentiated spheres in 0.3% ALG/0.8% GG/0.01% LAM gels
could not be sliced due to the softness of the gels, precluding cal-
cium imaging. The pre-differentiated spheres in 1.5% ALG/0.5%
GG/0.01%LAMgelswere sliced and analyzed as described above.
Spontaneous calcium signals were measured, with 74% of the
cells being active (Figure 4D). The average frequency was ≈3.2
signals per 10 min (mean ± SEM: 3.2 ± 0.3, N = 3, n = 76,
ns = 56; Figure 4E), the peak amplitudewas≈4.5% (mean± SEM:
4.6 ± 0.4, N = 3, n = 76, na = 179; Figure 4F) and the average
length of the signal was ≈40 s (mean ± SEM: 40.1 ± 3.0,N = 3, n
= 76, nf = 177; Figure 4G). In summary, these results show that
in all conditions tested (3/4 models), cells generate spontaneous
calcium signals, indicative of physiological activity.

2.4. Bioprinting

To evaluate whether the 3D bioprinting technology can be used
to print the developed gel blends, we utilized an extrusion-based
bioprinter. We intended to directly deposit the hydrogels onto the
electrodes of a 24-well multielectroda array (MEA), which could
later be used for the electrophysiologicalmeasurements of neural
3D networks. A general challenge of the MEA technology is the
direct positioning of the cells onto the electrodes, so that electri-
cal activity can bemeasured. This is especially challenging in 3D,
where the cells are potentially far away from the electrodes. Our
print pattern was therefore designed as 4 lines, surrounded by a
stabilizing square, which lays directly on top of the electrodes.
In a preliminary test trial using silicon, this grid was printed
with the necessary precision onto 24-well MEAs. However, the
mwMEA plates are manufactured with small deviations in the
electrode position from plate to plate, resulting in variable posi-
tion outcomes of the printed structures in relation to the elec-
trodes (Figure 5A). Therefore, printability of the hydrogels was
further examined in standard tissue culture 24-well plates. Suit-
able printing parameters were identified for 0.9% GG and both
ALG/GGblends and the grid was successfully printed (Figure 5B,
supplementary material). Both printed gel blend structures, but
not pure GG structures were surface adherent. Pure ALG was
not printable. As a proof of principle, we then embedded iPSC-
derived single cell NPCs into the 1.5% ALG/0.5% GG/0.01%
LAM gel blend, bioprinted them in the same manner as the cell-
free gels and crosslinked the gels after printing. The cell-laden
gels were then cultivated under differentiation conditions for 3
days and subsequently stained for live and dead cells (Figure 5C).
The stainings show ≈62% live cells within the gels. We conclude,
that the developed hydrogel blends are suitable for bioprinting
applications, even for small scale structures.

3. Discussion and Conclusion

The establishment of complex and robust neural in vitro mod-
els and reliable cultivation systems that reflect human physiol-
ogy becomes increasingly important. Gaining a deeper under-
standing of cell and tissue function in health and disease will
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Figure 3. Pre-differentiated hiNPCs differentiated in 1.5% ALG/0.5% GG/0.01% LAM and 0.3% ALG/0.8% GG/0.01% LAM. A) Proliferating 0.3 mm
hiNPC spheres were pre differentiated for 1 week and subsequently embedded into the respective gel. The gels were then cultivated in differentiation
medium for 7 days and subsequently stained. Confocal images of differentiated spheres in B) 1.5% ALG/0.5% GG/0.01% LAM or C) 0.3% ALG/0.8%
GG/0.01% LAM hydrogels. The samples were stained for nuclei (Hoechst, blue), ßIII tubulin (Alexa 546, green), F-actin (phalloidin, Alexa 488, yellow or
grey), dopaminergic neurons (TH, Alexa 546, in magenta) and astrocytes (GFAP, Alexa 647, red). Images of the neural network formation are depicted in
the upper row of (B) and (C). The red circles show the approximate. size and location of the originally embedded spheres. Differentiation into multiple
cell types within the gels is shown in the lower two rows of (B) and (C). D) As a comparison for the gel differentiation, proliferating 0.3 mmNPC spheres
were differentiated as free-floating spheres without gel-embedding for 2 weeks and subsequently stained for nuclei (Hoechst, blue), ßIII tubulin (Alexa
546, green), F-actin (phalloidin, Alexa 488, yellow or grey) and astrocytes (GFAP, Alexa 647, red). Left to right: ßIII tubulin, F-actin, ßIII tubulin, GFAP,
ßIII-GFAP merge. Images represent sections through spheres in varying depths or maximum intensity projections of Z-stacks. Abbreviations: GG, gellan
gum; hiNPCs, human induced pluripotent stem cell-derived neural progenitor cells.

help us to understand pathomechanisms. Moreover, utilization
of such in vitro models for assessing the neural responses to toxi-
cants and drugs will improve hazard assessment. 3Dmodels aug-
ment the complexity of conventional cell cultures, thus render-
ing themmore predictive and physiologically relevant.[28,54,55,60,61]

However, there is currently no gold standard for hydrogel-based
3D neural cultures, as limitations such as the high variability and
the general low throughput of 3D models still need to be over-
come. Here we suggest two cytocompatible ALG/GG/LAM hy-
drogel blends for the generation of human iPSC-based 3D neural
models with spontaneous intracellular calcium signals.

Animal models and rodent primary cell cultures have given us
great insights into the brain’s development, basic function, dis-
orders, and its reaction to substance exposure. However, inter-
species differences suggest a limited predictive power of such
models for humans,[12,13,22,62–66] especially when it comes to dis-
ease models.[67,68] This leads, amongst others, to high attrition
rates for drugs.[2–4] Therefore, we developed our 3D models with
widely available and ethically justifiable hiNPCs, that reflect the
correct species. These pluripotent cells can be differentiated into
multicellular networks containing cells of the neuronal and as-
troglia lineage. It is, however, not yet possible to obtain fully ma-

Adv. Healthcare Mater. 2021, 2100131 2100131 (6 of 14) © 2021 The Authors. Advanced Healthcare Materials published by Wiley-VCH GmbH



www.advancedsciencenews.com www.advhealthmat.de

Figure 4. Calcium signaling in pre-differentiated and non-pre-differentiated hiNPC-derived neural networks in 1.5% ALG/0.5% GG/0.01% LAM and
0.3% ALG/0.8% GG/0.01% LAM gels. A) The hiNPCs were chopped to 0.1 mm size and subsequently embedded into the respective hydrogel blend.
The hiNPCs were differentiated within the gel for 21 days before slicing and calcium imaging. 0.3 mm pre-differentiated spheres were not chopped, but
sorted and pre-differentiated for 1 week in the absence of growth factors. Thereafter, the pre-differentiated spheres were embedded into the respective
hydrogel blend and cultivated under differentiating conditions for 1 week. The sphere-laden gels were then sliced into 250 µm thick slices before calcium
imaging. B) Transmission and widefield images showing Fura-2 fluorescence (after excitation at 380 nm) of a pre-differentiated neural network in 1.5%
ALG/0.5% GG hydrogel. Dashed lines illustrate regions of interest (ROIs) 1-4, representing cell bodies, as analyzed in (C). C) Corresponding ROIs
showing spontaneous calcium signals during a 10 min recording period. Black dotted lines indicate the baseline and grey dotted lines indicate 5 ×
SD of the baseline. Black lines represent the smoothened traces (Savitzky Golay Filter: 15). Black triangles mark calcium signals; red dots mark the
peak amplitudes ΔR/R, red lines mark the Full Width at Half Maximum (FWHM) of two signals in one example trace. D) The pie charts display the
percentages of active vs. inactive ROIs in all imaged samples of pre-differentiated spheres differentiated in 1.5% ALG/0.5% GG/0.01% LAM (black, left),
non-differentiated hiNPCs differentiated in 1.5% ALG/0.5% GG/0.01% LAM (dark blue, middle) and non-differentiated hiNPCs differentiated in 0.3%
ALG/0.8% GG/0.01% LAM (light blue, right). The graphs show E) the average frequency (mean ± SEM) of calcium signals per 10 min, F) the peak
amplitude ΔR/R (in %) and G) the FWHM (in s) of each individual calcium signal, respectively. Each color in (F) and (G) represents individual Ns.
For illustration purposes, seven data points of pre-differentiated hiNPCs in 1.5% ALG/0.5% GG, exhibiting amplitudes exceeding 20%, are not shown.
Abbreviations: N, number of gels; n, number of cells. ALG, alginate; GG, gellan gum; LAM, laminin; ROI, region of interest; iPSCs, induced pluripotent
stem cells; hiNPCs, human iPSC-derived neural progenitor cells; FWHM, full width at half maximum; pre-diff, pre-differentiated.
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Figure 5. Bioprinting strategy. A) Detailed view of a well from a 24-well MEA plate (top). The silicon was printed in a square with four horizontal lines
onto the electrodes with the currently highest possible accuracy (bottom). B) Representative microscopy images of 0.9% GG, 1.5% ALG/0.5% GG and
0.3% ALG/0.8% GG gels printed into a 24 well plate. Depicted are two representative images of the printing layer of the intended structure. All images
were taken immediately after printing. C) Exemplary images of bioprinted single cells in 1.5% ALG/0.5% GG/0.01% LAM. Cells were differentiated for 3
days after printing and crosslinking, and subsequently stained with calcein-AM for live cells (green) and ethidium homodimer-1 for dead cells (red). The
graph shows the living cells within the gels after 3 days (n = 4 gels). Abbreviations: MEA, microelectrode array; GG, gellan gum; ALG, alginate; LAM,
laminin.

ture networks in vitro, which needs to be considered, when uti-
lizing hiPSC-based models.

3.1. 3D Outgrowth and Migration of hiPSC-Derived Neural Cells
in Hydrogels

The brain is one of the softest tissues in the human body, with
a Young’s elastic modulus of 0.5–50 kPa.[31,32] Thus, mimick-
ing the brains ECM in vitro is highly challenging.[69] Hydrogels
feature advantageous properties for the 3D cultivation of neu-
ral models, such as the high water content (>90%), potential for
functionalization, as well as chemical and physical tunability.[28]

Studies demonstrated that soft hydrogels (<1.5 kPa) support neu-
rite outgrowth[39] whereas stiffer hydrogels promote astrocyte
differentiation.[70,71] Koivisto et al. embedded hiPSC-derived neu-
rons into bioamine-crosslinked GG gels with compressive mod-
uli ranging from 3.9 to 23 kPa and compared them to the rab-
bit brain (7–10 kPa).[29] They showed good cytocompatibility and
migration of embedded hiPSC-derived neurons, as well as mat-
uration of neuronal cultures underneath a gel cover. Electrical
activity of the neurons was not assessed in their study. Matyash
et al. plated primary rat and humanneurons on 1%ALGgels with
elastic moduli ranging from 20.8 to 0.64 kPa depending on the
crosslinker concentration.[72] This group showed supported neu-
rite outgrowth and increased resistance to oxidative stress of neu-
rons cultured on soft ALGs. Moxon et al. generated even lower
percentage GG gels with elastic moduli of ≈10 kPa and applied
sonication at various amplitudes to alter the gels properties.[73]

However, very soft hydrogels are difficult to handle and tend to
be incompatible with advanced biofabrication techniques, such
as bioprinting or fluidic devices. Therefore, we approached the
issue by generating hydrogel blends that are within an appropri-

ate range of stiffness and exhibit quick stress relaxation times.
0.3% ALG/0.8% GG/0.01% LAM gels are less stiff than 1.5%
ALG/0.5% GG 0.01% LAM gels and exhibit significantly quicker
stress relaxation times, which was attributed to the reduced ALG
content in those hydrogels. Outgrowth of non-pre-differentiated
spheres in 0.3% ALG/0.8% GG/0.01% LAM gels seems to oc-
cur slightly quicker and in thinner bundles. A significant dif-
ference between the gels was observed during calcium imag-
ing of pre-differentiated spheres. Here, the higher stiffness of
1.5% ALG/0.5% GG/0.01% LAM gels allowed easy slicing, while
0.3% ALG/0.8% GG/0.01% LAM gels were more difficult to han-
dle. The results suggest that, in ALG/GG blends, ALG and GG
may sterically hinder each other in ionic crosslinking, suggest-
ing that ALG or GGmay act similarly to spacermolecules. Spacer
molecules have already been introduced to PET and ALG-based
hydrogels and were shown to control and accelerate stress relax-
ation of these materials.[59] Since natural ECM, specifically the
brain ECM, are viscoelastic, with time-dependent mechanical re-
sponses to stress, the property of quick stress relaxation times
seems not only beneficial, but crucial (reviewed by Madl et al.
and Axpe et al.).[69,74] We suggest that the quick stress relaxation
of our gel blends supports growth and migration of neural cul-
tures, even in stiffer gels.
However, a deeper knowledge on the mechanics of the here

identified optimal ALG/GG/LAM hydrogel composition (1.5%
ALG/0.5% GG/0.01% LAM and 0.3% ALG/0.8% GG/0.01%
LAM) should be scope of future research, as others indicated that
multimodal mechanical testing is required to gain full knowl-
edge on the complex mechanics of, for example, brain tissue and
brain-mimicing materials.[31,46] As a result, further mechanical
testing to complement the compressive modulus and stress re-
laxation data in the present study should be performed in fu-
ture research, like rheological assessments on storage and loss
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moduli (G′/G′′) of the gels, to gain knowledge on frequency de-
pendent hydrogel viscoelasticity, as demonstrated earlier for GG
hydrogels.[29] This would allow to better understand potentialme-
chanical cues of the here presented hydrogels for future neural
tissue engineering applications.
We present stiffness and stress relaxation measurements de-

rived from uniaxial compression testing. We also confirm slow
degradation of the hydrogel blends over time, which additionally
benefits cellular outgrowth.[75] In future studies, we will assess
calcium affinity to both ALG and GG, whichmay elucidate which
component preferentially crosslinks through the available cal-
cium ions, and if mutual weakening of the crosslinking is caused
by using the here developed blends.
In general, there is no one-model-fits-all approach, when it

comes to neural cultures and their various applications. Sub-
stance screenings usually require a medium to high throughput
approach and very high reproducibility, while disease modeling
is content with lower-throughput systems, but often relies on a
higher degree of specificity and complexity. In vitro acute sub-
stance exposures commonly range from minutes to a few days,
while chronic substance exposures are modeled over several
days, however there is no common rule concerning the exposure
length yet.[76] As a result, we developed two different materials
and cultivation systems, which can be applied for different
purposes.

3.2. Two Protocols for the Differentiation of hiNPC into Neurons
and Astrocytes

The first system consists of hiNPCs embedded in the 0.3%
ALG/0.8% GG/0.01% LAM gel. This softer hydrogel model com-
bines cellular outgrowth and migration with differentiation into
astrocytes and neurons thereby generating complexmicrotissues
with spontaneous calcium signals, as confirmed by ICC and cal-
cium imaging after 3 weeks in vitro. We suggest this model to be
valuable for applications requiring a high degree of complexity,
but less throughput, such as disease modeling and long-term
exposure studies. We were able to show that also NPCs derived
from a disease hiPSC line, that is, from a patient with Cockayne
Cyndrome B (CSB), can be differentiated in 0.3% ALG/0.8%
GG/0.01% LAM gels to form 3D neural networks. Spheres
showed outgrowth out of the sphere and clear differentiation
into neurons. The astrocyte staining did not offer conclusive
results, which might be due to the disease. This, however, needs
to be further evaluated in future experiments yet offers a valuable
starting point of cellular analyses of the pathomechanisms of
this neurodevelopmental disease. We hereby show, that the gel
blend is also suitable for studying patient-derived cells and that
the here developed gel blend is a valuable tool for 3D disease
modeling. In the future, more hiPSC lines from healthy and
diseased donors need to be tested for their 3D migration and dif-
ferentiation behavior using 0.3% ALG/0.8% GG/0.01% LAM gel
blends.
The second system consists of pre-differentiated hiNPC

spheres embedded in the 1.5% ALG/0.5% GG/0.01% LAM gel.
These samples were easy to handle for calcium imaging due to
their slightly higher stiffness and quickly produced dense intra-
spherical networks, consisting of neurons and astrocytes. This

model displays spontaneous calcium signals after only 1 week
of differentiation within the hydrogel. However, it does not form
microtissues due to the short cultivation time. In comparison to
the spheres differentiated in suspension only, the neuronal net-
work of 3D cultivated spheres appears more prominent andmor-
phologically advanced. We believe that the 3D cultivated spheres
are easier to handle, especially for staining and calcium imaging,
since they do not need additional embedding. Combined with the
fast and easy production of these 3D cultures, we suggest this
model to be suitable for higher throughput applications, such as
acute exposures to chemicals or substance screenings. The cul-
tivation length for both models including the pre-differentiation
phase could be optimized in future experiments, depending on
the required complexity and maturity of the networks. With the
TH stainings we confirm the presence of dopaminergic neurons
not only in secondary 3D,[13] but also in the gel-based 3Dmodels.
This information is useful for applications concerning dopamin-
ergic neurons, for example, for studying attention deficit hyper-
activity disorder of Parkinson’s disease.[77,78]

3.3. Calcium Signals in Differentiated 3D Models

Spontaneous calcium signaling plays an important role in
the regulation of many cellular processes such as gene
expression,[79,80] neuronal outgrowth,[81,82] neuronal differenti-
ation, and other developmental progresses.[83] Calcium imag-
ing is widely used for investigating calcium signaling in tissue
slices. However, in the past calcium imaging has also been used
to monitor calcium transients in human differentiated neural
aggregates or brain organoids,[84–86] as well as in primary hu-
man neurospheres differentiated in secondary 3D.[87] We are, to
the best of our knowledge, the first to establish calcium imag-
ing in slices of in vitro 3D-cultivated neural samples. We de-
tected calcium signals in both differentiation systems. The pre-
differentiated hiNPC spheres in 1.5%ALG/0.5%GG/0.01%LAM
gels displayed calcium signals with the highest average signal fre-
quencies and peak amplitudes, plus shorter FWHM. Both hydro-
gels with non-pre-differentiated spheres showed lower frequen-
cies and peak amplitudes plus longer FWHM.We therefore want
to enhance the differentiation time in the non-pre-differentiated
hydrogels to get a higher number of active cells and increased
frequency rates. Within one sample we observed calcium signals
with varying frequency, amplitude and length. This is in accor-
dance with findings from Gualda et al., who imaged differen-
tiated human midbrain-derived NPCs.[85] The observed hetero-
geneity in our samples may arise partly from the fact that the
hiPSC-derived networks contain several neuronal subtypes and
also astrocytes.[13] The calcium signals will be further analyzed
during the future development of the 3D models. Here, appli-
cation of saline containing high K+ concentration could, for ex-
ample, be employed to differentiate neurons from astrocytes. Al-
ternatively, sodium signals could be analyzed to probe for gluta-
mate transporters, which are highly expressed by astrocytes. After
further development of the method, for example by embedding
organoids, one might envision the development of human cor-
relate to rodent brain slices. Additionally, basic exposures during
calcium imaging, such as glutamate or bicuculline (GABAAR an-
tagonist) treatment need to be used to further characterize the
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developing networks. In addition, the proposed application sce-
nario for both models has to be tested in the future.

3.4. Hydrogel Functionalization

ALG and GG are inexpensive materials and their processing for
the generation of the ALG/GG gel blends is easy and fast. Al-
though both gels are cytocompatible, no specific cell binding sites
are present.[34,41] Since cell-matrix interactions are crucial for cell
growth, proliferation, and differentiation of neural cultures, a lot
of effort is going into functionalizing biologically inert hydro-
gels with native ECM molecules, such as LAM, collagen, or fi-
bronectin. LAM is one of the major integrin interactor groups in
the brain ECM and promotes cell survival, network formation,
and functional development of hiPSC-derived neural cultures in
vitro.[1,45] Improved progenitor cell and primary cortical neuron
interaction with hydrogels were also achieved by integration of
the RGD motif, which is part of the LAM structure.[52,88] In our
study, we implemented LAM to support the cell-matrix interac-
tion. This approach is sufficient for short-term cultures and high-
throughput systems, such as in the 1.5% ALG/0.5% GG 0.01%
LAM with embedded pre-differentiated spheres. As the brain
ECM is very complex, additional steps toward improved func-
tionalization are of grave importance, especially when it comes
to long-term cultivations of complex neural models. Therefore,
we aim at further enhancing specifically the 0.3% ALG/0.8%
GG/0.01% LAM gel blend with additional native ECMmolecules
such as collagen and fibronectin in future studies. Both additives
are widely studied for their effect on cell survival, growth, and
adhesion, as well as their ability to provide growth factor binding
sites in hydrogels.[89–91] However, these ECMmolecules have not
yet been fully evaluated for their potential in 3D neural model-
ing. Alternative fibrinogen-,[92] hyaluronic acid-[71] and chitosan-
based[91] hydrogels have also been proposed, featuring their indi-
vidual advantages and disadvantages.

3.5. 3D Bioprinting of Hydrogels

Advanced biofabrication and cultivationmethods, such as 3Dbio-
printing, are up and rising inmany in vitro fields like tissue engi-
neering and substance testing, as extensively reviewed by Parrish
et al.[93] They are able to increase the reproducibility and complex-
ity of 3D structures.[37,94] As a functional readout besides calcium
imaging, the electrophysiological analysis of in vitro neural net-
work is often performed on MEAs.[30,95] However, the measure-
ment of 3Dmodels onMEAs is highly challenging, due to the pla-
nar structure of the electrodes and difficulties in positioning the
cell-containingmaterial onto the electrodes Here, 3D bioprinting
of hiPSC-derived neural cells onto MEA electrodes might offer a
valuable solution, especially for higher throughput applications.
Although in this work we did not succeed in producing a ready-
to-use 3D bioprinted neural model, we contribute to its gener-
ation by showing the printabilily and cytocompatibility of the
developed ALG/GG/LAM gel blends. Notably, 1% ALG by itself
cannot be 3D bioprinted, due to its softness in the uncrosslinked
state, and the GG by itself is not adherent to PDL/LAM-coated
surfaces. Hence, the established printability of the gel blends is

a big step forward in future brain tissue engineering. In addi-
tion, our preliminary and unpublished work demonstrates that
hiNPC spheres embedded and differentiated in ALG gels exert
electrical activitymeasuredwith 24-wellMEA systems (Figure S5,
Supporting Information). Hence, our data prepares the ground
for future work in CNS tissue engineering using 3D bioprinting
that needs to address two issues: 1)missing bioprinting precision
arising from variable plate manufacturing needs to be overcome,
for example by applying a camera-based printing approach and 2)
more work needs to be performed on systematically optimizing
and characterizing the MEA readouts after 3D bioprining. In the
future, these data will help to create physiologically-relevant and
reproducible 3D in vitro systems for disease modeling or com-
pound screening.

3.6. Summary and Conclusion

In summary, in our study we present data on ALG/GG/LAM
blends, which, amongst others, revealed the proposed favor-
able property of quick stress relaxation. Although many stud-
ies in the field of 3D modeling rely on primary or rodent cell
cultures, iPSC plays an important role in the development of
3D models, not only due to species difference, but also due to
known, and potentially unknown, varying requirements in cul-
ture conditions.[12,13,22,62–65] Therefore we used iPSC-based cell
culture models, which gain more and more importance in the
context of alternative testing methods and the aims of 3R (re-
placement, reduction, and refinement of animal testing).[96] We
characterized our differentiating cultures via ICC and verified
calcium transients within the 3D models. The implementation
of the CSB disease hiPSC line supports the applicability of our
model.We also showed the suitability of our gel blends for biofab-
rication purposes, specifically for extrusion-based 3D bioprint-
ing. With our proof-of principle study we open the opportunity
for the further development of our models in many directions,
such as disease modeling, substance screening, as well as basic
research concerning the adaptation of standard methods such as
calcium imaging, ICC, and MEA measurement.

4. Experimental Section

Hydrogel Preparation: For the preparation of the 3% (w/v)
ALG stock solution, sterile dH2O (100 mL) was pre-warmed to
37 °C, ALG (3 g; #71238, Sigma) was added and the solution was
steered overnight at 60 °C and 750 rpm to fully dilute the ALG.
Finally, the ALG solution was autoclaved and stored at 4 °C until
further use. 1% (w/v) ALG was prepared by diluting the 3% (w/v)
ALG stock solution with sterile dH2O or with sterile dH2O con-
taining a 0.1% (w/v) LAM stock solution in tris-buffered saline
(TBS; #L2020, Sigma), which resulted in a 1% ALG/0.01% LAM
solution. For the preparation of the GG stock solution, 10% (w/v)
sucrose (#84097, Sigma) was dissolved in dH2O and sterile fil-
tered (0.2 µm filter, Stericap Plus). A total of 5 mL sterile sucrose
solution was heated to 80 °C (MKR23, Hettich Lab Technology).
The GG (#G1910, Sigma) was then added to the sucrose solu-
tion and fully dissolved at 80 °C for 45 min at 600 rpm, to cre-
ate 1% or 1.5% (w/v) stock solutions. The GG was subsequently
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sterile filtered through a pre-heated filter. 0.9% (w/v) GGwas pre-
pared by diluting the 1% (w/v) stock solution with sterile dH2O
or 0.1% (w/v) LAM stock solution in TBS. The latter resulted in a
0.9% GG/0.01% LAM solution. GG was prepared in a 10% su-
crose solution to reduce the osmotic pressure on the cells, as
suggested by Koivisto et al. 2017.[29] For both ALG/GG blends,
the ALG stock solution was pre-warmed to 37 °C before addition.
The 1.5% ALG/0.5% GG blend was prepared by mixing 3% (w/v)
ALG stock solution to 1.5% (w/v) GG stock solution (pre-heated
to 45 °C) and toping up the respective volume with sterile dH2O
to yield the final concentrations. By additionally supplementing
the sterile dH2Owith 0.1% (w/v) LAM stock solution in TBS, a fi-
nal blend of 1.5%ALG/0.5%GG/0.01% LAMwas obtained. Simi-
larly, 0.3%ALG/0.8%GGblendswere prepared bymixing the 3%
(w/v) ALG stock solution to the 1% (w/v) GG stock solution and
toping up the volume with sterile dH2O. The addition of 0.1%
(w/v) LAM stock solution in TBS resulted in a 0.3% ALG/0.8%
GG/0.01% LAM blend. Both blends were cooled down to 37 °C
before the addition of LAM or sphere-laden LAM. The hydrogels
were crosslinked with CaCl2 (0.09 m; #1023780500, Merck) for
5 min.
FTIR: To assess the chemical composition of the hydrogel

blends, 1.5% ALG/0.5% GG/0.01% LAM and 0.3% ALG/0.8%
GG/0.01% LAM hydrogels were analyzed using FTIR. The 0.9%
GG and 1% ALG gels served as controls. The gels were frozen
(−80 °C) and freeze-dried using a lyophilizer (LD-12 plus, Mar-
tin Christ). Attenuated total reflectance (ATR-FTIR) spectra were
recorded with an infrared spectrometer (Nicolet 6700, Thermo
Scientific, USA).
SEM: The hydrogels were washed using phosphate buffered

saline (PBS +/+; 14040133, Gibco) and fixed using 3% (v/v) glu-
taraldehyde and 3% (v/v) paraformaldehyde solution (in 0.2 m
sodiumcacodylate buffer, pH 7.4, all Sigma Aldrich) for 1 h at 22
°C (room temperature), respectively. Next, the samples were de-
hydrated by an ascending ethanol series (30, 50, 70, 75, 80, 85, 90,
95, and 99.8%) for 30 min each and subsequently critical point
dried by liquid CO2 exchange using a critical point dryer (EM
CPD300, Leica). SEM images were recorded at 1 kV using sec-
ondary electron (SE) detection with an Auriga CrossBeam unit
(Carl Zeiss Microscopy GmbH).
Mechanical Testing: To assess the mechanical properties of

the hydrogels, cylindrical hydrogel specimens were fabricated us-
ing custom made cylindrical silicone molds (diameter = 10 mm,
height = 5 mm). Unconfined compression tests were performed
using an Instron 5967mechanical testing setup (Instron GmbH)
using a 100 N load-cell and a compression deformation rate of
1 mm × min–1. The samples were compressed until reaching
15% compressional strain. Initial bulk gel stiffness was derived
as the slope in the linear elastic deformation regime of stress–
strain diagrams derived from stress relaxation experiments and
was evaluated as the slope of the linear elastic region between 5%
and 10% strain. Next, the samples were held at 15% strain and
the stress was recorded over time. Stress relaxation of the hydro-
gel cylinders was monitored, and the stress relaxation time t1/2
was quantified as the time after which 50% of the initial stress at
15% strain was dissipated in the hydrogels (n > 3), as described
earlier.[59]

Degradation Study: The degradation of 0.9% GG, 1% ALG,
1.5% ALG/0.5% GG, and 0.3% ALG/0.8% GG gels was assessed

by measuring the hydrogel mass over time. Therefore, six 50 µL
gels per condition were separately deposited in 60 mm petri
dishes (BD-Falcon) and cross-linked with CaCl2 (0.09 m) for
5 min. Hydrogels were stored in PBS (+/+) at 37 °C and 5% CO2

between measurements. The weight of the hydrogels was mea-
sured with an analytical scale (A200S, Olympus) every other day,
by carefully removing the surrounding liquid completely, without
drying out the gel itself.
Cell Culture and Maintenance: The cultivation and neural

induction of hiPSCs was adapted from Hofrichter and Nimtz
et al.[13,19] Briefly, hiPSC-IMR90 lines were obtained fromWiCell
and maintained under feeder-free conditions on Matrigel-coated
6-well plates (LDEV-free, #354277, Corning) inmTeSR1medium
(#05850, StemCell Technologies), at 37 °C in a humidified atmo-
sphere of 5% CO2. The mediumwas changed on 6 days per week
by completely removing and replacing the medium with fresh
mTeSR1 (2 mL) culture medium. On the sixth day of feeding,
mTeSR1 (4 mL) was added, to substitute for the feeding-free sev-
enth day.
The neural induction of hiPSC cultures was performed by in-

cubating the cells with ROCK inhibitor (1 µm; Y-27632, #1254,
Tocris Biosciences) in mTeSR1 medium for 1 h at 37 °C and
5% CO2. Subsequently, the cells were washed with PBS includ-
ing Penicillin/Streptomycin (PAN-Biotech) and neural induc-
tion medium (NIM; 1 mL) was added. Colonies were then frag-
mented with a StemPro EZPassage Disposable Stem Cell Pas-
saging Tool (Thermo Fisher Scientific) and transferred into Poly-
HEMA-coated 6 cm dishes (#P3932, Merck) with NIM (5 mL).
ROCK inhibitor (10 µm) was added for at least 24 h. Themedium
was changed every second day. On day 7, spheres were collected
and transferred into new Poly-HEMA-coated 6 cm dishes with
NIM and hFGF (10 ng mL−1; #233-FB, R&D Systems) and the
spheres were cultured for another 14 days. On day 21 the gener-
ated hiNPCswere transferred into new Poly-HEMA-coated 10 cm
dishes with NPC proliferation medium and hFGF (20 ng mL−1).
Cells were fed every second day with NPC proliferation medium
and chopped to 0.2 mm when exceeding a size of ≈0.5 mm, or
when clumping occurs (McIlwain Tissue Chopper, Ted Pella). All
media compositions are listed in Supporting Information.
Preparation of Sphere-Laden Hydrogels: Proliferating hiNPC

spheres were pooled and chopped to a diameter of 0.1 mm.
The spheres were then resuspended in CINDA differentiation
medium and counted in a Nageotte chamber (Marienfeld). The
desired number of spheres (4.9 × 103 spheres mL−1 gel) was
centrifuged at 2500 rpm for 5 min and resuspended in 0.1%
(w/v) LAM in TBS (final concentration 0.01% (w/v)). The cell-
LAM suspension was then added to the respective gel blend
and distributed by careful pipetting. For the generation of pre-
differentiated spheres, 0.3 mm proliferating spheres were sorted
into a small dish with CINDA medium.[13] Subsequently, one
sphere per well was added to a Poly-HEMA coated 96-well U-
bottom plate (Sarstedt). The spheres were pre-differentiated in
CINDAmedium for 1 week at 37 °C in a humidified atmosphere
at 5% CO2 and subsequently embedded as described above.
ICC: Samples were fixed with 4% paraformaldehyde

(#P6148, Sigma Aldrich) for 30 min at 37 °C, followed by
three PBS (+/+) washing steps, 5 min each. Gels were then
pre-blocked for 2 h with 10% (v/v) goat serum (#G9023, Sigma
Aldrich) in 0.1% (v/v) Triton X 100 (#T8787) in PBS (PBS-T).
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The desired primary antibodies were diluted in 10% goat serum
in PBS-T. Subsequently, the antibody solution was added to
the samples and incubated at 4 °C overnight. Samples were
washed three times for 1 h with PBS (+/+). Then, the relevant
secondary antibodies and Phalloidin-Alexa488 (1:70, A12379,
Life Technologies) were added to 1% Hoechst (33258, Sigma
Aldrich) and 2% goat serum in PBS (+/+). The samples were
again incubated at 4 °C overnight. Finally, the samples were
washed three times for 1 h with PBS (+/+) and stored in PBS
(+/+) until they were imaged with the confocal laser scanning
microscope TCS SP8 (Inverse DMi8CS, Leica Microsystems).
Maximum intensity projections of recorded Z-stacks were con-
structed using Fiji Image J 1.52p.[97] All antibodies are listed in
Supporting Information.
Calcium Imaging: Non-pre-differentiated hiNPCs were em-

bedded in 50 µL gels and cultured in 96-well plates in differen-
tiation medium for 21 days. 1-week pre-differentiated spheres
were embedded in 100 µL gels and cultured in a 96-well plates
in differentiation medium for 1 week. Gels were subsequently
transferred into small Petri dishes containing standard artificial
cerebrospinal fluid (ACSF, containing in mM: 130 NaCl, 2.5 KCl,
2 CaCl2, 1 MgCl2, 1.25 NaH2PO4, 26 NaHCO3, and 10 glucose,
bubbled with 95% O2 and 5% CO2; pH: 7.4 & osmolarity: 305–
310mOsm/l). Subsequently, gels were placed in a bath filled with
ACSF and cut into 250 µm thick slices using a vibratome (HM650
V, Thermo Fisher Scientific). For ratiometric calcium imaging,
slices were transferred into standard ACSF which contained 15
µm Fura-2 AM (Molecular Probes, Invitrogen) and loaded for
30min at 36 °C in a humidified incubator at 5%CO2/95%O2, fol-
lowed by a washing step in ACSF for 30min. Fura-2 loaded slices
were then placed in a recording chamber, fixed with a grid, and
continuously perfused with ACSF. Experiments were performed
at room temperature (20–24 °C).
Calcium signals were recorded using a widefield epifluores-

cence imaging system based on an Eclipse FN-PT upright mi-
croscope (Nikon), equipped with an Orca FLASH 4.0 camera
(Hamamatsu Photonics) and a 40×/0.80 LUMPlanFI water im-
mersion objective (Olympus). Imagingwas controlled by the soft-
wareNIS-Elements AR 4.5 (Nikon). Fura-2 was alternately excited
at 357 nm (insensitive) and 380 nm (sensitive wavelength) at an
imaging frequency of 10 Hz. After background correction, the
ratio of the fluorescence emission (R) obtained from individual
regions of interest representing cell bodies (ROIs) was calculated
using the software NIS-Elements AR 5.0 (Nikon). Measurements
were analyzed using OriginPro 2020 (OriginLab Corporation)
and Microsoft Excel 2016 (Microsoft Corporation). Background-
corrected traces of the Fura-2 ratio of the individual ROIs were
normalized to their initial baseline (as determined during the
first signal-free 30 s of measurement), baseline corrected and a
smoothing filter (Savitzky-Golay: 15 Points) was applied. Cells
were considered “active,” if they exhibited calcium signals with
peaks ≥ the fivefold standard deviation relative to their individ-
ual baseline fluorescence. For each ROI and calcium signal, the
average frequency (number of signals during a 10 min record-
ing), the peak amplitude ΔR/R (in %), and the Full Width at Half
Maximum (FWHM, in s) were analyzed.
3D Bioprinting: A computer-aided design model for the bio-

printing of hydrogels onto the electrodes of a 24-well multiwell

microelectrode array (MEA) plate was designed in Autodesk In-
ventor Professional 2020. The printing was carried out with an
EnvisioTEC 3D-Bioplotter (Manufacturers Series), using a nozzle
with 200 µm inner diameter (7018417, Nordson EFD). The print-
ing parameters were optimized and ideal parameters were iden-
tified. The respective parameters for printing of 0.9%GG and the
gel blend 1.5% ALG/0.5% GG and 0.3% ALG/0.8% GG are listed
in Supporting Information.
Statistical Analyses: The material characterization data were

statistically analyzed in GraphPad Prism 9.0, using one-way
ANOVA and Bonferroni post-hoc tests. Significant differences
among means between the different materials were indicated as
*p < 0.05. Data derived from calcium imaging measurements
were tested using a Mann–Whitney–U-test. “N” represents the
number of hydrogels, “n” the number of single cells. P values
were represented as follows: * p< 0.05, ** p< 0.01, *** p< 0.001.

Supporting Information

Supporting Information is available from the Wiley Online Library or from
the author.
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2.5 Measurement of Electrical Activity of Differentiated Human iPSC-

Derived Neurospheres Recorded by Microelectrode Arrays (MEA) 

Kristina Bartmann, Julia Hartmann, Julia Kapr, Ellen Fritsche 

Neurotoxicity is caused by a large variety of compound classes and affects all life stages 

from the developing child to the elderly. Studying for neurotoxicity often involves 

animal models, which are very resource-intensive and bear the problem of species-

differences. Thus, alternative human-based models are needed to overcome these 

issues. Over the last years, far-reaching advancements in the field of neurotoxicity were 

made possible by the ability to reprogram human somatic cells into induced pluripotent 

stem cells (hiPSC). These hiPSCs can be differentiated into neurons and astrocytes, 

which spontaneously form functional neuronal networks (NN) in vitro. Microelectrode 

arrays (MEA) are a valuable tool to assess the electrophysiology of such networks. This 

chapter explains the neural induction of hiPSCs to human neural progenitor cells (hiNPC) 

in the form of free-floating spheres and their subsequent differentiation into functional 

neurons on MEAs. The measurement of the electrical network activity, as well as the 

evaluation of the received data is described. 
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2.6 Academic Application of Good Cell Culture Practice for Induced 

Pluripotent Stem Cells 

Julia Tigges, Kevin Bielec, Gabriele Brockerhoff, Barbara Hildebrandt, Ulrike Hübenthal, 

Julia Kapr, Katharina Koch, Nadine Teichweyde, Dagmar Wieczorek, Andrea Rossi, Ellen 

Fritsche 

Human induced pluripotent stem cells (hiPSC) are a promising tool for replacing animal-

based experiments. To warrant data reproducibility, quality-controlled research material 

is recommended. While the need for global harmonization of quality standards for stem 

cell banking centers, commercial providers, pre-clinical and clinical use of cells is well 

documented, there are no recommendations available for quality control of hiPSC in an 

academic research environment to date. To fill this gap, we here give an example of a 

quality-controlled, two-tiered banking process producing a fully characterized master 

cell bank (MCB) and partially characterized respective working cell banks (WCB). 

Characterization includes the study of morphology, mycoplasma contamination, cell line 

identity, karyotype stability, cell antigen expression and viability, gene expression, 

pluripotency, and post-thaw recovery. Costs of these procedures are calculated. We 

present the results of the proposed testing panel of two hiPSC MCBs and show that both 

fulfil the defined specifications regarding the above-mentioned characterization assays 

during and upon banking. In conclusion, we propose a panel of eight assays, which are 

practical and useful for an academic research laboratory working with hiPSCs. Meeting 

these proposed specifications ensures the quality of pluripotent stem cells throughout 

diverse experiments at moderate costs. 
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entist’s or even their own experiments, respectively (Baker and 
Penny, 2016; Miyakawa, 2020). Among the factors contributing 
to this reproducibility crisis are selective reporting, low statisti-
cal power, or poor analysis and experimental design (Baker and 
Penny, 2016). In addition, poor starting material – especially for 
hiPSC research – can be a severe source of irreproducibility (Sta-
cey et al., 2013; Pamies et al., 2017). Therefore, already in 2013 
“an urgent need” to establish routine screening methods for the 
characterization of quality-controlled stem cells was ����� 
(Stacey et al., 2013; Crook et al., 2017).

While there is guidance available for Good In Vitro Methods 
Practices in general (OECD, 2018) or stem cell-based Good Cell 
Culture Practice �������(Pamies et al., 2017, 2018, 2020), 
giving detailed insights into the broad subject of quality assur-
ance (QA) and quality control (QC) of in vitro (stem cell-based) 
methods, these leave the average academic researcher with a 
plethora of QC assays, discussing pros and cons that might or 

1  Introduction

The development of human induced pluripotent stem cells 
(hiPSCs; Takahashi et al., 2007) bears immense opportunities for 
basic research, toxicological screening efforts, and next genera-
tion human safety assessment (Pistollato et al., 2012; Fritsche et 
al., 2020). Human iPSCs have distinct advantages compared to 
human embryonic stem cells (hESC), including similar self-re-
newal and pluripotency capacity, while raising fewer ethical con-
cerns regarding their derivation process (Fritsche et al., 2020). 
Especially during the last decade, the use of hiPSCs has become 
increasingly popular in basic research (Liu et al., 2020), which 
results in a need for standardized technologies for hiPSC applica-
tions to enable the comparison between various experiments and 
researchers from different laboratories (Maddah et al., 2014).

According to a Nature survey of over 1,500 researchers in 
2016, between 70% and 50% failed to reproduce another sci-
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ization (Adler et al., 2007; Pistollato et al., 2012) is �����Ⰰ 
feasible, and affordable to achieve reproducible cellular models 
in an academic setting that can subsequently serve as the basis 
for further test development.        

2  Materials and methods 

Cell culture and characterization assays were performed accord-
ing to detailed standard operation procedures (SOPs) developed 
and implemented within our laboratory.

2.1  Cell culture

2.1.1  Cell lines
One vial of the hiPSC line IMR90-C4 was purchased  
(#iPS(IMR)90-4-DL-01, WiCell, Madison, Wisconsin, USA), 
and the knock-in IMR90-C4 ACTB-2A-LifeAct-eGFP line 
(DU22; short Life-Act-eGFP) was generated using CRISPR/
Cas9 (Rossi et al., unpublished). IMR90-C4 were cultivated 
on laminin (LN) 521-coated 6-well plates (see 2.1.1.1) in iPS-
Brew medium (see 2.1.1.2) except for assay 5 (cell antigen ex-
pression), for which the cells were transitioned to Matrigel (MG) 
and mTeSR (see 2.1.2.4). Life-Act-eGFP were cultivated on 
MG-coated 6-well plates (see 2.1.1.1) in mTeSR1 medium (see 
2.1.1.2).

2.1.1.1  Coating of plates

LN521: One vial of 5 mL LN521 (#LN521-05; BioLamina AB, 
Sweden) was slowly thawed at 4°C for approx. 45 min (solu-
tion should be transparent and clear without ice inside), aliquot-
ed, and stored at -20°C until further use. Coating: LN521 stock 
solution was thawed at 4°C as described above and diluted 
1:20 in PBS(+/+) by pipetting LN521/PBS solution up and down  
5 times. 1 mL of this working solution (resulting in 0.5 µg/cm2) 
was added per 6-well plate well, and it was ensured that the en-
tire well surface was covered. Cell culture plates were sealed 
using ����® to prevent evaporation and contamination and 
incubated at 4°C overnight. Coated plates can be used for up to 
4 weeks. When plates were needed to seed cells, they were ��� 
equilibrated at RT for at least 15 min. The remaining LN521/
PBS solution was aspirated and directly replaced with 2 mL of 
fresh hiPSC medium before cells were plated (see 2.1.2.3).

MG: One vial of MG (#356231; Corning, USA; alter-
natively, #354277 can be used) was thawed overnight on 
ice at 4°C, and 1000 µL pipette tips were precooled at 4°C 
overnight. Once MG was thawed, it was swirled to en-
sure that the material was evenly dispersed. MG was kept 
on ice during the whole procedure described and diluted 1:1 

might not be of relevance to their �����needs. More specif-
ic guidelines exist that address the need for global harmoniza-
tion of quality standards for stem cell banking centers and com-
mercial providers (ISCBI, 2009; Ntai et al., 2017; Pamies et al., 
2017) or for future pre-clinical and clinical use of cells (McNutt, 
2014; Baghbaderani et al., 2015; Kim et al., 2017, 2019; Ab-
bot et al., 2018; Sullivan et al., 2018). But to date no ���� 
“hands on” guidelines are available for cell culture, banking and 
characterization of hiPSC that have been accessed from exter-
nal sources such as commercial vendors or iPSC biobanks for 
use in an academic basic research environment (Li et al., 2015; 
Baker, 2016). It is certainly not feasible for hypothesis-driven 
academic research to perform the QC requirements of legal au-
thorities, but undoubtedly also academic research �����from 
applying some of the QC concepts developed for regulatory pur-
poses (Dekant, 2016).

Uncertainties in the choice of QC procedures and their stan-
dardization as well as prima facie fears of high costs and de-
manding labor contribute to the fact that, despite their high im-
portance for hiPSC research, QC assays are rarely standardized 
in academic laboratories (Lenz et al., 2015; Suter-Dick et al., 
2015; Scudellari, 2016). However, two arguments clearly sup-
port the implementation of QC procedures into academic re-
search: (i) costs for QC are negligible compared to the ����� 
and reputational burden that might be incurred when years of re-
search are in vain due to non-reproducibility of data (Suter-Dick 
et al., 2015) and (ii) the societal responsibility based on the pub-
lic’s �����investment into research (Munafò et al., 2017) – 
not to mention the individual researcher’s satisfaction gained 
from reproducible experiments.

The United States National Institutes of Health (NIH) already 
recognized the issue of reproducibility in (academic) cell culture 
studies in 2015 (NIH, 2015). Aspects ������as crucial for 
quality assurance were (hiPSC) cell line identity, genomic sta-
bility, pluripotency, and residual reprogramming factors. Imple-
menting routine tests for such QC parameters into the stem cell 
community is facing a lack of consensus about standards, poli-
cies and practices, yet is necessary to ensure the highest quality 
and uniformity of stem cell lines (Yaffe et al., 2016).

We tackled this challenge by proposing a two-tiered hiPSC 
banking approach as recommended by the International Stem 
Cell Banking Initiative (ISCBI, 2009) and others (Coecke et 
al., 2005; Pistollato et al., 2012). This approach combines easy 
to apply characterization assays and QC release criteria for an 
hiPSC master cell bank (MCB) and a shortened testing scheme 
for second-tiered working cell banks (WCB). This two-tiered 
scheme of culturing, banking, and testing will ensure consistent 
quality and performance of hiPSCs employed for basic research 
(Fig. 1). We show that a selection of assays for hiPSC character-

Abbreviations 
AB, antibody; aCGH, array comparative genomic hybridization; AFP, α-feto protein; D, day; d.o.p., depending on provider; EB, embryoid body; FISH, fluorescent in situ  
hybridization; FMO, fluorescence minus one, Fvs, fixable viability stain; hESC, human embryonic stem cells; hiPSC, human induced pluripotent stem cells; hPSC, human 
pluripotent stem cells; ISCBI, International Stem Cell Banking Initiative; kbs, kilobase pairs; LN, laminin; MCB, master cell bank; MG, Matrigel; N2, liquid nitrogen; n.a.c.,  
no additional costs; NIH, National Institutes of Health; NS, novelty score; P, passage; PBS, phosphate-buffered saline; Pen/Strep, penicillin/streptomycin; PS, pluripotency 
score; p.t., post thawing; QA, quality assurance; QC, quality control; RT, room temperature; SMA, smooth muscle actin; SNP, single-nucleotide polymorphism; SOP, standard 
operation procedure; STR, short tandem repeat; TUBB3, β(III) tubulin; WCB, working cell bank
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with cold KnockOut™ DMEM (#10829018; Thermo Fish-
er ������USA). A precooled pipette tip was used to gen-
tly pipette the MG and ensure homogeneity. 0.5 mL aliquots 
of diluted MG were prepared using precooled pipette tips 
(tips need to be changed every time MG starts to clog at the 
end of the tip). MG aliquots were stored at -20°C until fur-
ther use. Coating: For coating of 6-well plates, one MG ali-
quot was placed into a class II biological safety cabinet, and  
1 mL cold KnockOut™ DMEM medium was added on top of 
the still frozen MG and mixed by shaking and inverting of the 
tube. 13.5 mL KnockOut™ DMEM were added using a 10 mL 
serological pipette, and the solution was mixed by pipetting up 
and down (trying to avoid air bubbles and ensuring that no pel-
lets were left inside the tube). Then 1 mL of this working solu-
tion was added per 6-well plate well, and it was ensured that 
the entire well surface was covered (one aliquot should yield 
14 wells). Cell culture plates were sealed using ����® to 
prevent evaporation and contamination and were incubated at 
RT for 1 h. After this, the coated plates were stored at 4°C and 
could be used for up to 2 weeks. When plates were needed to 
seed cells, they were ���equilibrated at RT for at least 15 min. 

Then the MG solution was removed, and 1 mL KnockOut™ 
DMEM was added to each coated well for washing. Knock-
Out™ DMEM was aspirated and directly replaced by 2 mL of 
fresh medium before cells were plated.

2.1.1.2  Cell culture media
StemMACS™ iPS-Brew XF medium (iPSC-Brew; #130-104-
368; Miltenyi Biotech, Bergisch Gladbach, Germany): For iPS-
Brew medium preparation, the 10 mL vial of iPS-Brew 50x sup-
plement and 5 mL of penicillin/streptomycin (Pen/Strep; #P06-
07100; PAN Biotech, Aidenbach, Germany) were thawed at 4°C 
for approx. 2 h before combining them with one 500 mL bottle of 
iPS-Brew basal medium. Medium was mixed by shaking, aliquot-
ed into labelled (name of medium, volume, expiration date and 
date of aliquoting) sterile 50 mL tubes and stored at -20°C until 
further use. Aliquots were thawed at 4°C overnight when needed.

mTeSR™1 (mTeSR; 85850; STEMCELL Technologies Inc., 
Canada): For mTeSR medium preparation, 5x supplement was 
thawed either overnight at 4°C or at RT and mixed thoroughly 
before adding it to mTeSR basal medium. 5 mL Pen/Strep was al-
so added, and full medium was mixed well by shaking, aliquoted 

Fig. 1: Schematic illustration of the 
proposed two-tiered banking process
In tier I, a vial of hiPSC is thawed, 
cultivated, and expanded for at least  
5 passages (P), and a Master Cell Bank 
(MCB) is prepared and stored in the 
vapor phase of liquid nitrogen (N2). Full 
quality control (QC) of cells including all 
8 proposed assays (see Tab. 4) must 
be performed at the point of freezing to 
ensure the quality of the cells at the time 
of freezing. In tier II, a vial of the MCB 
is thawed and cultivated for at least 3 
passages under the respective conditions. 
Then cells are switched to desired culturing 
conditions, expanded, and Working 
Cell Banks (WCBs) are frozen in vapor 
phase of N2. One WCB is generated for 
each culturing condition needed for the 
respective project for which the cells are 
designated (e.g., single cells vs. clusters, 
different media, different matrices). Here 
only partial QC is performed.
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was transferred to an already prepared (see 2.1.1.1) new plate and 
cultured at 37°C and 5% CO2. As a back-up, 1 mL fresh medium 
was added to the freshly split well. This back-up well was dis-
carded the next day when split cells passed microscopic assess-
ment. Once a month, the spent medium was transferred to a new 
well and incubated for an additional week (without cells) in order 
to detect possible contaminations with bacteria and/or fungi.

2.1.1.4  Transition of matrix and medium

For assay 5 (cell antigen expression + cell count and viability), 
IMR90-C4 cells were transferred from LN521 and iPS-Brew to 
MG and mTeSR. ����, when cells scored A (for ������see 
2.1.1.5) at daily assessment, they were split 1:8 onto MG, but 
the medium remained 100% iPS-Brew. The medium was then 
changed gradually: 75% iPS-Brew + 25% mTeSR on day 1 after 
splitting, 50% iPS-Brew + 50% mTeSR on day 2, 25% iPS-Brew 
+ 75% mTeSR on day 3 until cells were fully transferred to 100% 
mTeSR medium on day 4 after splitting.

2.1.1.5  Daily assessment and scoring

hiPSC colonies were microscopically assessed and scored 6 
times a week before feeding of the cultures according to the fol-
lowing scoring system (Fig. 2): (A) perfect culture with large, 
dense colonies, low to no visible differentiation and > 70% con-
����, (B) good culture with medium to large colonies, low to 
medium visible differentiation and > 50% �����, (C) fair 
culture with small to medium colonies, medium to low visible 
differentiation and/or > 25% �����, (D) poor culture with 
poor adherence, high differentiation and no visible hiPSC. On-
ly cells that scored A were used for further analysis. Bright ��� 
images were taken using an inverted light microscope (CKX41, 

into labelled (name of medium, volume, expiration date and date 
of aliquoting) sterile 50 mL tubes, and stored at -20°C until use. 
Aliquots were thawed at 4°C overnight when needed.

2.1.1.3  Culture and splitting

Human iPSCs were supplied with 2 mL/well fresh medium 6 out 
of 7 days a week. On the 6th day, the cells received double the 
volume of medium (“double feed”) to survive the prolonged pe-
riod without medium replacement. For routine feeding, the spent 
medium was aspirated and replaced immediately with fresh ful-
ly-supplemented medium equilibrated to RT. Human iPSCs were 
incubated at 37°C and 5% CO2. Colonies were split when one 
of the following criteria was reached: (i) colonies reached ap-
prox. > 70% �����, (ii) colonies were too dense, (iii) cul-
tures showed increasing signs of differentiation, and/or (iv) indi-
vidual colonies in the well were too large. Stock solution of 0.5 M  
EDTA (#15575020; Thermo Fisher ������USA) was diluted 
1:1000 in PBS(-/-) and then sterile �����aliquoted, and stored at 
RT (This 0.5 mM EDTA working solution is stable for 6 months 
at RT.). For the work presented here, only cluster-based passaging 
was used, and the standard splitting ratio was 1:8-1:12. Spent me-
dium was aspirated, and cultures were washed twice with 1 mL/ 
well 0.5 mM EDTA by swirling the wells gently and aspirating 
the EDTA immediately. Then another 1 mL of EDTA was add-
ed and wells were incubated for 4 (cultures on LN521) to 5 (cul-
tures on MG) min at 37°C and 5% CO2. Afterwards, EDTA was 
aspirated again, and 1 mL of respective hiPSC medium was add-
ed to the well with force, using a 1000 µL pipette tip. The medium 
was triturated exactly twice (again with force: ���top of the well, 
then bottom of the well) to loosen colonies from well surface. The 
exact volume of the calculated split ratio of the cell suspension 

Fig. 2: Representative images of 

IMR90-C4 scored for daily assessment

Score A: Perfect culture (large, dense 
colonies; low to no differentiation visible) 

and > 70% confluent; Score B: Good 
culture (medium to large colonies; low 

to medium differentiation visible) and 

> 50% confluent; Score C: Fair culture 
(small to medium colonies; medium to 

low differentiation visible) and/or > 25% 

confluent; Score D: Poor culture (poor 
adherence, high amount of differentiation, 

and almost no iPSC visible). Arrowheads 
indicate areas of differentiation.
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described here does not, strictly speaking, yield a homogeneous 
batch of hiPSCs as not all hiPSCs of all wells were pooled and 
then equally redistributed before freezing (e.g., as described in 
Wagner and Welch, 2010; Liu and Chen, 2014; Shibamiya et al., 
2020). However, in our opinion such a procedure is not feasible 
for all research laboratories, as often the infrastructure for such a 
large-scale freezing process is not available.

2.1.2.2  Thawing of hiPSC clusters

Before starting the thawing procedure, appropriate amounts 
of matrix-coated wells (2 6-wells per line) were prepared (see 
2.1.1.1). Plates were allowed to equilibrate at RT for at least 30 
min prior to starting of the thawing process.

A 15 mL conical tube was introduced into a Class II biologi-
cal safety cabinet and labelled according to the hiPSC line to be 
thawed. 4 mL of ice-cold and 4 mL of hiPSC medium equilibrat-
ed to RT were also placed into the Class II biological safety cab-
inet. Cells to be thawed were removed from the liquid nitrogen 
tank and devolatilized in the Class II biological safety cabinet 
before they were thawed quickly at 37°C using a water bath un-
til only a small clump of ice (pea size) was still visible. Using a 
1000 µL pipette tip, the cell solution was carefully transferred to 
the prepared 15 mL conical tube. 1 mL of fresh, cold hiPSC medi-
um was added dropwise to the cell suspension, followed by 2 mL  
cold medium. The vial was shaken gently to allow gradual equil-
ibration of the cells to the changing microenvironment after ev-
ery few drops and each respective additional mL. Another 1 mL 
of cold hiPSC medium was added to the cryopreservation vi-
al for washing and then also transferred dropwise to the 15 mL 
tube. Cells were centrifuged at 200 x g at RT for 5 min. The su-
pernatant was carefully aspirated, 4 mL of hiPSC medium at RT 
were added, and the cell pellet was carefully dislodged using a  
5 mL serological pipette by pipetting up and down not more than 
twice. The supernatant was removed from prepared matrix-coat-
ed wells, and they were washed if appropriate (see 2.1.1.1).  
2 mL per well cell suspension was added to each prepared ma-
trix-coated well, and the 6-well plate was moved in a shape of 
8 three times to evenly distribute cells over the whole surface of 
the well. Human iPSCs were incubated at 37°C and 5% CO2, and 
medium was changed the next day.

2.2  Assay #1: Microscopic assessment of colony/ 
cell morphology
Microscopic assessment of the cells was performed as described 
in 2.1.2.5. Colonies should represent score A (see also 2.1.1.5) 
and appear compact, ���have �������smooth edges, and 
not show signs of premature differentiation (e.g., cracks between 
the cells that appear almost white). Cells should be round, small, 
and have a high nucleus-to-cytoplasm ratio and prominent nucle-
oli (Wakui, 2017).

2.3  Assay #2: Mycoplasma PCR
Mycoplasma PCR was performed using the PCR Mycoplasma 
Test Kit I/C (PK-CA91-1024, PromoCell, Heidelberg, Germany) 
according to the manufacturer’s instructions. The kit includes a 

Olympus) equipped with a Color Mosaik 18.2 camera (Visitron 
Systems) and the SPOT Advanced software (version 4.6.3.8). 
Every time, overview (40x ��������Olympus UPlanFLN, 
4x/0.3 PhP) and close-up pictures (200x ��������Olympus 
LCAchN, 20x/0.40 PhP) were taken and archived.

2.1.2  Banking of hiPSCs
When a cell line is to be used over many experimental cycles 
or in various projects, a two-tiered cell banking system consist-
ing of a MCB and a WCB (Fig. 1) is state-of-the-art. The MCB 
is characterized extensively on the day of freezing (assays 1-8). 
Cells from the MCB are expanded to form the WCBs, which are 
characterized again (assays 1, 2, 3, 4, 5, and 8) on the day of 
freezing. ����, purchased (IMR90-C4) or generated (Life-Act-

eGFP) hiPSC lines were cultured for 5 passages after thawing of 
the cells. Then hiPSCs were expanded to at least 6-8 full 6-well 
plates (36-48 individual wells), of which a part was used for qual-
ity control assays 1-8 (except for 4, see 2.5 for details) and the 
other wells were cryopreserved as described in 2.1.1.1. For dif-
ferent projects and culturing conditions (e.g., single cell culture 
instead of clusters), different WCBs must be established. One vi-
al of the respective MCB is thawed, cells are cultured for at least 
3 passages, and culturing conditions (e.g., matrix/medium) are 
adjusted as needed (see also 2.1.1.4) before cells are again ex-
panded like for generation of a MCB, and wells are used either 
for required quality control assays or liquid nitrogen stocks.

2.1.2.1  Cryopreservation of hiPSCs

Cryovials with internal thread (#710522; Biozym ������Gm-
bH, Hessisch Oldendorf, Germany) were labelled with essential 
cell line information (MCB/WCB ID, vial number, name of cell 
line, passage number, date of freezing, initials of researcher) and 
introduced into a Class II biological safety cabinet. Plates with 
hiPSCs that were to be cryopreserved were introduced into the 
same biological safety cabinet, and spent medium was aspirated. 
It is important to not process more than three wells at a time to 
avoid prolonged processing time and therefore ensure consistent 
quality of frozen vials. Culture plates were tilted at a slight angle, 
and medium was removed by aspirating from the bottom edge 
of the well, ensuring minimal contact to the surface. Cells were 
then washed twice by adding 1 mL 0.5 mM EDTA (#15575020; 
Thermo Fisher ������USA) and gently swirled once be-
fore EDTA was aspirated immediately. Then another 1 mL  
of 0.5 mM EDTA was added to the respective well, and cells 
were incubated at 37°C and 5% CO2 for 4 and 5 min (LN521 and 
MG, respectively; this incubation time should be adapted to the 
hiPSC line and matrix used). EDTA solution was aspirated and 
replaced immediately with 2 mL CryoStem™ freezing medium 
(#05-710-1E; Biological Industries, USA) and triturated exactly 
twice to loosen colonies from well surface – ���the upper part of 
the well (1), then the lower part of the well (2). 1 mL of cell sus-
pension was aliquoted into each labelled cryovial, and cryovials 
were then placed in an isopropanol freezing container at -80°C 
overnight. Next day, cells were transferred to a liquid nitrogen 
tank for long-term storage. Of note, the cryopreservation process 
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for 2-5 min. The cells were tapped vigorously to dislodge cells 
and again checked under an inverted microscope. This cell sus-
pension was then transferred back to the 15 mL conical tube with 
medium and centrifuged at 1000 x g for 10 min. Supernatant 
was discarded, and the cell pellet was resuspended using 10 mL  
0.075 M prewarmed KCl (37°C) on a vortexer set to medium 
speed (the hypotonic KCl solution causes cell swelling). Cells 
were incubated in KCl for 20 min at RT, followed by centrifuga-
tion at 1000 x g for 10 min. The supernatant was removed, and 
the cell pellet was resuspended in 8 mL of fresh Carnoy’s ���� 
(methanol/glacial acetic acid at a ratio of 3:1) on a vortexer (see 
above). Cells were centrifuged at 1000 x g for 10 min and super-
natant was removed. The cell pellet was resuspended in Carnoy’s 
�����(can be stored at 4°C for up to one year). For preparation 
of slides, cells were centrifuged at 1000 x g for 10 min, and most 
of the supernatant was discarded, leaving only ~0.5 mL to gen-
tly resuspend the cells. Three drops of the cell suspension were 
dropped on a tilted slide (~45°) from a distance of 5-10 cm, and 
the suspension was left to run over the slide to ensure that chro-
mosomes were properly separated. One large drop of fresh Car-
noy’s �����was added to the slide before it was left to dry for 
at least 10 min (slide should be completely dry). In the meantime, 
the following solutions were prepared in separate Coplin jars:  
(i) 80 mL buffer solution (di-sodium hydrogen phosphate/po-
tassium dihydrogen phosphate) + 1 mL 10x trypsin (0.5%), and  
(ii) 100 mL NaCl (0.9%). Each slide was dipped in jar (i) for  
3 min and then rinsed shortly in jar (ii). Afterwards slides were 
allowed to dry. Fresh Giemsa staining solution (Gurr Buffer and 
Giemsa Stain in a ratio of 3:1) was prepared and used to cov-
er the entire slide for 5 min. Then slides were washed with dis-
tilled water and dried at RT. Slides were covered using Entellan® 
(#107961, Merck, Darmstadt, Germany; avoiding air bubbles un-
der the cover slip). This treatment allows to discriminate between 
the relatively gene-poor heterochromatic regions (AT-rich),  
which stain darkly, and more transcriptionally active euchromat-
ic regions (GC-rich). Subsequently, 2-16 slides were scanned 
using the slide scanning system Metafer from MetaSystems 
(MetaSystems Hard & Software GmbH, Altlussheim, Germa-
ny). The cytogenetic analysis was done with the karyotyping sys-
tem Ikaros from MetaSystems. Up to 24 metaphases were ana-
lyzed and karyotyped. The karyotype was described according 
to (ISCN, 2016), where a clonal aberration is ����as at least 
two cells with the same aberration if the aberration is a chromo-
some gain or structural rearrangement, or at least three cells if the 
abnormality is a loss of a chromosome. The quality of the karyo-
types ranged from 200-350 band levels.

2.6  Assay #5: Cell antigen expression (#5.1) and  
cell count and viability (#5.2)
Human iPSC cultures were analyzed at the time of banking (3 to 
5 days after the last split at no more than 80% �������We 
used the BD™ Human Pluripotent Stem Cell Transcription Fac-
tor Analysis FACS Kit (RUO #560589; Becton, Dickinson and 
Company (BD), USA) including PE mouse anti-human Nanog, 

positive (DNA-fragment of the M. orale genome) and a negative 
control and detects: A. laidlawii, M. agalactiae, M. arginini, M. 

arthritidis, M. bovis, M. cloacale, M. falconis, M. faucium, M. 

fermentans, M. hominis, M. hyorhinis, M. hyosynoviae, M. opal-

escens, M. orale, M. primatum, M. pulmonis, M. salivarium, M. 

spermatophilum, and M. timone. It is not suitable for detection of 
M. pneumoniae, Ureaplasma urealyticum, or other clinically as-
sociated species that are not typically found as cell culture con-
taminants.

2.4  Assay #3: Short tandem repeat (STR) genotyping
At the time of banking, genomic DNA of one 6-well of hiPSC 
was extracted using the peqGOLD Tissue DNA Mini Kit (VWR 
International GmbH, Darmstadt) following the manufacturer’s 
instructions.

For STR-analysis (carried out at the Institute of Forensic Med-
icine, University Clinic Duesseldorf), a single-source template 
DNA (0.5 ng) was �����using the PowerPlex® 21 System 
(Promega, USA). �������products were mixed with WEN 
Internal Lane Standard 500 and analyzed with an ABI 3130  
Genetic Analyzer (Applied Biosystems®, USA). Results were 
analyzed using GeneMapper® ID software, version 3.2. The 
following genetic loci were analyzed: Amelogenin, D3S1358, 
D1S1656, D6S1043, D13S317, Penta E, D16S539, D18S51, 
D2S1338, CSF1PO, Penta D, TH01, vWA, D21S11, D7S820, 
D5S818, TPOX, D8S1179, D12S391, D19S433, and FGA.

As it is theoretically possible to identify donors on the basis of 
published STR �����(Pamies et al., 2017), we decided against 
showing the results of all 21 analyzed STR loci (although all an-
alyzed loci matched between IMR90-C4 and Life-Act-eGFP hiP-
SC lines). Instead, we focus on the 14 already published loci: 
D3S1358, D13S317, D16S539, D18S51, CSF1PO, TH01, vWA, 
D21S11, D5S818, D7S820, TPOX, D8S1179, FGA, AMEL 
(Cellosaurus CVCL_03471).

2.5  Assay #4: Cytogenetic analysis by  
classical G-banding
Cytogenetic analyses were performed using GTG-banding of 
chromosomes adapted from Howe et al. (2014). In detail, when 
cells were expanded for banking, one matrix-coated T25 ��� 
with respective hiPSCs was prepared in parallel to ensure that 
the cytogenetic analysis took place in the same passage the cells 
were banked in. Cells were transferred to the Institute of Hu-
man Genetics (University Clinic Duesseldorf) and analyzed af-
ter a resting period of 24 h (Note that cells must be in prolifer-
ative phase, therefore cultures should not exceed a ����� 
of 50% at time of transport). Culture medium was replaced the 
next day (cells should have reached ~80% �������To arrest 
cells in metaphase, 10 µL/mL colcemid (a spindle poison) was 
added to the cultures and incubated for 2-5 h. An inverted micro-
scope was used to check for rounded cells. Cell supernatant was 
transferred to a 15 mL conical tube, which was set aside for later 
use. Cells were gently washed with 2 mL Hanks’ solution. 1 mL  
prewarmed (37°C) trypsin was added to the cells and incubated 

1Cellosaurus CVCL_0347 Web page Cellosaurus cell line IMR-90 (CVCL_0347). https://web.expasy.org/cellosaurus/CVCL_0347 (accessed 18.01.2021)

https://web.expasy.org/cellosaurus/CVCL_0347
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(USA) on dry ice where the PluriTest™ assay (#A38154) was 
performed.

The PluriTest™ assay compares the transcriptional ����of 
a sample to a reference set of > 450 cells and tissue types (incl.  
223 hESCs, 41 iPSCs, somatic cells, and tissues). The pluripo-
tency score (PS) indicates how strongly a model-based pluripo-
tency signature is expressed in the analyzed samples. A PS over 
20 indicates that the sample is more like the pluripotent samples 
of the reference set than the other samples. The novelty score 
(NS) indicates the general model ��for a given sample. A NS 
below 1.67 indicates that the tested samples can be well recon-
structed based on existing data from other well-characterized  
iPSC and ESC lines (Müller et al., 2011; Müller, 2014).

2.8  Assay #7: Embryoid body (EB) formation
The EB formation protocol was adapted from Kurosawa (2007). 
In detail, for each hiPSC line, two wells of a 6-well plate were 
used for EB-formation at time of banking (Day 0). This yields 
enough material for both plating onto gelatine for subsequent 
immunocytochemical analysis (see 2.8.1) and pellet genera-
tion for Scorecard™ analysis (see 2.8.2). EB medium (50 mL: 
39 mL DMEM, high glucose, GlutaMAX™ (#31966-021;  
gibco by life technologies™, USA), 10 mL KnockOut™ Se-
rum Replacement (#10828010; Thermo Fisher ������USA),  
0.5 mL non-essential amino acids (#11140-050; gibco by life 
technologies™, USA), 0.5 mL penicillin/streptomycin (#P06-
07100; PAN Biotech, Aidenbach, Germany), 91 µL 2-mercap-
toethanol (#31350-010; gibco by life technologies™, USA)) was 
equilibrated in a T75 ���with CO2 permeable lid at 37°C and 
5% CO2 for 30 min. 10 cm ultralow adherence plates (Nunc™ 
HydroCell; #174911; Thermo Fisher ������USA; 2 per line 
– note that these plates are no longer available. Thermo Fish-
er ������suggests Nunclon™ Sphera™ dishes #174945 as 
an alternative) were ����with 19 mL EB medium plus 10 µM 
Rock inhibitor (#HB2297; hellobio, UK). Medium of respective  
hiPSCs was aspirated and discarded. Cells were washed once 
with PBS(+/+), and 1 mL EB medium + Rock inhibitor per well 
was added. StemPro® EZPassage™ passaging tool (#23181-010; 
Invitrogen by Thermo Fisher ������USA) was used once 
vertically, once horizontally on each well to assure hiPSC pieces 
of equal size. A cell scraper (#83.1832; Sarstedt AG & Co. KG, 
Nümbrecht, Germany) was used to harvest the hiPSC pieces, and 
the clusters of one well of the 6-well plate were transferred to 
one ultralow adherence plate containing 19 mL EB medium. Cell 
clusters were incubated at 37°C and 5% CO2. On days 2, 4 and 
6, spent medium was replaced by fresh EB induction medium 

PerCP-Cy™ 5.5 mouse anti-OCT3/4, Alexa Fluor® 647 mouse 
anti-Sox2, as well as the respective isotype controls PE mouse 
IgG1, κ isotype control, PerCP-Cy5.5 mouse IgG1, κ isotype 
control, and Alexa Fluor® 647 mouse IgG2a, κ isotype control. 
According to the manufacturer’s manual, we combined this kit 
with an additional antibody against the membrane-bound gly-
colipid SSEA4 (#560126; BD, USA) and the respective isotype 
control (#555578; BD, USA). To be able to assess cell viability at 
the same time, we also included a live staining of the cells using 
����viability stain (Fvs) 510 (#564406; BD, USA).
����, cells were microscopically assessed as described un-

der 2.2 and used when scored A. Then 8-12 wells were singular-
ized using TrypLE™ Select Enzyme (#12563-011; Thermo Fish-
er ������USA). Approx. 1 x 106 cells per staining condition 
(unstained, Fvs 510 only, isotypes + Fvs 510, all stained (Nanog-
PE, OCT3/4-PerCP, Sox2-Alexa657, SSEA4-FITC + Fvs 510), 
the �������minus one (FMO) control for SSEA-4 (Nanog-
PE, OCT3/4-PerCP, Sox2-Alexa647 + Fvs 510)) and single 
stained controls for each �������were collected in respec-
tive Eppendorf tubes. Cells were stained with Fvs 510 for 15 min 
at RT. Then cells were washed using staining buffer (PBS(-/-) + 2% 
heat-inactivated KnockOut™ Serum Replacement (#10828010; 
Thermo Fisher ������USA)). After washing, cells were 
stained for SSEA4-FITC and respective isotype control for 25 
min at RT. Then cells were again washed and ���in BD Cyto-
�������buffer (provided) for 20 min at RT. Afterwards they 
were washed again and stored in PBS(-/-) at 4°C overnight. The 
next day, cells were permeabilized using BD Perm/Wash buf-
fer (provided) for 20 min at RT before staining for Nanog-PE, 
OCT3/4-PerCP, Sox2-Alexa647 and respective isotype controls 
for 30 min at RT. Cells were washed in PermWash Buffer, re-
suspended in staining buffer, and analyzed using a BD FACS-
Canto™ II system (see Tab. 1 for setup) using BD FACS Diva 
Software Version 6.1.3. At least 20,000 events per condition were 
recorded from the scatter gate, the applied gating strategy is in-
cluded in the respective Figures 3 and S12. Further analysis was 
performed using Flow Jo V10.7.1. 

2.7  Assay #6: Cell gene expression (PluriTest™)
One 6-well of hiPSC at the time of banking was washed twice 
with 1 mL 0.5 mM EDTA. Cells were incubated with 1 mL EDTA  
for 5 min (37°C, 5% CO2 ). EDTA was then aspired and discard-
ed. Cells were resuspended in 1 mL medium and collected in a 
1.5 mL Eppendorf tube. Samples were centrifuged for 3 min at 
500 x g. Supernatant was aspirated, and cell pellets were stored 
at -80°C until they were shipped to Thermo Fisher ����� 

2 doi:10.14573/altex.2101221s

Tab. 1: Flow cytometry setup

Fluorochrome FITC PE PerCP Alexa657 Fvs 510

Laser lines 488 nm 488 nm 488 nm 633 nm 405 nm

Emission filter 530/30 585/42 670 LP 660/20 510/50

https://doi.org/10.14573/altex.2101221s
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primary AB solution was discarded, and cells were washed twice 
with 0.5 mL PBS(+/+) for 5 min. Secondary ABs (For IMR90-C4 
SMA and for all Life-Act-eGFP stainings 1:100 polyclonal goat 
anti-mouse IgG (H+L) highly cross-adsorbed secondary anti-
body, Alexa Fluor 546 was used (#A11030; Thermo Fisher Sci-
�����USA), for Life-Act-eGFP TUBB3 and AFP 1:200 poly-
clonal goat anti-mouse IgG (H+L) cross-adsorbed secondary 
antibody, Alex Fluor 488 was used (#A11001; Thermo Fisher 
������USA).) were prepared in secondary AB dilution buf-
fer (0.05% PBS-Tween20). 200 µL/well of secondary AB solu-
tion were added, and wells were incubated at 37°C in the dark for 
30 min. Wells were washed twice with 0.5 mL per well PBS(+/+) 

at RT for 5 min and covered with 200 µL PBS(+/+) for visual-
ization using a ������microscope. Pictures of differentiated 
EBs from IMR90-C4 were taken with an Olympus BX60 ����-
cent microscope combined with an Olympus ColorView XS dig-
ital camera and Soft Imaging Systems analysis software. Images 
of Life-Act-eGFP EBs were taken at RT using a laser scanning 
microscope (LSM710, Zeiss) with an EC �������10x/ 
0.30 M27 objective lens and a photo-multiplier-tube point detec-
tor. Acquisition software was ZEN Black (Zeiss).

2.8.2  Assay #7.2: Scorecard™ assay
At least ����7-day-old proliferating EBs that were 300 µm in 
size were collected in a 50 mL tube and centrifuged at 500 x g for 
3 min. The supernatant was discarded, and the pellet was resus-
pended in 1 mL PBS(+/+) and transferred to a 1.5 mL tube. EBs 
were again centrifuged at 500 x g for 3 min, and the supernatant 
was discarded. Dry pellets were stored at -80°C. As a control, 
a cell pellet of the respective undifferentiated hiPSC-line was 
generated as described under 2.7. The pellets were then shipped 
to Thermo Fisher ������(USA) on dry ice where the Score-
card™ assay (#A16179) was performed.

The Scorecard™ assay (Bock et al., 2011) uses a proprietary 
algorithm to predict trilineage differentiation potential based on a 
panel of 94 genes relative to a reference set of nine undifferenti-
ated pluripotent stem cell lines.

2.9  Assay #8: Trypan blue exclusion, microscopic  
assessment
Human iPSCs were thawed as described under 2.1.1.2. Cell den-
sity and colony/cell morphology were assessed microscopically 
on day 1 after thawing and when the cells reached a ����-
cy of approx. 80% and needed splitting (day 3 for IMR90-C4 
and day 2 for Life-Act-eGFP). For the trypan blue exclusion as-
say, medium of one well per line was aspirated, and cells were 
washed twice with 1 mL PBS(-/-). 1 mL/well TrypLE™ Select 
Enzyme (#12563-011; Thermo Fisher ������USA) was add-
ed, and cells were incubated at 37°C and 5% CO2 for 5 min. The 
enzymatic reaction was stopped using 3 mL/well KnockOut™ 
DMEM medium with 10% KnockOut™ Serum Replacement 
(#10828010; Thermo Fisher ������USA). Cells were pipet-
ted up and down 5 times to ensure a single cell solution. 50 µL of 
this cell suspension was placed in a 1.5 mL tube, and 50 µL 0.4% 
trypan blue solution (#T8154; Sigma Aldrich, USA) was added 
and mixed by pipetting up and down until an even distribution 

(20 mL) by transferring the entire volume of each plate into a 
separate 50 mL conical falcon tube. EBs were allowed to settle 
at the bottom of the tube for 10 min at RT. Then the superna-
tant was cautiously removed using a 25 mL serological pipette, 
and 20 mL fresh EB medium was added to each tube. Cells were 
transferred back into the old culturing plates by pouring to avoid 
unnecessary sheer stress. Proliferating EBs grew in size over the 
culture time of 7 days.

2.8.1  Assay #7.1: Immunocytochemistry of markers  
of all three germ layers

2.8.1.1  Spontaneous differentiation of EBs

On day 7, three 24-well plates (black plates with imaging bottom 
would be preferable, here normal cell culture plates were used) 
were coated with 250 µL 0.2% gelatin (diluted from 2% gelatin 
(#G1393-20ML; Sigma Aldrich, USA) using PBS(+/+); gelatin 
should be prewarmed to 37°C in a heating cabinet before use) for 
20 min at RT (open lid). Then gelatin solution was aspirated com-
pletely, and 750 µL EB medium per well were added. One EB of 
approx. 300 µm in size per well was gently plated using a 1000 
µL pipette and allowed to settle for 5 min. EBs were incubated at 
37°C and 5% CO2, and half of the spent medium was replaced ev-
ery other day while carefully avoiding EB wash-off.

On days 11, 14 and 21, differentiated EBs were ���by adding 
12% PFA (#P6148-1KG; Merck KGaA, Darmstadt, Germany), 
resulting in a ���PFA concentration of 4%, and incubated for  
15 min at RT. Then, EBs were washed twice using 1 mL PBS(-/-)  
per well, sealed with �����and stored at 4°C until staining 
(Note that even if EBs are washed off at some point during the 
differentiation phase, it is worthwhile to check for differentiated 
cells under a microscope before discarding the sample).

2.8.1.2  Immunocytochemical staining of  

differentiated EBs

Before staining, all wells were analyzed under a light micro-
scope to judge from the morphological structures of the differ-
entiated cells which antibody staining (which germ layer marker) 
would be most promising as each well is stained with one mark-
er. Afterwards 24-well plates were equilibrated at RT for 15 min. 
Then PBS was carefully removed, and 200 µL/well permeabili-
zation buffer (0.05% PBS-Tween20) was added and incubated at 
RT for 5 min. Wells were washed twice with 0.5 mL PBS(+/+) for  
5 min, followed by addition of 200 µL/well blocking solution (1% 
BSA in PBS(+/+)) and incubation at RT for 30 min. Primary anti-
body (AB) solutions were prepared in primary AB dilution buffer 
(10 mL: 1 mL 10% BSA, 7.5 µL Tween20, ���up to 10 mL with 
PBS(+/+)): (i) 1:100 monoclonal anti-β-tubulin III (TUBB3) anti-
body produced in mouse, clone SDL.3D10 (#T8660; Sigma Al-
drich, USA), (ii) 1:200 monoclonal anti-actin, smooth muscle ac-
tin (SMA) produced in mouse, clone 1A4 (#M0851; Agilent Da-
ko, USA), and (iii) 1:200 monoclonal anti-α-feto protein (AFP) 
antibody produced in mouse, clone 1G7 (#WH0000174M1; Sig-
ma Aldrich, USA). Blocking solution was discarded and 200 µL 
per well of the respective primary AB solution was added. Plates 
were incubated over night at 4°C on a rocking plate. Next day, 



Tigges eT al.

ALTEX 38(4), 2021 603

high-throughput hiPSC laboratories, but for a normal academic 
lab we conclude that manually conducted daily microscopic as-
sessment as described here is probably more feasible and, com-
bined with the other assays described in this paper, ������to 
ensure quality of the cultures. Our two MCB cultures revealed a 
stem cell-like phenotype with compact, ���colonies consisting of 
small, round cells with a high nucleus-to-cytoplasm ratio, prom-
inent nucleoli, and a general lack of spontaneously differentiated 
cells (Fig. 3, left panel).

It is estimated that up to 35% of cell cultures currently in use are 
contaminated by mycoplasma (Hay et al., 1989; Chi, 2013; Pamies 
et al., 2017), which can result in major changes of the cellular phe-
notype, e.g., increased sensitivity to apoptosis (Hay et al., 1989), 
changes in cellular morphology, growth and viability (Rottem and 
Barile, 1993; Langdon, 2004), occurrence of chromosomal aber-
rations (Drexler and Uphoff, 2002), altered cellular metabolism 
(Armstrong et al., 2010), changes in cell membrane antigenicity 
(Timenetsky et al., 2006), reduced transfection ������(Chi, 
2013), and alterations of cytokine expression (Chi, 2013). There-
fore, it is consensus that cultures should be screened for myco-
plasma contamination at time of cell arrival and additionally ev-
ery three months (Pamies et al., 2017). Our approach is in line with 
these standards, using a quarantine incubator in another laborato-
ry and performing mycoplasma PCR analysis before the cells are 
transferred to the actual stem cell laboratory. Furthermore, we per-
form additional mycoplasma PCRs once a month, and cultures 
are discarded immediately upon a positive test result. Although 
no standardized PCR-based method exists to date (Pamies et al., 
2017), we chose a commercial PCR-based kit for the detection of 
possible mycoplasma contamination in our cell cultures, as this is 
faster and more convenient than other assays including broth/agar 
culture, assays for mycoplasma-characteristic enzyme activities, 
and DNA staining (Pamies et al., 2017), which take from several 

of the color was reached. Cells were incubated for 2-3 min at RT, 
and 10 µL of the stained cells was transferred to a C-Chip dispos-
able hemocytometer (#DHC-N01; NanoEnTek, Korea). Pictures 
were taken within the ���5 min after the dye was added, as the 
dye itself will lead to cytotoxicity when incubated for too long. 
The percentage of viable cells was calculated using the follow-
ing equation:

% viable cells = [1.00 - (number of blue cells/number of total cells)] x 100 
 Eq. 1

3  Results and discussion

3.1  Assessment of colony/cell morphology (assay 1)  
and exclusion of mycoplasma contamination (assay 2)
It is well known that hiPSC cultures are prone to spontaneous dif-
ferentiation, especially during longer culturing periods (Pamies et 
al., 2017). Therefore, we established a daily assessment of colo-
ny and cell morphology using a scoring system from (A) perfect 
culture with large, dense colonies, low to no visible differentia-
tion, and > 70% ������to (D) poor culture with poor adher-
ence, high amount of differentiation, and no visible hiPSC (for 
details see 2.1.2.5). We assessed the colony and cell morpholo-
gy according to criteria ����previously (Pamies et al., 2017; 
Wakui, 2017). In recent years, there have been efforts to automate 
the quality ranking of hiPSC cultures by using time-lapse mi-
croscopy and automated image analysis assessing (i) hiPSC dou-
bling time, (ii) compactness of colonies, (iii) smoothness of col-
ony borders, (iv) sensitivity of colonies to change of medium, (v) 
degree of dead cells, and (vi) prevalence of spontaneously dif-
ferentiated cells (Maddah et al., 2014). This non-invasive system 
to assess hiPSC colony and cell morphology might be useful for 

Fig. 3: Results of microscopic 

assessment of colony/cell 

morphology (assay 1; left) and 

mycoplasma PCR (assay 2; right)  

for MCBs IMR90-C4 (upper panel) 

and Life-Act-eGFP (lower panel)

Left: Representative microscopic 

images. Right: Results of mycoplasma 

PCR. M, marker; neg, negative  
(internal DNA) control (479 bp); pos, 
positive control (270 bp); bp, base pairs
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should be considered. In our case, we decided against this as 
Life-Act-eGFP cells were made from an IMR90 C4 WCB, so 
their STR analysis result therefore also proved the correct identi-
ty of the IMR90-C4 WCB.

3.3  Cytogenetic analysis by classical 
G-banding (assay 4)
Certain types of aneuploidy have been recurrently ������in 
hiPSC cultures, including partial or complete gain of chromo-
some 8, 12, 17, or 20, trisomy X, and chromosome 1 ����-
cation (Mayshar et al., 2010; Amps et al., 2011; Taapken et al., 
2011; Kilpinen et al., 2017; Assou et al., 2018). Therefore, it is 
important to analyze the genetic stability of a given hiPSC line. 
Ideally, the technique of choice for this should be inexpensive, 
yield fast results, and have high resolution and sensitivity, but, 
unfortunately, this all-in-one solution does not exist (Assou et 
al., 2018). Nevertheless, different techniques are available: ��-
orescent in situ hybridization (FISH), array comparative ge-
nomic hybridization (aCGH), SNP arrays, next-generation se-
quencing, quantitative PCR, and G-banding karyotype analysis 

days to weeks and are therefore not practical in an academic re-
search setting. The kit we chose is able to detect 19 (for details see 
2.3) different mycoplasma types, including the ones that account 
for the vast majority of contaminations in cell culture, i.e., M. hy-

orhinis, M. arginine, M. fermentans, A. laidlawii, M. hominis,  
M. orale, M. bovis and M. pulmonis (Bruchmüller et al., 2006;  
ISCBI, 2009; Nikfarjam and Farzaneh, 2012). This test ����� 
that the analyzed MCB samples of IMR90-C4 and Life-Act-eGFP 
were mycoplasma free (Fig. 3, right panel).    

3.2  Identity assessment by short tandem 
repeat (STR) genotyping (assay 3)
One of the most important principles of Good Cell Culture 
Practice is cell line authentication (Coecke et al., 2005; Yaffe 
et al., 2016). Up to 40% of all analyzed cell lines have been 
falsely ������(Nelson-Rees et al., 1981; MacLeod et al., 
1999; Stacey et al., 2000; Buehring et al., 2004; Hughes et al., 
2007; Rojas et al., 2008; Dirks et al., 2010; Yu et al., 2015). 
Therefore, leading cell banks (ATCC, CellBank Australia,  
DSMZ, ECACC, JCRB, and RIKEN) introduced the technique 
of STR �����to address this issue (Pamies et al., 2017). Ac-
cording to the International Cell Line Authentication Commit-
tee (ICLAC), the analysis of at least eight STR loci is required 
for cell line authentication �����et al., 2018), while ISCBI  
recommends the use of the core 13 loci commonly used in fo-
rensic medicine (Xu et al., 2013). Commercially available kits 
on the market typically use a common subset of 16 different 
STR loci, which ensures comparison between different pro-
viders (Andrews et al., 2015). Another approach is the analy-
sis of single-nucleotide polymorphisms (SNPs), however they 
are discussed to be too detailed and expensive to be used for 
cell line authentication on a regular basis (Ntai et al., 2017). 
Comparing these two methods, individual STRs are more poly-
morphic (Freedman et al., 2015; �����et al., 2018) and are 
widely applied in forensic analysis (Almeida et al., 2016), but 
spontaneous mutations or epigenetic changes due to long term 
culture (Lorsch et al., 2014) and the possible cross-contamina-
tion with cell lines from other species (e.g., mice) will not be 
detected (Freedman et al., 2015). 52-plex SNP assays seem to 
have the same rate of discrimination as 16-plex STR assays, but 
a centralized, online reference database for SNP assays is lack-
ing (Freedman et al., 2015; Pamies et al., 2017).

Therefore, we decided to use STR analysis for cell line au-
thentication in cooperation with the Institute for Forensic Med-
icine at the University Clinic Duesseldorf. STR-analysis of  
gDNA isolated from both MCBs at the time of banking ���� 
that IMR90-C4 are homozygous for two of the analyzed STR lo-
ci shown here (D18S51 and AMEL) and heterozygous for the 
other 12 (Tab. 2; middle column), which exactly matches the 
results for Life-Act-eGFP (Tab. 2; right column). This was ex-
pected, as IMR90-C4 is the parental line of Life-Act-eGFP. Both 
STR �����also match alleles of the initial IMR90-C4 parent 
line IMR90 lung ������(Tab. 2; left column) in the 14 STR 
loci that are publicly available on Cellosaurus (Bairoch, 2018). 
Performing STR-analysis not only for MCBs but also for WCB 

Tab. 2: Results of short tandem repeat (STR) genotyping 

(assay 3) 

A single-source template DNA (0.5 ng) was amplified using  
the PowerPlex® 21 system (Promega). Amplification products were 
mixed with WEN Internal Lane Standard 500 and analyzed with  
an ABI 3130 Genetic Analyzer (Applied Biosystems®). Results were 

analyzed using GeneMapper® ID software, version 3.2. Only the 

previously published 14 loci of IMR90 lung fibroblasts are listed, see 
Section 2.4 for details.

STR locus IMR90 lung MCB IMR90- MCB  

 fibroblasts C4 Life-Act- eGFP

D3S1358 14, 15 14, 15 14, 15

D13S317 11, 13 11, 13 11, 13

D16S539 10, 13 10, 13 10, 13

D18S51 17 17 17

CSF1PO 11, 13 11, 13 11, 13

TH01 8, 9.3 8, 9.3 8, 9.3

vWA 16, 19 16, 19 16, 19

D21S11 30.2, 31 30.2, 31 30.2, 31

D5S818 12, 13 12, 13 12, 13

D7S820 9, 12 9, 12 9, 12

TPOX 8, 9 8, 9 8, 9

D8S1179 13, 14 13, 14 13, 14

FGA 25, 26 25, 26 25, 26

AMEL X X X

Bold: in accordance with the published STR profiles of ATCC 
IMR-90 (ATCC® CCL-186™) original lung fibroblasts, which IMR90 
iPSCs were generated from (Cellosaurus CVCL_0347, n.d.).x
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somal abnormalities of clonal origin should be �����in an 
independent analysis. Abnormalities in single cells could be due 
to a technical artefact but could also point towards a beginning 
clonal abnormality or low-level mosaicism (Hook, 1977; Sikke-
ma-Raddatz et al., 1997). Here, again, a repeated analysis is sug-
gested to allow interpretation of the results. In cooperation with 
the Institute of Human Genetics at the University Clinic Dues-
seldorf, we analyzed the chromosomes of 24 metaphase spreads, 
none of them displaying any abnormalities (Fig. 4).

It is important to note that the analysis of genomic stability, 
regardless of the chosen method, is only a current snapshot, and 
it has been reported that a genetically abnormal clone can com-
pletely overtake a culture (Baker et al., 2007) in less than �� 
passages (Bai et al., 2013). Therefore, others have proposed to 
test for genomic integrity on a regular basis, at least every 12 
weeks (WHO, 2013; Assou et al., 2018) or every 15 passages 
(WHO, 2013; Pamies et al., 2017). To bypass this laborious and 
time-intensive G-banding analysis every 12 weeks, we analyze 
hiPSC at the time of banking and culture them after thawing for 
only 8 passages in total (ca. 6 weeks), i.e., three passages to en-
sure full recovery after cryoconservation plus 5 passages for use 
in different assays. Hence, our cells never reach 15 passages or 
12 weeks in culture.

3.4  Expression of stem cell markers on protein 
(assay 5) and mRNA (assay 6) level
Commonly used characterization methods to assess the self-re-
newal capacity of hiPSCs include immunocytochemical stain-
ing for alkaline phosphatase and intracellular markers (Nanog, 
POUF1, GDF3, DNMT3B), ��������of cell surface stem 
cell markers (SSEA3, SSEA4, TRA-1-60, TRA-1-81) via �� 

(Assou et al., 2018). While FISH analysis reliably ������ad-
ditional attributable chromosomal material (e.g., marker chro-
mosomes), it has a resolution limit of > 1-2 Mb (MacArthur et 
al., 2014), only detecting larger abnormalities. CGH, SNP arrays, 
and whole genome sequencing on the other hand are extreme-
ly sensitive methods, capable of detecting chromosomal regions 
as small as 25 kbs as well as mosaicism (Conrad et al., 2010; 
Yaffe et al., 2016), but until recently were not able to detect in-
versions or balanced rearrangements (O’Shea et al., 2020). This 
has changed with technological progress, resulting in long reads 
(up to 60 kbs), which allow the detection of both inversions and 
rearrangements (Bartalucci et al., 2019; Zhang et al., 2019; Lei et 
al., 2020). Nevertheless, another drawback of these high-resolu-
tion methods is that while they provide a lot of data, they lack a 
������of what differences may impact the reproducibility of 
research (Kleensang et al., 2016). Commercially available qPCR 
analysis kits, which detect the majority of karyotypic abnormal-
ities reported in human ES and iPS cells, have the great disad-
vantage of bias: You only detect, what you look for. We believe 
that this method is to be preferred over not analyzing the cells 
at all, but it might create a false security compared to the other 
discussed unbiased approaches. ISCBI suggests using standard 
G-banding analysis, which can identify trisomy and gross chro-
mosomal duplications/deletions and translocations. It is also the 
only major method that can detect structural abnormalities such 
as balanced translocations or inversions (Ntai et al., 2017; Ro-
hani et al., 2018). According to ISCBI, a count of 20 metaphases 
and the analysis of the banding pattern of at least 8 metaphases 
(Bickmore, 2001; Loring et al., 2007; ISCBI, 2009) should be 
performed. 95% of the analyzed metaphases should hereby pos-
sess a normal karyotype (Pamies et al., 2017). ������chromo-

Fig. 4: Results of cytogenetic 

analysis by classical G-banding 

(assay 4)

24 mitoses for each MCB (IMR90-C4 

and Life-Act-eGFP ) were prepared 

and analyzed for aneuploidy or 

structural abnormalities using classical 

G-banding. Representative images  

of chromosomes are shown for each 

line, and results are summarized in  

the table.
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Sox2, and SSEA-4 were all expressed in well above 95% of the 
IMR90-C4 MCB cells cultivated on LN521 (98.2, 96.3, and 
99.9%), Nanog expression fell short of the quality criterion of 
> 70% marker expression (Pamies et al., 2017; Sullivan et al., 
2018; Fig. S12). When the cultivation conditions were changed 
to MG and mTeSR medium (according to 2.1.2.4), expression of 
OCT3/4, Sox2, and SSEA-4 remained at the high level observed 
on LN521 (98.2, 95.1, and 99.8%, respectively), but Nanog was 
now expressed in 70.8% of the cells (Fig. 5; left, upper panel), 
indicating the �����of the chosen culturing conditions on 
hiPSC performance. This observation is supported by others, 
who already stated that there is no ��������culture meth-
od that provides optimal conditions for all hiPSC lines (Chris-
tensen et al., 2018). With these results in mind, Life-Act-eGFP 
cells were directly cultured and banked on MG and expressed 
Nanog (91.4%), OCT3/4 (98.8%) and Sox2 (96.5%) (Fig. 5; left, 

cytometry, and assessment of OCT4 and Sox2 expression in a 
lineage commitment assay (Pamies et al., 2017). While all of 
these methods and markers are widely accepted and common-
ly used, a standardized set of markers has yet to be established 
(Pamies et al., 2017). We choose to use a commercially avail-
able FACS antibody kit for stem cell transcription factors to an-
alyze the expression of stem cell markers on the protein level at 
the time of banking. This ensures a quantitative outcome, a rel-
atively easy establishment in the laboratory, and includes three 
markers of the standard human pluripotent stem cell (hPSC) pan-
el, OCT3/4, Sox2, and Nanog, of which an analysis of at least 
two has been stated as mandatory (Sullivan et al., 2018). It also 
yields the possibility to expand the assay for an additional canon-
ical cell surface marker, in our case SSEA-4, which has also been 
proposed (Pamies et al., 2017; Sullivan et al., 2018). Perform-
ing the analysis for our MCBs revealed that although OCT3/4, 

Fig. 5: Results of cell antigen expression and cell count/viability (assay 5) and cell gene expression (assay 6)
Assay 5: Cell antigen expression assessed by multipanel flow cytometric analysis for the stem cell markers Nanog-PE, OCT3/4-PerCP-
Cy5.5, Sox2-Alexa Fluor 647, and SSEA-4-FITC (assay #5.1) plus Fvs 510 (AmCyan; assay #5.2) as live/dead discriminator. Acquisition 
and analysis were performed on a BD FACSCanto™ II system using BD FACS Diva Software Version 6.1.3. Analysis was performed 
using Flow Jo V10.7.1. Assay 6: Cell gene expression assessed by the PluriTest™ assay (assay #6) as pluripotency plot. Transcriptomes 
of MCBs IMR90-C4 (upper panel) and Life-Act-eGFP (lower panel) were analyzed and processed in the PluriTest™ algorithm to generate 
pluripotency and novelty score. Depicted are pluripotency score (y-axis) and novelty score (x-axis). The red and blue background visualize 
the empirical distribution of the pluripotent (red) and non-pluripotent (blue) samples in the reference dataset. A non-iPSC sample was 
included in this experiment to serve as a control for non-pluripotency.
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3.5  Assessment of pluripotency (assay 7)
While the in vivo teratoma assay identifying cell types of ecto-
dermal, mesodermal and endodermal origin using H/E stained 
histological sections is still considered to be the gold standard 
for pluripotency assessment of a given hPSC line, it holds the 
ethical burden of animal testing (Gertow et al., 2007; Gropp 
et al., 2012; Pamies et al., 2017), is cost- and time-intensive, 
is associated with reproducibility problems, and requires spe-
cial expertise (ISCBI, 2009). Therefore, alternative, low-bur-
den, high-throughput molecular methods are on the rise (Bu-
ta et al., 2013; Pamies et al., 2017). While also other methods, 
e.g., directed differentiation (Borowiak et al., 2009; Chambers 
et al., 2009; Kattman et al., 2011; Burridge et al., 2012) ex-
ist, positive detection of trilineage �����markers (e.g., SMA 
for mesoderm, TUBB3 for ectoderm, and AFP for endoderm) 
in spontaneously differentiating EBs is an accepted method to 
verify the pluripotency of PSCs (Sathananthan and Trounson, 
2005; de Miguel et al., 2010; Pistollato et al., 2012). As sug-
gested by ISCI (2018), we chose to combine in vitro sponta-
neous EB differentiation with bioinformatic Scorecard™ anal-
yses. This commercially available assay is a medium/low den-
sity focused array that compares lineage expression levels to a 
reference standard (Pamies et al., 2017), thereby ������(i) 
the self-renewal capacity and (ii) the trilineage differentiation 
potential of an hiPSC line (Bock et al., 2011). Alternatively, it 
is an option to perform an in-house qPCR assay on the EBs, as 
suggested by O’Shea and co-workers (2020), analyzing three 
to ���markers for each germ layer. However, we believe that 
the additional information provided by the Scorecard™ assay 
�����the additional costs and effort.

lower panel). We wish to point out that using animal-free ma-
trices is highly desirable, yet such matrices need to be shown to 
yield comparable results to Matrigel. Note that SSEA-4 expres-
sion was not analyzed, as 98.6% of the Life-Act-eGFP cells ex-
press GFP, which is detected in the same channel as the SSEA4-
FITC antibody. Using a different �������for this marker 
might be an option for future analyses. Cell viability assessed us-
ing Fvs 510 was at 92.6 and 93.9% for IMR90-C4 and Life-Act-
eGFP, respectively (Fig. 5; left).

To assess the expression of stem cell markers on mRNA level, 
we chose the commercially available PluriTest™ assay (Müller 
et al., 2011), which is a high-density microarray comparing the 
transcriptome of a test cell line to that of a large number of known 
pluripotent cell lines (ISCI, 2018). It is not able to account for het-
erogeneous cell populations (D’Antonio et al., 2017) and is there-
fore restricted to the assessment of self-renewal patterns (Pamies 
et al., 2017). Nevertheless, this assay provides valid insights into 
the stem cell character of cells based on a large number of ana-
lyzed genes (D’Antonio et al., 2017). Cell gene expression anal-
yses of our banked hiPSC lines assessed by the PluriTest™ assay 
revealed that both cluster with the pluripotent samples in the ref-
erence set and yield a pluripotency score (PS) of 39.83 and 38.31 
and a novelty score (NS) of 1.23 and 1.58 for IMR90-C4 and Life-
Act-eGFP, respectively (Fig. 5; right). This is well within the 
range of the ����threshold values of > 20 for PS, indicating 
that the samples are more similar to the pluripotent samples of the 
reference set than to the other samples, and < 1.67 for NS, demon-
strating that the tested samples can be well reconstructed based on 
existing data from other well-characterized iPSC and ESC lines 
established for this assay (Müller et al., 2011; Müller, 2014).

Fig. 6: Results of EB formation 
assessed by immunocytochemistry 
(assay 7.1)
Representative immunofluorescent 
images of plated EBs of the MCBs 
of IMR90-C4 (left) and Life-Act-
eGFP (right). EBs were generated, 
differentiated under proliferating 
conditions for 7 days, and then plated 
on gelatin-coated 24-well plates 
and fixed after 7 and 14 days of 
differentiation. Cells were stained for 
markers of the three germ layers: β(III)
tubulin (TUBB3) for ectoderm, smooth 
muscle actin (SMA) for mesoderm  
and α-feto protein (AFP) for endoderm. 
All images were taken from cells fixed 
on day 14 after plating, except for 
IMR90-C4 TUBB3, which represents 
day 7.
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portant to assess the morphology of the thawed cells to get an 
idea of the quality of the banked cells. Later, cells are monitored 
on a daily basis and used for experiments only after a recovery 
period of three passages and with a morphology score of A.

To assess post-thaw recovery of the MCB vials, one vial each 
for IMR90-C4 and Life-Act-eGFP was thawed and cultivated 
until the cells reached approx. 70% ������and needed pas-
saging for the ���time post thawing (p.t.). For IMR90-C4 this 
was on day 3 p.t. and for Life-Act-eGFP on day 2 p.t. The cul-
tures were assessed microscopically (Fig. 8, right) and displayed 
characteristic stem cell morphology. Furthermore, the percentage 
of living cells was assessed using the trypan blue exclusion as-
say (Fig. 8, left), revealing 92% living cells for IMR90-C4 and 
77.5% for Life-Act-eGFP.   

3.7  Assay costs
All too often, QC assays are not regularly applied in academic 
labs, as the costs are believed to be high and, frankly speaking, 
it is commonly �����to get such work �����by third par-
ty funding. Nevertheless, we argue that the ����of perform-
ing QC assays resulting in high quality cell material, which is a 
prerequisite for reproducible data, by far outweighs the ����� 
burden. To promote the integration of QC work into academic re-
search projects, we have calculated the costs for the generation of 
quality controlled MCBs and WCBs. 

A standard MCB of 50 vials with all eight QC assays de-
scribed here totals approximately 2340€ (Tab. 3). Every addi-
tional WCB of 50 vials with 5 QC-assays will cost about anoth-
er 1000€. Let’s make a simple theoretical calculation: One MCB 
of 50 vials (2340€ in total, 46.80€/vial) yields 50 WCBs with 50 
individual vials each (~21.20€/vial, considering the MCB vial 
that is needed to generate these WCBs), resulting in 2500 vials 

Following this approach, ICC analyses of differentiated EBs of 
both analyzed hiPSC lines revealed that cells of both MCBs were 
able to spontaneously differentiate into cells expressing marker 
proteins for the three germ layers: TUBB3 for ectoderm, SMA 
for mesoderm, and AFP for endoderm (Fig. 6). Additional Score-
card™ gene expression analyses �����these �����Whereas 
marker genes for self-renewal such as TRIM22 and Nanog were 
upregulated in undifferentiated hiPSCs of both MCBs, they were 
downregulated in the respective EBs, and at the same time mark-
er genes for ectoderm, mesendoderm, mesoderm and endoderm 
were upregulated compared to the undifferentiated reference set 
(Fig. 7). Comparing the level of gene induction between the dif-
ferent germ layers, it is noticeable that while still upregulated 
compared to the undifferentiated hiPSCs, expression levels of en-
dodermal markers seem to be lower (with the exception of SST 
for the IMR90 C4 cells, they are in the range of 10 to 100-fold in-
duction) than expression of markers for ectoderm and mesoderm. 
Here, overall, more markers are upregulated, some also to over 
100-fold. This might indicate that both analyzed hiPSC lines are 
less prone to differentiate into cells of the endodermal lineage.    

3.6  Post-thaw recovery assessment (assay 8)
It has been reported that a post-thaw recovery assessment direct-
ly at the time of thawing might be misleading regarding the in-
tegrity of the cells (Pamies et al., 2017), therefore we chose to 
analyze the banked cells when they were split the ���time after 
thawing and assessed the ������of the colonies, cell mor-
phology, and percentage of living cells.

We are aware that hiPSCs are affected by cryopreservation and 
thawing, which can lead to changes in cell morphology and al-
tered proliferation behavior in the ���passage after cryopreser-
vation (Archibald et al., 2016). Nevertheless, we believe it is im-

Fig. 7: Results of EB formation assessed by the Scorecard™ assay (assay 7.2) for MCBs of IMR90-C4 (upper panel) and  
Life-Act-eGFP (lower panel)
EBs were generated and cultured under proliferating conditions for 7 days before cell pellets were collected for analysis. The respective 
undifferentiated hiPSCs serve as undifferentiated controls. Colors correlate with the fold-change in expression of the indicated gene 
relative to the undifferentiated reference set.
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Fig. 8: Results of trypan blue 

exclusion assay  

and microscopic assessment  

for post-thaw recovery  

testing (assay 8) of MCBs from 

IMR90-C4 (upper panel)  

and Life-Act-eGFP (lower panel) 

at the 1st split after re-thawing 

(D3 for IMR90-C4, D2 for  

Life-Act-eGFP )

Left: Results of trypan blue 

exclusion assay. Right: 

Representative images of  

the respective cultures showing  

the density of the cultures  

(40x magnification) as well as  
the stem cell morphology of  

the cells (200x magnification).  
p.t., post thaw; D, day

Tab. 3: Estimated costs for a MCB of 50 vials including all suggested assays for quality control 

A short summary of included techniques and analyses is included in brackets. Average costs are listed, with lowest and highest costs  
in brackets. Please note that this list is probably not complete and should only give a gross estimate of the costs. Not included are personnel 
costs, standard plastic ware, EtOH, pipette tips, etc. Procedures/assays that need to be performed for both MCB and WCB are indicated  
in blue italic font.

Assay # Assay Average costs/MCB (50 vials) (€) 

  (lowest and highest costs)

 Culturing costs from thawing to MCB (Matrigel, medium, EDTA) 509.45

 Cryopreservation (cryovials, EDTA, cryopreservation medium) 220.41

1 Colony morphology n.a.c.

2 Mycoplasma PCR 34.83

3 STR genotyping (gDNA isolation, STR analysis) 72.94 (25.87-120) d.o.p.

4 Karyotype analysis 150.00 (0-300) d.o.p.

5.1 FACS analysis of stem cell markers (FACS kit, additional SSEA-4 antibody,  143.30 

 and isotype control) 

5.2 Cell count and viability (fixable viability stain for FACS analysis) 2.91

6 PluriTest™ 283.90

7 EB formation (culture dishes, gelatine solution, medium, PBS with and 188.04 

 w/o Ca2+ and Mg2+, EDTA) 

7.1 ICC of EBs (PBS with Ca2+ and Mg2+, BSA, Tween 20, Hoechst 33258,  132.52 

 first antibodies against AFP, SMA and TUBB3, secondary antibody)
7.2 Scorecard™ 601.70

8 Post-thaw recovery assessment n.a.c.

 Total costs 2340 

  (2142.93-2537.06)

n.a.c., no additional costs; d.o.p., depending on provider
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expression and viability (assays 5.1 + 5.2), cell gene expression 
(assay 6), pluripotency (assays 7.1 + 7.2), and post-thaw recov-
ery (assay 8; Tab. 4) for the two hiPSC lines IMR90-C4 and Life- 

Act-eGFP (Fig. 9). Of note, these assays are intended for hiPSC 
lines accessed from external sources such as commercial vendors 
or iPSC biobanks. Additional QC, e.g., viral clearance assays, are 
necessary if researchers generate their own iPSC lines from pri-
mary human material. Furthermore, additional QC assays might 
be appropriate for genetically �����hiPSC lines, e.g., the as-
sessment of viral clearance in case of the use of viral vectors. 
Using these or similar QC assays in the context of a two-tiered-
banking approach consisting of one MCB per hiPSC line and re-
spective WCBs provides researchers with reliable cell materi-
al for hiPSC-based applications, thereby safeguarding high hiP-
SC quality at all times. Our calculations demonstrate the ����� 
feasibility of such an approach in an academic research set-up.

We conclude that an international consensus on QC for stem 
cell-based academic research, e.g., the strategy followed in this ar-
ticle, is highly warranted. Awareness of funding agencies and jour-
nals of QC as a requirement when sponsoring or publishing stem 
cell research is desirable for improving the current reproducibility 
crisis in cell-based research. This will not only produce more reli-
able and reproducible results in basic research but will also strong-
ly support the application and decrease the uncertainty of stem 
cell-based methods in applied sciences like regulatory toxicology.

costing 22.15€ each (21.20€ + (46.80€/50)). To ensure working 
with hiPSCs for experiments in passage 4-8, we thaw one vial ev-
ery 4 weeks (12 per year), leading to pure cell costs of approx. 
266€ per year (22.15€ x 12). This is by far less than the cost of 
your average commercially available hiPSC line. In this scenario, 
these 2.500 WCB vials would be ������to provide the labora-
tory with quality-controlled cell material for a little over 208 years 
(2.500/12).

We strongly believe that these numbers speak for themselves: 
Although the initial investment seems high, in the long run us-
ing quality-controlled cell material as a starting point for any re-
search question pays off!    

4  Summary and conclusion

Human iPSCs are a promising tool to replace animal experiments 
for toxicity testing and other research questions. However, there is 
international consensus that only quality controlled cell material 
ensures reproducibility of data. Due to a lack of �����“hands-
on” guidance on hiPSC QC in an academic research environment, 
we have assembled a set of assays that warrants hiPSC identity, 
genomic stability, and pluripotency by assessment of cell/colony 
morphology (assay 1), mycoplasma contamination (assay 2), cell 
line identity (assay 3), karyotype stability (assay 4), cell antigen 

Tab. 4: Overview of proposed QC assays and respective specifications for hiPSC 
Assays (assay #) are numbered consecutively. Procedures/assays that need to be performed for both MCB and WCB are indicated in blue 
italic font. Release criteria represent acceptance criteria for further use of hiPSCs.

Information about QC assay # Proposed characterization assay Release criteria

Colony/cell 1 Microscopic assessment at time of banking  Characteristic stem cell morphology (see 2.2);  
morphology  (+ daily assessment) lack of spontaneously differentiated cells

Mycoplasma 2 Mycoplasma PCR No contamination detected

Identity 3 STR genotyping (gDNA isolation, STR analysis) Shares all alleles of parent line

Karyotype 4 Classical G-banding Normal diploid karyotype (without clonal  
   aberrations; single aberrations in 5% of the 
   analyzed metaphase spreads are acceptable)

Expression 5.1 Cell antigen expression: flow cytometric > 70% expression of all analyzed markers 
of stem-cell  analysis of stem cell markers SSEA-4, OCT3/4,  
markers  NANOG, SOX2

 5.2 Cell count and viability (fixable viability stain,  > 80% viable cells at time of banking 
  flow cytometric analysis)
 6 Cell gene expression: PluriTest™ Analyzed cells cluster with hPSC reference

Pluripotency 7.1 EB formation: ICC At least one marker of each germ layer is  
   detectable

 7.2 EB formation: Scorecard™ 

Post-thaw 8 Trypan blue exclusion assay, microscopic Assessed at 1st splitting after thawing 
recovery  assessment (max. 7 days)

   > 70% living cells 

	 	 	 >	70%	confluency
   Characteristic stem cell morphology
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2.7 HiPSC-derived 3D neural models reveal neurodevelopmental 

pathomechanisms of the Cockayne Syndrome B 
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Ellen Fritsche 

Cockayne Syndrome B (CSB) is a hereditary multiorgan syndrome which - through 

largely unknown mechanisms - can affect the brain where it clinically presents with 

microcephaly, intellectual disability and demyelination. Using human induced 

pluripotent stem cell (hiPSC)-derived neural 3D models generated from CSB patient-

derived and isogenic control lines, we here provide explanations for these three major 

neuropathological phenotypes. In our models, CSB deficiency is associated with (i) 

impaired cellular migration due to defective autophagy as an explanation for clinical 

microcephaly; (ii) altered neuronal network functionality and neurotransmitter GABA 

levels, which is suggestive of a disturbed GABA switch that likely impairs brain circuit 

formation and ultimately causes intellectual disability; and (iii) impaired 

oligodendrocyte maturation as a possible cause of the demyelination observed in 

children with CSB. Of note, some, but not all of these phenotypes could be rescued by 

pharmacological HDAC inhibition. 
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Summary 

Cockayne Syndrome B (CSB) is a hereditary multiorgan syndrome which - through largely unknown 
mechanisms - can affect the brain where it clinically presents with microcephaly, intellectual disability 
and demyelination. Using human induced pluripotent stem cell (hiPSC)-derived neural 3D models 
generated from CSB patient-derived and isogenic control lines, we here provide explanations for these 
three major neuropathological phenotypes. In our models, CSB deficiency is associated with (i) impaired 
cellular migration due to defective autophagy as an explanation for clinical microcephaly; (ii) altered 
neuronal network functionality and neurotransmitter GABA levels, which is suggestive of a disturbed 
GABA switch that likely impairs brain circuit formation and ultimately causes intellectual disability; 
and (iii) impaired oligodendrocyte maturation as a possible cause of the demyelination observed in 
children with CSB. Of note, some, but not all of these phenotypes could be rescued by pharmacological 
HDAC inhibition. 
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Introduction 

The Cockayne Syndrome B (CSB) is a rare hereditary disease with heterogeneous multi-organ defects 
including growth failure, retinal atrophy, deafness and a progeric skin phenotype. In addition, children 
with CSB develop severe neuropathological defects, with the cardinal phenotypes being microcephaly, 
intellectual disability and demyelination1–5. The disease is caused by several mutations in the excision 
repair 6 chromatin remodeling factor (ERCC) 6 gene and manifests with varying neurological severity, 
the most severe being fatal during early childhood6,7. CSB rodent models have proven very valuable for 
gaining insights into the clinical CSB phenotypes and the effects of CSB on the organism level8–12, 
which lead to a good understanding of the mechanistic underpinning of the skin phenotype of CSB13–15. 
However, the origin of the children’s neurological defects is still enigmatic, because neurological defects 
cannot fully be modeled in rodents. Emerging in vitro approaches based on stem cells, e.g. human 
induced pluripotent stem cells (hiPSCs), can add to the current knowledge in human disease modeling 
and drug target identification, by providing excellent tools to investigate diseases and their underlying 
pathomechanisms16–22. 

CSB was originally found to be involved in the transcription-coupled nucleotide excision repair pathway 
(TC-NER)23–26. However, the neuropathology of the patients cannot be well explained with this 
mechanism. Previous in vitro studies have therefore suggested a role of CSB in the brain, which is 
independent of its involvement in the TC-NER27–30. Main findings include hindered neuronal 
differentiation and neuritogenesis, linked to reduced MAP2, as well as SYT9 and BDNF levels in 2D 
small hairpin (shRNA)-based CSB models of immortalized human neural progenitor cells (hNPC) and 
SH-SY5Y neuroblastoma cells27,28. Vessoni et al.29 found alterations in synapse density and reduced 
electrical activity in relation to a dysregulated Growth Hormone/Insulin-like Growth Factor-1 (GH/IGF-
1) pathway in 2D iPSC-derived neuron/astrocyte mixed cultures and Liang et al.30 identified Necdin as 
a CSB target, which promotes neuronal differentiation in 2D models of CS1AN human CSB fibroblasts 
and SH-SY5Y cells. Although these studies adumbrate the impact of CSB on brain development, we 
still lack the necessary understanding of why the clinical phenotypes arise and how we can treat them. 
Main limitations in current CSB models include non-physiological spatiotemporal microenvironments 
and low model complexity in 2D systems, missing cell types, such as oligodendrocytes, and a lack of 
appropriate control cell lines. These limitations outline the need for physiologically more relevant 
disease models, that better resemble the complexity of the developing human brain, and include isogenic 
controls. 

Study designs using multiple isogenic control pairs from different hiPSC donors have been shown to 
have an absolute power advantage of up to 60% compared to study designs without isogenic control 
pairs31. Here, we use such a favorable two isogenic pair design to study different neurodevelopmental 
processes disrupted in CSB. We closed the current knowledge gap on CSB neuropathology, by utilizing 
two hiPSC-derived fit-for-purpose 3D cell culture models, including human induced neural progenitor 
cell (hiNPC) neurospheres and 3D-differentiated BrainSpheres32–35. The different fit-for-purpose models 
were applied to answer different research questions concerning the underlying mechanisms of CSB. 
While hiNPC neurospheres enable the investigation of early developmental key events (KE) such as 
NPC proliferation, migration and initial terminal differentiation into neurons and astrocytes, modeling 
later KEs such as neural network formation and oligodendrogenesis benefit from more complex models 
such as 3D differentiated BrainSpheres35. BrainSpheres have a complex 3D cytoarchitecture and consist 
of the relevant brain cell types, i.e. neurons of different subtypes, astrocytes and – facultatively – 
oligodendrocytes. Together, both in vitro models serve as ideal tools for investigating earlier and later 
neurodevelopmental processes and the underlying mechanisms of their disruption32–35. 
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Results 

Two hiPSC models for neurodevelopmental key event analyses in the Cockayne Syndrome B 

For investigating the CSB neuropathology, we established two distinct hiPSC disease models, each 
including a CSB-deficient and a CSB-expressing cell line. The first model consists of the commercially 
available hiPSC line IMR90WT, which expresses the CSB wildtype in a healthy donor genetic 
background and an IMR90KO line generated via CRISPR Cas technology, by introducing a 13bp deletion 
into exon 5 of the ERCC6 gene (Figure1.A, left; supplemental information (SI) Figure S1). The second 
model consists of the patient-derived hiPSC line CS789 and the isogenic control line CS789Res. The 
patient cell line holds a point mutation (2047C>T) in exon 10 of the ERCC6 gene, which leads to a 
premature stop codon. The genetic rescue of the control line (CS789Res) was generated via CRISPR Cas 
technology, through a 9 bp in-frame deletion, which removes the stop codon (Figure 1.A, right; SI Figure 
S1). The donor of the patient hiPSCs was classified with Cerebro-oculofacio-skeletal syndrome (COFS), 
one of the most severe forms of CSB (supplemental information (SI) Table S1). The patient was, 
amongst others, afflicted with congenital microcephaly, severe intellectual disability and seizures. He 
passed away at 10 months of age. All hiPSC lines were quality controlled and banked as described in 
Tigges et al.36, to assure high cell quality throughout the experiments. The hiPSC lines were neurally 
induced into neurospheres containing hiNPCs, and subsequently either differentiated on an artificial 
extracellular matrix or floating as 3D BrainSpheres into neurons, astrocytes and facultatively 
oligodendrocytes (Figure 1.B), thereby generating different fit-for-purpose models. 

First, we confirmed by western blot, that the CSB protein is expressed in hiNPC neurospheres of both 
healthy cell lines (IMR90WT and CS789Res), but not in either of the disease cell lines IMR90KO and 
CS789 (Figure 1.C left). Despite varying levels of expression (Figure 1.C right), the CSB protein was 
detected in both IMR90 and CS789Res lysates. Due to the non-isogenic nature of the two lines, such 
differences in expression levels of the CSB protein can be expected. We next confirmed that hiNPC 
neurospheres of all four cell lines are able to differentiate into cells of the neural lineage, containing 
both neurons and astrocytes (Figure 1.D). 

To obtain an understanding of the consequences of CSB-deficiency for the hiNPCs’ bulk transcriptome, 
we performed mRNA Sequencing (RNAseq) analyses. Here we decided for the control IMR90WT and 
the IMR90KO lines, in order to understand the effects of the clean CSB mutation and to exclude impacts 
of the patient specific genetic background. Transcriptome analyses were performed by plating hiNPC 
neurospheres onto a coated surface, and differentiating these for 3, 14 and 21 days in vitro (DIV). In 
total, 893 genes were differentially expressed in IMR90KO compared to IMR90WT cells across all time 
points (Figure 2.E). Only significantly regulated genes with a |log2| of >= 1 were analyzed. These 
differentially expressed genes (DEG) were mapped to kegg pathways and the top regulated pathways 
are depicted in Figure 2.F. Most DEGs map to autophagy (ID4140) and mitophagy (ID4137), as well as 
associated pathways such as MAPK (ID4010), RAP1 (ID4015), PI3K (ID4151) and Ras (ID4014) 
signaling. Another high number of DEGs map to Cell adhesion molecules (CAMs, ID4514), the 
regulation of the actin cytoskeleton (ID4810) and focal adhesions (ID4510), as well as calcium signaling 
(ID4020) and glutamatergic synapses (ID4724). 

 

CSB-deficiency is associated with inhibited neural progenitor cell migration and alterations in 

focal adhesion and autophagy 

Microcephaly is a major neuropathological finding in CSB patients6,37. Two underlying cellular 
deficiencies that might cause microcephaly are inhibited NPC proliferation or38,39. Therefore, we 
investigated these neurodevelopmental KEs in the CSB proficient and deficient in vitro models. 
Proliferation was assessed in hiNPC neurospheres, by measuring the sphere diameter over time, and by 
quantifying the incorporation of Bromodeoxyuridine (BrdU) into newly synthetized DNA. No 
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significant differences between healthy and disease neurospheres were observed in either proliferation 
assay (SI Figure S2). Next, we assessed the migration capacity of plated hiNPC neurospheres by 
measuring total migration distance from the rim of the sphere core to the furthest cell that migrated out 
of the sphere core, and by counting the total number of migrated nuclei after 3 DIV within the migration 
area. We observed a significant reduction of the migration distance (25-35%), and a significantly 
decreased number of migrated nuclei (25-60%) within the migration area using hiNPCs from disease 
cell lines, compared to their respective controls (Figure 2.A). In support of the inhibited migration, 
transciptome analyses present significant upregulation of the focal adhesion-specfic gene expression 
markers Integrin ß1 (ITGB1), Integrin ß4 (ITGB4), Talin-1 (TLN1) and Vinculin (VCL) in the IMR90KO, 
compard to the healthy IMR90WT hiNPC neurospheres after 3, 14 and 21 DIV (Figure 2.B). An important 
intracellulart part of focal adhesions during migration are actin stress fibers. In line with the altered 
expression of genes involved in regulating the actin cytoskeleton (Figure 1.G), we observed thickened 
and elongated actin stress fibers in the migration area of plated disease hiNPC neurospheres after 3DIV 
(Figure 2.C). Inhibited focal adhesion turnover and subsequent migration inhibition thus seems to be 
one in vitro feature of CSB-deficiency.  

In addition to the actin- and focal adhesion-related genes, 141 autophagy-associated mRNAs are 
significantly regulated in the disease IMR90KO, compared to IMR90WT differentiated neurospheres 
(Figure 2.D, right). Gene expression of the autophagosome markers microtubule-associated proteins 

1A/1B light chain 3A (LC3A) and 3C (LC3C) are highly upregulated in the disease differentiated 
neurospheres. Additionally, the lysosome marker lysosomal-associated membrane protein-2 (LAMP2) 
and p62, a gene coding for a  protein that taggs intracellular material for targeted autophagy, are also 
upregulated in the disease differentiated neurospheres (Figure 2.D, left). On the protein level, we 
identified LAMP2 accumulation in immunocytochemical stainings (ICC, Figure 2.E) and confirmed 
significant LC3A and LAMP2 accumulation in both CSB-deficient IMR90KO and CS789 lines by 
Western Blot (WB) analyses of plated hiNPC neurospheres after 3 DIV (Figure 2.F). The accumulation 
of these proteins is a general marker for defective autophagy. Futhermore, a decreased level of 
mammalian target of rapamycin (mTOR), an autophagy-inhibitor, in IMR90KO hints towards an 
increased demand for autophagy in the disease cells (Figure 2.F). 

 

The HDAC6-inhibitor Tubastatin A partially rescues the migration phenotype of disease hiNPC 

neurospheres 

A previous study on CSB-deficient fibroblasts suggested CSB to interact with α-tubulin 
acetyltransferase MEC-17 and histone deacetylase 6 (HDAC6). MEC-17 acetylates α-tubulin, thereby 
supporting cargo transport and autophagosome with lysosome fusion, while HDAC6 supports the 
opposite15. We observed significantly decreased acetyl-α-tubulin levels and increased HDAC6 levels in 
differentiated and plated disease hiNPC neurospheres after 3DIV, compared to their respective healthy 
controls (Figure 3.A). Low levels of α-tubulin acetylation generally suggest inhibited autophagy in the 
cell. 

Since targeted autophagy is an important facilitator of focal adhesion turnover, which in turn enables 
cell migration, we performed HDAC-inhibition experiments to link HDAC activity to altered migration 
of the CSB disease models. Therefore, we treated the migrating hiNPC spheres at the time of plating 
with the pan-HDAC inhibitor suberoylanilide hydroxamic acid (SAHA) or the HDAC-6-specific 
inhibitor Tubastatin A (TubA) for 3 DIV. SAHA did not significantly rescue the migration of the CSB-
deficient cell lines, yet reduced the cell viability significantly even at low concentrations (SI Figure S3). 
Treatment with TubA, however, successfully rescued the reduced migration in both IMR90KO and 
CS789 disease lines, at non-cytotoxic concentrations (Figure 3.B left, see also SI Figure S3). To further 
strengthen the causal link between autophagy and migration, we inhibited the autophagy in migrating 
cells with chloroquine (CQ), a suppressor of autophagosome and lysosome fusion. Our results show a 
significant migration inhibition at non-cytotoxic CQ concentrations in both healthy cell lines (Figure 
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3.B right, SI Figure S3). Since autophagy is already compromised in the disease cell lines, CQ does not 
further reduce migration of IMR90KO or CS789 at non-cytotoxic concentrations.  

 

Microelectrode Array measurements reveal altered neural network activity in CSB-deficient 

networks 

Next, we investigated the ability of the CSB-deficient cell lines to form functional neural networks as a 
possible pathomechanism for the intellectual disability seen in CSB patients1,6,37,40. These studies were 
inspired by the transcriptome analyses, which revealed strong alterations in the expression of genes 
involved in synapse formation, neurotransmitter synthesis and signaling (Figure 4.A). A number of 
genes involved in the biosynthesis (CHAT, DDC, GAD1, GAD2) and vesicular transport (SLC32A1, 

SLC18A2, SLC18A3) of neurotransmitters are significantly downregulated in IMR90KO, compared to 
IMR90WT. Genes for postsynaptic glutamate receptors (GRIA2, GRIA3, GRIA4, GRIK4, GRIN1, 

GRIN2A, GRM8), GABA receptors (GABRB3), acetylcholine receptors (CHRNB2) and serotonin 
receptors (HTR6) are significantly downregulated in the CSB-deficient cells, while few genes for 
glutamate and GABA receptors are significantly upregulated (GRIA1, GRIK3, GABRG3). Further 
differentially expressed genes are involved in postsynaptic density (SHANK1, SHANK2, DLGAP1), 
voltage-gated (KCND2, KCNQ3, PLA2G4A, CACNA1D, KCNQ4) and G-protein coupled (ADCY2, 

ADCY7, GNG12) signaling and neurotransmitter cycling (MAOB, SLC1A2, SLC1A6). Gene markers 
MAP2 for neurons, SYN for pre-synapses and PSD95 for post-synapses are not significantly 
differentially expressed (SI Figure S4). 

To get a functional readout of the neural network formation, we recorded the electrical activity of neural 
networks derived from all cell models on microelectrode arrays (MEA). HiNPC neurospheres were 
plated onto 96-well MEAs and differentiated for neural network formation over a period of 7 weeks. 
This allows us to follow the formation of neural networks over time. Using MEAs, we can analyze 
multiple parameters, that are spike- burst- and network-related and represent single neuronal activity, 
single neuronal and network maturation, respectively (Figure 4.C)41. The number of active electrodes 
increased in all neural networks and plateaued at approx. 4-5 active electrodes per well (Figure 4.B). 
Representative spike raster plots (SRP) are shown in Figure 4.D. The SPR of each cell line depicts the 
spikes (black) and bursts (blue) of the first 30s of the 15 min measurement after 6 weeks in vitro (WIV). 
We observed differences in some of the measured MEA parameters, between CSB-deficient and -
proficient networks, i.e. number of spikes, number of network bursts, area under normalized cross 
correlation (network synchrony) and number of spikes per network burst (Figure 4.E). The IMR90KO 
networks show no significant difference in the number of spikes compared to the IMR90WT networks. 
However, a significant reduction of network bursts and a significant increase in area under normalized 
cross correlation and number of spikes per network bursts can be seen, starting from 5 WIV. Similarly, 
CS789 shows significantly increased area under normalized cross correlation and number of spikes per 
network bursts. However, the parameters ‘number of network bursts’ and ‘number of spikes’ are both 
significantly increased in CS789 compared to its control CS789Res. Although the two different models 
cannot be directly compared, alterations on neural networks are similar. The significant changes in 
electrical activity of both model systems hint towards an altered neural network formation in the disease 
system and hence are in line with the transcriptome results. Noteworthy are especially the alterations of 
IMR90KO and CS789 in the network activity, compared to their respective controls. Rescue trials with 
above mentioned HDAC-inhibitors TubA and SAHA did not change the neural network activities of 
either network (data not shown). 
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Altered GABA levels and KCC2 expression hint towards a delayed GABA switch in disease cell 

lines 

In order to evaluate, whether the increase of spiking in CSB-deficient neural models is caused by 
excitatory neurotransmitter accumulation, we performed Mass Spectrometry (MS) analyses. For that 
hiNPC neurospheres were plated and differentiated for 14 DIV. Excitatory glutamate levels and GABA 
levels, show no significant difference between disease and control neurospheres (data not shown). 
However, their respective GABA/glutamate ratios, calculated from the relative metabolite 
concentrations, show an accumulation of GABA in both CSB-deficient systems, with significant 
accumulation in CS789 compared to CS789Res (Figure 5.A). The neurotransmitter GABA has excitatory 
consequences before the postnatal GABA-switch, and holds inhibitory functions thereafter. The 
transition of this GABA switch is initiated by crucial changes in gene expression of the chloride importer 
Na-K-2Cl cotransporter isoform 1 (NKCC1) and the exporter K-Cl cotransporter isoform 2 (KCC2).  
During the GABA-switch, NKCC1 expression decreases, while KCC2 expression increases. As active 
chloride transporters, they are responsible for the high and low concentrations of intracellular chlorine 
before and after GABA switch, respectively42. The control IMR90WT-derived neural networks mimic 
this development over 21 DIV with increasing NKCC1 and decreasing KCC2 expression. In contrast, 
KCC2 is not upregulated in the CSB-deficient networks derived from IMR90KO, indicating a disturbed 
GABA switch (analyzed via RNA Sequencing, Figure 5.B left). A similar picture is observed in the 
CS789Res and CS789 model, yet the GABA switch seems rather delayed, as KCC2 expression is only 
significantly lower during the first 14 DIV (analyzed via qPCR, Figure 5.B right). NKCC1 expression 
does not change over 21 DIV for this system. 

 

CSB-deficiency leads to hindered oligodendrocyte maturation 

Demyelination is a common neuropathological phenotype of CSB patients1,6,11,37,40. Generating hiPSC-
based BrainSpheres containing oligodendrocytes in addition to neurons and astrocytes in 3D requires a 
long-term protocol, that cultures the floating spheres in a shaking incubator (Figure 1.B). Here, 
BrainSpheres provide a more mature model compared to hiNPC neurospheres, due to their longer 
maturation period in 3D. After 8 weeks, BrainSpheres were analyzed by immunocytochemical staining 

for neurons (III-tubulin) and oligodendrocytes (O4; Figure 6.A). No obvious morphological or 
numerical differences were observed in O4-stained oligodendrocytes differentiated from disease and 
respective control hiPSCs. In addition, hiNPC neurospheres were plated for subsequent adherent 
oligodendrocyte differentiation. After 4 weeks, cells were stained for the pan-oligodendrocyte marker 
O4 and scanned with a high-content imaging platform. Scanned images were than analyzed for the 
number of O4 positive cells, using a colocalization tool (Figure 6.B). No significant differences in O4 
staining was detected. Myelin formation is dependent on oligodendrocyte differentiation and their 
maturation. Therefore, we explored if CSB-deficiency impacts oligodendrocyte maturation, by 
analyzing the gene expressions of pan- and maturation stage-specific oligodendrocyte markers (Figure 
6.C). No significant difference in the expression of the pan-oligodendrocyte marker SOX10 between 
CSB-proficient and -deficient BrainSpheres was observed. A second pan-oligodendrocyte marker, 
Olig2, was expressed significantly less in BrainSpheres from IMR90KO, compared to IMR90WT, yet this 
was not seen in CS789 compared to CS789Res. The oligodendrocyte progenitor cell (OPC) marker 
FABP7 was overexpressed in both, IMR90KO (significantly) and CS789-derived BrainSpheres. The OPC 
and pre-oligodendrocyte (pre-OL) markers NG2 and PDGFRa were both underexpressed in IMR90KO, 
while CS789 underexpressed PDGFRa, but not NG2. Correspondingly, expression of the immature and 
myelinating OL markers CNPase and MBP were underrepresented in both CSB-deficient BrainSpheres, 
compared to their respective controls. PLP was not differentially expressed in either cell system. These 
results point to a delayed maturation of developing oligodendrocytes in the CSB-deficient models, with 
an overexpression of the OPC-specific gene FABP7 and an underexpression of genes specific for more 
mature oligodendrocyte stages.  
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In the next step we assessed, whether this impaired oligodendrocyte maturation is mediated by HDACs, 
similar to the CSB consequences on migration. Between 6 to 8 WIV, a time where oligodendrocyte 
maturation takes place in BrainSpheres, IMR90KO and CS789 BrainSpheres were treated with 740 nM 
TubA or 50 nM SAHA (Figure 6.D). Both HDAC inhibitors significantly antagonized the CSB 
deficiency-dependent underexpression of the pre-OL marker PDGFRa in IMR90KO and CS789. SAHA 
additionally induces a significant increase in the expression of the myelinating OL marker MBP in both 
CSB-deficient BrainSpheres (Figure 6.E). 
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Discussion 

CSB is a heterogeneous hereditary disease with a spectrum of clinical phenotypes highly depending on 
the associated mutant genotype. However, common pathophysiological brain features of CSB patients 
include microcephaly, intellectual disability and demyelination1,6,11,37. In this work, we provide for the 
first time mechanistic explanations for the cardinal brain phenotypes observed in CSB patients. We here 
use two 3D hiPSC-derived neural CSB models and their isogenic controls, a CSB patient-derived line 
and a genome-edited healthy donor hiPSC line carrying a truncating CSB mutation, both of which result 
in CSB protein deficiency. Specifically, our results suggest that CSB deficiency inhibits migration 
through defective autophagy, which is consistent with the clinical microcephaly observed in CSB 
patients. Further observations of altered electrophysiology and changes in GABA neurotransmitter 
levels in CSB-deficient neural networks indicate that a disturbed GABA switch is involved in altered 
brain circuit formation, ultimately leading to intellectual disability in patients. In addition, the impaired 
oligodendrocyte maturation we observed in CSB-deficient BrainSpheres provides an explanation for the 
demyelination observed in children with CSB. Therefore, using human-based 3D in vitro models, we 
identified multiple cellular pathomechanisms of CSB deficiency and were able to link them to the three 
cardinal brain phenotypes of CSB patients. 

Microcephaly can be caused by dysfunctional NPC proliferation, migration, neuronal differentiation or 
apoptosis38,39. We are the first to show that deficiency of the CSB protein causes NPC migration defects. 
Others previously reported on disrupted neuronal differentiation and neurite outgrowth as a consequence 
of CSB-deficiency in 2D immortalized NPC and hiPSC-derived neurons, respectively27,28, which might 
also contribute to the microcephalic CSB phenotype. We did not observe an impairment of neuronal 
differentiation in the differentiating CSB-deficient neurospheres (SI Figure S4), which could be 
explained by the large heterogeneity of CSB phenotypes between patients. Yet, these differences might 
also arise due to the different cell systems (immortalized NPCs vs. hiNPCs) or dimensionality (2D vs. 
3D). Next, we substantiated the findings of impaired migration by mechanistic understanding. The 
disrupted migration of CSB-deficient hiNPC neurospheres is accompanied by altered markers of 
autophagy, i.e. dysregulated auto- and mitophagy-related gene and protein expressions and a reduced 

amount of acetylated -tubulin. Disrupted autophagy based on malfunctioning HDACs was recently 
established as a major mechanism in the skin pathology of CSB patients15. Here we extend this 
mechanism from the skin to the developing brain, by showing that the HDAC6-specific inhibitor 
Tubastatin A rescues the inhibited migration in the CSB-deficient neurospheres. This leads us to 
hypothesize that HDAC-dependent defective autophagy is the cause for the impaired migration. This 
hypothesis is supported by the well-established knowledge that targeted autophagy plays a major role 
in focal adhesion turnover, which in turn facilitates cell migration (Figure 3C)43–45. HDAC-inhibitors 
can have highly context-dependent off-target effects, such as decreased proliferation, increased cell 
death or histone modifications, which need to be evaluated individually, ideally in an organism-specific 
manner. However, selective HDAC-inhibitors are expected to have a high molecular specificity46. 

Besides migration, we also studied the functionalities of developing CSB-proficient and -deficient 
neural networks over 7 WIV on MEAs, as they provide a promising tool to investigate disease-associated 
alterations in neural circuit formation in vitro47,48. Brain circuit formation is precisely orchestrated during 
brain development and a disruption leads to numerous pathological defects, many of which culminate 
in intellectual disabilities49–51. Mutations in the CSB spectrum are also frequently accompanied by 
limited cognitive function and delayed neurodevelopment1,6,37, leading us to speculate that disrupted 
circuit formation might be one of the underlying causes. CSB-deficient in vitro neural networks show 
increased and/or accelerated electrophysiological parameters compared to the controls over time. In 
addition, neurotransmitter analyses coupled with transcriptional profiling identified elevated GABA 
levels, and a simultaneous delay in KCC2 expression, as the possible underlying reason for the increased 
electrophysiological activities on MEAs. GABA is a fundamentally important neurotransmitter with 
prenatal excitatory functions and a postnatal shift towards inhibition. This shift is realized by 
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transcriptional up-regulation of the K+/Cl- co-transporter KCC2, which actively lowers intracellular 
chlorine levels and thereby reverses the passive Cl- transport by the GABA receptor52. A disruption of 
this pivotal shift has so far not been described for CSB patients, however, it causes developmental delays 
and disorders in other neurodevelopmental diseases, such as autism spectrum disorder or attention deficit 
hyperactivity disorder (ADHD)52,53. Opposite electrophysiological findings in hiPSC-derived 
neuron/glia mixed cultures were published by Vessoni et al.29. Differences in activity might be explained 
by dissimilarity of patient and control cells’ genetic backgrounds, endpoint measures only at one time 
point, general low network activity or other aspects of the MEA protocol. Treatment with Tubastatin A 
during the 7 WIV did not antagonize the elevated electrical activity suggesting a different, yet unknown, 
pathophysiological mode-of-action. 

A third neuropathological phenotype found in CSB patients is hypomyelination6,11,37,40,54. Postnatal lack 
of myelin in offspring can be evoked by multiple causes ranging from disturbed oligodendrocyte 
precursor (OPC) cell proliferation, e.g. through Notch pathway inhibition55, OPC death e.g. by increased 
oxidative stress or excitotoxicity56 to inhibited oligodendrocyte maturation, e.g. by deficiency of thyroid 
hormone57. Studying hypomyelination in human in vitro models has just recently become possible with 
appropriate protocols becoming available58–61. We employed hiPSC-based 3D BrainSpheres, which 
consist of neurons, astrocytes and oligodendrocytes59 to investigate the hypomyelination phenotype of 
CSB-deficient BrainSpheres in vitro. While the quantitative ICC analyses showed no difference in the 
number of O4+ oligodendrocytes in both CSB-proficient and -deficient BrainSpheres, gene expression 
analyses revealed that CSB-deficient oligodendrocytes do not mature at the same pace as their respective 
isogenic controls. Similar to NPC migration, also the inhibited oligodendrocyte maturation can be 
partially rescued through HDAC-inhibition via the HDAC6-specific Tubastatin A and the pan-inhibitor 
SAHA. A number of studies have suggested a role of HDACs in the regulation of rodent oligodendrocyte 
differentiation and maturation, which renders them promising targets in different neurological 
pathologies62–64. Here we show for the first time that altered human oligodendrocyte maturation in an 
organotypic CSB disease model can be rescued by pharmacological intervention using HDAC 
inhibitors.  

To date, clinically approved HDAC-inhibitors, such as SAHA (aka Vorinostat), are mainly employed 
as anti-cancer agents65,66. Newer developments however, have brought attention to HDAC-inhibitors in 
other applications, for instance to treat HIV infections, muscular dystrophies, inflammatory diseases, as 
well as neurodegenerative diseases, such as Alzheimer’s Disease, frontotemporal dementia and 
Friedreich's ataxia67. HDACs might therefore also be promising targets for developing treatment 
strategies for CSB. However, our data suggests that a combination of drugs might be necessary to target 
the different cellular adversities observed in the CSB-deficient neural models. 

 

Limitations of the study 

In our study we used fit-for-purpose hiPSC-derived 3D in vitro models to discover and investigate 
multiple neurodevelopmental endophenotypes caused by CSB-deficiency. Thereby, we broadly covered 
multiple cellular pathomechanisms on the expense of deeply uncovering single molecular mechanisms 
in full detail. Nevertheless, we were able to provide a first line of evidence that HDAC-dependent and -
independent mechanisms converge on the pathophysiology of CSB patients. Especially the delayed 
GABA switch in CSB-deficient hiPSC-based neural in vitro models should be investigated in more 
detail, as was previously published for Rett Syndrome68 and schizophrenia69. Another limitation of our 
study is the lack of microglia in the neural 3D models. Although not originating from neural stem cells, 
microglia colonize the developing brain between gestational weeks 4 and 2470. They influence brain 
development by refining CNS formation and function, e.g. synapse formation, circuit sculpting, 
myelination, plasticity, and cognition. Microglia functional alterations have been associated with 
neurodevelopmental diseases71,72. Therefore, especially for testing possible therapeutics in 3D neural 
models like BrainSpheres, microglia presence will further enhance the predictive value of the models. 
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With the different neural 3D in vitro models, we provide human-relevant multicellular systems that are 
already advantageous over tumor cell lines or pure neuronal cultures. However, these structures lack 
vascularization and, as elaborated above, immune cells. Therefore, these models have limitations when 
it comes to disease modelling involving inter-organ-crosstalk. Nevertheless, our study shows, that 3D 
in vitro brain models can provide what animal models often cannot: revealing fundamental disease 
mechanisms and therapeutic targets. With our work, we aim to spark further investigation into the 
pathophysiological mechanisms of CSB specifically, and increased usage of hiPSC-based 3D cultures 
for disease modelling and personalized medicine in general. 
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Main figure titles and legends 

Figure 1. Human iPSC-derived cell models to study adversities in neurodevelopmental key events 

linked to Cockayne Syndrome B (CSB). (A) The two hiPSC-based CSB disease models used in this 
study include the commercially available IMR90WT cell line and its CSB-deficient control line IMR90KO, 
as well as the patient-derived cell line CS789 and its isogenic control CS789Res, with partially restored 
CSB expression. Both IMR90KO and CS789Res were produced via CRISPR Cas (see also Supplemental 
Information Figure S1). All hiPSC lines were quality controlled and cell banks were prepared according 
to Tigges et al.36. (B) Illustration depicting different fit-for-purpose models. Human iPSCs were neurally 
induced to hiNPC neurospheres, which were used to assess NPC proliferation after. HiNPCs were plated 
onto coated surfaces for subsequent differentiation, to assess NPC migration and differentiated into 
neurons and astrocytes after 3 DIV (middle). In order to obtain electrically active neural networks, 
hiNPC neurospheres were plated onto coated MEA plates for subsequent differentiation and electrical 
activity measurement over 7 WIV (left). The differentiation of oligodendrocytes requires a long-term 
differentiation protocol. HiNPC neurospheres were differentiated in a shaking incubator for 8 WIV to 
obtain BrainSpheres, which consist of neurons, astrocytes and oligodendrocytes (right). (C) 
Immunoblotting of CSB levels in neurospheres of the four hiNPC lines, normalized to the housekeeping 
protein HSP90 and to the respective control (left) or IMR90WT (right). Representative images are 
depicted and graphs visualize differences in protein content due to mutations in the CSB gene or between 
CSB expressing lines, respectively. Graphs depict N=3 biological replicates, mean ± SEM. Statistical 
analyses were performed using unpaired two-tailed t-tests. A p-value below 0.05 was termed significant. 
(D) HiNPC spheres were plated, differentiated for 3DIV and subsequently stained for nuclei (Hoechst, 
blue), neurons (MAP2, yellow) and astrocytes (AQP4, magenta). (E) Transcriptome analyses were 
performed by plating hiNPC neurospheres onto a coated surface, and differentiating these for 3, 14 and 
21 DIV. VENN Diagram of the significantly DEGs between IMR90WT and IMR90KO after 3, 14 and 21 
DIV, as identified via RNAseq. DEG criteria: |log2| >= 1 and Qvalue of <= 0.05. (F) 892 DEGs 
constantly regulated across the differentiation timepoints were mapped to KEGG pathways and the 30 
pathways with the highest percentage of regulated genes are depicted. Abbreviations: hiPSC, human 
induced pluripotent stem cells; hiNPCs, human induced neural progenitor cells; MEA; microelectrode 
array (MEA); WIV, weeks in vitro; DIV, days in vitro; DEG, differentially expressed gene; RNAseq, 
RNA Sequencing.  

 

Figure 2. CSB-deficiency is associated with inhibited neural progenitor cell migration and 

alterations in focal adhesion and autophagy. (A) 0.3 mm hiNPC neurospheres were plated and 
differentiated for 3 DIV. Cell migration was assessed by measuring both migration distance of furthest 
migrated cells (bars) and the total number of migrated nuclei (dots). Exemplary brightfield images are 
shown on the right. The graph depicts N=3 biological replicates with n=5-10 spheres each, mean ± SEM. 
(B) The heat map shows selected significantly regulated DEGs of focal adhesion-related pathways, 
identified using RNA Sequencing. DEG criteria: |log2| >= 1 and Qvalue of <= 0.05. (C) Representative 
stainings of the migration area of plated hiNPC neurospheres after 3 DIV, showing nuclei (blue) and the 
cytoskeletal marker F-actin (white). (D) Heatmap of the 140 differentially regulated autophagy-
associated genes of IMR90KO compared to IMR90WT acoss 3, 14 and 21 DIV as identified using RNA 
Sequencing (right), and separately highlighted DEGs of interest (left). DEG criteria: |log2| >= 1 and 
Qvalue of <= 0.05. (E) Representative ICC images of differentiating hiNPC neurospheres after 3DIV, 
showing nuclei (blue) and lysosomes (LAMP2, magenta). (F) Western Blot of plated and 3DIV 
differentiated hiNPC spheres, quantifying the fold change in LC3A, LAMP2 and mTOR protein levels, 
normalized to the housekeeper HSP90 and the respective CSB expressing control cell line. Graphs depict 
N=3 biological replicates, mean ± SEM. For (A) and (F) a p-value below 0.05 was termed significant. 
Statistical analyses were performed using unpaired two-tailed t-tests. Abbreviations: NPCs, neural 
progenitor cells; DEG, differentially expressed gene; DIV, days in vitro; ICC, Immunocytochemistry. 
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Figure 3. HDAC6-inhibitor Tubastatin A partially rescues the adverse migration phenotype of 

CSB-deficient cells. (A) Exemplary images and quantifications of Western Blot analyses depicting the 
fold change in acetyl-alpha-tubulin and HDAC6 protein levels, normalized to the housekeeper HSP90 
and the respective control cell line. Graphs depict N=3 biological replicates, mean ± SEM. (B) 0.3 mm 
hiNPC neurospheres were plated and differentiated under exposure to TubA (left) or CQ (right), before 
the migration distance was measured on DIV 3. The migration distance of both healthy and disease cell 
lines was normalized to the solvent control (SC) of the respective healthy cell line within each graph. 
Viability and cytotoxicity were assessed in parallel (Supplemental Information Figure S3). Graphs 
depict N=3 biological replicates with n=5-10 spheres each. (C) Illustration of the presumed CSB 
mechanism: CSB-deficiency leads to defective autophagy, which in turn inhibits migration through 
inefficient focal adhesion turnover and altered regulation of the actin cytoskeleton.  For (A) and (B), a 
p-value below 0.05 was termed significant. Statistical analyses in (A) were performed using unpaired 
two-tailed t-tests and in (B) using one-way ANOVA with post-hoc Dunnett tests. Abbreviations: NPCs, 
neural progenitor cells; TubA, Tubastatin A; CQ, Chloroquine. Figure created with biorender.com. 

 

Figure 4. Microelectrode Array measurements reveal altered neural network activity in CSB-

deficient networks. (A) Heatmap of the 36 differentially regulated synapse-associated genes of 
IMR90KO compared to IMR90WT accoss 3, 14 and 21 DIV. DEG criteria: |log2| >= 1 and Qvalue of <= 
0.05. (B) HiNPC neurospheres were plated onto MEA plates (96-well, 8 electrodes per well) and 
differentiated for neural network formation. The neural network development was assessed by 
measuring the electrical signals over 7 weeks. The graphs depict the number of active electrodes 
normalized to the number of wells over time (N=8-12 wells with n=64-96 electrodes each; mean ± 
SEM).  (C) Illustration of the MEA-derived parameters single spikes, bursts, network bursts and network 
synchrony. (D) Representative spike raster plots (SRP) of one well of each cell line after 6 WIV. 
Displayed are the spikes (black) and bursts (blue) of the first 30s of the 15 min total measurement. (E) 
The electrical activity of neural networks over time is depicted and compared to the respective control. 
The graphs show the mean ± SEM of three biological replicates for the selected parameters number of 
spikes, number of network bursts, area under normalized cross correlation (network synchrony) and 
number of spikes per network burst (per replicate 8-12 wells with 64-96 electrodes were evaluated). 
Each time point comprises a 15 min measurement. A p-value below 0.05 was termed significant. 
Statistical analyses of MEA results were performed using Mixed-effects analysis with the Sidak test for 
multiple comparisons. Abbreviations: NPCs, neural progenitor cells; MEA, microelectrode array. Figure 
created with biorender.com. 

 

Figure 5. Elevated GABA/Glutamate ratios and delayed KCC2 induction hint towards a delayed 

GABA switch in CSB-deficient cells. (A) HiNPC neurospheres were plated and differentiated for 14 
DIV, before GC-MS was performed. Graphs depict the ratios of the relative metabolite concentrations 
of neurotransmitters glutamate and GABA (N=3 biological replicates, mean ± SEM). (B) Left: 
Differential expression of NKCC1 and KCC2 in IMR90WT and IMR90KO was evaluated from RNA 
sequencing data. Graphs depict the FPKM raw values over 21 DIV. Right: NKCC1 and KCC2 mRNA 
expression in CS789Res and CS789 was analyzed via qPCR. Graphs depict the FGE over 21 DIV, 

normalized to -actin and to d0 of CS789Res (not shown; N=3 biological replicates, mean ± SEM). (C) 
Illustration of the presumed effects of CSB-deficiency on the brain circuit formation, possibly through 
GABA-switch delay. A p value below 0.05 was termed significant. Statistical analyses were performed 
using unpaired two-tailed t-tests. Abbreviations: DIV, days in vitro; FPKM, fragments per kilobase 
million; FGE, fold gene expression GC-MS, gas chromatography–mass spectrometry. Figure adapted 
from Tau et al.73 created with biorender.com. 
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Figure 6. CSB-deficiency leads to hindered oligodendrocyte maturation. HiNPC neurospheres were 
pre-differentiated in designated oligodendrocyte differentiation medium for 8 weeks in an orbital 
shaking incubator to generate oligodendrocyte-containing BrainSpheres. (A) Representative 3D 

BrainSphere ICC stainings after 8 WIV, showing nuclei (Hoechst, blue), neurons (-III tubulin, 
magenta) and oligodendrocytes (O4, cyan). (B) Quantification of O4 positive cells after 4 weeks of 
adherent oligodendrocyte differentiation, normalized to the respective healthy control cell line. (C) 
Analyses of oligodendrocyte marker mRNA expression via qPCR after 8 WIV. Left: Expression in 
IMR90KO compared to IMR90WT. Right: Expression in CS789 compared to CS789Res. Graphs depict 
N=3 biological replicates, mean ± SEM. (D) After 6 WIV IMR90KO and CS789 BrainSpheres were 
treated with 250 nM TubA or 50 nM SAHA for two weeks, while remaining in the orbital shaking 
incubator. The graphs show marker gene expression at 8 WIV as assessed by qPCR. All graphs depict 

N=3 and mean ± SEM. Marker gene expression is normalized to -actin and respective expression in 
IMR90WT. (E) Illustration of the presumed effect of CSB-deficiency on HDAC-dependent 
oligodendrocyte maturation. A p-value below 0.05 was termed significant. Statistical analyses were 
performed using unpaired two-tailed t-tests. Abbreviations: NPCs, neural progenitor cells; WIV, weeks 
in vitro; ICC, Immunocytochemistry; TubA, Tubastatin A. Figure created with biorender.com. 
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STAR Methods 

Resource Availability 

Lead Contact 

Requests for further information should be directed to and will be fulfilled by the lead contact, Prof. Dr. 
Ellen Fritsche (Ellen.Fritsche@IUF-Duesseldorf.de). 

Materials availability 

Requests for resources and reagents should be directed to and will be fulfilled by the lead contact. 

Data and code availability 

All data reported in this paper will be shared by the lead contact upon request. RNA Sequencing data 
have been deposited at GEO and are publicly available as of the date of publication. Accession numbers 
are listed in the key resources table. 

This paper does not report original code. 

Any additional information required to reanalyze the data reported in this paper is available from the 
lead contact upon request.  

 

Experimental models and subject details 

Cell Lines 

The commercial wild-type hiPSC-IMR90 line was obtained from WiCell (clone 4, Madison, USA). The 
patient-derived hiPSC-CS789 line was kindly provided by Prof. Egly from the IGBMC Strasbourg. 
ERCC6 CRISPR/Cas9 mutants CS789Res and IMR90KO were generated in house, as previously 
described74. In brief, gRNAs (supplemental information (SI) Figure S1) were designed using the 
CRISPR design tool CHOPCHOP (https://chopchop.cbu.uib.no/) and cloned into a modified version of 
the PX458 plasmid (Addgene #48138, Watertown, USA).  The resulting bicistronic vector encoded the 
respective gRNA, Cas9 nuclease and GFP selection marker.  gRNAs activity and efficiency were 
assessed via high resolution melt analysis (HRMA). HiPSCs cells were transfected with nuclease 
plasmids in antibiotic-free medium in a 6-well plate using Lipofectamine Stem (Thermo Fisher 
Scientific, Waltham, USA) or NEON electroporation system (Thermo Fisher Scientific, Waltham, 
USA). After 48 h, cells were sorted (FACS or MACS) and plated as single cells in a 96-well plate and 
duplicated after a week.  Clones were lysed in proteinase K and genotyped by deep sequencing using a 
MiSeq Illumina (San Diego, CA)74. Briefly, libraries were quantified using qBit4 (Thermo Fisher 
Scientific, Waltham, USA) and deep sequencing was performed according to the manufacturer’s 
protocol (Illumina, San Diego, CA) at around 2000 reads per clone using custom made barcodes.  Data 
were obtained in FASTQ format and analyzed using CRISPRnano.de75. 

To assure high and reliable cell culture quality, all hiPSC lines used in this study were quality controlled 
and banked, based on the recommendations of Tigges el al.36. Briefly, cells were characterized via 
karyotyping, STR analysis, FACS analysis for pluripotency markers and viability, mycoplasma test and 
colony morphology. 
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Method Details 

Cell Culture 

The neural induction of all hiPSC lines and subsequent cultivation of hiNPCs in 3D was performed 
according to the Hofrichter et al. NIM protocol32. HiPSCs were maintained under feeder-free conditions 
on Matrigel-coated 6-well plates (LDEV-free, #354277, Corning, New York, USA) in mTeSR1 
medium, containing mTeSR1 (#05850, StemCell Technologies, Vancouver, Canada), 20% (v/v) 
mTeSR1 supplement (5850, StemCell Technologies, Vancouver, Canada) and 1% (v/v) 
Penicillin/Streptomycin (P06-07100, PAN-Biotech, Aidenbach, Germany) for CS789, CS789Res and 
IMR90KO, or on laminin-coated 6-well plates (#LN521-05, 50 µg/ml, Biolamina, Sundbyberg, Sweden) 
in iPSBrew iPSC medium, containing iPS-brew XF (human, 130-104-368, StemMACS, Miltenyi 
Biotec, Bergisch Gladbach, Germany), 2% (v/v) iPS Brew XF supplement (130-104-368, StemMACS, 
Miltenyi Biotec, Bergisch Gladbach, Germany) and 1% (v/v) Penicillin/Streptomycin for IMR90WT, at 
37 °C in a humidified atmosphere of 5% CO2. The medium was changed on 6 days per week by 
completely removing and replacing the medium with fresh mTeSR1 or iPSBrew (2 mL) iPSC medium. 
On the sixth day of feeding, 4 mL of the respective medium were added, to substitute for the feeding-
free seventh day. Passaging was performed with 0.5 mM EDTA (#15575020, Thermofisher Scientific, 
USA). 

The neural induction of hiPSC cultures was initiated by incubating the cells with ROCK inhibitor (10 
μM; ROCK INHIBITOR, #HB2297, Hello Bio, Great Britain) in mTeSR1 or iPSBrew medium for 1 h 
at 37 °C and 5% CO2. Subsequently, the cells were washed with PBS including 1% (v/v) 

Penicillin/Streptomycin (P06-07100, PAN-Biotech, Aidenbach, Germany) and neural induction 

medium (NIM; 1 ml), containing DMEM/F12 (31330038, Invitrogen, Waltham, USA), 1:50 B27 
supplement (17504-044, Invitrogen, Waltham, USA), 1:100 (v/v) Penicillin/Streptomycin (P06-07100, 
PAN-Biotech, Aidenbach, Germany), 20 ng/ml Epidermal growth factor (EGF; PHG0313, Invitrogen, 
Waltham, USA), 20% (v/v) Knockout Serum Replacement (10828028, Invitrogen, Waltham, USA), 
1:100 N2 supplement (17502-048, Invitrogen, Waltham, USA), 10 µM SB-431542 (S4317, Sigma 
Aldrich) and 0.5 µM LDN-193189 (SML0559, Sigma Aldrich, Burlington, USA) was added. Colonies 
were then fragmented with a StemPro EZPassage Disposable Stem Cell Passaging Tool (Thermo Fisher 
Scientific, Waltham, USA) and transferred into Poly-HEMA-coated 6 cm dishes (#P3932, Merck, 
Darmstadt, Germany) filled with NIM (5 ml). 10 µM ROCK inhibitor were added for at least 24 h. The 
medium was changed every second day. On day 7, spheres were collected and transferred into new Poly-
HEMA-coated 6 cm dishes with 5 ml NIM and hFGF (10 ng/mL; #233-FB, R&D Systems, Minneapolis, 
USA) and the spheres were cultured for another 14 days. On day 21 the generated hiNPCs were 
transferred into new Poly-HEMA-coated 10 cm dishes filled with 20 ml NPC proliferation medium, 
containing DMEM/F12 (31330038, Invitrogen, Waltham, USA), 1:50 B27 supplement (17504-044, 
Invitrogen, Waltham, USA), 1:100 (v/v) Penicillin/Streptomycin (P06-07100, PAN-Biotech, 
Aidenbach, Germany), 20 ng/ml Epidermal growth factor (EGF; PHG0313, Invitrogen, Waltham, USA) 
and hFGF (20 ng/ml, #233-FB, R&D Systems, Minneapolis, USA). Cells were fed every second day 
with NPC proliferation medium and mechanically passaged to 0.2 mm diameter when exceeding a size 
of ≈0.5 mm, or when clumping occurs (McIlwain Tissue Chopper, Ted Pella, Redding, USA). Spheres 
were maintained in proliferation medium for subsequent cultivation. 

2D neural inductions were performed with cell lines IMR90WT and IMR90KO, specifically for the 
generation of electrically active neural networks, which could not be achieved with the 3D induction 
protocol. The 2D inductions were performed according to Hartmann et al.35. HiPSC-colonies were 
dissociated using the Gentle Cell Dissociation Reagent (#100-0485, Stemcell Technologies, Vancouver, 
Canada) and subsequently seeded with a cell density of 2*106 cells per well of a 6-well plate coated with 
polyethyleneimine (PEI, 0.1 %; #181978, Sigma-Aldrich, Burlington, USA) and laminin (15 µg/ml; 
#LN521, Biolamina, Sweden), and cultivated in NIM medium supplemented with 10 µM ROCK 
inhibitor (only for the first 24 h after passaging; #HB2297, Hello Bio, Great Britain) under humidified 
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conditions at 37 °C and 5 % CO2. Cells were cultivated for 12 days, before medium was changed to 
neural progenitor medium (NPM), containing proliferation medium without hFGF, 20% (v/v) Knockout 
Serum Replacement (10828028, Invitrogen, Waltham, USA), 1:100 N2 supplement (17502-048, 
Invitrogen, Waltham, USA) and 20 ng/ml hFGF (#233-FB, R&D Systems, Minneapolis, USA). Medium 
was completely changed every second day. Cells were passaged on days 12 and 17 though enzymatic 
dissociation with Accutase (#07920, Stemcell Technologies, Canada) and transferred to a new PEI-
laminin-coated 6-well plate. On day 21, hiNPCs were singularized with Accutase and frozen in neural 
progenitor medium containing 10 % dimethyl sulfoxide (DMSO, #A994.1, Carl-Roth, Germany) and 
10 µM ROCK inhibitor. Each thawn hiNPCs vial was diluted in 10 ml of the respective neural progenitor 
medium with 10 µM ROCK inhibitor (#HB2297, Hello Bio, Great Britain) and centrifuged at 300 g for 
5 min. The cell pellet was resuspended in 4 ml NPM medium with 10 µM ROCK inhibitor (#HB2297, 
Hello Bio, Great Britain) and transferred to one well of a 6-well plate (#83.3920, Sarstedt, Germany) 
coated with anti-adherence rinsing solution (#07010, Stemcell Technologies, Vancouver, Canada). Cells 
were cultivated in an orbital shaking incubator (#LT-X, Kuhner Shaker GmbH, Swiss) at 140 rpm, 12.5 
mm diameter, 37 °C, 5 % CO2, and 85 % humidity for 7 days without feeding, to allow sphere formation. 
Medium was changed to NPC proliferation medium on day 7 for culture maintenance. Cells were fed 
every second day with NPC proliferation medium and mechanically passaged to 0.2 mm diameter when 
exceeding a size of ≈0.5 mm (McIlwain Tissue Chopper, Ted Pella). Spheres were maintained in 
proliferation medium for culture maintenance. 

BrainSpheres differentiation was conducted according to the needs of the respective readout. Protocols 
are described in each section. 

Oligodendrocyte Differentiation 

Differentiation of hiNPCs from 3D neural inductions to oligodendrocyte-containing BrainSpheres was 
conducted based on the protocol published by Pamies et al.59. Proliferating hiNPC spheres were 
mechanically passaged to 0.1 mm diameter 1-2 days before the start of the differentiation. Spheres were 
transferred into 4 ml oligodendrocyte differentiation medium (ODM), containing Neurobasal Electro 
Medium (A1413701, Thermo Fisher, Waltham, USA), 1:50 B-27 Electrophysiology supplement 
(A1413701, Thermo Fisher, Waltham, USA), 1:100 Glutamax (A1286001, Thermo Fisher, Waltham, 
USA), 20 ng/ml human recombinant GDNF (212-GMP-010, RnD Systems, Minneapolis, USA), 20 
ng/ml human recombinant BDNF (450-02, Peprotech, Rock Hill USA), 1% (v/v) 
Penicillin/Streptomycin (P06-07100, PAN-Biotech, Aidenbach, Germany), 1:100 db-cAMP (D0260, 
Sigma Aldrich, Burlington, USA), 60 ng/ml Triiodothyronine (T3; T2877, Merck, Darmstadt, Germany) 
and 20 µg/ml Ascorbic acid (A5960, Sigma Aldrich, Burlington, USA), per well of 6-well plates 
(#83.3920, Sarstedt, Germany) coated with anti-adherence rinsing solution (#07010, Stemcell 
Technologies, Vancouver, Canada). Spheres were cultivated free-floating, in an orbital shaking 
incubator (#LT-X, Kuhner Shaker GmbH, Swiss) at 140 rpm, 12.5 mm diameter, 37 °C, 5 % CO2, and 
85 % humidity for up to 8 weeks. Half of the medium was changed for new ODM every second to third 
day. For rescue treatments between week 6 and week 8, medium was completely changed for ODM 
including 250 nM tubastatin A (#SML004, Sigma Aldrich, Missouri, USA) or 50 nM SAHA 
(#Cay10009929, Biomol, Hamburg, Germany). Exposed spheres were fed with ODM including the 
substance every second to third day until week 8. 

Migration 

Cell migration was assessed as described previously76. Briefly, one sphere of 0.3 mm diameter was 
plated per well of a 96-well plate coated with poly-d-lysine (PDL, 0.1 mg/mL, Merck, #P0899) and 
laminin (0.0125 mg/mL, Merck, #L2020). Spheres were cultivated under differentiation conditions in 
100 µl CINDA medium, containing DMEM/F12 (31330038, Invitrogen, Waltham, USA), 1:50 B27 
supplement (17504-044, Invitrogen, Waltham, USA), 1:100 N2 supplement (17502-048, Invitrogen, 
Waltham, USA), 644 mg/ml creatin monohydrate (C3630, Sigma Aldrich, Burlington, USA), 100 U/ml 
Interferon-γ (300-02, Peprotech, Rock Hill USA), 20 ng/ml Neurotrophin-3 (450-03, Peprotech, Rock 
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Hill USA), 20µM Ascorbic acid (A5960, Sigma Aldrich, Burlington, USA), 1:100 (v/v) 
Penicillin/Streptomycin (P06-07100, PAN-Biotech, Aidenbach, Germany) and 300µM d-cAMP 
(D0260, Sigma Aldrich, Burlington, USA) for 3 days before the cells were imaged in brightfield mode 
(Cellomics ArrayScan, Thermo Fisher Scientific, Waltham, USA). Migration distance was measured 
from the sphere core to the furthest migrated cells using Fiji Image J software (v1.53f51, 
https://imagej.net/software/fiji/). Additionally, cells were fixed with 4% paraformaldehyde (#P6148, 
Sigma Aldrich, Missouri, USA) for 30 min at 37°C, followed by three PBS washing steps. The nuclei 
were stained with 1% Hoechst (H21486, Thermo Scientific, Waltham, USA) and the cells were imaged 
(Cellomics ArrayScan). The Cellomics Spot Detection Tool was used to automatically count all cells 
outside of the sphere core, to assess the number of migrated nuclei. For treatment experiments, cells 
were cultivated in CINDA differentiation medium supplemented with SAHA (#Cay10009929, Biomol, 
Hamburg, Germany), Tubastatin A (#SML004, Sigma Aldrich, Missouri, USA), Chloroquine (Sigma, 
#C6628) or the respective solvent control. Endpoint assessment was performed as described above. 
Additionally, cell viability was measured with an Alamar Blue assay (Cell Titer-Blue® (CTB) Viability 
Assay; #G8080, Promega, Germany) according to manufacturer’s instructions. Cytotoxicity was 
assessed by measuring lactate dehydrogenase (LDH) exclustion (#G7890, CytoTox-One, Promega) 
following the manufacturer’s guidelines. Only non-cytotoxic concentrations were evaluated for 
statistical analyses, using a cut-off of 20% cytotoxicity. Three biological replicates with three to ten 
technical replicates per cell line and condition were performed in each experiment.  

Proliferation 

Human hiNPC spheres of 0.3 mm diameter were placed into separate wells of a Poly-HEMA-coated 
(#P3932, Merck, Darmstadt, Germany) U-bottom 96-well plate (Greiner, Austria) and cultured in 
proliferation medium for 3 days. The proliferation was assessed by measuring the increase in sphere 
size and by assessing the incorporation of BrdU into newly synthesized DNA. Spheres were imaged in 
brightfield mode (Thermo Fisher Scientific, Waltham, USA) from d0- to d3. The sphere size was 
automatically measured using the Cellomics ArrayScan Software and the slope of the size increase was 
calculated for each sphere. The cell proliferation BrdU assay was performed on day 3 (#11669915001, 
Sigma Aldrich, Missouri, USA) according to the manufacturer’s instructions. Three biological replicates 
with a minimum of 3-5 technical replicates per cell line were performed.  

Immunocytochemistry (ICC) 

Samples were fixed with a final concentration of 4% paraformaldehyde (#P6148, Sigma Aldrich, 
Missouri, USA) for 30 min at 37°C, followed by three PBS washing steps. The desired primary 
antibodies were diluted in 2% goat serum (G9023, Sigma Aldrich, Missouri, USA) and PBS-T (PBS in 
0.1% (v/v) Triton X-100 (#T8787, Sigma Aldrich, Missouri, USA)). Subsequently, the antibody solution 
was added to the samples and incubated at 4 °C overnight. Samples were washed three times with PBS. 
Next, the secondary antibodies, or conjugated antibodies, were added to 1% Hoechst (33258, Sigma 
Aldrich, Missouri, USA) and 2% goat serum in PBS. The samples were incubated with the secondary 
antibody solution at 37°C for 1 h. Finally, the samples were washed three times with PBS and imaged 
with the confocal laser scanning microscope TCS SP8 (Inverse DMi8CS, Leica Microsystems) or the 
Cellomics ArrayScan (Thermo Fisher Scientific, Waltham, USA). Floating spheres were positioned onto 
microscopy glass slides and covered with Aqua-Poly/Mount (#18606-20, Polysciences Inc., USA) and 
a cover glass before imaging. All antibodies are listed in the key resource table. 

ICC image detection and quantification by high-content imaging analysis (HCA) was done using the 
Cellomics ArrayScan. Respective channels were automatically acquired with a 40x objective 
magnification and a resolution of 552 × 552 pixel. 30 randomly assigned fields of each 96-well were 
scanned. Automated image analysis was performed with the Thermo Scientific HCS Studio software, 
using the Colocalization analysis tool. Specifically, all O4 positive cells were detected and normalized 
to the total number of detected nuclei. Four biological replicates with three to five technical replicates 
per cell line were analyzed. 
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RNA Sequencing 

IMR90WT and IMR90KO lines were used for transcriptome analyses. Here, 500 hiNPC spheres with a 0.1 
mm diameter were plated onto poly-d-lysine (PDL, 0.1 mg/mL, Merck, #P0899) and laminin (0.0125 
mg/mL, Merck, #L2020)-coated 6-well plates and differentiated in CINDA medium for 3, 14 or 21 days. 
Total RNA was isolated using the RNeasy Mini Kit (#74104, Qiagen, Hilden, Germany) according to 
the manufacturer’s instructions. RNA was sent to BGI Genomics Co., Ltd. (China) for RNA sequencing 
using the DNBseq platform and the reads were mapped to human reference genome hg38. Three 
biological replicates were performed for each cell line.  

Library preparation: Total RNA sample quality control (QC) was done using the Agilent 2100 Bio 
analyzer (Agilent RNA 6000 Nano Kit). Subsequently, mRNA was purified using oligo(dT)-attached 
magnetic beads, and fragmented. After, synthesis of the first and second cDNA strands, end repair and 
“A” base was added to the 3’end. Adaptor ligands were added, and PCR was performed. PCR product 
purification was done with XP beads. QC was again done using the Agilent 2100 Bio analyzer. Double 
stranded PCR products were denatured and circularized by splint oligo sequencing. Resulting single 
strand circle DNA was formatted as the final library. The library was amplified with phi29 to make 
DNA nanoball (DNB). The DNBs were loaded into the patterned nanoarray and single end 50 (pair end 
100/150) bases reads were generated in the way of combinatorial Probe Anchor Synthesis (cPAS).  

Sequence data analysis: First, reads mapping to rRNAs were removed. Next, low quality reads (>40% 
of bases qualities <20), reads with adaptors and reads with unknown bases (N bases >0.1%) were 
removed, to get the clean reads (20M clean reads per sample, BGI software SOAPnuke v1.5.2). These 
clean reads were stored as FASTQ files. Reads were subsequently mapped to the reference genome 
(GCF_000001405.39_GRCh38.p13) using the Hierarchical Indexing for Spliced Alignment of 
Transcripts software (HISAT2, v2.0.4). Additionally, novel transcript prediction (StringTie v1.0.4; 
Cuffcompare v2.2.1; CPC v0.9-r2), SNP & INDEL calling (GATK) and gene-splicing detection were 
done (rMATS v4.0.2). Gene expression analysis was performed, by mapping the clean reads to the 
reference genome (Bowtie2 v2.2.5) and calculating the expression levels with RSEM (v1.2.12). 
Differentially expressed genes (DEGs) between IMR90WT and IMR90KO lines were identified with 
DEseq277. 

Quantitative polymerase chain reaction (qPCR) 

For KCC2 and NKCC1 expression, 60 hiNPC spheres of 0.1 mm diameter were plated onto poly-d-
lysine (PDL, 0.1 mg/mL, Merck, #P0899) and laminin (0.0125 mg/mL, Merck, #L2020)-coated 48-well 
plates and differentiated in CINDA for 3, 14 or 21 days. For oligodendrocyte marker expression 
analyses, spheres were differentiated as described in the oligodendrocyte differentiation protocol, before 
harvesting. Total RNA was isolated using the RNeasy Mini Kit (#74104, Qiagen, Hilden, Germany) 
according to manufacturer’s instructions. RNA was then reverse transcribed to cDNA (#205314, 
QuantiTec Reverse Transcription Kit, Qiagen, Hilden, Germany) according to the manufacturer’s 
instructions and qPCR was performed (#204057, Quanti Fast SYBR Green Kit, Qiagen, Hilden, 
Germany) using the PCR-Cycler Rotor-Gene Q (Qiagen, Hilden, Germany). Primer sequences are listed 
in the SI Table S2. Three biological replicates were performed for each cell line.  

Western Blot (WB) 

For CSB protein analyses, proliferating hiNPC spheres were analyzed. For all other markers, 750 hiNPC 
spheres with a diameter 0.1 mm diameter were plated into one well of a 6-well plate coated with poly-
d-lysine (PDL, 0.1 mg/mL, Merck, #P0899) and laminin (0.0125 mg/mL, Merck, #L2020). Spheres 
were cultivated under differentiation conditions in CINDA medium for 3 days. Cell pellets of each well 
were lysed in RIPA buffer (Cell Signaling Technology, Massachusetts, USA) and 1 mM protease 
inhibitor PMSF (Cell Signaling Technology) on ice for 30 min and centrifuged for 15 min at 4°C at 
maximum speed. Supernatant of protein samples were separated by 10% SDS-polyacrylamide gel 
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electrophoresis and blotted onto PVDF membrane (BioRAD, Hercules, USA). Blots were blocked in 
5% BSA diluted in 0.1% TBS-Tween-20 (TBS-T) for 1h at RT and subsequently incubated with 
antibodies of interest overnight at 4°C according to the manufacturer’s instructions. Blots were washed 
in TBS-T for 30 min and incubated with a 1:1000 dilution of HPR-conjugated secondary antibody (LI-
COR Biosciences, Nebraska, USA) in 5% BSA in TBS-T at RT for 1 h. After final washing step of 30 
min bands were visualized using ECL Prime (GE Healthcare, Freiburg, Germany) chemiluminescence 
substrate and the Odyssey imaging system (LI-COR Biosciences). Densitometry was carried out using 
Image Studio Lite software (LI-COR Biosciences). Three biological replicates were performed for each 
cell line. All antibodies are listed in the key resource table. 

Multielectrode Arrays (MEA) 

96-well cyto-view MEA plates (#M768-tMEA-96B, Axion Biosystems, Atlanta, USA) were coated with 
poly-L ornithine (PLO, 0.1 mg/ml, #P3655, Sigma Aldrich, Missouri, USA) and laminin (#LN521-05, 
50 µg/ml, Biolamina, Sundbyberg, Sweden). 3D induced hiNPCs of CS789Res and CS789 cell lines were 
mechanically passaged to 0.1 mm diameter and transferred into CINDA+ differentiation medium, 
containing DMEM/F12 (31330038, Invitrogen, Waltham, USA), 1:50 B27 Plus supplement (A35828-
01, Gibco, Billings, USA), 1:100 N2 supplement (17502-048, Invitrogen, Waltham, USA), 644 mg/ml 
creatin monohydrate (C3630, Sigma Aldrich, Burlington, USA), 100 U/ml Interferon-γ (300-02, 
Peprotech, Rock Hill USA), 20 ng/ml Neurotrophin-3 (450-03, Peprotech, Rock Hill USA), 20µM 
Ascorbic acid (A5960, Sigma Aldrich, Burlington, USA), 1:100 (v/v) Penicillin/Streptomycin (P06-
07100, PAN-Biotech, Aidenbach, Germany) and 300µM d-cAMP (D0260, Sigma Aldrich, Burlington, 
USA). 20 hiNPC spheres in 200µl CINDA+ were plated per well and 12 wells were prepared per cell 
line. For the IMR90WT and IMR90KO lines, 3D induced BrainSpheres did not yield sufficient electrical 
activity. Therefore, an adapted 2D induction protocol was used. Here, one proliferating sphere of approx. 
0.2-0.3 mm size was plated in 200µl CINDA+ per well and 12 wells were prepared per cell line. All 
lines were subsequently cultivated at 37°C in a humidified atmosphere of 5% CO2 for up to 7 weeks. 
Cells were fed every two to three days, by removing 100µl and adding 100µl CINDA+ medium. The 
electrical activity was measured for 15 min every week after an equilibration time of 15 min on the 
Maestro Pro MEA system (Axion Biosystems, Atlanta USA). During the time of the measurement, 
temperature and CO2 were kept stable and equivalent to the cultivation conditions. Data recording was 
operated by the Axion Integrated Studios (AxIS) navigator software (version 3.1.2, Axion Biosystems, 
Atlanta, USA) with a sampling frequency of 12.5 kHz and a digital band-pass filter of 200-3000 Hz. 
Subsequent spike detection was performed using the method “adaptive threshold crossing” with a 
threshold of 6 root mean square (rms) noise on each electrode and a pre- and post-spike duration of 0.84 
ms and 2.16 ms, respectively. An electrode was termed “active” with at least 5 spikes per min. 
Quantification of general electrical activity and neuronal network activity was performed with the 
Neural Metric Tool software (version 3.1.7, Axion Biosystems, Atlanta, USA). For burst detection, the 
method “Inter-spike interval (ISI) threshold” was used with a minimum of 5 contributing spikes and a 
maximum ISI of 100 ms. Network bursts were identified using the algorithm “envelope” with a threshold 
factor of 1.5, a minimal inter-burst interval (IBI) of 100 ms, at least 35% participating electrodes, and 
75 % burst inclusion. Parameters for neuronal activity (percentage of active electrodes and number of 
spikes) as well as for network maturation and synchronicity (number of network bursts, number of spikes 
per network bursts and area under normalized cross correlation) were analyzed. 

GC-Mass Spectrometry  

For GC-MS analyses, 500 hiNPC spheres with a diameter of 0.1 mm were plated into one well of a 6-
well plate coated with poly-d-lysine (PDL, 0.1 mg/ml, Merck, #P0899) and laminin (0.0125 mg/ml, 
Merck, #L2020). Spheres were cultivated under differentiation conditions in CINDA medium for 14 
days. As a wash control, 1mM Tricarballylic acid (T53503, Sigma Aldrich, Missouri, USA) was added 
to each well of the cell culture medium, immediately before harvesting on day 14. Cells in each well 
were washed four times with ice cold 0.9% (w/v) saline in MilliQ water, before being collected in 2 ml 
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of 0.9% (w/v) saline (3957.1, Roth, Karlsruhe, Germany) in MilliQ water. 2 ml methanol (N41.1, Roth, 
Karlsruhe, Germany) were supplemented with 250µl internal standard (ISTD; 10µM final; ribitol; 
A5502-5G, Sigma Aldrich, Missouri, USA). 2 ml methanol-ISTD solution was added to 2 ml of cell 
suspension and samples were shock frozen in liquid nitrogen. Upon thawing on ice, 1 ml chloroform 
(3313.1 Roth, Karlsruhe, Germany) was added to 4 ml sample solution and the mixture was incubated 
on ice and frequently vortexed for 10 min, before resting for 5 min on ice. The samples were centrifuged 
for 10 min at 4°C and 4000g. Subsequently, the aqueous phase (top layer) was collected in a separate 
tube and the remaining organic phase was washed with 2 ml ice-cold MilliQ water. After another 
centrifugation cycle at 4°C and 4000g for 10 min, the aqueous phase was collected and pooled with the 
first collection tube. The sample was filled with 11.5 ml MilliQ water, to reduce the amount of the 
organic solved <15%. Samples were frozen for at -80°C, before lyophilization was carried out. Dried 
samples were resuspended in 500µl MilliQ water, of which 20 µl were mixed with 50 µl methanol and 
dried via vacuum centrifugation for derivatization and GC-MS measurement. 

The polar metabolites were derivatized for GC-MS analysis according to the method described by Gu 
et al.78. The derivatization process was executed using an MPS-Dual-head autosampler (Gerstel, 

Mülheim an der Ruhr, Germany). First, 10 µl of methoxyamine hydrochloride (10440364, Thermo 
Fisher Scientific, Fisher Scientific Chemicals, Waltham, Massachusetts, USA; freshly prepared 

at 20 mg ml-1 in pure pyridine from) were added, and the samples were shaken at 37 °C for 90 minutes. 
Next, 90 µl of N-Methyl-N-(trimethylsilyl)trifluoroacetamide (MSTFA; Macherey-Nagel, Düren, 
Germany) were added and shaken at 37 °C for 30 minutes, followed by a 2-hour incubation at room 
temperature. Metabolite analysis was conducted using a 7890B gas chromatography system connected 
to a 7200 QTOF mass spectrometer from Agilent Technologies, as previously described by Shim et al.79. 
Compound identification was performed using MassHunter Qualitative software (v b08, Agilent 
Technologies, Santa Clara, USA) by comparing the mass spectra to an in-house library of authentic 
standards and the NIST14 Mass Spectral Library (available at https://www.nist.gov/srd/nist-standard-
reference-database-1a-v14). Peak areas were integrated using MassHunter Quantitative software (v b08, 
Agilent Technologies, Santa Clara, USA) and normalized to the internal standard ribitol (Sigma Aldrich, 
Missouri, USA). 

 

Quantification and statistical analysis 

Migration, Proliferation, Western Blot and Mass Spectrometry analyses  

GraphPad Prism was used to create visual graphs and analyses. Statistical significance was determined 
by unpaired two-tailed t-tests. Migration rescue experiments were analyzed using ANOVA with the 
Dunnett test for multiple comparisons. A p value below 0.05 was termed significant.  

qPCR 

Fold change values were determined by 2ˆ-ddCt. Statistical significance was determined by unpaired 
two-tailed t-tests in GraphPad Prism. A p value below 0.05 was termed significant. 

RNA Seq 

DEG criteria was set to |log2| ≥ 1 and Qvalue of ≤ 0.05 were used for subsequent analyses and KEGG 
pathway mapping. Individually analyzed genes had a minimum FPKM of 1. Analyses and visualization 
of gene expression parameters were done using the Dr. Tom software (BGI Genomics Co., Ltd.). 

MEAs 

Statistical analyses of MEA results were performed in GraphPad using Mixed-effects analysis with the 
Sidak test for multiple comparisons (N=8-12 wells with n=64-96 electrodes). A p value below 0.05 was 
termed significant. 
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STAR Methods 

Key Resources Table 

REAGENT or RESOURCE SOURCE IDENTIFIER 

Antibodies 

Anti-beta III tubulin conjugated to Alexa Fluor 647 Abcam ab190575 
Anti-MAP2 Thermo Fisher 13-1500; 

RRID:AB_2533001 
Anti-AQP4 Merck HPA014784; 

RRID:AB_1844967 
Anti-LAMP2 Santa Cruz sc-18822; 

RRID:AB_626858 
Anti-O4 R&D Systems MAB1326; 

RRID:AB_357617 
Anti-CSB GeneTex GTX104589 
Anti-LC3A Abcam ab52768; 

RRID:AB_881226 
Anti-mTOR Cell Signaling mAb2983 
Anti-acetyl-alpha-tubulin Cell Signaling mAb5335 
Anti-HADC6 Cell Signaling mAb7558 
Anti-HSP90 Cell Signaling mAb4877 
Hoechst 34580 Thermo Fisher H21486 
Alexa Fluor 488 Phalloidin Invitrogen A12379 
Anti-mouse Alexa Fluor 488 Invitrogen A11001; 

RRID:AB_2534069 
Anti-mouse Alexa Fluor 546 Invitrogen A11030; 

RRID:AB_2534089 
Anti-rabbit Alexa Fluor 546 Invitrogen A11010; 

RRID:AB_2534077 
Anti-mouse Alexa Fluor 488 Invitrogen A-21042; 

RRID:AB_2535711 
Anti-mouse LI-COR Bioscience 926-80010 
Anti-rabbit LI-COR Biosciences 926-80011 

Chemicals, peptides, and recombinant proteins 

Laminin521 Biolamina LN521-05 
Laminin111 Merck L2020 
EDTA Thermo Fisher 15575020 
ROCK inhibitor Hello Bio HB2297 
Penicillin/Streptomycin  PAN-Biotech P06-07100 
Human recombinant fibroblast growth factor (hFGF) R&D Systems 233-FB 
mTeSR1 StemCell 

Technologies 
5850 

mTeSR1 supplement StemCell 
Technologies 

5850 

Penicillin/Streptomycin PAN-Biotech P06-07100 
iPS-brew XF, human StemMACS 130-104-368 
iPS Brew XF supplement StemMACS 130-104-368 
Penicillin/Streptomycin PAN-Biotech P06-07100 
Knockout Serum Replacement Invitrogen 10828028 
N2 supplement Invitrogen 17502-048 
SB-431542 Sigma Aldrich S4317 
LDN-193189 Sigma Aldrich SML0559 
DMEM/F12 Invitrogen 31330038 

Key Resource Table
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B27 supplement Invitrogen 17504-044 
B27 Plus supplement Gibco A35828-01 
Creatin monohydrate Sigma Aldrich C3630 
Interferon-γ Peprotech 300-02 
Neurotrophin-3 Peprotech 450-03 
Ascorbic acid Sigma Aldrich A5960 
db-cAMP Sigma Aldrich D0260 
Neurobasal Electro Medium Thermo Fisher A1413701 
B-27 Electrophysiology supplement Thermo Fisher A1413701 
Glutamax Thermo Fisher A1286001 
human recombinant GDNF RnD Systems 212-GMP-010 
human recombinant BDNF Peprotech 450-02 
Triiodothyronine (T3) Merck T2877 
Gentle Cell Dissociation Reagent  Stemcell Technologies 100-0485 
Polyethyleneimine (PEI)  Sigma-Aldrich 181978 
Accutase  Stemcell Technologies 07920 
Dimethyl sulfoxide (DMSO)  Carl-Roth A994.1 
Anti-adherence rinsing solution  Stemcell Technologies 07010 
Matrigel Corning 354277 
Tubastatin A Sigma Aldrich SML004 
Suberoylanilide hydroxamic acid (SAHA) Biomol Cay10009929 
Poly-d-lysine (PDL) Merck P0899 
Chloroquine Sigma C6628 
Poly-HEMA Merck P3932 
Paraformaldehyde Sigma Aldrich P6148 
Goat serum Sigma Aldrich G9023 
Triton X-100 Sigma Aldrich T8787 
Poly-L ornithine Sigma Aldrich P3655 
Tricarballylic acid Sigma Aldrich T53503 
Methanol Roth N41.1 
Chloroform Roth 3313.1 
Natriumchloride Roth 3957.1 
Methoxyamine hydrochloride Thermo Fisher 10440364 
Ribitol Sigma Aldrich A5502-5G 
Aqua-Poly/Mount Polysciences Inc. 18606-20 

Critical commercial assays 

Cell Titer-Blue® Viability Assay (CTB) Promega G8080 
Lactate dehydrogenase Assay (LDH) Promega G7890 
Cell Proliferation BrdU Assay Sigma Aldrich 11669915001 
RNeasy Mini Kit Qiagen 74104 
QuantiTec Reverse Transcription Kit Qiagen 205314 
Quanti Fast SYBR Green Kit Qiagen 204057 

Deposited data 

RNA Sequencing  GEO: GSE240972 

Experimental models: Cell lines 

hiPSC-IMR90 clone 4 (IMR90WT) WiCell RRID:CVCL_C437 
CS789 Prof. Dr. Egly, 

IGBMC Strasbourg 
N/A 

CS789Res GEMD, Leibniz IUF 
Düsseldorf 

N/A 

IMR90KO GEMD, Leibniz IUF 
Düsseldorf 

N/A 

Oligonucleotides 
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Primers listed in supplemental information table S2. Eurofins N/A 

Recombinant DNA 

PX458 Addgene 48138 

Software and algorithms 

CRISPR design tool CHOPCHOP https://chopchop.cbu.u
ib.no/ 

N/A 

CRISPRnano Nguyen et al. (2022). 
10.1093/nar/gkac44073 

N/A 

Fiji Image J (v1.53f51) https://imagej.net/soft
ware/fiji/  

N/A 

Image Studio Lite (v5.2) LI-COR Biosciences N/A 
Axion Integrated Studios (AxIS) navigator software 
(version 3.1.2) 

Axion Biosystems N/A 

Neural Metric Tool software (version 3.1.7) Axion Biosystems N/A 
MassHunter Qualitative software (vb08)  Agilent Technologies N/A 
NIST14 Mass Spectral Library https://www.nist.gov/s

rd/nist-standard-
reference-database-1a-
v14 

N/A 

GraphPad Prism (v9.5.1) https://www.graphpad.
com 

N/A 
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Supplemental Information 
Figures 

 

SI Figure S1. Cell Line Information – related to ‘Two hiPSC models for neurodevelopmental key 
event analyses in the Cockayne Syndrome B’. (A) Schematic view of ERCC6 gene structure modified 
from Ensembl (ENT00000355832). Top, ERCC6 iPSC mutants (CS789Res, CS789 and IMR90KO) carry 
mutations in exons pointed to by the arrows. IMR90KO ERCC6 mutant was generated using 
commercially available iPSCs (IMR90WT).  CS789Res mutant was generated using the CS789 patient-
derived iPSC line. Bottom, arrows point to the gRNA sequences used to generate ERCC6 mutants 
(CS789 and IMR90KO). (B) Next generation sequencing alignment of IMR90WT and IMR90KO mutant. 
Depicted is a deletion of 13 bp in the IMR90KO mutant. (C) Next generation sequencing alignment of 
IMR90WT, CS789 (the stop codon is depicted in red), and CS789Res mutant that carries 9 bp in-frame 
deletion that removes the premature stop codon present in the CS789 patient line. 

 

 

SI Figure S2. CSB-deficient cell lines do not show altered proliferation – related to ‘CSB-
deficiency is associated with inhibited neural progenitor cell migration and alterations in focal 
adhesion and autophagy’. Proliferation of all cell lines was assessed in hiNPCs using the BrdU assay 
and area measurement. Spheres were cultivated in proliferation medium for 3 days.  (A) The BrdU 
incorporation on day 3. The graph depicts the luminescence of each cell line. (B) The area was measured 
every day, and the increase in Area is depicted for each cell line. (C) Exemplary images of sphere growth 
from d0 to d3. N=3 biological replicates with n=3-5 spheres. All graphs depict the mean ± SEM. 
Abbreviations: hiNPC, human induced neural progenitor cell; BrdU, bromodeoxyuridine / 5-bromo-2'-
deoxyuridine. 

Supplements
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SI Figure S3. Migration treatment supplemental information – related to ‘The HDAC6-inhibitor 
Tubastatin A partially rescues the migration phenotype of disease hiNPC neurospheres’. 
Cytotoxicity (LDH) and viability (CTB) were measured for all Tubastatin A (A), Chloroquine (B) and 
SAHA (C) treatments. (C) The top two graphs depict an N=1 biological replicate with n=3-5 spheres. 
All other Graphs depict N=3 biological replicates with n=3-5 spheres. (D) Migration in differentiation 
BrainSpheres treated with different SAHA concentrations. N=3 biological replicates with n=3-5 spheres. 
All graphs depict the mean ± SEM.  

 

 

SI Figure S4. Neuronal and synaptic markers – related to ‘Microelectrode Array measurements 
reveal altered neural network activity in CSB-deficient networks’. Left: ICC stainings of plated 
hiNPC spheres after 3 DIV. Representative images of each cell line are depicted. Right: qPCR analyses 
of MAP2 (neuronal marker), SYN (pre-synaptic marker) and PSD95 (post-synaptic marker) after 3 DIV, 
normalized to the housekeeper ß-acting and the respective control cell line. Graps depict mean±SEM. 
Abbreviations: ICC, immunocytochemistry; hiNPC, human induced neural progenitor cell; DIV, days 
in vitro. 
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Tables 

SI Table S1. CS789 – Patient information1 – related to ‘Two hiPSC models for 
neurodevelopmental key event analyses in the Cockayne Syndrome B’. 

Patient ID CS789VI 
Origin UK 
Mutation Point mutation (2047C>T; p.Arg683x) 
Donor Cell Type Dermal fibroblasts, male 
Clinical Classification Cerebro-oculofacio-skeletal syndrome (COFS) 
Growth failure + 
Low birth weight + 
Cachexia - 
Intellectual Disability Severe 
Microcephaly Congenital 
Seizures + 
Cataracts Congenital 
Microphthalmia + 
Retinal degradation - 
Deafness + 
Clinical photosensitivity + 
Dental anomalies - 
Arthrogryposis + 
Age at Death 10 months 

 

SI Table S2. qPCR Primers – related to ‘Key Resource Table’. All primers supplied by Eurofins. 

ß-actin FW CAG GAA GTC CCT TGC CAT CC 
RV ACC AAA AGC CTT CAT ACA TCT CA 

NKCC1 FW ACA AAG TTG AGG AAG AGG ATG GC 
RV CCT GAT CTG CCG GTA TGT CTT GG 

KCC2 FW CTA CAG CGA ACG AGA GAG CG 
RV CCA TCT CCT CCT CAA ACA AGG C 

FABP7 FW TCA TCA GGA CTC TCA GCA CA 
RV GAA CAG CAA CCA CAT CAC CA 

NG2 FW CGG ACA CTT CTT CCG AGT GA 
RV TAT TCC CAG CGT AGA CCT CTG 

PLP FW TTG GCG ACT ACA AGA CCA CC 
RV GGG AAG GCA ATA GAC TGG CA 

PDGFRa FW ATT AAG CCG GTC CCA ACC TG 
RV AGC TCC GTG TGC TTT CAT CA 

CNPase FW ACT CAG GCA TCA TTC CAC CA 
RV TGT CAA GCG TGG TGT TCA AG 

Olig2 FW CCG ATG ACC TTT TTC TGC CG 
RV CCA CTG CCT CCT AGC TTG TC 

MBP FW CAG AGC GTC CGA CTA TAA ATC G 
RV GGT GGG TTT TCA GCG TCT A 

 

References 

1. Laugel, V., Dalloz, C., Durand, M., Sauvanaud, F., Kristensen, U., Vincent, M.C., Pasquier, L., 
Odent, S., Cormier-Daire, V., Gener, B., et al. (2010). Mutation update for the CSB/ERCC6 
and CSA/ERCC8 genes involved in Cockayne syndrome. Hum. Mutat. 31, 113–126. 
10.1002/humu.21154. 



206 

 

3 Discussion 

A distinct shift from animal models to in vitro alternatives is evident across academia, 

industry and regulatory bodies. This movement leads to new guidelines and an improved 

acceptance of new approach methodologies (NAMs), like those addressing skin 

sensitization (OECD guideline no.497 2023), in the context of the 3R principles 

(replacement, reduction, and refinement of animal testing). The 3R initiative is a 

movement initiated by Russell and Burch already in 1959, that supports and guides the 

development of alternatives to animal experiments with the perspective of regulatory 

acceptance. In this context, the establishment of complex and robust models and 

reliable cultivation systems that reflect human physiology becomes essential (Krewski 

et al. 2010). At the forefront of NAM development are stem cell-, especially hiPSC-based 

models, due to their pluripotency, human relevance and virtually unlimited availability 

(manuscript 2.1). This thesis ties in with the aforementioned goals, by characterizing and 

optimizing hiPSC-derived 3D in vitro models to gain valuable insights into 

neurodevelopmental pathomechanisms and their application as NAMs. The thesis 

further supports the versatility of such models beyond disease modeling, extending the 

relevance of hiPSC-derived in vitro systems to other biomedical fields like toxicology. 

 

3.1 Human iPSCs as basis for neural in vitro models 

Although many efforts in the field of neural in vitro modeling rely on primary or rodent 

cell cultures (Meyer, Lotze, and Riess 2022; Baumann et al. 2016; Koch et al. 2022), hiPSCs 

are up and coming (Tukker et al. 2020; Rowe and Daley 2019; Ebert, Liang, and Wu 2012), 

aiding the development of physiologically relevant NAMs. Human iPSC-based NAMs 

have proven to be valuable tools for the investigation of human brain development in 

vitro, as reviewed in manuscript 2.2. However, limitations and drawbacks need to be 

considered, in order to correctly implement and analyze these models. 

Beyond the regularly argued ethical acceptance, a significant advantage of hiPSCs is 

their human, often patient-specific origin. This intrinsic quality aids the recapitulation 
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of specific genetic phenotypes, granting them substantial relevance and predictive 

capacity.  For instance, Li et al. (2018) used a patient-specific hiPSC-based model with 

mutations in the GFAP gene, to identify impaired OPC proliferation and myelination as 

underlying mechanisms in the Alexander disease. The genetic heterogeneity inherent in 

different hiPSC lines, arising from their donor-specificity, further strengthens their 

predictivity by reflecting the broad patient heterogeneity. This enables the investigation 

of how patient-derived hiPSCs of donors with heterogenous psychiatric conditions, such 

as schizophrenia, react to drug administration (Collo et al. 2020). In addition, larger-

scale applications such as drug screenings and toxicological hazard assessments could 

profit from this genetic diversity. Nevertheless, one should err on the side of caution, 

when comparing single healthy and disease cell lines from different donors with respect 

to their individual behavior and response to substances (Volpato and Webber 2020).  

An effective strategy to navigate challenges posed by, and even leverage, donor 

variability involves creating isogenic control cell lines for disease-specific and patient-

derived hiPSC models. Isogenic controls enable a direct comparison between a mutated 

cell line and its rescued control, possessing otherwise identical genetic backgrounds. 

This allows the distinction between effects attributed to the mutation itself and those 

arising from the genetic background. Despite a growing number of studies employing 

isogenic controls, the potential advantages they offer remain underutilized. In an 

extensive study, Brunner et al. (2023) analyzed and compared multiple endpoints 

(immunocytochemistry, electrophysiological measurement, proteomic data) for neurons 

derived from different hiPSC lines, revealing low statistic power in current neural 

disease modeling setups. However, they state a strong increase of statistical power in 

studies using multiple isogenic control designs. Two pairs of isogenic control lines were 

utilized in manuscript 2.7, as discussed in section 3.4.1 of this thesis.   

A high cellular and structural complexity can be achieved using hiPSCs. Neurons and 

astrocytes are readily differentiated from hiPSCs (Chambers et al. 2009; Hofrichter et al. 

2017; Hartmann et al. 2023), whereas the generation of oligodendrocytes and microglia 

was impossible for a long time. Although still challenging, both cell types can now be 

obtained from differentiating hiPSCs in vitro (Abreu et al. 2018; David Pamies et al. 2017; 
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Douvaras and Fossati 2015; McPhie et al. 2018). The added model complexity in 

multicellular and 3D cultures, compared to monocultures, enables the investigation of 

inter-cellular interactions, such as during neuronal migration, and cell-type specific 

effects, such as oligodendrocyte sensitivity to oxidative stress (Alépée et al. 2014). 

Human iPSCs can be massively expanded in culture, thereby generating a virtually 

inexhaustible cell source. This is a big advantage for long-term or screening studies. 

However, researchers should always be aware of risk factors, such as genomic instability 

(Yoshihara, Oguchi, and Murakawa 2019) and mycoplasma contaminations (Drexler and 

Uphoff 2002; Nikfarjam and Farzaneh 2012), which can lead to severe reliability and 

reproducibility issues. To date, no gold standard is set for quality-controlled cell culture 

material in academia, which leads to high variances in quality control standards (Pamies, 

Leist, et al. 2022). In manuscript 2.6, the generation of a quality-controlled banking 

process for hiPSCs is suggested, including assays to assess cell morphology, 

mycoplasma contamination, short tandem repeats (STR) and karyotype analysis, as well 

as pluripotency and viability tests. Such a quality control may seem extensive, but only 

comes with an average cost of 2,340 Euros per master cell bank (50 vials) – a reasonable 

price for improved data reliability within the academic research community. All hiPSC 

lines used in this thesis were quality controlled and banked according to manuscript 2.6, 

to ensure high and reliable culture quality. This thesis therefore provides a proof of 

principle for the applicability of good cell culture practice for in vitro models. 

 

3.2 Human iPSC-based neural models in 2D and 3D  

3.2.1 From 2D to 3D cultures 

From 2D mono-cultures (Washer et al. 2022; Quist, Ahlenius, and Canals 2021) over 

multicellular spheroid cultures (Y. K. Lee et al. 2020; Raja et al. 2022; Hofrichter et al. 

2017; Pamies et al. 2017) to complex bioengineered 3D models (manuscript 2.3 and 

manuscript 2.4; Antill-O’Brien, Bourke, and O’Connell 2019), the application of hiPSCs is 

manifold. The conventional approach to neural in vitro modeling involved utilizing 2D 

models cultivated on coated plastic or glass surfaces. These models are advantageous 
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due to their simplicity and efficiency in generating homogeneous and reproducible 

cultures, facilitating well-established readouts (Table 3.1; Centeno, Cimarosti, and 

Bithell 2018). HiPSC-derived neural 2D cultures have been employed in the investigation 

of diseases such as Alzheimer's disease (Kondo et al. 2013; Hossini et al. 2015), 

Huntington's disease (Mattis et al. 2012), and Parkinson's disease (Cooper et al. 2010; 

Soldner et al. 2009). However, the human brain is one of the most complex tissues in the 

body. Stem cells underlay a defined spatial and temporal exposure to signaling 

molecules, cell-cell and cell-matrix interactions (Farrukh, Zhao, and del Campo 2018) 

thus determines their fate and organization (Discher, Mooney, and Zandstra 2009). 

These interactions are largely absent in 2D models, causing them to fall short in 

capturing the complexity of human in vivo physiology (Table 3.1; Hopkins et al. 2015; 

Morrison, Cullen, and LaPlaca 2011). Consequently, this can lead to alterations in cell 

morphology, proliferation and differentiation (T. Xu et al. 2009; Brännvall et al. 2007; 

Zhang et al. 2014).  

3D models augment the complexity of conventional cell cultures, rendering them more 

predictive and physiologically relevant (Bahram, Mohseni, and Moghtader 2016; Q. Gu et 

al. 2018; Pacitti, Privolizzi, and Bax 2019; Fritsche, Gassmann, and Schreiber 2011; Zhuang, 

Sun, et al. 2018; Centeno, Cimarosti, and Bithell 2018; D’Aiuto et al. 2018). These models 

provide crucial cell-cell and cell-matrix interactions, establishing a certain degree of 

spatial organization and the potential for a customized physiological microenvironment. 

These qualities make these models adaptable to individual research needs (Table 3.1; 

manuscripts 2.3 and 2.4; Madl and Heilshorn 2018; Zhuang, An, et al. 2018; Fabbri et al. 

2023). However, this increased complexity may entail elevated cell culture costs, 

particularly if additional equipment or materials are necessary. This is accompanied by 

greater challenges in method development, including tasks like image analysis and 

quantification (Table 3.1).  

Two distinct strategies for 3D model development have arisen: scaffold-free and 

scaffold-based approaches. Both strategies will be elaborated upon in the next section. 
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Table 3.1 Comparison of 2D and 3D neural models. Adapted from Centeno, Cimarosti, and 

Bithell (2018). 

 

 Two-dimensional (2D) Three-dimensional (3D) 

 Mono- or multi-cell type models 

cultivated on coated surfaces 

(often glass or plastic). 

Scaffold-free or scaffold-based 

models, adherent or non-

adherent. 

Advantages Simple to use 

Inexpensive 

Homogenous culture 

Reproducible 

Well-established techniques 

Easy downstream processing 

 

Complex cell-cell interactions 

Cell-matrix interactions 

Spatial organization 

Higher degree of complexity 

Design of microenvironment 

Higher physiological relevance 

Limitations Non-physiological 

Cell-cell interactions limited 

Altered Cell-matrix interaction 

Low predictability 

Altered cell morphology and 

behavior 

Potentially more expensive 

Can be challenging for methods 

and readouts 

Potential variability in 

reproduction 

Downstream processing can be 

difficult 

 

3.2.2 Scaffold-free and scaffold-based 3D models 

In this study, different scaffold-free and scaffold-based approaches were established 

and employed to generate hiPSC-derived fit-for-purpose models (Figure 3.1).  

Initially, hiPSCs were neurally induced to hiNPCs neurospheres, a process attainable by 

dual-SMAD inhibition in 2D or 3D (Hofrichter et al. 2017; Hartmann et al. 2023). The hiNPC 

neurospheres were further differentiated into neurons and astrocytes, oligodendrocyte-

containing BrainSpheres (both scaffold-free) or bioengineered hydrogel cultures 

(scaffold-based, Figure 3.1, manuscripts 2.3, 2.4 and 2.7). Neurospheres consist of 

proliferative hiNPCs and serve as a platform to investigate proliferation and migration, 

as well as terminal differentiation into neurons and astrocytes. Their quick and 

reproducible generation makes them ideal for the screening of adverse effects induced 

by genetic or external factors (manuscript 2.7; Hofrichter et al. 2017; Boutin et al. 2022). 

Test methods based on primary fetal neurospheres have been previously established for 

DNT hazard identification (Harrill et al. 2018; Masjosthusmann et al. 2019; Fritsche et al. 
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2018b; Koch et al. 2022), which gives reason to expect further application of hiPSC-based 

neurospheres in drug screening and toxicological hazard assessment. BrainSpheres are 

generally cultured under differentiating conditions for up to 8 weeks and comprise 

various cell types, including neurons, astrocytes and oligodendrocytes. This composition 

enables the modeling of oligodendrogenesis and its disruption in 3D (manuscript 2.7; 

Abreu et al. 2018; David Pamies et al. 2017; D Pamies et al. 2021). Both neurospheres and 

BrainSpheres were utilized in manuscript 2.7, as closely discussed in section 3.4 of this 

thesis.  

Human iPSC-derived and differentiated neurospheres and BrainSpheres develop 

electrically active neural networks, despite their early maturation stage. This enables 

the analysis of further neurodevelopmental KEs, such es neural network formation and 

synaptogenesis (manuscript 2.5, manuscript 2.7; Nimtz et al. 2020; Hartmann et al. 2023). 

Neural network formation (NNF) can be measured during the differentiation on MEAs 

over time, or in acute measurements at a designated timepoint (Pelkonen et al. 2022). 

This is useful for analyzing NNF in neurodevelopmental and neurodegenerative 

disorders, such as Kleefstra syndrome (Frega et al. 2019), amyotrophic lateral sclerosis 

(ALS; Wainger et al. 2014; Szebényi et al. 2021), Schizophrenia (Kathuria, Lopez-

Lengowski, Jagtap, et al. 2020), Bipolar disorder (Kathuria, Lopez-Lengowski, et al. 

2020), Parkinson’s disease (Ronchi et al. 2021), Alzheimer’s disease (Ghatak et al. 2021) 

and other encephalomyopathic disorders (Ekert et al. 2020; Simkin et al. 2021; Ichise et 

al. 2021). As an example, Linda et al. (2022) investigated the Koolen-de Vries (KdV) 

syndrome, a neurological disease with developmental delays, epilepsy and congenital 

malformations, by analyzing the neural network function of patient-based hiPSC models 

on MEAs. They identified impaired NNF and reduced synaptic density as an in vitro 

phenotype of KdV. Human iPSC-derived neural models on MEAs can also be used for 

measuring acute or long-term responses to substance exposure (Odawara et al. 2018; 

Que et al. 2021; Hartmann et al. 2023). Bartmann et al. (2023) used hiPSC-derived neural 

networks to assess neurodevelopmental pesticide toxicity on MEAs. They challenged the 

neural networks with 28 compounds to identify and quantify their DNT potential. The 
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option to closely monitor potential delays or shifts in network formation of hiPSC-based 

models can thus provide valuable insights into various aspects of brain development. 

Scaffold-based approaches to 3D in vitro modeling provide their own distinct 

advantages and limitations. Since the brain is one of the softest tissues in the human 

body, with a Young’s elastic modulus of 0.5-50 kPa (Leipzig and Shoichet 2009; S. 

Budday et al. 2017), mimicking the brains ECM in vitro is highly challenging (Axpe et al. 

2020). Hydrogels feature advantageous properties for the 3D cultivation of neural 

models, such as the high water content (>90%), potential for functionalization, as well 

as chemical and physical tunability (David Pamies et al. 2018). However, high variability 

and low throughput ask for better hydrogel compositions and characterization. In this 

thesis we developed different well-characterized hydrogels with distinct properties for 

the cultivation and differentiation of hiPSC-derived neural fit-for-purpose models 

(manuscript 2.3, manuscript 2.4).  

In manuscript 2.3 we show the cytocompatibility of oxidized alginate-gelatin-laminin 

(ADA-GEL-LAM, 2.5%/2.5%/0.01%) hydrogels for neurospheres, as well as their 

subsequent differentiation and neuronal outgrowth. ADA provides an ECM surrogate 

which can easily be crosslinked by Ca2+ ions, while GEL contributes cell adhesion motifs 

to the hydrogel (Sarker et al. 2014; Hofrichter et al. 2017; Thomas Distler et al. 2020). 

Both components degrade over time, thus enabling neural outgrowth and migration 

(Sarker et al. 2014). The ADA-GEL was additionally functionalized with the integrin 

binding motif LAM, which plays a major role in cell adhesion, migration and 

differentiation in the developing brain (Flanagan et al. 2006; Tzu and Marinkovich 2008; 

Paulsson 1992; Georges-Labouesse et al. 1998; Campos et al. 2004). Integrins have 

already proven beneficial in vitro, e.g. by improving human neural stem cells 

differentiation (P. Wu et al. 2002; G. A. Silva et al. 2004; Caldwell et al. 2001). LAM-

functionalization in the ADA-GEL hydrogels increased neuronal outgrowth over 14 days, 

thus showing the necessity of appropriate binding-motifs in 3D hydrogels. The initial 

stiffness of approx. 5 kPa in the ADA-GEL-LAM hydrogel roughly reflects the stiffness of 

the brain tissue (S. Budday et al. 2017). However, beneficial hydrogel degradation over 

time may decrease the stiffness, therefore further aiding progenitor stemness (Madl et 
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al. 2017) and subsequent neuronal outgrowth and migration. In addition, this hydrogel 

model allows downstream analysis of cell viability through live/dead staining and the 

quantification of neuronal outgrowth via ICC images. These options, together with the 

cost-efficiency and tissue-like properties of the hydrogels, are beneficial for future 

application of this hiPSC-based model in disease modeling or substance testing. 

Adaptation of the hydrogel may be necessary to study functional readouts or for 

bioprinting applications. 

With manuscript 2.4, we characterized additional hydrogel variations with different 

characteristics. We present two cytocompatible alginate-gellan gum-laminin (ALG-GG-

LAM) hydrogel blends for the generation of hiPSC-based 3D neural models with 

spontaneous intracellular calcium signals and the compatibility with bioprinting. ALG-

based hydrogels were previously shown to support neurite outgrowth and increase the 

resistance to oxidative stress in neurons, while GG-based hydrogels support migration 

and maturation of neuronal cultures (Koivisto et al. 2017; Matyash et al. 2012). Both gels 

are inexpensive and enable easy and fast processing. However, they don’t have specific 

cell binding sites (Sun and Tan 2013; Ferris et al. 2013), which is why LAM was used to 

functionalize the ALG-GG blend. LAM supports cell-matrix interaction (Lozano et al. 2015; 

Sakaguchi et al. 2019), as discussed above for manuscript 2.3. We designed two hydrogel 

blends (i) 0.3% ALG / 0.8% GG / 0.01% LAM and (ii) 1.5% ALG / 0.5% GG / 0.01% LAM, 

within the appropriate stiffness range (approx. 20-35 kPa). Interestingly, a reduced ALG 

content increased the stress relaxation time of the 0.3% ALG / 0.8% GG / 0.01% LAM 

hydrogel significantly, suggesting ALG or GG to act similar to spacer molecules. Spacer 

molecules were previously shown to control and accelerate stress relaxation of other 

materials and hydrogels (Zhu et al. 2010). Since the brains ECM components are 

viscoelastic, with time-dependent mechanical responses to stress, quick stress 

relaxation times seem to be a crucial property to mimic in vitro (Madl and Heilshorn 

2018; Axpe et al. 2020). We also confirm slow degradation of the ALG-GG-LAM gel blends 

over time, which benefits cellular outgrowth and migration (Yildirimer and Seifalian 

2014). Further investigations and multimodal mechanical testing are necessary to 
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properly investigate the brain tissue and brain-mimicking materials (Leipzig and 

Shoichet 2009; T. Distler et al. 2020).  

Spontaneous calcium signals are important for cellular regulation of e.g. gene 

expression, neuronal outgrowth and differentiation (Dolmetsch, Xu, and Lewis 1998; 

West et al. 2001; Lankford and Letourneau 1989). Calcium imaging has been previously 

applied to study tissue slices, human neural aggregates, primary human neurospheres 

and brain organoids (Sutherland, Pujic, and Goodhill 2014; Rosenberg and Spitzer 2011; 

Lancaster et al. 2013; Gualda et al. 2014). In this manuscript we are, to the best of our 

knowledge, the first to establish calcium imaging in slices of in vitro 3D-cultivated 

neural samples. We generated two fit-for-purpose models to suit different modeling 

needs. The first model consists of hiNPC neurospheres in 0.3% ALG / 0.8% GG / 0.01% 

LAM hydrogels. This softer gel model supports cellular outgrowth, migration and 

differentiation to form complex microtissues containing astrocytes and neurons. 

Spontaneous calcium signals can be measured after 3 WIV. We suggest this model to be 

valuable for applications requiring a high degree of complexity, but less throughput, 

such as disease modeling and long-term exposure studies. We also successfully 

generated a hydrogel model based on a disease hiPSC line, derived from a donor afflicted 

with the Cockayne Syndrome B. This disease is associated with severe neurological 

defects. A closer discussion on the disease is given in section 3.4 of this thesis. The 

second model features 2 weeks pre-differentiated hiNPC spheres embedded into 1.5% 

ALG / 0.5% GG / 0.01% LAM. These models are especially easy to handle for calcium 

imaging due to their slightly higher stiffness. They quickly produced dense intra-

spherical networks containing neurons and astrocytes, and showed spontaneous 

calcium signals after one week within the hydrogel. This model could be suitable for 

higher throughput applications, such as acute exposures to chemicals or substance 

screenings, due to their fast and easy production and improved handling during Ca2+ 

imaging, compared to suspension spheres. 

Advanced biofabrication techniques like 3D bioprinting are up and rising in fields like 

tissue engineering and substance testing (Parrish et al. 2019; Ong et al. 2018; Cui et al. 

2017; Z. Gu et al. 2020; Zhuang, An, et al. 2018). Bioprinting can be utilized to design and 
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build complex and reproducible scaffolds with cell-laden materials (bioinks) like 

hydrogels (Fantini et al. 2019; R. Sharma et al. 2020). In manuscript 2.4 we utilized the 

developed hydrogel blends to print single hiNPCs in squared structures for the precise 

deposition on 96-well MEA electrodes. This approach aimed at increasing the reliable 

deposition of cell material onto the electrodes for higher throughput applications (Ylä-

Outinen et al. 2019; Parrish et al. 2019). We successfully printed the cell-laden hydrogels 

in millimeter-sized squares, however higher than expected MEA plate variability 

concerning the position of the electrodes due to the manufacturer’s quality criteria, 

prevented the successful production of ready-to-use 3D bioprinted neural models. 

Notably, un-crosslinked 1% ALG was not printable and GG alone was not adherent to 

coated cell culture surfaces, making the here discovered hydrogel blends valuable for 

3D bioprinting applications. 

Further characterization and adaptations are necessary to bring the scaffold-based 3D 

models into application for disease modeling or substance screenings. For long-term 

cultivations, these models could be improved, by adding other native ECM molecules like 

collagen, fibronectin or hyaluronic acid (Gassmann et al. 2012; N. A. Silva et al. 2012; 

Antman-Passig et al. 2017; Licht et al. 2019; Seidlits et al. 2010). Downstream readouts 

like cellular migration, viability and neural network activity need to be further 

established and characterized in healthy hiPSC-based models, to increase their 

relevance in disease modeling. Nevertheless, with manuscripts 2.3 and 2.4 we contribute 

to the evolution of 3D scaffold-based neural in vitro models.  
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Figure 3.1. Human iPSC-derived fit-for-purpose neural models used in this thesis. 

Human induced pluripotent stem cells (hiPSCs) from different donors, genetically 

modified if necessary, can be neurally induced in 2D or 3D to form 3D neurospheres, 

consisting of human induced neural progenitor cells (hiNPCs). In a fit-for-purpose 

approach, these hiNPC neurospheres can then be differentiated depending on the 

desired readout. Proliferation can be assessed in proliferating hiNPC neurospheres, 
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while migration and differentiation into neurons and astrocytes can be analyzed in 

differentiating neurospheres plated onto coated surfaces after 3 DIV (standard neural 

differentiation). In an adapted protocol, hiNPC neurospheres are plated onto coated 

microelectrode array (MEA) plates for subsequent neural network formation and 

measurement of electrical activity for up to 7 WIV (differentiation for NNF). The 

differentiation protocol for oligodendrocytes requires long-term differentiation of 

hiNPC neurospheres in a shaking incubator, to obtain BrainSpheres consisting of 

neurons, astrocytes and oligodendrocytes (differentiation for oligodendrocytes). HiNPC 

neurospheres or single cell hiNPCs can be embedded into specifically designed 

hydrogels for subsequent differentiation and analyses in 3D. Hydrogel-embedded cells 

can also be bioprinted to obtain desired 3D structures in vitro. Abbreviations: hiPSC, 

human induced pluripotent stem cell; hiNPC, human induced pluripotent stem cell; NIM, 

neural induction; NPM, neural progenitor medium; NNF, neural network formation; DIV, 

days in vitro; WIV, weeks in vitro; MEA, microelectrode array. Figure made using 

biorender.com. 

 

3.3 In vitro modeling of human brain pathology 

Each neurological disease has its individual features evoked by a specific 

neuropathology. Modeling such diseases in vitro hence calls for distinct solutions as 

outlined in Figure 3.2. When investigating human disease in vitro, it is crucial to first 

pinpoint the existing data gaps in order to formulate the research questions. The chosen 

model systems should in principle be suitable to investigate these research questions 

through relevant methods and readouts, while also recognizing any inherent limitations. 

Considerations for choosing fit-for-purpose models are discussed below.  

From the pathophysiological point of view, neurodevelopmental and adult neurological 

diseases are to be distinguished. Within the perinatal period, developmental timing 

governs distinct windows wherein specific developmental key processes take place. 

Hence, the selected model system should recapitulate the age of disease onset and/or 

progression. Studying neurodevelopmental disorders requires models that recapitulate 

early KEs of human brain development. Such KEs include proliferation, migration, 

differentiation, as well as neural network formation and function (Bal-Price et al. 2018). 

Their genetically or environmentally-induced disruption leads to severe structural, 

functional and metabolic changes in the developing brain (manuscript 2.1, manuscript 

2.2). Human iPSC-based 3D models like neurospheres and BrainSpheres emerge as ideal 
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systems to investigate brain development in vitro (manuscript 2.7; Abreu et al. 2018; 

David Pamies et al. 2017; Nimtz et al. 2020; D Pamies et al. 2021). The effect of patient-

specific genetic mutations on brain development can be addressed using in vitro models 

thanks to the development of genome editing technologies. The discovery and 

adaptation of the CRISPR (clustered regularly interspaced short palindromic 

repeats)/Cas (CRISPR-associated) system now enables highly specific editing of the 

human genome in vitro. The CRISPR/Cas system was originally discovered in bacteria 

and archaea as an RNA-mediated defense mechanism against viruses and foreign 

plasmids (Garneau et al. 2010; Marraffini and Sontheimer 2010; Wiedenheft, Sternberg, 

and Doudna 2012). A guide RNA (gRNA) that matches the foreign DNA leads the 

endonuclease Cas9 to the virus, where it induces a double-strand break (DSB) to 

inactivating the virus. This system has been engineered for improved site specificity and 

functionality in human cells such as hiPSCs, compared to the initial machinery. This 

makes it possible to introduced Cas9-mediated DSBs at a precisely chosen location, by 

designing the gDNA to match the target sequence (Jinek et al. 2012; S. W. Cho et al. 2013; 

Cong et al. 2013). Subsequently, gene disruption through deletions or insertions, or gene 

corrections through homologous recombination can be achieved (Yang et al. 2014; 

Doetschman and Georgieva 2017). Two examples demonstrate the usefulness of the 

CRISPR/Cas system for understanding pathomechanisms of rare hereditary diseases. 

Tan et al. (2020) generated CSB and RAD52 knockout cell lines of different origins to 

investigate reactive oxygen species (ROS)-induced DNA damage and Yoon et al. (2022) 

inserted a Ndufs4 deletion in hiPSCs to study the Leigh Syndrome in hiPSC-derived 

cardiomyocytes. 

Aging-related neurodegenerative disorders such as Alzheimer’s disease and Parkinson’s 

disease require highly mature models (N. S. Sharma et al. 2021; Barak et al. 2022; Kwak 

et al. 2020), which is to date a considerable challenge. Organoids are generated over 

several months and are often used to model neurodegenerative disorders as reviewed 

by Wray (2021). Yet, hiPSC-derived organoids show a transcriptome roughly comparable 

to the prenatal brain (Camp et al. 2015). This intrinsic immaturity of hiPSC-based in vitro 

models still hinders the translation of findings from bench to bedside. However, 
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advancing methods enable long-term cultivations and improved maturation of crucial 

cell populations like oligodendrocytes and microglia within intricate 3D models (A. 

Sharma et al. 2020). For instance, Kwak et al. (2020) were able to advance the maturation 

of hiPSC-derived midbrain-like organoids towards an in-vivo-like cellular composition 

with neurons, astrocytes and oligodendrocytes, by optimizing culture conditions, 

thereby providing an improved platform to study Parkinson’s disease. Nevertheless, a 

lack of vascularization and relevant barriers limits even the most complex organoid 

models. Organ-on-a-chip (OOAC) approaches currently provide a promising option to 

recapitulate complex barriers like the blood-brain-barrier (BBB). Maoz et al. (2018) have 

developed microfluidic organ chips to analyze the role of different cell types in the BBB. 

They coupled three chips to model (i) the influx across the BBB, (ii) the brain parenchyma 

including astrocytes and neurons and (iii) the efflux across the BBB. With this system 

they modeled methamphetamine administration and identified specific metabolic 

coupling of the compartments. 

In summary, it may be necessary to develop multiple fit-for-purpose models to 

investigate the disease of interest, similar to the approach taken in manuscript 2.7, or 

consider additional animal models to study distinct phenotypes (Figure 3.2). 
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Figure 3.2. Identification of relevant in vitro model systems for disease-specific 

applications. The developmental stage in which the disease develops or surfaces needs 

to be identified, together with the relevant clinical phenotypes that need to be modeled. 

It may be necessary to develop more than one model to investigate all identified clinical 

phenotypes. Genetic predispositions or mutations need to be identified and 

incorporated within the model, if applicable. Upon reviewing the current knowledge, 

data gaps need to be identified. The subsequently chosen in vitro model and associated 

readouts should be able to recapitulate the aforementioned aspects of the disease. Data 

integration of different studies and model systems can be achieved e.g. though the 

generation of adverse outcome pathways (AOPs). Figure made using biorender.com. 

 

3.4 The Cockayne Syndrome B (CSB) 

The Cockayne Syndrome B (CSB) is a rare hereditary recessive disease with severe 

dermatological and neurological symptoms (Laugel 2013; Vessoni et al. 2020). CSB is 

caused by mutations in the ERCC6 gene, which encodes for the CSB protein (Troelstra et 

al. 1992). The lack of CSB protein results in defective brain development already in the 

prenatal phase (Laugel 2013; Alexandre Teixeira Vessoni et al. 2020). CSB is known to be 

involved in the TC-NER (Lindenbaum et al. 2001; Rapin et al. 2000), which has been 

linked to the dermatological phenotype of CSB, which is caused by ultraviolet (UV) light-

induced DNA damage. However, the mechanism of DNA damage alone cannot be 
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responsible for the severe neurodevelopmental symptoms observed in children with the 

disease, which is why alternative functions of the CSB protein need to be unraveled. Due 

to very limited understanding of the CSB pathomechanisms, resulting from a lack of 

human-relevant models, there is no treatment for the children with CSB to date. This 

thesis aimed to help close the current knowledge gap by developing 3D hiPSC-based 

CSB disease models to investigate the cardinal brain phenotypes of CSB: 1) 

microcephaly, 2) intellectual disability and 3) demyelination (Laugel et al. 2010; 

Alexandre Teixeira Vessoni et al. 2020; Laugel et al. 2008; Karikkineth et al. 2017). 

 

3.4.1 Fit-for-purpose models to study CSB in vitro 

Human iPSC-based models like neurospheres and BrainSpheres recapitulate early 

neurodevelopmental processes and are thus the ideal tools to grain a mechanistic 

understanding of the CSB neuropathology. A previous study has used iPSC-based 

neuron/astrocyte mixed cultures to investigate the neuropathology of CSB (Vessoni et 

al. 2016) and another study by Wang et al. (2020) utilized hiPSCs of CSB patients and a 

respective isogenic control line to study DNA repair defects in mesenchymal and neural 

stem cells. Other previous studies on CSB have employed non-hiPSC systems, such as 

immortalized hNPCs (Ciaffardini et al. 2014; Wang et al. 2016) and neuroblastoma cells 

(Liang et al. 2023). However, immortalized and tumor cell lines are limited in 

recapitulating a patient’s in vivo situation and may therefore cause misleading results. 

Hence, this thesis focused on utilizing hiPSCs for in vitro disease modeling. For 

increased predictivity (Brunner et al. 2023), we generated two distinct hiPSC-based 

models, each including a disease and isogenic control cell line. The first model consists 

of the commercially available hiPSC line IMR90WT, and an IMR90KO line generated via 

CRISPR/Cas9, by introducing a 13bp deletion into exon 5 of the ERCC6 gene. The second 

model consists of the patient-derived hiPSC line CS789 and the isogenic control line 

CS789Res. The patient cell line holds a point mutation (2047C>T) in exon 10 of the ERCC6 

gene, which leads to a premature stop codon. The genetic rescue of the CS789 disease 

cell line via CRISPR/Cas9 through a 9bp in-frame deletion, which removes the stop 



222 
 

codon, results in the isogenic control line CS789Res. The two CSB models allow for the 

distinction between sole CSB-specific effects (IMR90WT/IMR90KO model) and additional 

influences of the patient’s genetic background (CS789/ CS789Res). In addition, the 

isogenic nature of each model enables the direct comparison of disease and control 

condition, thereby adding different levels of analysis to the study design. Although the 

type of CSB mutation differs between the two models, both lead to a loss of CSB protein 

(manuscript 2.7). The CSB-proficient IMR90WT and CS789Res lines express significantly 

different protein levels, which can be expected due to the non-isogenic nature of the 

two lines. In general, the direct comparison of protein levels of different individual 

donors can be challenging due to potential genetic variations, such as single nucleotide 

polymorphisms (SNPs), and other genomic variances that can influence gene expression 

and protein production (Beekhuis-Hoekstra et al. 2021; Geiger et al. 2012). Therefore, the 

usage of isogenic controls is highly advantageous when studying human diseases in 

vitro.  

Taken to together, CSB manifests in multiple neurological phenotypes each having 

different modeling needs, thus benefiting from the here provided fit-for-purpose 

models. 

 

3.4.2 Mechanisms underlying the neuropathology of CSB 

CSB is a heterogeneous disease with a spectrum of symptoms, yet common 

pathophysiological features include microcephaly, intellectual disability and 

demyelination (Laugel et al. 2008; 2010; Vessoni et al. 2020; Karikkineth et al. 2017). In 

this thesis, in vitro disease modeling was applied to reveal CSB endophenotypes of 

altered migration, neural network activity and oligodendrocyte maturation. These 

findings link cellular pathomechanisms to the cardinal clinical symptoms seen in CSB. 

Altered migration has previously been linked to microcephaly (reviewed by Becerra-

Solano, Mateos-Sánchez, and López-Muñoz 2021 and Poirier et al. 2013), such as in the 

Meckel syndrome or different tubulinopathies (Pirozzi, Nelson, and Mirzaa 2018). Not 

only hampered migration, but also impaired NPC proliferation, neuronal differentiation 
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or apoptosis can be the underlying causes for microcephaly (Becerra-Solano, Mateos-

Sánchez, and López-Muñoz 2021). For instance, others found disrupted neuronal 

differentiation and neurite outgrowth in 2D CSB-deficient immortalized NPC and hiPSC-

derived neurons, respectively (Ciaffardini et al. 2014; Y. Wang et al. 2016). For instance, 

Ciaffardini et al. (2014) utilized ReNcell VM cells, an immortalized hNPC line, and a short 

hairpin RNAs (shRNA)-silenced CSB knockout line to investigate the role of CSB in 

neuritogenesis. The group subsequently differentiated the cell lines in 2D, identifying 

inhibited neurite outgrowth and impaired MAP2 expression in CSB-suppressed 

neuronal-astrocyte co-cultures. Both cell systems used in this thesis do not display 

impaired NPC proliferation or neuronal differentiation, including no alteration of MAP2 

expression, and no increase in cell death was observed. The differences to the in vitro 

readouts observed by others could be explained with the large heterogeneity between 

CSB mutations, the usage of different non-hiPSC models or the lack of isogenic controls. 

 The disrupted migration of hiNPCs is accompanied by altered autophagy in our CSB-

deficient models. Genes associated with autophagy are highly differentially expressed 

between the healthy and the disease cells, as identified via RNA sequencing. HDAC-

dependent dysregulation of autophagy has recently been identified to play a major role 

in the dermatological defects of CSB patients (Majora et al. 2018). Here we show that the 

HDAC6-specific inhibitor Tubastatin A rescues the inhibited migration in the CSB models 

leading us to hypothesize that defective autophagy is the mechanistic link between the 

lack of CSB protein and the impaired migration. This hypothesis is supported by the well-

established knowledge that targeted autophagy plays a major role in focal adhesion 

turnover, which in turn facilitates cell migration (Hernandez et al. 2021; Kenific, 

Wittmann, and Debnath 2016; Kenific et al. 2016). 

Brain circuit formation is precisely orchestrated and a disruption leads to numerous 

pathological defects, many of which culminate in intellectual disabilities (Silbereis et al. 

2016; Silvia Budday, Steinmann, and Kuhl 2015; Vasudevan and Suri 2017). CSB patients 

are generally afflicted with impaired cognitive function (Laugel et al. 2008; 2010; 

Karikkineth et al. 2017), with the donor of the patient cell line used in this thesis 

additionally being afflicted with seizures. The in vitro counterpart of circuit formation is 
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the ability of neural cells to form functional and synchronized networks e.g. on 

microelectrode arrays (MEAs). Therefore, we studied the ability of the healthy and 

corresponding disease hiPSC-derived neural models to form functional and 

synchronized neural networks. MEAs provide an excellent tool to investigate disease-

associated alterations in NNF in vitro (Hartlaub et al. 2019; Pelkonen et al. 2022). Our 

CSB-deficient neural networks show significantly increased network activity over the 

course of 7 WIV. We underline similar, however reverse, findings of a study conducted 

by Vessoni et al. (2016). The group utilized two patient-based and three control hiPSC 

lines, none of which were isogenic pairs. The first patient line holds heterozygous point 

mutations (A>T and C>T; unknown clinical classification), while the second patient line 

is homozygous for a single point mutation (C>T; CSI clinical classification). The group 

found CSB-related alterations in synapse density and reduced electrical activity in 2D 

cultures of the hiPSC-derived neuron-astrocyte co-cultures after 5 WIV. The difference 

to our data could be explained by differences in patient and control cells’ genetic 

backgrounds, endpoint measures only at one time point, general low network activity 

(approx. 30-160 spikes/min vs approx. 600-2000 spikes/min in our models after 5 WIV) 

or other aspects of the MEA protocol. The altered neural network activity in our CSB-

deficient cells could not be antagonized via HDAC-inhibition, which suggests another 

HDAC-independent role of CSB. The increased neural network activity is, however, 

accompanied by elevated GABA levels and decreased KCC2 expression, which could be a 

possible underlying reason for the increased electrophysiological activities on MEAs. 

GABA is a fundamentally important neurotransmitter, with a crucial shift from excitatory 

to inhibitory actions during postnatal brain development. Upregulation of the K/Cl co-

transporter KCC2 initiates the GABA switch. A disruption of this pivotal shift causes 

developmental delays and disorders, such as autism, ADHD and various psychiatric 

conditions (Peerboom and Wierenga 2021; Pozzi et al. 2020). KCC2 is not a novel 

therapeutic target, but has been addressed in epilepsy, neuropathic pain, spinal cord 

injury and the Rett syndrome (Tang 2020; Duy et al. 2020). A promising KCC2-upregulator 

for testing in CSB models could be the FDA-approved drug prochlorperazine (Liabeuf et 

al. 2017), which is usually administered as a conventional antipsychotic, but also gained 

interest in e.g. treating epileptic conditions. 
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A third neuropathological phenotype found in CSB patients is hypomyelination (Laugel 

et al. 2010; Vessoni et al. 2020; Karikkineth et al. 2017; Gitiaux et al. 2015). Exemplary 

causes of altered myelination are disturbed OPC proliferation (e.g. through Notch 

pathway inhibition), OPC death (e.g. by increased oxidative stress or excitotoxicity) or 

inhibited oligodendrocyte maturation (e.g. by thyroid hormone deficiency), clinically 

leading to e.g. cerebral motor deficits, microcephaly, lower IQ, attention deficits and 

hyperactivity (Ying et al. 2018; Volpe et al. 2011; Dach et al. 2017). The study of 

demyelination in hiPSC-based vitro models was a great challenge, because most neural 

differentiation protocols do not support oligodendrocyte differentiation. However, there 

are specialized protocols that allow the generation of oligodendrocytes in hiPSC-based 

models (David Pamies et al. 2017; Marton et al. 2019; Chesnut et al. 2021; Douvaras and 

Fossati 2015). In this thesis, hiPSC-based 3D BrainSpheres, which consist of neurons, 

astrocytes and oligodendrocytes were employed to investigate the hypomyelination 

phenotype caused by CSB-deficiency in vitro. We used hiNPC neurospheres that were 

neurally induced in 3D for subsequent BrainSphere differentiation as described by 

Pamies et al. (2017). CSB-deficient BrainSpheres revealed no difference in the number 

of O4+ oligodendrocytes compared to CSB-proficient BrainSpheres. However, gene 

expression analyses indicated inhibited oligodendrocyte maturation in CSB-deficient 

BrainSpheres due to overexpression of early versus later oligodendrocyte maturation 

markers. The early oligodendrocyte progenitor cell (OPC) marker FABP7 was 

overexpressed, while later the stage markers PDGFRa, CNPase and MBP were 

underexpressed in both CSB-deficient BrainSpheres, compared to their respective 

isogenic controls. This inhibited oligodendrocyte maturation can be partially rescued 

through HDAC-inhibition via the HDAC6-specific inhibitor Tubastatin A and the pan 

HDAC-inhibitor SAHA. A number of studies have suggested a role of HDACs in the 

regulation of rodent oligodendrocyte differentiation and maturation, which renders 

them promising targets in different neurological pathologies (Noack, Leyk, and Richter-

Landsberg 2014; Liu et al. 2014; Tauheed, Ayo, and Kawu 2016). Here we show for the first 

time that altered human oligodendrocyte maturation can be rescued by pharmacological 

intervention using HDAC inhibitors in an organotypic CSB disease model. This leads us 

to suggest HDACs as possible drug targets for CSB. Clinically approved HDAC-inhibitors 
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like SAHA (aka Vorinostat), are currently employed as anti-cancer agents (Yadav, Mishra, 

and Yadav 2019; Smalley, Cowley, and Hodgkinson 2020). However, novel applications, 

e.g. for treating HIV infections, muscular dystrophies, inflammatory diseases, as well as 

neurodegenerative diseases, such as Alzheimer’s Disease, frontotemporal dementia and 

Friedreich's ataxia (as reviewed by Bondarev et al. 2021) are being investigated.  

Our combined endophenotypic data of disturbed migration, neural network formation, 

GABA switch and oligodendrocyte maturation suggest the involvement of HDAC-

dependent and -independent mechanisms in CSB, therefore leading us to believe that a 

combination of drugs might be necessary to target the different cellular adversities 

observed in the CSB-deficient neural models. However, further investigation is 

necessary to fully uncover the pathomechanisms underlying CSB on the molecular level. 

Especially the delayed GABA switch in CSB-deficient hiPSC-based neural in vitro models 

should be investigated in more detail. Furthermore, the applied CSB models lack 

microglia, which influence brain development, e.g. by refining synapse formation, circuit 

sculpting, myelination, plasticity, and cognition. Alterations in microglia function have 

been linked to neurodevelopmental diseases like autism spectrum disorder, Williams 

syndrome, Schizophrenia or Rett Syndrome (Allen and Lyons 2018; Bar and Barak 2019). 

It is however not known, how and if microglia are affected in CSB patients. The 

integration of microglia into the BrainSpheres would nevertheless increase their 

physiological relevance. 

 

3.5 Implications for the future of disease modeling 

With the fit-for-purpose models (manuscript 2.7), the thesis provides human-relevant 

multicellular systems that are advantageous over tumor or monocellular cultures. 

However, the models lack the organism complexity, therefore limiting the disease model 

in relation to inter-organ-crosstalk. An interesting perspective is the development of 

linked organ-on-chip devices, where interaction between multiple organ models can be 

studied (manuscript 2.1; Maoz et al. 2018; Alépée et al. 2014; Watson, Hunziker, and 

Wikswo 2017; Wnorowski, Yang, and Wu 2019). Nevertheless, this thesis shows that 
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NAMs can provide what animal models often cannot: revealing fundamental disease 

mechanisms and therapeutic targets (manuscript 2.7).  

The application of NAMs cannot stand alone, but rather needs to be integrated into 

overarching frameworks including in vitro, in vivo and in silico approaches 

(Shcheglovitov and Peterson 2021; Engdahl et al. 2021; Restuadi et al. 2022). Such 

integration supports data interpretation, ultimately leading to better predictivity and 

reliability. This thesis is part of a consortium investigating the CSB using different in 

vitro and in vivo approaches. Data obtained in this thesis will be further validated within 

this consortium. Linking data from different studies and model systems can be 

challenging, which is why the development of adverse outcome pathways (AOPs) gained 

more and more attention during the past years. This organizational tool helps to 

integrate data from different sources to identify the relation between molecular 

initiating events (MIE), key events (KE), and adverse outcomes (AO; Villeneuve et al. 

2014a; 2014b). AOPs have especially been used in the field of toxicity. However, they 

could also help to understand and link data for disease modeling (Carusi et al. 2018). 

Future efforts could therefore focus on establishing an AOP network describing CSB, 

thereby integrating data of different model systems (Figure 3.3 includes data from this 

study only). 

The findings from this thesis intend to spark further investigation into the 

pathophysiological mechanisms of CSB specifically, and the use of hiPSC-based 3D 

cultures for disease modeling and personalized medicine in general. 
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Figure 3.3. Suggested adverse outcome pathway (AOP) network for the Cockayne 

Syndrome B (CSB) neuropathology. AOP1: CSB-deficiency as MIE causes imbalanced 

activity of HDACs. This imbalanced activity leads to reduced alpha-tubulin acetylation, 

as well as the accumulation of autophagosome and lysosome markers, thereby impairing 

cellular autophagy. Impaired autophagy causes inefficient focal adhesion turnover, 

leading to excessive actin stress fibers and increased expression of focal adhesion 

genes. The resulting inhibition of cell migration may contribute to the microcephaly 

phenotype seen in CSB patients. AOP2: CSB-deficiency as MIE causes imbalanced activity 

of HDACs. This imbalance leads, through unknown molecular effects, to inhibited 

oligodendrocyte maturation. We presume altered myelin production and myelin 

turnover as a result, contributing to the demyelination phenotype seen in patients. 

AOP3: CSB-deficiency as MIE has an HDAC-independent, but unknown molecular effect 

during neural network formation. Subsequently GABA accumulates and KCC2 

upregulation is inhibited. This leads to a delayed GABA switch and increased neural 

network activity, which may play a role in the intellectual disability seen in CSB patients. 

The AOP network with all KEs is a suggestion of the data obtain during this thesis. 

Abbreviations: MIE, molecular initiating event; KE, key event; AO, adverse outcome. 
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Abbreviations 

 

2D  Two-dimensional  

3D  Three-dimensional  

3Rs Reduce, replace, refine 

ACC Corpus callosum 

ACTB  Beta actin  

ADA Oxidized alginate 

ADHD Attention deficite hyperactivity disorder 

ALG Alginate 

AO  Adverse outcome  

AOP  Adverse outcome pathway  

BBB  Blood Brain Barrier  

CNS  Central nervous system  

COFS Cerebro-Oculo-Facio-Skeletal 

CRISPR Clustered regularly interspaced short palindromic repeats 

CSB Cockayne syndrome B 

DIV  Days in vitro  

DNA  Deoxyribonucleic acid  

DNT  Developmental neurotoxicity  

DSB Double-strand break 

EB Embryoid Body 

ECM  Extracellular matrix  

ERCC6 Excision-repair cross complementing group 6 

GW Gastational week 

GFAP  Glial fibrillary acidic protein  

GG Gellan Gum 

gRNA Guide RNA 

hESC Human embryonic stem cells 
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hiPSC  Human induced pluripotent stem cell  

hiNPC Human induced neural progenitor cell 

hNPC  Human neural progenitor cell  

HTS High-throughput screening 

KCC2 K-Cl cotransporter isoform 2 

KdV Koolen-de Vries 

KE  Key event  

LAM Laminin 

MAP2 Microtubule-associated protein 2 

MEA  Multielectrode array 

MIE  Molecular initiating event  

MoA  Mode-of-action  

MPPH Megalencephaly-polymicrogyria-polydactyly-hydrocephalus 

mRNA  Messenger ribonucleic acid  

NAMs  New approach methodologies  

NDN Necdin 

NTC Neural tube closure 

NKCC1 Na-K-2Cl cotransporter isoform 1 

NNF Neural network formation 

NPC  Neural progenitor cell  

NTC Neural tube closure 

O4  Oligodendrocyte marker O4  

OPC Oligodendrocyte precursors 

PVL Perivascular leukomalacia 

RG Radial glia 

RNA  Ribonucleic acid  

ROS  Reactive oxygen species  

shRNA Short hairpin RNAs 

SNPs Single nucleotide polymorphisms 

TC-NER Transcription-coupled nucleotide excision repair 
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UVSS UV-sensitivity syndrome 

WIV Weeks in vitro 

XP Xeroderma pigmentosum 
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