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Abstract

Photosynthesis is a pivotal process for many life forms on Earth, making light energy
chemically available and fixing carbon dioxide into biomass. It is, hence, not surprising that
many scientific investigations have been dedicated to unraveling the molecular mechanisms
of photosynthesis with the aim of biotechnological exploitation or crop enhancement. To
dissect these mechanisms, scientists use various experimental and computational methods.
However, despite technological improvements and theoretical advancements, science is still
far from fully comprehending all parts of photosynthesis. This lack of comprehension is
partially due to the multiple time scales on which photosynthesis unfolds, rendering exam-
ining it challenging. In this thesis, I use the power of kinetic modeling to construct several
frameworks and conduct in silico analyses to address questions focused on metabolic control,
fluorescence signals, and photoprotection spanning a spectrum of temporal dimensions.

I start my analysis by looking at steady-state phenomena. Employing a model repre-
sentation that conceptualizes photosynthesis as a supply-demand system, I identify shifts
of metabolic control on carbon fixation depending on external conditions. Following this, I
introduce a mathematical model of photoinhibition, a long-term (minutes to hours) photo-
synthetic process. With the developed computational framework, I derive hypotheses elu-
cidating the mechanistic underpinnings of fluorescence changes observed during high light
exposure of plants and their connection to photodamage and protection. Subsequently, my
focus narrows to shorter temporal scales (microseconds to minutes) governing photosyn-
thesis. By employing moderately rapid (seconds to minutes) non-photochemical quenching
phenomena as a case study, I analyze how varying technical parameters in PAM experiments
affect in silico replication. Finally, I will look at the rapid (microseconds to seconds) processes
in photosystem II (PSII) to probe the connection between fluorescence and PSII state changes
during measurements using a fast repetition rate technique.

All models of photosynthesis have undergone testing against experimental data. Each
model can reproduce characteristic fluorescence traces observed during experimental mea-
surements. Consequently, these models could serve as a critical part of larger modeling
projects, representing photosynthesis. The appropriate model choice depends on the tem-
poral scale for observing photosynthetic phenomena. I envisage that the presented use of
previously published (steady-state and NPQ analysis) and new mathematical models (pho-
toinhibition and fast repetition rate technique) will contribute to a deeper understanding
of photosynthesis on many of its temporal scales and thus open new paths to sustainable

agriculture and biotechnological exploitation of photosynthetic organisms.



Zusammenfassung

Die Photosynthese ist ein zentraler Prozess fiir viele Lebensformen auf der Erde, der Licht-
energie chemisch verfiigbar macht und Kohlendioxid in Biomasse bindet. Es ist daher
nicht verwunderlich, dass viele wissenschaftliche Untersuchungen der Entschliisselung der
molekularen Mechanismen der Photosynthese gewidmet sind, mit dem Ziel der biotech-
nologischen Nutzung oder der Verbesserung von Pflanzen. Um diese Mechanismen zu
entschliisseln, setzen Wissenschaftler verschiedene experimentelle und rechnerische Meth-
oden ein. Trotz technologischer Verbesserungen und theoretischer Fortschritte ist die Wis-
senschaft jedoch noch weit davon entfernt, alle Teile der Photosynthese vollstandig zu ver-
stehen. Dies liegt zum Teil daran, dass die Photosynthese auf mehreren Zeitskalen ablduft,
was ihre Untersuchung zu einer Herausforderung macht. In dieser Arbeit nutze ich die
Moglichkeiten der kinetischen Modellierung, um verschiedene Rahmenwerke zu konstru-
ieren und In-silico-Analysen durchzufiihren, um Fragen zur Stoffwechselkontrolle, zu Flu-
oreszenzsignalen und zur Photoprotektion zu beantworten, die ein Spektrum zeitlicher Di-
mensionen abdecken.

Ich beginne meine Analyse mit der Betrachtung von stationdren Phanomenen. Anhand
einer Modelldarstellung, die die Photosynthese als ein System von Angebot und Nach-
frage konzipiert, ermittle ich Verschiebungen der metabolischen Kontrolle der Kohlenstoff-
fixierung in Abhdngigkeit von dufleren Bedingungen. Anschlieffend fiihre ich ein mathe-
matisches Modell der Photoinhibition ein, einem langfristigen (Minuten bis Stunden) pho-
tosynthetischen Prozess. Auf der Grundlage des entwickelten mathematischen Rahmens
leite ich Hypothesen ab, die die mechanistischen Grundlagen der Fluoreszenzveranderun-
gen, die bei starker Lichtexposition von Pflanzen beobachtet werden, und ihre Verbindung
zu Lichtschdaden und -schutz aufkldren. Anschlieffend konzentriere ich mich auf kiirzere
Zeitskalen (Mikrosekunden bis Minuten), die die Photosynthese bestimmen. Indem ich
miflig schnelle (Sekunden bis Minuten) nicht-photochemische Léschphdnomene als Fall-
studie verwende, analysiere ich, wie sich unterschiedliche technische Parameter in PAM-
Experimenten auf die in silico Replikation auswirken. Schlieilich werde ich mich mit den
schnellen (Mikrosekunden bis Sekunden) Prozessen im Photosystem II (PSII) befassen, um
den Zusammenhang zwischen Fluoreszenz und PSII-Zustandsinderungen wahrend der
Messungen mit einer Technik mit hoher Wiederholrate zu untersuchen.

Alle Photosynthesemodelle wurden anhand experimenteller Daten getestet. Jedes Mod-
ell kann charakteristische Fluoreszenzspuren reproduzieren, die bei experimentellen Mes-

sungen beobachtet wurden. Folglich konnten diese Modelle als entscheidender Teil grofSerer
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Modellierungsprojekte dienen, die die Photosynthese darstellen. Die Wahl des geeigneten
Modells hingt von der zeitlichen Skala fiir die Beobachtung photosynthetischer Phanomene
ab. Ich gehe davon aus, dass die vorgestellte Verwendung bereits veroffentlichter (Steady-
State- und NPQ-Analyse) und neuer mathematischer Modelle (Photoinhibition und Fast-
Repetition-Rate-Technik) zu einem tieferen Verstandnis der Photosynthese auf vielen ihrer
zeitlichen Skalen beitragen und somit neue Wege fiir eine nachhaltige Landwirtschaft und

biotechnologische Nutzung photosynthetischer Organismen ertffnen wird.
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Preface

Almost all life forms living on Earth depend on the sun’s energy. How-
ever, the sun’s energy that reaches us through radiation is not per se helpful
in sustaining life. It must be transformed into usable forms that can drive
biochemical processes. Most organisms are not able to do this. They de-
pend on photosynthesis-conducting life forms, such as plants, algae, and
some bacteria, that use specialized protein-pigment complexes embedded
in membranes to capture the radiation energy, which is eventually stored
in biochemically accessible energy equivalents. Photosynthetic organisms
use the captured energy to fix carbon dioxide into biochemical compounds.
These compounds are the building blocks on which new biomass forms. The
carbon fixation process happens at most places where life exists on Earth.
Whether in deserts, rain forests, or milder climatic zones, photoautotrophic
organisms with specialized carbon fixation mechanisms evolved.

Considering light energy capturing (energy supply) and carbon seques-
tration (energy demand) as both parts of photosynthesis, photosynthesis can
be regarded as a so-called supply-demand system. However, to function ef-
ficiently, a supply-demand system must be tightly coordinated. Efficient co-
ordination is challenging for photosynthetic organisms because they are con-
stantly exposed to variations in abiotic factors, such as light intensity. Even
worse, an imbalance in abiotic factor exposure can lead to stress that even-
tually damages the molecular machinery of photosynthesis. Thus, processes
evolved, facilitating the acclimation to external factors. Because photosyn-
thesis is the basis of new biomass and, hence, the groundstone for agricul-
ture, biotechnological applications, and many pharmaceutical products, it is
unsurprising that human society had an early interest in understanding how
photosynthetic organisms function. Much work was conducted to under-
stand photosynthesis and research in this area has a long history. However,
photosynthesis is challenging to investigate because it combines various bio-
physical and biochemical phenomena on multiple temporal scales, making a
complete understanding difficult.

This thesis uses kinetic modeling to understand photosynthetic processes
on multiple temporal scales. All these processes are connected to acclima-
tory phenomena that help photosynthetic organisms tackle issues they face
in continuously changing light environments. In the first part of this thesis,
comprising chapters 1, 2, and 3, I will introduce the molecular background
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of photosynthesis, fluorescence spectroscopic measurement techniques, and
kinetic modeling as my chosen method. The second part presents the sci-
entific work. Here, various models were built and used to investigate the
connection between light changes and photosynthetic performance. I inves-
tigated the effects of prolonged exposure to high light, inducing photoin-
hibition, the rapid light changes in the LIFT technique, the moderate light
changes in a quencher induction-relaxation analysis using PAM, and long-
term/steady-state light exposure on photosynthesis (chapters 4, 5, 6, and
7). This work would not be possible without much collaborative effort that
helped me along the way, providing me with computational and experimen-
tal resources. The thesis ends with a discussion of the findings obtained in

the preceding chapters






Chapter 1

Photosynthesis: basis of life on

different temporal scales

Photosynthesis is one of the most critical processes on Earth. By utilizing
light energy from the sun in the form of radiation, photosynthesis leads to
the formation of ATP and NADPH. These products of the so-called photosyn-
thetic electron transport chain (PETC) are used to fuel, among others, reac-
tions of the Carbon-Benson-Bassham cycle (CBB cycle), which is responsible
for carbon sequestration. Classically, photosynthesis is divided into the light
reaction, which supplies energy, and the dark reaction, which fixes carbon
dioxide (CO,). However, it is well known today that dark and light reactions
are interdependent and both are regulated and driven by light-dependent ac-
tivities. Therefore, it was proposed by some authors to treat photosynthesis
as an energy storage process that consists of four phases. "(1) light absorp-
tion and energy delivery by antenna systems, (2) primary electron transfer
in reaction centers, (3) energy stabilization by secondary processes, (4) and
synthesis and export of stable products" (Blankenship, 2021). To achieve an
efficient energy storage process, all parts of photosynthesis must be regu-
lated. Hence, not surprisingly, complex regulatory mechanisms and protein
complexes finely tuned to their function evolved. This chapter provides a
basic overview of the history, molecular complexes, and processes connected
to photosynthesis. It ends with a discussion of the different temporal scales

of photosynthesis and the open questions tackled in this thesis.

1.1 History of photosynthesis

The history of photosynthesis research started several centuries ago and de-
serves a small recapitulation. In the following, I will use the timeline pre-
sented in the book "Molecular Mechanisms of Photosynthesis" by Robert E.
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Blankenship as a foundation (Blankenship, 2021) of following section. Be-
cause photosynthesis is such a rich topic in which many excellent scientists
have worked, it is clear that a short presentation of the history of photosyn-
thesis research must be limited to a few key findings. The dismission of some
findings is not meant to say that they are less critical for advancing our un-
derstanding of photosynthesis but simply due to the necessity to keep this
section short. Other excellent reviews can be consulted for a detailed intro-
duction to the history of photosynthesis, such as, e.g., Govindjee, Shevela,
and Bjorn, 2017 or Stirbet et al., 2019.

1.1.1 Early developments

Today, the scientific community knows a lot about photosynthesis and con-
nected processes. However, enormous hard work by many excellent sci-
entists was needed to reach the current state of detailed knowledge with
which we can understand and manipulate plants for food security, agricul-
ture, and horticulture. Although already Aristotle (384-322 BC) and espe-
cially his pupil Theophrastus (371-287 BC) wrote about the nature of plants
in their writings, the history of modern photosynthesis research only began
in the 17" century with the work by the Flemish physician Jan Baptista van
Helmont (1577-1644). Van Helmont discovered that a willow tree, he had
observed over five years, gained around 76 kg while the soil in which the
plant lived weighed the same after the experiment. Because only water was
added to the willow tree, van Helmont concluded that the tree biomass came
from water. Even so, his conclusion was only partially correct from a modern
standpoint, van Helmont was the first to investigate plant growth systemat-
ically.

The period between 1771 and 1804 led to the first unbalanced chemical

equation of photosynthesis:

carbon dioxide + water + light — organic matter + oxygen

This equation could be derived from the work of scientists who focused
on the importance of oxygen, water, light, and carbon dioxide. The Swedish
chemist Carl Scheele (1742-1786) was the first to isolate oxygen, but Joseph
Priestly (1733-1804), an English minister, found the connection between
plants and oxygen with his famous candle mouse experiment. The Dutch
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physician Jan Ingenhousz (1730-1799) and his rival Jean Senebier (1742-
1809), a Swiss minister, discovered the importance of light and carbon diox-
ide. The importance of the last part in the unbalanced photosynthetic equa-
tion, water, was discovered by Nicolas de Saussure (1767-1845). Balancing
the chemical equation was only possible when modern chemistry became
widespread in the scientific community. Jean Baptiste Boussingault (1802-
1887) was the first to determine a photosynthetic quotient of 1 and to con-
clude that the organic matter involved in photosynthetic processes is likely
carbohydrates. Following this, the German plant physiologist Julius van
Sachs (1832-1897) showed that starch, a carbohydrate, accumulates only in
illuminated leaves with the help of photography. Using these results, even-

tually, a minimally balanced equation could be proposed,

COz + HZO — (CHZO) + Oz.

1.1.2 Building a mechanistic understanding

Establishing the chemical equation of photosynthesis was the impetus for
further discoveries that were only reachable when the knowledge and techni-
cal skills of the plant physiology and biochemistry community became more
advanced. An important next step was the idea that photosynthesis is a re-
dox process driven by light. This central idea of photosynthesis, which led
to predictions such as that oxygen comes from H,O and not from CO,, was
introduced by the Dutch microbiologist Cornelis van Niel (1887-1985, Van
Niel, 1941). This was accompanied by the research of Robert Hill (1899-
1991), who attempted to separate photosynthesis’s reduction and oxidation
reaction. Hill’s experiment aimed to see whether an isolated chloroplast can
conduct photosynthesis (Hill, 1939). However, in doing so, he also intro-
duced the Hill reaction, the reduction of artificial electron acceptors, and O,
production in photosynthesis research. The following milestones were the
Emerson and Arnold experiments. William Arnold (1904-2001) and Robert
Emerson (1903-1959) used very short light flashes, something that new tech-
nical advances made possible, and manometry to investigate photosynthe-
sis. They could convincingly show that photosynthesis is divided into two
parts: the light and dark stage. While the light or photochemical reactions
are rapid, the dark reactions are enzyme-catalyzed and, thus, much slower.
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In further experiments, Emerson and Arnold also discovered the light in-
tensity dependence for the photochemical stage of photosynthesis and esti-
mated that only one O; is produced for every 2500 chlorophyll molecules
(Emerson and Arnold, 1932a; Emerson and Arnold, 1932b). This finding
was difficult to interpret during the time in which Emerson and Arnold con-
ducted their experiments. However, it was essential for the later introduction
of the so-called photosynthetic unit by Gaffron and Wohl, 1936.

From the 1940s until the 1960s, many aspects of photosynthesis research
concentrated on establishing the minimum quantum requirement: the num-
ber of photons necessary for photochemistry. While the German biochemist
Otto Warburg (1883-1970) was convinced that only three to four photons
are necessary per O, his former student Emerson, and many others, ob-
tained values of 8-10 photons (Nickelsen and Govindjee, 2011). By trying
to decide between the two proposed quantum requirements, Emerson and
his students discovered the red drop, a decrease in quantum yield (recip-
rocal of quantum requirement), when light above a specific wavelength in
the far-red part of the spectrum is used. However, when this inefficient
long-wavelength light is used with short-wavelength light, the photosyn-
thetic rate (O-production) is much greater than usually observed (Emerson,
Chalmers, and Cederstrand, 1957). The Dutch biophysicist Louis Duysen
(1921-2015) gave a first clue for interpreting this so-called enhancement ef-
fect (Duysens, Amesz, and Kamp, 1961). He could show that far-red light
causes cytochrome f to be oxidized while short-wavelength light reduces it.

1.1.3 The Z-scheme and the Calvin-Benson-Bassham cycle

Finally, when Robert Hill and Fay Bendall published the idea of two tandem
photochemical systems in photosynthesis that was based on the redox poten-
tials of cytochromes, HyO and NADP™ in the chloroplast, the start for the in-
troduction of the modern Z (zigzag) scheme began (Hill and Bendall, 1960).
Suddenly, many of the observed phenomena made sense; the observation by
Duysen of the effects on photosynthesis by short- and long-wavelength light,
the red drop and enhancement effect, could be explained by a different light
preference for each photosystem, today known as photosystem II and pho-
tosystem I. The concept of two photosystems with different light preferences
and electron carriers between them has been tested multiple times in the last

60 years and was repeatedly confirmed.
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Parallel to the discoveries in the electron transport of the photochemical
electron transport chain (PETC), many scientists worked on understanding
the functioning of ATP synthesis after Daniel Arnon (1910-1994) showed that
chloroplast could produce ATP in light by photophosphorylation (Arnon,
Allen, and Whatley, 1954). The understanding of ATP synthesis culminated
in the proposal of the chemiosmotic theory by Peter Mitchell (1920-1992,
Mitchell, 1979). Our understanding of the so-called dark reaction of photo-
synthesis is based on the work by Melvin Calvin (1911-1997), Andrew Ben-
son (1917-2015), and James Bassham (1922-2012). Using the technique of car-
bon isotope labeling (1*CO,), feeding a labeled probe to algae, and following
the formation of products, they could elucidate much of what is known to-
day as the Calvin-Benson-Bassham cycle (CBB cycle, Bassham, Benson, and
Calvin, 1950; Bassham et al., 1954).

This short history of photosynthesis is incomplete, and many exciting
and essential discoveries were either left out or drastically shortened. For
example, I did not mention the critical contributions to interpreting fluores-
cence changes, energy transfer phenomena, or observed non-photochemical
quenching (NPQ) processes. Because some of these findings are critical for
the work here, they are postponed to the introduction of the following chap-
ters. The rest of the chapter is devoted to introducing the molecular building
blocks of photosynthesis.

1.2 Molecular apparatus of the photosynthetic
electron transport chain (PETC) in oxygenic or-

ganims

The molecular machinery of photosynthesis is a complex topic with many
details. Profound knowledge collected over the last century describes all
involved protein complexes’” structure, localization, and mechanisms in the
PETC and the CBB cycle. The classical representation of the PETC is a
chain of protein-complexes inclusive pigments located in the chloroplast thy-
lakoid membrane. Light energy is collected via antennae made from protein-
pigment complexes and transferred to the reaction centers by radiation-less
physical processes. Speaking in simple terms, due to the light energy, elec-

trons from HyO become available and are transferred through photosystem
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FIGURE 1.1: Two pigments important for photosynthesis: chlorophylls and
carotenoids. The molecular structure of chlorophyll a and the carotenoids in-
volved in the xanthophyll cycle are shown.

I, cytochrome bgf, and photosystem I to ferredoxin via the electron carri-
ers plastoquinone, and plastocyanin. The electron on ferredoxin is eventu-
ally passed on NADP™" by the activity of the Ferredoxin:-NADP™ reductase
to form NADPH (two electrons are needed). While the electrons are trans-
ferred in the PETC, protons, H", are transported from the stroma to the lu-
men, creating a pH gradient essential for ATP synthesis. ATP and NADPH
then drive the carbon fixation mediated by the CBB cycle. This simplified
view of the PETC as a linear chain helps to interpret experimental results or
perform computer simulations. However, more and more evidence also sug-
gests that the localization in the thylakoid membrane might play a critical
role. The thylakoid membrane forms stacks, called grana lamellae, and non-
stacked regions, called stroma lamella, in which the parts of the PETC are
non-uniformly distributed (Anderson, 2002; Nevo et al., 2012; Kara, 2013).

1.2.1 Pigments

Photosynthesis would not be possible without the different pigment
molecules connecting to the protein complexes in the PETC. Pigment
molecules are an essential part of the antennae surrounding the photosys-
tems and are necessary for multiple photoprotective mechanisms. In organ-
isms like plants or cyanobacteria, we can distinguish two major groups of
pigments involved in photosynthesis: chlorophylls and carotenoids.
Chlorophylls, that are denoted with the letter a to {, are planar five-ring
structures derived from pyrroles, containing an Mg atom coordinated to four

nitrogen atoms in the center (Riidiger and Grimm, 2006; Hortensteiner, 2013;
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Taiz et al., 2015). Especially chlorophyll a2 and chlorophyll b are essential for
photoautotrophic photosynthesis in plants, algae and some bacteria, that is
the topic in this work. Chlorophyll b is structurally similar to chlorophyll a
despite having a formyl group at the C-7 position instead of a methyl group.
This difference has spectroscopic consequences, shifting chlorophyll b’s max-
imum absorption. Chlorophyll b is not located in the photosystems but is an
essential part of the antenna/light-harvesting complexes as it contributes to
the spectrum of light that can be absorbed to drive the PETC (Taiz et al., 2015;
Blankenship, 2021).

The isoprene-derived carotenoids are prolonged molecules with a delo-
calized r-electron system, often with ring structures on both ends (Britton,
1995). Most carotenoids are orange-red, with a 400-500 nm absorption band.
They function as auxiliary pigments that absorb and transfer light energy
to chlorophylls. Additionally, some carotenoids are essential for photopro-
tective mechanisms, e.g., non-photochemical quenching or the quenching of
triplet-excited chlorophylls. Especially zeaxanthin and violaxanthin, as part
of the xanthophyll cycle, are involved in the dissipation of light energy as
heat (Demmig-Adams and Adams III, 1996).

One of the pigments” most essential roles in photosynthesis is the forma-
tion of antennae around the reaction centers. Antennae effectively increase
the efficiency of light energy collection. Using energy transfer, according to
the Foster theory, (Forster, 1965), antenna complexes guide energy as exciton
to the reaction centers, eventually triggering photochemistry. Modulation of
the antennae and changes in their size around the photosystems, called state
transition, is a photoprotective mechanism (Rochaix, 2011; Minagawa, 2011;
Ebenhoh et al., 2014).

1.2.2 Photosystem II, Cytochrome b6f, Photosystem I

After the antennae collect the light energy, it is transferred to the reaction cen-
ters/ photosystems as an exciton. In the PETC of plants, two photosystems
are involved, photosystems II and I (Fig. 1.2). Photosystem II forms dimeric
supercomplexes (two photosystems) and consists of multiple proteins and
pigments. Around 40 subunits, more or less depending on the species, with
different functions are involved in forming photosystem II. Here, the D1 and
D2 proteins are the core of photosystem II. The D1 protein is often damaged
and must be repeatedly replaced. The general overall chemical reaction me-
diated by photosystem II can be formalized as follows:
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FIGURE 1.2: Simplified scheme of the photosynthetic electron transport chain

2H,0 +2PQ +4H* — Oy + 4H* + 2PQHy,

here PQ and PQH, stand for oxidized and reduced plastoquinone, the
first electron carrier that brings electron from photosystem II to cytochrome
bef. Reduced plastoquinone is also called plastoquinol. Photosystem II is
unique in biology because it can oxidize water to molecular oxygen via its
oxygen-evolving complex (OEC).

Through the hydrophobic part of the thylakoid membrane, the plasto-
quinones transport electrons that originate from H;O to the cytochrome bgf
complex, which is vital for both the linear and cyclic electron flow in the
PETC. The cytochrome bef complex consists of multiple subunits, including
Rieske Fe-S proteins and pigments, and donates electrons to the copper pro-
tein plastocyanin (PC). Plasocyanin is located in the lumen of chloroplasts
and transfers electrons to photosystem I, reducing the special pigment pair
P700" that lost its electron due to excitation by light energy. The electron
from P700 is channeled through three iron-sulfur-clusters and transferred to
ferredoxin (Fd), which, together with the protein ferredoxin-NADP reduc-
tase (FNR), leads to the reduction of NADP* to NADPH. The overall reaction
for this process is

2Fdyeq + NADP* + H* —— 2Fdox + NADPH.

Besides its function as an electron carrier, Fd is involved in the redox reg-
ulation of the PETC and CBB cycle enzymes via the thioredoxin system or

other metabolic processes.
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1.2.3 ATP synthesis

Driven by the electron transport through the PETC, protons (H") are chan-
neled from the stroma to the lumen, creating a proton gradient. According to
the chemiosmotic theory introduced by Peter Mitchell, this proton gradient
is an essential part of the proton motive force (Ap), the total energy available
for ATP synthesis. Ap consists of a chemical part (proton chemical potential)
and a transmembrane electrical potential (Nicholls, 2013). The proton motive

force can be written as,

Ap = AD — 59ApH. (1.1)
or
Ap = —%Apl{ + AD. (1.2)

A® is the transmembrane electrical potential and ApH the pH difference
across the thylakoid membrane. R is the ideal gas constant, F is the Farraday
constant, and T is the temperature in Kelvin.

The protein that performs the ATP synthesis driven by the proton motive
force is the ATP synthase. This multisubunit enzyme complex spans the thy-
lakoid membrane and consists of two parts, CF; and CF, (Junge and Nelson,
2015; Kiihlbrandt, 2019). CF; and CF, are often compared to a rotor-stator
pair. The binding change mechanism proposed by Paul Boyer (Boyer, 2000)
describes the formation of ATP. ADP binds at a particular site of the ATP
synthase that can switch between multiple conformations necessary for the
mechanisms of ATP synthesis. The conformational change is triggered by
pumping protons through the ATP synthase. There are three binding sites
for ATP, but the number of proton-binding sites (c subunits) is uncertain and
currently estimated to be 14, leading to a H" / ATP ratio of 4.67.

1.3 Calvin-Benson-Bassham (CBB) cycle

While the processes in the PETC lead to the formation of ATP and NADPH,
two substances essential for metabolism, the CBB cycle fixes carbon dioxide
(COy) and thus provides the basis for biomass. Although general principles
are the same for most photosynthetic organisms, particularly plants, multiple
versions of the same topic evolved. Here, I will focus on the carbon fixation

processes found in Cz-plants and refer to other sources for an introduction
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to C4- and Crassulacean acid metabolism (CAM)-photosynthesis (Osmond,
1978; Cushman, 2001; Sage, 2004). For the C4- and CAM-photosynthesis,
the carbon dioxide fixation and formation of the first organic compounds are
either spatially or temporally separated.

Many textbooks divide the Calvin-Benson-Bassham cycle into carboxy-
lation, reduction, and regeneration phases (Taiz et al., 2015; Blankenship,
2021). In the carboxylation phase, ribulose-1,5-bisphosphate (RuBP) is
carboxylated, forming two molecules of 3-phosphoglycerate. Ribulose-
1,5-bisphosphate carboxylase/oxygenase, short RuBisCO, one of the most
prominent enzymes in the biology of plants, performs this reaction. Cur-
rent estimates indicate that over 99% of global carbon dioxide is fixed by
RuBisCO (Raven, 2009). It is not surprising, therefore, that in the past, many
scientific efforts focused on understanding this particular enzyme’s activa-
tion, regulation, and control (Andersson, 2008; Parry et al.,, 2008). Even
today, synthetic biology approaches are developed to improve the carbon
fixation activity of RuBisCO with the aim of higher crop productivity (Erb
and Zarzycki, 2016) and lowering a dangerous site reaction, the oxygena-
tion of ribulose-1,5-bisphosphate. The oxygenation of RuBP results in the
formation of one 3-phosphoglycerate and one 2-phosphoglycolate molecule.
Especially 2-phosphoglycolate is a potent inhibitor of many CBB cycle en-
zymes and must be removed quickly to ensure an efficient carbon fixation
(Kelly and Latzko, 1976; Fliigel et al., 2017). To recycle 2-phosphoglycolate,
2-phosphoglycolate is channeled into a metabolic pathway called photores-
piration, which involves reactions in the chloroplast, peroxisome, and mito-
chondrion. During photorespiration, fixed CO, is lost. Photorespiration is
essential for C3-photosynthesis, but under the current atmosphere, estimates
indicate that up to 30-40% of the total energy in C3-plants is consumed as a
result of the photorespiratory pathway, with an additional loss of one-fourth
of the net CO2 fixation rate (Sharkey, 1988; Walker et al., 2016).

In the reduction phase, enzymatic reactions utilize the ATP and NADPH
from the PETC to form triose-phosphate by reducing 3-phosphoglycerate.
Triose-phosphates like glyceraldehyde-3-phosphate and dihydroxyacetone
phosphate are essential for the next steps in the CBB cycle but can also be
exported to be used in other metabolic processes. The final phase of the
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CBB cycle is the regeneration of RuBP. Around ten enzymatic steps are in-
volved, including aldolase, transketolase, and phosphatase-mediated reac-
tions. Computational analyses found that a critical controlling factor for car-
bon fixation is the regeneration phase reaction mediated by Seduheptolose-
1,7-bisphosphatase (SPBase, Poolman, Fell, and Thomas, 2000).

If the triose phosphates are neither exported nor used in starch synthesis,
the CBB cycle is autocatalytic. For this case, the overall reaction of the CBB

cycle can be summarized as follows:

5COs + 9H,O + 16 ATP*~ + I0ONADPH — RuBP*~ + 14P%~ + 6H" +
16 ADP3~ + 10NADP".

However, when triose-phosphates are used in other processes, we can write

the following overall equation (compare Blankenship, 2021):

3CO, + 5H,0 + 9 ATP*~ + 6 NADPH —— DHAP?™ + 8P~ +3H" +
9 ADP3~ + 6 NADP".

1.4 Non-photochemical quenching (NPQ) and

photoprotection

When light energy falls on an active photosynthetic membrane, different
pathways are available for how to process it (Fig. 1.3). In an ideal situation,
all light energy is efficiently used in photochemistry, driving the formation
of ATP and NADPH. However, this ideal scenario is most of the time not
realistic.

Some light energy is re-emitted as fluorescence. Plant physiologists use
fluorescence as an indicator of photosynthetic activity with a multitude of
different spectroscopic methods (Kalaji et al., 2014; Kalaji et al., 2017). Other
parts of the light energy are dissipated as heat and thus unavailable for pho-
tosynthesis (Muller, Li, and Niyogi, 2001). This dissipation of light energy as
heat plays a critical role in photoprotection. If the energy supply by sun radi-
ation exceeds the photosynthetic organism’s demand, triplet excited chloro-
phyll can be created, forming reactive oxygen species (ROS, Khorobrykh et
al., 2020). ROS damage the molecular machinery of the PETC and results in
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TABLE 1.1: Reactions in the Calvin Benson Bassham cycle. Abrreviations:
RuBisCO — ribulose 1,5-bisphosphate oxgenase/carboxylase; 3-PGA — 3-
phosphoglycerate; 1,3-BPGA — 1,3-bisphosphoglycerate; GAP — glyceralde-
hyde 3-phosphate; DHAP — dihydroxyacetone phosphate; F16BP — fructose
1,6-bisphosphate; F6P — Fructose 6-phosphate; E4P— erythrose 4-phosphate;
X5P — xylulose 5-phosphate; S17BP — sedoheptulose 1,7-bisphosphate; S7P
— sedoheptulose 7-phosphate; R5P — ribose 5-phosphate; Ru5P — ribulose 5-
phosphate; RuBP — ribulose 1,5-bisphosphate.

Enzyme I Reaction
Carboxylation

1. RuBisCO I RuBP + CO, + H,O — 23-PGA

Reduction

2. 3-Phosphoglycerate kinase 3-PGA + ATP — 1,3-BPGA + ADP

3. NADP-GAPD 1,3-BPGA + NADPH + H" — GAP + NADP" +P;
Regeneration

4. Triose phosphate isomerase GAP — DHAP

5. Aldolase GAP + DHAP — F1,BP

6. FBPase F16BP + HyO — F¢P + P;

7. Transketolase FgP + GAP — E4P + X5P

8. Aldolase E4P + DHAP —— S17BP

9. SBPase S17BP + HO —— S;P + P;

10. Transketolase S7BP + GAP — Rg5P + X5P

11. Ribulose 5-phosphate epimerase XsP — RusP

12. Ribulose 5-phosphate isomerase RsP — RusP

13. Ru5P kinase RusP + ATP — RuBP + ADP + H*

lower photosynthetic efficiency. Several protective mechanisms evolved that
often dissipate excess light energy as heat to prevent this damage inflicted by
ROS.

1.4.1 qE, qT, ql

The quenching of fluorescence due to processes other than photochemistry is
collectively termed non-photochemical quenching. When first investigated,
scientists classified the observed quenching of fluorescence traces into three
modes, depending on their relaxation kinetic in the dark: qE, qT, and qI (Hor-
ton and Hague, 1988). Most of the molecular mechanisms behind these dif-
ferent modes of non-photochemical quenching are understood today. The
high-energy quenching, qE, functions on a scale of seconds to minutes. The
acidification of the lumen due to the action of the PETC triggers the protona-
tion of PsbS and activates the xanthophyll cycle. The combined action of the
protonated PsbS and the xanthophyll cycle leads to conformational changes
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FIGURE 1.3: Ways in which light energy can be processed in photosynthesis.
Light energy can be either used to drive photochemistry, is remitted as fluores-
cence or heat, and can lead to the formation of toxic reactive oxygen species
(ROS) when triplet excited chlorophylls are formed from singlet excited chloro-
phylls. Photosynthetic electron transport chain (PETC) and Non-photochemical
quenching (NPQ).

in photosystem II, increasing the dissipation of light energy as heat (Pfundel
and Dilley, 1993; Gilmore, 1997; Muller, Li, and Niyogi, 2001). qT or "state
transition", which operates over minutes, is the fluorescence quenching in-
duced by redistributing the antenna complexes around photosystem II and
photosystem I (Rochaix, 2011). The changes in the antenna sizes around the
two photosystems regulate the relative light-absorbing cross-section. gl is
the quenching of fluorescence associated with photodamage in photosystem
IT by excess light energy. Several hours are needed to repair damage in the
molecular components of the PETC. This long repair time decreases photo-
synthetic efficiency (Aro, Kettunen, and Tyystjarvi, 1992).

1.4.2 Photoinhibition and the D1 protein repair cycle

As mentioned above, ROS species damage the molecular machinery of the
photosynthetic electron transport chain. Multiple protein complexes are af-
fected that are central to the electron flow. Especially proteins such as the
D1 protein in photosystem II, PetD in the cytochrome bgf, and the zeax-
anthin epoxidase are susceptible to high light stress. The best-understood
connection between the photodamage inflicted by high light and a high
turnover rate (> 0.5d~!, Li, Aro, and Millar, 2018) is associated with the
plastidial genome-encoded D1 protein. Once the D1 protein has been dam-
aged, phosphorylation of the PSII super complex facilitates its disassembly
and migration to the stroma lamellae from its usual location in the chloro-

plast grana (Tikkanen et al., 2008). Several proteases are involved in the
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following cleavage of the damaged D1 protein; the best characterized are
the thylakoid membrane integral metalloprotease FTSH and DEG proteases
(Kato and Sakamoto, 2018). The last step to a fully recovered PSII is trans-
lating nascent D1 protein and integrating it into the PSII complex. Recent
results suggest that light-induced signals activate D1 protein synthesis via
an autoregulatory cycle in which D1 protein damage leads to the mitiga-
tion of a repressive interaction of the D1 protein and translational activators
(Chotewutmontri and Barkan, 2020). Photodamage repair is a highly costly
process with approximately 1300 molecules ATP for replacing one D1 protein
(Murata and Nishiyama, 2018; Raven, 2011). Photoinhibition is associated
with a significant reduction in the maximum yield of photosystem II (Fy /Fr,)
when plants are exposed to high light stress for several hours. Fy/Fy is a
derived parameter that can be calculated by taking the difference between
maximal and minimal fluorescence divided by maximal fluorescence (for a

more detailed definition see chapters 4 and 7).

1.5 Time scales of photosynthesis

I close this chapter by discussing the different time scales in photosynthe-
sis. As seen by the broad spectrum of fields dealing with phenomena on
different time scales, biology is a discipline investigating life from millions
of years to femtoseconds. In this regard, photosynthesis is an interesting
example in which rapid and slow processes work together to ensure an ef-
ticient energy supply for photosynthetic organisms. Photons excite the pig-
ments located in the antenna complexes. The consequent transfer of the so-
formed exciton is usually assumed to be in the range of femto- to picosec-
onds and is thus a very rapid process. The exciton induces a charge sep-
aration in the reaction centers between the specialized pigment pair (P680)
and the first electron acceptor, Pheophytin (Pheo), in PSII. Charge separation
and following stabilization occurs rapidly and competes with fluorescence
emission and non-photochemical quenching. Those processes act on a time
scale of pico- to nanosenconds. After charge separation and stabilization, the
electron is driven through the PETC. The PETC combines multiple pigment-
protein complexes and electron carriers between them. While most likely the
processes in the pigment-protein complexes are very fast (see, for example,
Khorobrykh et al., 2020), the diffusion of the electron carriers in and around

the thylakoid membrane is much slower and thus a potential limiting factor
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in terms of speed. Combined, the PETC spans a time range of several pico-
to several milliseconds. With turnover rates of several milli-seconds to sec-
onds for intermediates, the CBB cycle can be assumed to be much slower (Ar-
rivault et al., 2009). Photoinhibition/damage leads to the damage of many
proteins in the PETC that must be replaced. Some frequently damaged pro-
teins, such as the D1 protein, have a very high turnover rate (Li, Aro, and
Millar, 2018). Compared to the fast processes in the PETC, the synthesis and
folding of proteins is a rather lengthy process of several seconds to minutes
or even hours, leading to the long-lasting effects of photodamage. All the-
ses processes combined, photosynthesis is a formidable example of how life
evolved on different temporal scales. Each temporal scale requires differ-
ently adapted physical or biochemical processes that work together for the
continuous functioning of photosynthesis.

1.6 Aim and Questions

The rate with which science currently progresses is unprecedented in his-
tory. Technological improvements in the last three decades allowed scien-
tists to observe nature on previously inaccessible spatial and temporal scales.
Upcoming new disciplines, like transcriptomics, genomics, proteomics, and
metabolomics, resulted in vast and complex datasets that had to be organized
in databases and for which new analysis techniques must be developed.
Also, photosynthesis research and fluorescence spectroscopic measurements
profited from the increasing technical possibilities, leading to more refined
light sources with a high temporal resolution and big-scale phenotyping pro-
grams (phenomics). Not only did experiments take advantage of the current
technological revolution, but theory also used the new information and com-
putational power to improve its systems and mathematical descriptions of
photosynthetic phenomena. However, science is far from a complete under-
standing of photosynthesis.

The work in this thesis uses kinetic modeling to understand photosyn-
thetic processes on different time scales. Kinetic modeling is an ideal tool
where experiments cannot proceed due to technical limitations. Broadly
speaking, modeling is a way to formalize and order our knowledge about
natural phenomena and derive new hypotheses. These hypotheses can then
be tested experimentally. Especially with the new technical advancement, it
becomes increasingly possible to measure all temporal scales on which pho-
tosynthesis takes place. A systematic understanding of all photosynthetic
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processes and their connection to those different temporal scales is necessary
to develop new strategies to increase the economic output we can achieve
from photosynthetic organisms by biotechnological manipulation. In addi-
tion to experiments, theory can help derive hypotheses about potential tar-
gets worth testing for, e.g., reaching a higher crop yield. Thus, the connec-
tion between experiment and theory will only become tighter in the future of
plant science, necessitating better communication between the experimental
and theoretical photosynthesis research communities.

With the help of kinetic modeling, the work in this thesis tries to con-
tribute to the following open questions on different temporal scales of pho-
tosynthesis:

1.6.1 Long-term time scale: What controls steady-state pho-

tosynthesis?

Photosynthesis is a supply-demand system. The PETC represents the sup-
ply side, making light energy chemically available as ATP and NADPH. The
CBB cycle represents the demand side, fixating carbons into molecular com-
pounds that are the building blocks for biomass. Over the years, multiple
models have been created that either implement the PETC/ CBB cycle in sil-
ico or combine both parts of photosynthesis (e.g., Poolman, Fell, and Thomas,
2000; Morales et al., 2018b; Matuszyriska, Saadat, and Ebenhoh, 2019). By
combining the PETC and CBB cycle, it becomes possible to explore the con-
trolling factors for carbon fixation using metabolic control analysis. Various
theoretical studies suggested different reactions as the central controlling fac-
tor of carbon fixation. Some suggest that the most critical reaction is medi-
ated by RuBisCO, SBPase, or cytochrome bgf. Others name the photosystems
as responsible for the most control. Consequently;, it is still not fully resolved
what determines steady-state carbon fixation or whether it makes sense to
talk of just one controlling factor. I used mathematical modeling to answer
the question of the controlling factors for carbon fixation. To do so, I used
a previously published model (Saadat et al., 2021) of photosynthesis rep-
resented as a supply-demand system and conducted a thorough metabolic
control analysis under varying CO, and light conditions.
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1.6.2 Slow time scale: How does quenching contribute to flu-

orescence signal changes during high light treatment?

Photosynthetic organisms are exposed to varying external abiotic factors,
such as light, humidity, and temperature — especially the fluctuation of light
influences photosynthetic performance. When the supply of light energy ex-
ceeds the demand of an organism, the molecular machinery of the PETC is
damaged, leading to a long-lasting decrease in photosynthesis. The damaged
compounds in the PETC must be replaced. However, this is a slow process.
Hence, to prevent in advance the damage inflicted by high light, organisms
evolved processes to dissipate light energy as heat. Classically, the extent of
photodamage is measured using fluorescence spectroscopic devices, record-
ing parameters such as the maximum yield of photosystem II ( Fy /Fp,), the
minimal (F,), and the maximal fluorescence (F,). These parameters are not
only influenced by the loss of PSII core function but also by quenching phe-
nomena. However, how does quenching influence the observed fluorescence
signal concomitantly with photodamage, and what makes the Fy, or F, sig-
nal decrease or increase? To find an answer to these questions, I developed
and analyzed a mathematical model including the PETC, NPQ, and the D1
protein repair cycle and discussed different fluorescence yield models.

1.6.3 Moderate time scalee How can we overcome the
experiment-theory gap in photosynthesis research?: ex-

ample pulse amplitude modulation experiments

In photosynthesis research, fluorescence spectroscopic techniques have be-
come the standard for evaluating the photosynthetic properties of organisms.
Various techniques and devices were developed, enabling the straightfor-
ward and fast recording of fluorescence signals. One of the most commonly
used techniques is pulse amplitude modulation (PAM), which uses pulsed
measuring light and multiple light sources to measure fluorescence signals
from photosynthetic organisms (for more details, chapter 2). Combined with
saturation light pulses that close the reaction centers and actinic light, PAM is
employed to measure critical parameters such as F, /Fp,, ®ps;; and NPQ. It is
not surprising, therefore, that multiple models and theories (Zaks et al., 2012;
Matuszyriska et al., 2016) were developed that aim to explain the observed
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fluorescence changes during a quenching analysis by considering the induc-
tion of non-photochemical quenching, a moderately fast process in photo-
synthesis.

However, to develop a reasonable theory, theoreticians must rely on
the information about the experimental procedure provided in publications.
While the information in the method sections of many publications is fre-
quently sufficient for experimental replication, in silico replication sometimes
needs more or other information than provided. This is a classic example of
an experiment-theory gap. Here, I tackle the question of which consequences
missing information has on the in silico replication of quenching analyses. I
hypothesize that these consequences also extend to experimental replication
(if the missing information is not part of the standard settings of commonly
used devices).

I want to emphasize that this analysis to answer this question is not
intended to attack established conventions to denote fluorescence spectro-
scopic experiments. Instead, it aims to encourage better communication be-
tween theoretical and experimental communities for improved in silico repli-

cation and understanding of experimental results.

1.6.4 Fast time scale: What contributes to rapid processes in
the PSII during light-induced fluorescence transient ex-

periments?

Fast-repetition rate (FRR)-based fluorescence spectroscopic approaches were
developed to acquire photosynthetic parameters quickly. Initially used for
aquatic organisms, they are nowadays also frequently used in plant research
(see chapter 2). Light-induced fluorescence transients (LIFT) is a FRR-based
approach that has been shown to approximate classical measurements of
photosynthetic parameters in less time (Keller et al., 2019). Thus, LIFT is
an ideal tool for large-scale phenotyping projects. But which processes in
photosystem II and the PETC determine and how does quenching influence
the LIFT fluorescence signal in its induction and relaxation phase? To an-
swer these questions, I used an extended model of photosystem II based on
Lazér et al., 1997 and combined it with a previously published mathematical
representation of non-photochemical quenching (Matuszyriska et al., 2016).
Using an extended model of photosystem II is necessary because the rapid
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processes in photosystem II influence the LIFT fluorescence trace. By sys-
tematically varying the parameters associated with photosystem II, I tried to
identify the most influential processes for the form of the fluorescence signal.



21

Chapter 2
Measuring photosynthesis

Photosynthesis is an essential process for the biosphere. It significantly im-
pacts life’s existence based on light, CO,, and oxygen. Also, economically,
photosynthesis is of utmost importance in determining, among others, the
productivity of crop plants. It is not surprising that humans were, there-
fore, interested in what is critical for a good harvest and started investigating
plants and their connection to light and air. Our current knowledge of pho-
tosynthesis is based on multiple theoretical investigations and experiments
that elucidated each part of its molecular machinery. Especially chlorophyll
a fluorescence and gas-exchange measurements helped understand the basic
mechanisms of photosynthesis. This work is based on modeling and simu-
lation of photosynthesis models but refers at some points to frequently em-
ployed experimental techniques in photosynthesis research. Therefore, this
chapter briefly recapitulates the importance of fluorescence spectroscopic
measurements in photosynthesis, its physical basis, and its applications. The
chapter starts by explaining the physical concepts of fluorescence and men-
tions frequently employed techniques. It closes with a small recapitulation
of the usage of gas exchange for the understanding of photosynthesis.

2.1 Fluorescence of photosynthetic organisms

The photosynthetic electron transport chain in and around chloroplasts’ thy-
lakoid membranes consists of pigment-protein complexes. Multiple differ-
ent chemical species function as pigments. In particular, chlorophylls and
carotenoids are the most important for photosynthesis; compare chapter
1. When absorbing light energy, chlorophyll a functions as a fluorophore,
reemitting a part of the energy in the form of fluorescence. Fluorescence and
phosphorescence are two kinds of the same physical concept, luminescence,
which is the emission of light from a substance (Lakowicz, 2006). However,

the physical details of both kinds of luminescence differ.
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FIGURE 2.1: A Jablonsky diagram depicting the processes involved in fluores-
cence emission.

2.1.1 Physical basis

Fluorescence and phosphorescence are both kinds of luminescence. When a
substance absorbs light energy, it is excited, and electrons are "transferred"
to higher energetic orbitals. Fluorescence happens when one electron is in
the singlet-state orbital after energy absorbance and paired with an electron
with the opposite spin in the ground-state orbital. The return to the ground
state is, thus, quantum mechanically allowed and occurs rapidly driven by
the emission of photons. Fluorescence has, in general, a lifetime of nanosec-
onds (Lakowicz, 2006). In contrast to fluorescence, the emission of photons
from triplet-excited substances is termed phosphorescence. In triplet-excited
states, the higher energetic orbital electron has the same spin as the second
electron in the ground state orbital. The return to the ground states is quan-
tum mechanically forbidden, and thus, the emission of photons is slow. Phos-
phorescence has lifetimes of milliseconds to seconds (Lakowicz, 2006).
So-called Jablonski diagrams depict the ground and excited states of a
substance capable of luminescence (Fig. 2.1). After the absorption of light
energy, the electron is in a higher electronic state. Each electronic state is
subdivided into multiple vibrational levels. After absorption, the electron
is usually placed in a higher vibrational level of an excited electronic (en-
ergy) state. However, it quickly returns to the lowest vibrational level in a
process called internal conversion. When emitting photons, the electron re-
laxes to the ground state in a high and returns to the lowest vibrational level.
By spin-conversion, a molecule in a singlet excited state can be transformed
into a triplet-excited state. This transformation from singlet to triplet state is
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called intersystem-crossing. The energy of the fluorescence emitted by a sub-
stance is less than the energy absorbed. This so-called Stokes shift is based
on the loss of energy in the form of heat when the electrons relax from high to
low vibrational levels after being excited or returning to a different electronic
state.

The quantum yield, a ratio of photons emitted and absorbed, is a number
that quantifies the emission of fluorescence. It can be inferred by the rate con-

stants of fluorescence emission (k) and other non-radiative decay processes

(ki’lT’)/

o= 2.1)
T .

Processes that increase the non-radiative rate constants and lower the flu-
orescence quantum yield are termed quenching. Quenching can happen in
multiple ways, like colliding with other molecules in a reaction solution or
forming non-fluorescence complexes. In photosynthesis, non-photochemical
quenching is an essential protective mechanism that lowers the chance of
photodamage by an over-supply of light energy. Although the activation
and regulation of many quenching processes are known today, the molecu-
lar details of the quenching itself are often still under debate.

2.1.2 Sources of fluorescence in photosynthesis

In the PETC, chlorophylls and carotenoids absorb light energy as part of the
antenna complexes and the photosystems. As a result, chlorophylls are the
source of fluorescence, which we can observe with specialized devices. It is
often assumed that at room temperature, most of the fluorescence signal orig-
inates from the physical processes in and around the chlorophyll 2 molecules
associated with photosystem II. However, there is evidence that the pigments
connected to photosystem I may contribute to the fluorescence signal after
the photosynthetic membrane is exposed to light. Whether the contribution
of photosystem I is high or low depends on the wavelength used for excita-
tion and the investigated photosynthetic species (Pfundel and Dilley, 1993).
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2.2 Different techniques used in photosynthesis

research

The fluorescence emitted by processes associated with photosystem II is a
rich source of information about the regulation and internal state of the
molecular machinery in the PETC. Many different fluorescence spectroscopic
techniques use this so-called variable fluorescence of photosystem II. With
the advancement of our knowledge about photosynthesis and the technical
possibilities, an increasing number of different devices and protocols were
developed that modern scientists use to analyze the photosynthetic perfor-
mance of organisms in several environmental conditions, sometimes in con-
nection to exposing them to stressors. Using multiple light sources with dif-
ferent wavelengths and flashes of light makes it possible to infer the reg-
ulation mechanism for the pigment-protein complexes and redox states of
electron carriers in the PETC. After Kautsky and Hirsch discovered the im-
portance of fluorescence for photosynthesis research, many scientists worked
on how to use fluorescence to understand plant systems. Today’s techniques
can be broadly classified into two groups using single turnover flashes (ST)
or multiple turnover flashes (MT). Both saturate the Q4-site of photosystem
IT using different intensities and lengths of saturating light flashes.

2.2.1 Fluorescence induction

Fluorescence induction (FI) is the most straightforward technique to study
fluorescence phenomena in photosynthesis. A characteristic fluorescence
trace can be observed when a dark-adapted sample of leaves or other pho-
tosynthetic tissue is rapidly transferred to a light environment. In this trace,
different phases or characteristic points can be distinguished when plotted
with logarithmic time, whichwe call O, ], I, P, S, M, and T phases (see chapter
7). The O (origin) point is the base fluorescence. After this, the fluorescence
increases to the peak (P phase), thereby running through two intermediate
inflection points (I and J). In plants and specific light conditions, the fluores-
cence decreases after the P phase, runs into a small plateau (S phase, semi-
steady state), increases slightly (M phase, maximum), and falls to the final
endpoint (T phase, terminal). Kautsky and Hirsch first discovered this spe-
cific form of the fluorescence trace after exposure to light. Scientists, there-
fore, call this phenomenon the Kautsky effect, and the corresponding fluores-
cence signals Kautsky curves (Kautsky and Hirsch, 1931; Kalaji et al., 2012).
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With the help of FI experiments, the internal processes in photosystem II be-
came more apparent, and the effect of many photosynthesis inhibitors could
be studied.

2.2.2 Pulse amplitude modulation

One of the most frequently used techniques to measure photosynthetic pro-
cesses connected to the photosynthetic electron transport chain is Pulse
Amplitude Modulation (PAM) fluorometry (see chapter 6 and Schreiber,
Schliwa, and Bilger, 1986). As described in Schreiber, 2004, devices using
the PAM technique combine different beneficial properties that allow obtain-
ing reliable fluorescence yield measurements of photosynthetic samples, e.g.,
1) PAM devices have a very low light intensity pulse-modulated measuring
light that does not activate photosynthesis, thus allowing fluorescence mea-
surement in dark-adapted samples. 2) PAM devices can selectively distin-
guish between the measuring and actinic/ ambient light due to an amplifier
rejecting non-modulated light. 3) PAM devices can measure rapid changes
in the fluorescence signal.

Devices based on the PAM techniques can be used for a range of light
protocols to detect different aspects of the electron flow in chloroplasts. One
often used technique is the saturation pulse method for quenching analysis.
Here, a dark-adapted sample is exposed to a relatively high light-intensity
saturation pulse with a predefined duration. This saturation pulse is as-
sumed to close all PSII reaction centers in the dark-adapted sample. Hence,
the fluorescence signal should be maximal because no quenching process is
yet activated (Fp,). After a short period in darkness, actinic light is switched
on to activate photosynthesis and concomitant quenching processes. Even-
tually, the actinic light is switched off, and the experiment continues in dark
conditions. During the actinic and following dark phase, saturation pulses
are applied to measure maximal fluorescence in light conditions (F"). Fm’
is determined by the number of closed reaction centers and quenching pro-
cesses. The obtained fluorescence signal can be used to derive parameters
that give information about the extent of non-photochemical quenching or
quantum yield of PSII. The light protocol in the saturation pulse method can
vary depending on how fine-grained the researcher wants the measurement

to be and whether the researcher wants to record quenching relaxation.
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2.2.3 Fast repetition rate (FRR) fluorescence and light-

induced fluorescence transients

Fast repetition rate (FRR) fluorometry is a technique suited for rapidly ac-
quiring essential fluorescence parameters, giving information on the photo-
synthetic status of an organism (Kolber, Prasil, and Falkowski, 1998; Kolber
et al., 2005). FRR fluorometry is appropriate for the in situ measurement of
the fluorescence signal and, thus, might be suited for measuring in high-
throughput phenotyping experiments. Initially devised for assessing pho-
tosynthesis in aquatic environments, FRR has also been used for terrestrial
plants (Raesch et al., 2014). It has been shown that the fluorescence param-
eters measured with FRR agree with those obtained by more classical ap-
proaches (Keller et al., 2019).

In FRR fluorometry techniques, such as the light-induced fluorescence
transient technique (LIFT), the photosynthetic sample is exposed to a train
of subsaturating high-intensity light flashes (flashlets). These flashlets are
used to probe fluorescence and excite photosynthetic processes. The dura-
tion of the flashlets can vary depending on the experiment and instrumen-
tation but are generally 1.6 ps long. Due to their microsecond application,
the flashlets are subsaturating despite their light intensity. In the LIFT tech-
nique, two phases can be distinguished. In the induction phase, flashlets are
equally spaced and used to progressively close PSII reaction centers (Qa).
The duration of the induction phase varies depending on the protocol but
frequently lasts only a few hundred microseconds (e.g., 0.75 ms). In the re-
laxation phase, the flashlet frequency decreases exponentially. The kinetics
of the fluorescence signal is then assumed to rely on the electron transfer pro-
cesses between the first stable and second electron acceptor (Qa, and Qg) and

further downstream processes.

2.3 Gas-exchange measurements

Besides fluorescence, gas-exchange measurements are one of the most im-
portant means for obtaining more information about photosynthetic activity
in plants and aquatic cultures of photosynthetic organisms. Although not
the main focus of this thesis, the following paragraph outlines the measure-
ment procedure as it is an integral part of the work of plant physiologists,
and many modeling efforts have been built upon gas-exchange experiments.
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A plant leaf is an open system constantly exchanging CO,, O,, and wa-
ter vapor with its environment. However, to reach the chloroplast’s location
where photosynthesis occurs, these gases must diffuse through multiple ob-
stacles, determining their concentration in the intercellular air space of the
leaf. Stomatal aperture and mesophyll resistance are the most critical factors
limiting the gas concentration in the leaf-air spaces. Much research is on-
going to decipher how and to what extent stomatal and mesophyll conduc-
tance (reciprocal of resistance) and their ratio help regulate photosynthetic
efficiency and minimize the inevitable water loss associated with leaf gas ex-
change (Farquhar and Sharkey, 1982; Flexas et al., 2012). In many procedures
to measure gas exchange, the leaf is clamped in a leaf chamber connected to
a technical device that isolates it from the environment. Plant physiological
processes alter the composition of the air flowing into the leaf chamber. The
device determines the airflow. Net photosynthesis and leaf transpiration are
derived on a leaf area basis by measuring CO, and water vapor in the in-
flowing and the outflowing air stream of the leaf chamber. These derived
parameters are then used as a starting point for calculating other variables.
The derivation of the net photosynthesis and other quantities is based on
model representations of photosynthesis, which can vary in complexity de-
pending on the application and instrument used for the measurement (Far-

quhar, Caemmerer, and Berry, 1980; Von Caemmerer and Farquhar, 1981).
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Chapter 3
Modeling photosynthesis

Understanding the cause and reason of natural phenomena has always been
the ultimate goal of science. Recently, we have seen a significant increase in
our understanding of nature, thanks to the advancement in technical pos-
sibilities and computational power. Nowadays, with the help of genomics,
proteomics, and metabolomics, the collection of extensive data sets is possi-
ble. However, with experiments’ ever-increasing temporal and spatial reso-
lution, interpreting observations has become more challenging. In a sense,
science became more complex. Here, mathematical models can help to un-
derstand complex processes and connections that are not readily investigated
by experimental methods. Today, mathematical modeling has become an in-
tegral tool for most of biology. This chapter first introduces the rationale
behind modeling in general, followed by a basic introduction to kinetic mod-
els. Finally, models of photosynthesis and connected processes are presented
that are the foundation for the work in this thesis.

3.1 Modeling: a tool to understand the natural

world

The investigation of nature with mathematical models has long been applied
in the physical and more recently (within the past approx. 40 years in com-
parison to several hundred years) in the biological sciences. The key to build-
ing a mathematical representation of a natural phenomenon is the reduction
to its core components. By doing so, the researcher can ignore superfluous
details unnecessary for answering the research question. There are two main
approaches to model building. The first is the so-called top-down approach,
in which mathematical modeling starts with data from which the metabolic
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FIGURE 3.1: Visualization of different modeling paradigms, their output, and
the underlying mathematical background.

network structure is deduced. The second is the bottom-up approach: in-
spired by the knowledge about a phenomenon, the researcher builds a math-
ematical model that qualitatively reproduces some experimental observa-
tions. With the so-constructed model, new hypothesis and in silico experi-
ments are generated and conducted, respectively.

After choosing the model-building approach, the researcher has to de-
cide on a modeling technique (Figure 3.1). Multiple different mathematical
techniques that successfully describe natural phenomena are available. Be-
sides more logic-based approaches, like boolean networks (Wang, Saadat-
pour, and Albert, 2012), many models in the biological sciences are based on
the kinetic, genome-scale, or stochastic paradigm. In the kinetic approach,
the researcher constructs computational models with differential equations
that describe the change of a variable over time. Due to increasing com-
putational capabilities, several software programs that solve the model in a
reasonable time are available today. The second approach is stochastic mod-
eling. Stochastic techniques simulate stochastic movement of biomolecules
and reactions, inclusive uncertainties due to thermic effects or other un-
predictable influences. Frequently the Gillespie algorithm is used to simu-
late stochastic phenomena (Gillespie, 2007). However, due to its complex-
ity, the molecular process that can be simulated is limited in size, or high-
computational power is needed. In contrast to kinetic or stochastic model-
ing, the genome-scale approach uses the available information obtained in

the whole genome/proteome/metabolome of an organism. This approach
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constructs a metabolic network, thereby paying attention to thermodynamic
constraints, and eventually solves for an optimal flux distribution using lin-
ear programming and a question dependent optimization function that is to
maximize or minimize under the assumption of being in a steady state (Pals-
son, 2015).

3.2 Kinetic modeling

Kinetic models are based on dynamical system theory and differential equa-
tions. They produce in silico representation of natural phenomena over time.
Many different types of differential equations exist. Linear ordinary differ-
ential equations are often found to describe gene expression or metabolic
models and are the simplest form. When the researcher aims to describe
a metabolic network more realistically, enzyme-mechanism-based rate laws
are used that introduce nonlinearities in ordinary differential equation sys-
tems. This nonlinearity can lead to dynamic behaviors one could not antic-
ipate with linear systems. Besides nonlinearities, time-dependent influxes
or perturbations could be included, making the system time-dependent or
non-autonomous. The mathematics to understand non-autonomous or/and
nonlinear systems used in biological modeling is more involved than for lin-
ear systems, meaning that the researcher is often only left with simulation
to study the model. Other kinds of differential equations are, for example,
differential-algebraic-equations, partial differential equations, or integrodif-
ferential equations that account for algebraic, spatial, or temporal constraints.

The models used in this thesis are kinetic models that either use nonlinear
differential or differential-algebraic equations. Modeling metabolic phenom-
ena, such as the PETC or the CBB cycle, often follows a strict structure that
consists of three parts: the stoichiometric matrix, the flux vector of rate laws,
and the resulting change over time of the involved chemical species. The lat-
ter is obtained by multiplying the stoichiometric matrix N by the vector of

fluxes v. The model can, thus, be presented with following simple form:

s
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3.2.1 Stoichiometry

The stoichiometric matrix N describes the structure of the underlying
metabolic network. The matrix consists of m rows and n columns corre-
sponding to the numbers of metabolites and reactions, respectively. The sto-
ichiometric matrix contains essential information about the metabolic path-
way that considerably constrains the system’s dynamic behavior. In the left

nullspace, that is, all metabolite vectors for which

0=cN, (3.2)

we can find conservation relations — metabolite combinations that are con-
stant when we observe the system. In the right nullspace, that is, all flux

vectors for which the steady state assumption is true,

0 = Npv, (3.3)

we find all steady state flux distributions structurally allowed in the
metabolic pathway. Using these fluxes, we can identify strictly coupled
metabolic reactions/fluxes in the system using the concept of enzyme subsets
or its generalization reaction correlation coefficients. Under the assumption
that we are in a steady state, the stoichiometric matrix is also the basis of one

of the fundamental analyses for genome-scale models, flux balance analysis.

3.2.2 Rate laws

The vector v contains the rate laws that determine the fluxes through the
edges of the metabolic network. In pure chemical or gene expression net-
works, these rate laws are frequently assumed to be of mass-action form.
This form allows, in some cases, a mathematical treatment of the dynamics.
However, in mass-action rate laws, second-order interactions also quickly in-
troduce nonlinearities. Chemical networks with mass-action rate laws are in-
vestigated in chemical reaction network theory (Feinberg, 2019). By chemical
reaction network theory, theorems can be derived that predict the dynamic
behavior of the network’s metabolites by its structure alone. In a biochemical
reaction network, the rate laws often follow saturating functions, such as the
Michaelis-Menten, uni-uni, bi-uni, bi-bi, or ping pong form (e.g., see Cleland,
1963). These rate laws are based on the mechanism of the enzyme responsi-

ble for the catalysis of the reaction. They are commonly derived using the
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King-Altman algorithm (King and Altman, 1956). All rate laws are func-
tions of their substrates and some additional parameters that describe the
half-saturation concentrations (K;;) and the maximum velocities (V). Also,
activation and different inhibition terms can be introduced, increasing the

number of necessary parameters and changing the dynamic behavior.

3.2.3 Parameters and Simulations

For the construction of kinetic models, parameters are an essential part.
However, the modeler faces the difficulty of sparse information for the con-
crete numerical values of all parameters in a metabolic network. Therefore,
parameters in a kinetic model are often taken from multiple available sources
with sometimes varying experimental setups and model organisms. Further-
more, models must often be validated and parameters estimated using fitting
procedures to experimental data indirectly connected to the necessary pa-
rameters. This fact is not a limitation of the usefulness of models, but the re-
searcher should consider it when interpreting results. The uncertainty about
parameter values is a long-lasting topic in the modeling community that is
especially severe when the mathematical representations of natural phenom-
ena become more advanced. Therefore, researchers developed techniques
that circumvent finding numerical values. One of the most prominent ones
is structural kinetic modeling (SKM, Steuer et al., 2006). SKM samples elastic-
ities from predefined distribution and then determines the dynamic stability
using dynamic system theory through the Jacobian matrix of the metabolic
network.

Having constructed a kinetic model is the first step. Now the metabolic
network dynamics have to be investigated using techniques like Metabolic
control analysis (MCA).

3.24 Metabolic control analysis (MCA)

Metabolic control analysis (MCA) is a concise theoretical framework devel-
oped during the last century and an inevitable tool in the toolset of metabolic
modelers (Heinrich and Rapoport, 1974; Kacser et al., 1995). It provides pre-
cise definitions of controlling factors that determine the long-term dynamics
in a biochemical pathway. MCA proposes different metrics for the control a
reaction exerts in a metabolic network over the steady state metabolite con-
centrations or fluxes. The most important ones are the so-called normalized

concentration (C;) and flux control coefficients (CZ],]k), which are system-wide
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properties and, hence, depend on the characteristics of the whole metabolic

network. They are defined as

Ji Ok a]j/ap
C”Ok - T 7
Jj dvg/dp

(3.4)
and

Cz)k — S_]avk/ap,

(3.5)

here the steady state fluxes and concentrations are denoted as J; and §;, re-
spectively. p is a kinetic parameter affecting only the reaction k with rate v
directly.

Two of the most essential results in MCA theory are the sum and connec-
tivity theorems. The sum theorems explain how the control on a steady state
flux or concentration is distributed in the network:

Z c) =1, (3.6)

and

Z cz,k = (3.7)

The connectivity theorems combine the system-wide properties of the con-
trol coefficients with the local enzyme properties of elasticities. Elasticities
describe how sensitive a reaction rate is to change in a parameter or concen-

tration. For concentration changes, they are defined as

Sidv
O k 3 8
SSi Z)k aS (38)
The connectivity theorems are hence,
Z Cllek =0, (3.9)
and
~ S
Y. Cored = —0pi- (3.10)
k=1

Here Jy,; is the Kronecker symbol defined as,
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1, ifh=i
0, ifh#i

Oni =

for a deeper introduction to MCA see also Klipp et al., 2016.

3.3 Modeling in plant physiology

For a relatively short time (approx. last fifty years), models have been an
integral part of plant physiological research. After introducing the basics
of photosynthesis, its measurements, and modeling, the models used as the

foundation for most of the work in this thesis are presented.

3.3.1 Models of the photosynthetic electron transport chain

The basis for most of the models used in this thesis are the mathematical
models of the PETC constructed in Ebenhoh et al., 2011 and Ebenhoh et al.,
2014. These models were used, changed, and adapted in multiple studies
to investigate different aspects of electron flow, quenching, and state transi-
tion phenomena in plants and algae (Matuszyriska et al., 2016; Matuszyniska,
Saadat, and Ebenhoh, 2019; Saadat et al., 2021). However, these models of
the PETC are not the only mathematical description of photosynthesis (e.g.,
Zaks et al., 2012). Here, I will outline the parts of the photosynthesis model
by Ebenhoh et al., 2014 most relevant to this work. Note that I write the
equations based on the reduced states of the electron carriers and adapted
some of the equations to present them in the form they were later used in
Matuszyriska, Saadat, and Ebenhoh, 2019 and Saadat et al., 2021. Also, note
that I will omit parts of the original models that are irrelevant to the work in
this thesis.

The model by Ebenhoh et al., 2014 consists of multiple differential equa-
tions describing the electron carriers (plastoquinone, PQH,; plastocyanin,
PC~; ferredoxin Fd™), the lumenal proton concentration (H), and the stro-
mal ATP (A) and NADPH (N) concentration dynamics.

dPQH

% = UpsI1 + Vcyc + UNDH — Ubsf — UPTOX (3.11)
dPC~

—— = 2Upet — UpsI (3.12)

dt
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% = Ups — 2UENR — 2Ucyc (3.13)
C;—Zj = UFNR — UNADPHconsumption (3.14)
% = UATPsynthase — UATPconsumption (3.15)
bH'ii_I;I = 20pgy + 40pgf — 13—4UATPsynthase — Uleak (3.16)

Photosystems and Fluorescence

As outlined in Ebenhoh et al., 2014, photosystem II (PSII) and photosystem I
(PSI) are assumed to be much faster than the rest of the photosynthetic elec-
tron transport chain. This assumption allows us to treat the photosynthetic
electron transport chain as a fast-slow system and algebraically solve the
equations governing the dynamics in the photosystems under the assump-
tion of being in steady state. Hence, photosystem II is represented as a four-
state, and PSI is formulated as a three-state algebraic equation system. PSII
includes open non-excited and excited (B, B1) as well as closed non-excited
and excited (B;, B3) states of PSII

- (kLII + KkPLedPQHz) Bo + (ku + k) B1 + kpreaPQ - B2 =0 (3.17)
eq QAPQ
kynBo — (kg + kg +kp)B1 =0  (3.18)
kB — (kg +kg)B3 =0  (3.19)

Bg + By + B, + B3 = PSII™,
(3.20)

upgr is (see Matuszyniska, Saadat, and Ebenhoh, 2019, Ebenhéh et al., 2014)

vpsit = CcppD - kp - By. (3.21)

Here, kp, kp and ky are the rate constants of photochemistry, fluorescence,
and heat dissipation, respectively. The parameter kpgeq describes the reduc-
tion of plastoquinone at photosystem II. kyyy is the light activation rate con-
stant of PSII that is determined either by the total light intensity alone or in
combination with the relative cross-section of PSII. In many models the pa-
rameter cppp is set to be 0.5 (Matuszyrnska et al., 2016; Matuszyrska, Saadat,
and Ebenhoh, 2019; Saadat et al., 2021)

The fluorescence signal calculates as,
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kg kr
F = -B — . B».
kg + ke - Q +kp 0+kF+kH‘Q 2

Note that open and closed PSII are approximate with By and B;, because B;

(3.22)

and Bz acquire only small values during fluorescence transients.

The equation system for PSI is,

dY, k
0= "2 = kpcoy - PC™ - Yy — —2% . PC .Yy — k1Yo (3.23)
dt Keq,pcr700
dyl k
0= "—— = kYo — kpdrea - Fd - Y1 + —9=4_ . g~ .Y, (3.24)
dt Keq,pcP700

Assuming that the total amount of PSI is conserved,

PSI =Yy 4+ Y1 + Yo, (3.25)

the equation system for PSI can be solved to obtain steady-state expressions
of the PSI states.
The rate of PSI is,

ops1 = kLI . Yo. (326)

Here, Yy, Y, Y2 denote the fraction of open (Pyq), excited (Py00’) and oxi-
dized (P7gp*) PSIL. kpcox and kggreq are the oxidation and reduction rate of
plastocyanin and ferredoxin at PSI, respectively. ki is the light activation
rate constant of PSI that is determined either by the total light intensity alone

or in combination with the relative cross-section of PSI.

Cytochrome bgf

The reaction mechanism of cytochrome bgf is formulated as simple mass-

action kinetics:

PQ-PC™ i
Upef — Mmax (kb6f : (PQHZ : PCZ - KQ—C> ,UEEF) , (3.27)
eq,b6f(H)

where Kq pef(r) is @ pH-dependent equilibrium constant and kye the rate

constant of the cytochrome bgf-mediated reaction.
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Ferredoxin-NADPH reductase

The Ferredoxin-NADPH is described as convenience kinetics (see Lieber-
meister and Klipp, 2006; Ebenhéh et al., 2014).

2. - (f2 : ”)/Keq,FNR
(1+n+) (1+f+/f2)-(14+nt)-—1
(3.28)

here, KeqNr iS the equilibrium constant determined by standard potentials.

max f
NS TN T )

VENR 18 the maximum velocity of the FNR-mediated reaction and f, f ~—ntas

well as n are:

Fd Fd~ — NADP* _NADPH

f= , = , (3.29)

where Ky ; are Kjs-values for ferredoxin and NADPH.

7

Kymp’ Ky’ KvN KvN
Cyclic electron flow

The model includes a simplified description of cyclic electron transport

around photosystem I.

VUeye = keye  (Fd™)% - PQ, (3.30)

where kcyc is the rate constant of cyclic electron flow around PSI.

ATPsynthase

For the rate of ATP synthase, the description presented in Ebenhoh et al.,
2011; Ebenhoh et al., 2014 was used,

(3.31)

ATP
Z)ATPsyn = kATPsyn -E- (ADP — )

Keq,ATPsyn (H )

katpsyn and Keg,aTpsyn are the rate constant and the equilibrium constant of
the ATP synthase.
A pH-dependent activation ATP synthase was also included (compare Ma-

tuszyniska et al., 2016). The activation rate is

UactATPsyn — kactATPsyn ) H(PFD) ) (1 - E)~ (3.32)

Deactivation is formulated as
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UdeactATPsyn — kdeactATPsyn -(1-H(PFD)) - E. (3.33)

Here, H(PFD) is a function that is zero in dark and one in light conditions.

ATP and NADPH consumption

All processes that consume ATP and NADPH are combined into one equa-

tion each,

UATPcons = KATPcons - ATP (3.34)

and

UNADPHcons — kNADPHcons -NADPH (335)

Proton leak

The thylakoid membrane is assumed to be leaky for protons (Ebenhoh et al.,
2014; Matuszyrnska et al., 2016).

Vleak = Kieak - (H — Hstroma) (3.36)

PTOX

For the implementation of PTOX, a constant stromal oxygen concentration is
assumed (O$*).

vptox = kprox - 05 - PQH, (3.37)

Equilibrium constants

To include the electrical and pH-dependent contribution of the protonmotive
force on the activities of the PETC, we calculated the equilibrium constants
as outlined initially in Ebenhoh et al., 2014 and used in Matuszyriska et al.,
2016; Matuszyniska, Saadat, and Ebenhoh, 2019; Saadat et al., 2021. I repeat
the example outlined in Ebenhoh et al., 2014 for clarification. The overall
reaction for cytochrome p¢y is

PQH, +2PC +2HY == PQ+2PC™ +4H{, .

stroma ¥

We split the reaction into two redox half-reactions and one transport pro-

cess:
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(@) PQ+2e” +2Hj,_ . = PQH,
(b) PC + e~ —= PC"~

+ R
(C) Hstroma N Hlumen

The overall reaction is the stoichiometric sum

—1-(a)+2-(b)+2-(c). (3.38)

The contributions to the standard Gibbs free energy change are

AGY = —2FE,(PQ/PQH>) 4 2RT In(10) - pHypen (3.39)
AG§ = —2FEy(PC/PC™) (3.40)
AGS = RT In(10)(pHstroma — PHiumen)- (3.41)

Hence, according to the stoichiometric sum, the overall standard Gibbs free

energy change amounts to

AG® = —AG{ +2AG3 + 2AG§ (3.42)

The equilibrium constant can be easily derived using AG°.

3.3.2 Models of non-photochemical quenching

Light energy, collected by antenna complexes, drives photochemistry. How-
ever, when the light energy exceeds the demand for photochemistry, it can
become dangerous for the photosynthetic organism and must be rendered
harmless in other processes. Two processes are fluorescence emittance and
heat dissipation (see chapter 1). Organisms can modulate the latter to deal
with variations in external light conditions. Heat dissipation, the so-called
non-photochemical quenching (NPQ), can influence crop yield. Hence, much
scientific effort was dedicated to understanding quenching and its dynam-
ics. Researchers built various mathematical models of the PETC, including
different complex descriptions of non-photochemical quenching (e.g., Ma-
tuszynska et al., 2016). Those models then helped answer questions about
the molecular quenching mechanism and plant memory effects influencing
the fluorescence signal obtained from photosynthetic organisms. The model
by Matuszynska et al., 2016, used partly in chapter 6 and chapter 7, is based
on the description of the PETC in Ebenhoh et al., 2011 and Ebenhoh et al.,
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2014. The main advancement of the model is a non-photochemical quench-
ing module based on the combined effects of the xanthophyll cycle (violaxan-
thin and zeaxanthin) and the protonation of the PsbS protein. Downstream
processes like the electron transfer mediated by cytochrome bgf and photo-
system I are combined into one lumped reaction. The ATP synthase is for-
mulated according to Ebenhoh et al., 2011. Cyclic electron flows are imple-
mented as simple mass action kinetics. The equations for quenching used

throughout this work follow Matuszyniska et al., 2016:

Xanthophyll cycle

The description of the xanthophyll cycle only considers violaxanthin and
zeaxanthin, ignoring antheraxanthin:

the rate of deepoxidation from violaxanthin to zeaxanthin is,

k e
OVDP = Kdeepox " Truy + PHiny (KpHsatz) "™

-V, (3.43)

here pHiyy is afunction transforming lumenal pH values into lumenal proton
concentrations.

The epoxidation rate from zeaxanthin to violaxanthin is,
UZEP = kepox Z (3.44)

PsbS protonation and deprotonation

Equations of protonation and deprotonation of PsbS are used from Ma-

tuszynska et al., 2016,
k H™ PsbS 3.45
Uprot = . s .
prot prot ™ pyni + PHinV(KpHsatLHC)nL ( )
and
Udeprot = kdeprot - PsbSP. (3.46)
Quencher

Quenching is formulated via a four-state quencher module. This module
includes the xanthophyll cycle and the protonation state of PsbS. Each state
is weighted by a parameter (Yo, 71, 72, v3) and the Quencher activity is then

calculated as,
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Q=7 (1—2Zs) -PsbS+y,-(1—Zs) - PsbSF + vy - Zs - PsbS? + 3 - Zs - PsbS,

(3.47)
where the contribution of zeaxanthin (Z;) is (compare Matuszyrniska et al.,
2016),

Z

/8= ——
° Z + Kzsat

(3.48)

3.3.3 Models of the Calvin-Benson-Bassham cycle

There are various models of the CBB cycle (Jablonsky, Bauwe, and Wolken-
hauer, 2011). One of the most frequently mathematical descriptions of carbon
fixation is based on the kinetic model by Pettersson and Ryde-Pettersson,
1988 that was later improved by Poolman, Fell, and Thomas, 2000. The
model consists of all enzyme-catalyzed reactions in the CBB cycle. Most of
the rates are formulated assuming a rapid equilibrium. Only the rate laws of
RuBisCO, SBPase, FBPase and PRK follow a saturating equation with com-
plex inhibition terms in the denominator. The model was successfully used
to identify SBPase as one controlling factor in the PETC.

3.3.4 Supply-demand models of photosynthesis

Photosynthesis is a supply-demand system. The PETC represents the supply
side by making light energy available as ATP and NADPH. The CBB cycle
is the demand side consuming ATP and NADPH to fixate carbon dioxide
(COy) that is the basis for the building blocks of new biomass. Researchers
were interested in building an in silico description for the combined effects
of the PETC and CBB cycle. One of these descriptions is the mathematical
model developed by Saadat et al., 2021. Besides including the PETC and the
CBB cycle, the ascorbate-glutathione and the thioredoxin system were imple-
mented. Using this combined representation of the PETC-CBB-ASC network,
the importance of cyclic electron flow around photosystem I was studied. Be-
cause the model by Saadat et al., 2021 integrates multiple processes involved
in the acquisition of chemical energy and carbon fixation, thus encoding var-
ious complex relationships, it provides an ideal platform for understanding
the control in photosynthesis as a supply-demand system.
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This ends the introductory part. In the following, I will present the scientific
work carried out in this thesis using the previously mentioned techniques
and facts.
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Chapter 4

What controls carbon sequestration

in plants under which conditions?

This chapter is published in the journal Biosystems (Nies et al., 2023). I was involved in each step
of the study. This includes the simulation, data analysis, visualization of the results, and writing
all parts of the chapter/manuscript (Introduction, Methods, Results, Discussion). When the original
manuscript referred to itself as "paper” or "article” this was changed to "chapter”. Additionally, the

repository was added to the main text.

Photosynthetic organisms use photosynthesis to harvest sunlight and con-
vert the solar energy into chemical energy, which is then used to reduce atmo-
spheric carbon dioxide into organic molecules. This process forms the basis
of all life on Earth, and stands at the beginning of the food chain which feeds
the world population. Not surprisingly, many research efforts are currently
ongoing aiming at improving growth and product yield of photosynthetic
organisms, and several of these activities directly target the photosynthetic
pathways. Metabolic Control Analysis (MCA) shows that, in general, the
control over a metabolic flux, such as carbon fixation, is distributed among
several steps and highly dependent on the external conditions. Therefore,
the concept of a single 'rate-limiting” step is hardly ever applicable, and as
a consequence, any strategy relying on improving a single molecular pro-
cess in a complex metabolic system is bound to fail to yield the expected
results. In photosynthesis, reports on which processes exert the highest con-
trol over carbon fixation are contradictory. This refers to both the photo-
synthetic 'light” reactions harvesting photons and the “dark’ reactions of the
Calvin-Benson-Bassham Cycle (CBB cycle). Here, we employ a recently de-
veloped mathematical model, which describes photosynthesis as an interact-
ing supply-demand system, to systematically study how external conditions

affect the control over carbon fixation fluxes.
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4,1 Introduction

Photosynthesis classically has been divided into two parts. The ‘light” re-
actions supply energy and reduction equivalents to the ‘dark” reactions of
the Calvin-Benson-Bassham (CBB) cycle (Bassham, Benson, and Calvin, 1950;
Bassham et al., 1954), where carbon dioxide is fixed to form reduced carbon
compounds used as building blocks in other metabolic processes. The CBB
cycle (demand side) is one of the most critical pathways on Earth that plants
and many other photosynthetic organisms use. Current estimates indicate
that over 99% of global carbon dioxide is fixed by the key enzyme of the CBB
cycle ribulose-1,5-bisphosphate carboxylase/oxygenase (RuBisCO) (Raven,
2009). However, the CBB cycle is not the only carbon fixation mechanism
employed by photosynthetic organims, especially phototrophic prokaryotes.
For instance, green sulfur bacteria fix carbon dioxide via a reversed tri-
carboxylic acid cycle or filamentous anoxygenic photorophs use a carbon
fixation pathway known as hydroxyproprionate pathway for autotrophic
growth (Fuchs, 2011). In this chapter, we focus on carbon fixation by the
CBB cycle only.

To guarantee efficiency and prevent the formation of toxic reactive oxy-
gen species, the supply (PETC) and demand (CBB cycle) of energy and re-
dox equivalents must be coordinated (Matuszyniska, Saadat, and Ebenhoh,
2019). However, the habitats of photosynthetic organisms are usually char-
acterized by a high fluctuation of abiotic factors, such as light intensity and
CO; concentration (Kaiser, Morales, and Harbinson, 2018), which makes bal-
ancing the photosynthetic electron transport chain (PETC, supply side) and
the CBB cycle challenging. Therefore, versatile regulatory mechanisms that
coordinate carbon fixation and the PETC and adapt both processes to exter-
nal conditions have evolved. Examples of regulatory mechanisms include
non-photochemical quenching, the thioredoxin-dependent redox control of
CBB cycle enzymes, and regulated changes in stomatal conductance (Far-
quhar and Sharkey, 1982; Muller, Li, and Niyogi, 2001; Geigenberger et al.,
2017). These processes are currently targets of research activities aiming to
increase plant performance and crop yield (Kaiser, Correa Galvis, and Arm-
bruster, 2019).

Considering the importance of the PETC and CBB cycle it is unsurpris-
ing that much effort has been spent studying their kinetics regulation, and
control by experimental and theoretical methods. Various mathematical

models have been developed aiming at providing a theoretical framework
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to analyze which factors determine the efficiency of carbon fixation (Hahn,
1986; Hahn, 1987; Pettersson and Ryde-Pettersson, 1988; Poolman, Fell, and
Thomas, 2000; Jablonsky, Bauwe, and Wolkenhauer, 2011). Kinetic models
of the CBB cycle established, e.g., the importance of the sedoheptulose-1,7-
bisphosphatase (SBPase) for controlling carbon assimilation and provided
theoretical explanations for a wide range of observed kinetic properties of
RuBisCO (Poolman, Fell, and Thomas, 2000; Raines et al., 2000; Witzel, Gotze,
and Ebenhoh, 2010). Appropriate theoretical tools are needed to study con-
trol in metabolic networks, e.g., the CBB cycle and PETC. Metabolic control
analysis (MCA) is a theoretical framework developed in the 1970s, which
is continuously improved and generalized (Heinrich and Rapoport, 1974;
Kacser et al., 1995; Heinrich and Schuster, 1996; Dourado and Lercher, 2020;
Wilken et al., 2022). A major purpose of MCA is to quantify the influence
that single enzymes have over the steady-state properties of metabolic net-
works. A central concept is the control coefficient which describes how small
changes in activities of single steps affect stationary metabolites and fluxes.
Because control coefficients depend on the dynamics of the interactions of
all components, they are systemic properties. MCA has been repeatedly ap-
plied to study the control of reaction steps in plant metabolic pathways (Ro-
hwer, 2012) with examples including applications to the benzoid pathway,
sucrose accumulation, the CBB cycle, the electron transport chain, and com-
binations of these (Uys et al., 2007; Colén et al., 2010; Ebenhoh et al., 2011;
Matuszyniska, Saadat, and Ebenhoh, 2019; Saadat et al., 2021).

Here we present an in silico analysis of how external conditions affect the
control over carbon fixation fluxes. We focused in particular on the effect
of two environmental parameters, light intensity, and CO, concentration,
to assess how these factors affect the control of carbon fixation. Classically
many studies stress the importance of RuBisCO and its activation processes
as highly influential on photosynthetic efficiency (Stitt and Schulze, 1994).
But is RuBisCO always the main controlling factor? For our analysis, we em-
ploy a published kinetic model of photosynthesis (see Fig. 4.6) that combines
the PETC, the CBB cycle, and the Ascorbate-Gluthatione (ASC-GSH) cycle
implemented in Python using the modelbase software package (Saadat et al.,
2021; Aalst, Ebenhoh, and Matuszyriska, 2021). This model was originally
used to study the importance of cyclic electron transport around photosys-
tem I for photoprotection and also includes regulatory mechanisms, such as
non-photochemical quenching, state transitions between the two photosys-

tems, and redox regulation of CBB cycle enzymes through the thioredoxin
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system. We began our analysis by using the stoichiometric structure of this
combined model to conduct a reaction correlation analysis (Poolman et al.,
2007), followed by the investigation of control on carbon fixation by different
key processes in photosynthesis. We identified a condition-dependent shift
in control and determined its structural origin using a robustness analysis
with sampled parameter sets. Using the results from the robustness analysis,
we could show that some reactions exert control in an either-or relationship
while others may exert control simultaneously. With this work, we contribute
to elucidating the control in photosynthesis and its dependence on external
conditions.

4.2 Model and Methods

4.2.1 Model description

For the in silico analyses, we used a previously published model of photo-
synthesis (Saadat et al., 2021). This model (see Fig. 4.6) combines mech-
anistic descriptions of the PETC, and the CBB cycle, supplying and con-
suming ATP and NADPH. The model includes the regulation of CBB en-
zymes via thioredoxin and mechanisms responsible for producing and scav-
enging ROS around PSI. The scavenging of ROS is mediated by a module
representing the ASC-GSH cycle. The analyses can be found in the reposi-
tory https://gitlab.com/qtb-hhu/photosynthesis-task-force/2023-50-years-
of-mca.

4.2.2 Metabolic control analysis

: S.
The flux (Ci’k) and concentration (C,,) coefficients are defined, as

Jj :%a]j/ap 4.1)

Ok ]] avk/ap/ .
and 35/

5 — Dk O0j /9P (4.2)

% S; vy /op’

where the steady state fluxes and concentrations are denoted as J; and S;, re-
spectively. p is a kinetic parameter affecting only the reaction k with rate vy
directly. In the computational analyses, the control coefficients were numeri-
cally approximated using central difference and varying the parameter p by
£1%.
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4.2.3 Reaction dendrogram and Reaction correlation coeffi-

cients

A set of flux vectors satisfying the steady state condition,
Nv = 0, (4.3)

defines the null space of the stoichiometric matrix. A set of base vectors sum-
marised in the kernel matrix K, in which they form the columns, span the null

space. The kernel matrix can be obtained by the relation,
NK = 0. (4.4)

The reaction correlation coefficients were calculated following Poolman et
al., 2007. The kernel matrix was orthonormalized using the Gram-Schmidt
process implemented in the sympy (Meurer et al., 2017) package. For a pair
of reactions and corresponding row vectors in the kernel matrix k;, and k;,

the reaction correlation coefficients calculate as,

Ik

The dissimilarity matrix A;;, describing the angle between the row vectors

(4.5)

of the kernel matrix K, was obtained using the reaction correlation matrix

Ai]' = COSil((I)i]'). (46)

Hierarchical clustering, using A;;, was conducted with the WPGMA algo-

rithm implemented in the scipy package (Virtanen et al., 2020).

4.2.4 Robustness analysis

To analyze whether our previous results were due to the general properties
of the system or due to the choice of parameters we performed a control anal-
ysis scan over 10000 sets of randomly perturbed parameters. The varied pa-
rameters were, 1) the total concentration of photosystem II and 2) photosys-
tem I, 3) the rate constant of cytochrome bé6f, 4) the rate constant determining
the rate of cyclic electron flow and 5) the Mehler reaction, 6) the maximum
velocities of RuBisCO, 7) FBPase, and 8) SBPase, as well as the rate constants
of the 9) MDAR and 10) DHAR-catalyzed reactions. The model parameters
were randomly multiplied by a factor 2%, where x was drawn from a uniform
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random distribution between —1 and 1. This results in a multiplication by a
factor between 0.5 and 2. This analysis was performed for low/high CO2
and light conditions. To reduce the amount of unrealistic simulation we only
used those parameter sets that lead to a 5 times higher or lower RuBP steady

state concentration for further downstream analyses.

4.3 Results

4.3.1 Reaction correlation analysis

We begin our analysis by studying the constraints on stationary fluxes, which
are imposed by the stoichiometry of the network alone. For this, we calcu-
late reaction correlation coefficients (Poolman et al., 2007) for the previously
published photosynthesis supply-demand model (Saadat et al., 2021). These
coefficients provide a generalization of the concept of enzyme subsets. Re-
actions within one enzyme subset are strictly coupled in the sense that they
always carry fluxes in a fixed proportion. For such reactions, the reaction
correlation coefficient is £1, and the corresponding row vectors of the kernel
matrix of the stoichiometry matrix are parallel. Reaction correlation coeffi-
cients generalize this idea by essentially calculating the angle between row
vectors of the kernel matrix (for details, see Poolman et al., 2007), and there-
fore indicate how strong reactions are correlated as a result of structural con-
straints of a network. Fig. 4.1 presents a metabolic tree constructed by hier-
archical clustering using dissimilarities calculated by the reaction correlation
coefficients (see Methods). The matrix of reaction correlation coefficients ¢
can be found in the supplement (Fig. 4.7).

There exist ten enzyme subsets containing more than one reaction (ta-
ble 4.1). Generally, reactions that function as regulatory control mechanisms
(such as deprotonation / protonation of PsbS, and the xanthophyll cycle nec-
essary for non-photochemical quenching, or the reactions involved in the re-
dox control by thioredoxin), each form an enzyme subset. Three subsets are
connected to the electron transport chain and ROS scavenging. The first sub-
set consists of the reactions mediated by cytochrome bg f and photosystem I,
which are therefore strictly coupled. The second contains the Mehler reac-
tion and ascorbate peroxidase, while the third consists of the remaining reac-
tions of the ASC-GSH cycle. Four subsets can be assigned to the CBB cycle

and starch synthesis. The largest subset contains eight reactions, including
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FIGURE 4.1: Metabolic trees, showing different metabolic clusters. The left tree
was obtained by reaction correlation analysis. The right tree was obtained by
steady-state flux correlation analysis for 10000 random parameter sets in low
light intensity and low CO, concentration conditions for the kinetic model of
photosynthesis. Abbreviations in the cluster annotations: PETC — photosyn-
thetic electron transport chain, CBB — Calvin Benson Bassham cycle, ASC-GSH
cycle — ascorbate-glutathione cycle.

RuBisCO, the transketolase reactions, and the reactions of the regeneration
phase leading to the formation of ribulose-1,5-bisphosphate.

In Fig. 4.1, clusters of reactions, which are highly correlated but not
strictly coupled, are indicated by different colors. We identify clusters that
are associated with key metabolic functions, such as the PETC, the ASC-GSH
cycle, and the CBB cycle. The CBB cycle is split into two pronounced sub-
clusters, which can be associated with carbon fixation and carbon export,
respectively. The same is true for the PETC, for which we can distinguish
between the linear (photosystems II/I and cytochrome bgf) and the cyclic
electron flow. Interestingly, RuBisCO and PSII are grouped in different clus-
ters, which suggests that these two processes are decoupled. This is unex-
pected because the electrons obtained by photosystem II are mainly used by
the CBB cycle to fix carbon, therefore, one would expect highly correlated
fluxes. This observation can be explained by considering that the stoichio-
metric analysis applied here is based on the full null space and completely
ignores constraints on the stationary flux solutions by the kinetic parameters.

A kinetic model, however, drastically restricts the possible stationary
fluxes by the specific parameter values of the dynamic equations. Therefore,
actually observable steady-state fluxes will represent only a small subset of
the complete null space. The processes decoupling reaction rates of RuBisCO

and PSII, such as proton leak, terminal oxidases, etc., are constrained by their
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kinetic parameters to carry only relatively small fluxes, such that, in fact, the
correlation between RuBisCO and PSII rates should be high for realistic con-
ditions. To test this assumption, we repeated the correlation analysis based
on steady-state fluxes sampled from the kinetic model, in which the reference
values of the rate constants have been randomly varied by a factor between
0.5 and 2. The rationale behind this is that now the stationary fluxes are
restricted to solutions which are close to a reference state and therefore re-
flect a more physiologically relevant subset of the null space. The resulting
tree is depicted in Fig. 4.1B. As expected, the fluxes of the CBB cycle and the
PETC are now strongly correlated. We decided to use a factor of 2 as we
assume it to be a realistic range achievable for biotechnological manipula-
tion and short-term evolutionary processes. To test whether a higher factor
would drastically change our results we repeated all analyses with a factor
5 (see figs. 4.8 to 4.14). Generally the analyses with a higher factor result in
similar trends, but show larger variations. This is because, at least for some
parameters, a factor of 5 is relatively high, leading to entirely different system

behaviors than usually expected.

4.3.2 The control on carbon fixation switches between envi-

ronmental conditions

We use metabolic control analysis (MCA) to quantify the control that individ-
ual molecular processes exert on the performance of the system, measured
by the net carbon fixation rate, in different environmental conditions. We
found that overall flux control is exerted mostly by one of four steps: pho-
tosystem I and II in the electron transport chain and RuBisCO and SBPase
in the CBB cycle. In Fig. 4.2 we depict the four flux control coefficients on
the overall carbon fixation rate for light intensities ranging from 50 to 1000
pmol m 2 s~!and for CO, concentrations between 6 and 20 uM, correspond-
ing to atmospheric concentrations between approximately 170 and 700 ppm.
It is clearly visible that there are two distinct light regimes. A sharp transition
between control by the light reactions (low light) to control by the dark reac-
tions (high light) can be observed. Interestingly, the curve separating these
two regimes corresponds to the limit where the quenching capacity reaches
its maximum, and the lumen becomes highly acidic (see Fig. 4.15). As we
observed and discussed previously (Saadat et al., 2021), this transition marks
the saturation of the photosynthetic system, above which increasing light no
longer facilitates higher carbon fixation rates. At the transition, the carbon



4.3. Results 51

Control of carbon fixation

by PS2 by PS1
T
w
9
€

2 1.0
3

o 0.8
a.
o

X X X X 0.6

by RuBisCO by SBPase
0.4
X

i 0.2
|
1S

© 0.0
€
3
a
("8
o
o

6 8 10 12 14 16 18 20 6 8 10 12 14 16 18 20
COz /uM COz /uM

FIGURE 4.2: The flux control of PSII (top left), PSI (top right), RuBisCO (bottom
left), and SBPase (bottom right) on carbon fixation in light intensities ranging
from 50 to 1000 pmolm~2s~!and in CO, concentrations ranging from 5 to 20
M. The control coefficients are indicated by the heat map with dark areas indi-
cating low and light areas high control. The blue crosses are the reference points
for the further analyses indicating low CO, /low light (6 1M, 100 pumol m~2s71),
low CO5/high light (6 tM, 900 pmol m~2s~1), high CO, /low light (18 1M, 100
pmol m~2s71), and high CO, /high light (18 pM, 900 pmolm~—2s~1).
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fixation rate (and many other rates and intermediate concentrations) is not a
smooth function of the incident light intensity. Therefore, the numerical dif-
ferentiation employed to calculate the control coefficients may lead to impre-
cise results and as a consequence, the coefficients very close to the transition
should be interpreted with care.

In the low light regime, both photosystems have substantial control
whereas the CBB cycle enzymes exert almost no control. This changes dras-
tically for higher light intensities, where PSI exerts practically no control and
PSII only a small but distinguishable control, whereas the CBB cycle enzymes
now control the carbon fixation rate. In high light, a gradual shift in control
from RuBisCO to SBPase can be observed as CO, concentrations increase.
SBPase has the highest control in high light intensities and high CO, concen-
trations, while RuBisCO is the dominant reaction in high light intensities and
low CO; concentrations. High control of RuBisCO in high light and low CO»
concentrations has also been found experimentally (Stitt and Schulze, 1994).

In summary, this analysis shows that the control on carbon fixation
switches from photosystem I in low light to photosystem II in medium
light intensities to SBPase and RuBisCO in high light intensities, where Ru-
BisCO control dominates in low and SBPase control in high CO, concentra-
tions. For our further analyses, we define four reference conditions for low
CO, / low light (6 nM, 100 pmol m~2s71), low CO, / high light (6 1M, 900
pmolm~2s71), high CO, / low light (18 pM, 100 pmolm~2s~1), and high
CO; / high light (18 pM, 900 pmol m 2 s_l). These conditions are indicated
by blue crosses in Fig. 4.2.

4.3.3 Control of photosynthetic intermediates

Besides the carbon fixation rate, also the states of the intermediates in the
photosynthetic electron transport chain and the CBB cycle are important de-
terminants for the efficiency and status of the photosynthetic system at large.
In particular, poised redox levels of the electron carriers are indicative of the
efficient functioning of the PETC, the concentrations of ATP and NADPH
are important as ubiquitous energy and redox equivalents, and the CBB cy-
cle intermediates must be above a certain level to ensure the cycle runs effi-
ciently (Matuszytiska, Saadat, and Ebenhoh, 2019). Moreover, various mech-
anisms ensure that in particular in high light, photodamage by reactive oxy-

gen species (ROS) is minimized.
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The electron carriers behave as expected (see figs. 4.16 to 4.19). In gen-
eral, upstream reactions have a positive control on their redox state, while
downstream reactions exert a negative control. For example, the redox state
of plastoquinone is strongly positively controlled by PSII, slightly positive by
the cyclic electron flow (which feeds back electrons from ferredoxin to plas-
toquinone), and negatively or not at all by downstream processes, such as
PSI or the CBB enzymes (see figure 4.16). The only electron carrier that is
more reduced when the CBB cycle enzymes are increased is plastocyanin,
which is in agreement with previous model analyses (Saadat et al., 2021)
(Fig. 4.17). An interesting observation is that under low light, both ferredoxin
and NADPH are less reduced if PSI activity is enhanced, although ferredoxin
is a direct product of PSI (Figs. 4.18 and 4.19). A possible explanation for this
counter-intuitive finding is that the cyclic electron flow is strongly increased
with increasing PSI activity (Fig. 4.20) and that, together with the increased
CBB activity (see above) this leads to a slight reduction of these two elec-
tron carriers. The control of ATP levels is complex (Fig. 4.21). For example,
increased PSII leads to reduced ATP levels in very low light, increased in in-
termediate light (still below the quencher saturation threshold), and a slight
reduction again for high light conditions. However, steady-state energy lev-
els range between 0.6 and 0.8 (fraction of ATP in the adenosine phosphate
pool), which are in the range of measured values (Stitt, Lilley, and Heldyt,
1982). An interesting effect is observed when calculating the control on the
total phosphates in CBB intermediates. Apparently, enhancing the fixation
process (RuBisCO) leads to a reduction in CBB intermediates, whereas en-
hancing the recycling phase (SBPase) leads to an increase, except for very
low light intensities (Fig. 4.22). ROS (simulated as stationary H>O, concen-
trations) levels respond as expected. Increasing the photosystems leads to
higher levels while increasing the cyclic electron flow the bef complex activ-
ity or the CBB cycle lead to reduced levels (Fig. 4.23).

4.3.4 Robustness of the control on carbon fixation in multiple

environmental conditions

Control coefficients quantify the strength of control of individual processes in
a metabolic network. They are system-wide properties and as such depend
on the specific values of the kinetic parameters of the involved enzymatic re-

actions. Therefore, they should not be considered a rigid value independent
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FIGURE 4.3: Distribution of flux control coefficients of key reactions in the PETC
and CBB cycle on carbon fixation over 10000 sets of randomly perturbed param-
eters with a factor between 0.5 and 2. The shaded area shows the frequency of
flux control coefficients. In all cases, the area was scaled to the maximum (in-
cluding values outside the shown range) for clarity. The white dot indicates the
median of the distribution and the bold part of the central line denotes the range
between upper and lower quartile. Top left shows results under low CO, / low
light conditions, top right under low CO, / high light, bottom left under high
CO, / low light and bottom right under CO, / high light conditions. Only flux
control coefficients between 0 and 1 are shown.
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of all choices in the model-building process or of varying external condi-
tions. The control on RuBisCO, an essential enzyme for carbon fixation, by
other reaction steps in the CBB cycle, PETC, or ASC-GSH cycle, is interesting
for broadening our understanding of sequestering carbon in photosynthetic
organisms.

In order to determine if the previously observed shift in control (Fig. 4.2)
is a consequence of the structural design of the PETC and the CBB, we per-
formed a robustness analysis. For this, we varied parameters by multiplying
a randomly selected factor between 0.5 and 2 to generate 10000 perturbed
parameter sets. For each parameter set, we analyzed the control exerted by
PSII, cytochrome bgf, RuBisCO, FBPase, and SBPase on carbon fixation in
the four reference conditions for low /high CO,/light as defined above. Fig-
ure 4.3 shows the distributions of flux control coefficients on carbon fixation
by selected reactions. With most parameter sets, the photosystems had a
much higher control on carbon fixation in low light intensities in both CO,
concentration conditions than reactions in the CBB cycle. In low light in-
tensity, cytochrome bgf and RuBisCO have almost no control, and SBPase,
while detectable, has only a minor influence. Investigating the correlation of
control coefficients for both photosystems under low-light conditions reveals
that these two processes indeed share the main flux control in a proportion,
which depends on the exact parameter values (Fig. 4.4).

The control of photosystems on carbon fixation is drastically reduced in
high-light conditions. Especially photosystem I has lost almost all its control.
As a general trend, the distribution of flux control coefficients in high light is
broader than in low light. The main controlling steps are now on the demand
side of photosynthesis, in particular on RuBisCO and SBPase. SBPase is, be-
sides photosystem II, the controlling reaction for carbon fixation in high light
intensity and high CO, conditions. At the same time, RuBisCO and SBPase
are the main factors in high light intensity and low CO; concentrations, with
RuBisCO having a slightly higher influence. Correlating the control coeffi-
cients of these two central CBB enzymes shows for most randomly selected
parameter sets RuBisCO does not exert any considerable control under high
light and high CO; concentrations, while under high light but low CO; the
control can be on either of these enzymes (or none of the two) but only for a
few parameter sets the control is shared between the two enzymes (Fig. 4.5).

Overall, our robustness analysis, in which we randomly varied param-
eters by a factor between 0.5 and 2, confirms our previous observations,

namely that the control shifts from the photosystems in low light to the CBB
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cycle enzymes in high light. Under the latter conditions, RuBisCO exerts a
higher control if ambient CO, concentrations are low, while SBPase is the
controlling step under high CO, concentrations. This indicates that the shift
in control is less a kinetic, parameter-dependent, effect but rather a structural

property of photosynthesis.

4.4 Discussion and Outlook

Photosynthesis is a supply-demand system. The supply (PETC) and de-
mand (CBB cycle) sides must be coordinated to ensure efficient photosyn-
thesis. Considering the often rapidly and unpredictably changing light in-
tensities (Kaiser, Morales, and Harbinson, 2018) plants are exposed to in nat-
ural environments, maintaining such coordination appears challenging. It
is plausible to assume that the present environmental-dependent regulatory
mechanisms controlling carbon fixation have evolved to be highly efficient,
considering the direct effect that carbon capture has on plant growth and
titness. This work presents an in silico analysis of the control over carbon
fixation in different environmental conditions. For this, we used a published
model of photosynthesis that combines the supply side (PETC), the demand
side (CBB cycle), and the Ascorbate-Glutathion cycle (Saadat et al., 2021).
Such a supply-demand photosynthesis model allows for quantifying the
control that individual processes have on the overall carbon fixation rate. We
focused in particular on photosystems I and II, cytochrome bgf, RuBisCO,
and SBPase, which were reported to exert control on carbon fixation under
several conditions (Poolman, Fell, and Thomas, 2000; Johnson and Berry,
2021; Raines et al., 2000). Using Metabolic Control Analysis, we quantified
the control of these single steps on carbon fixation for different simulated en-
vironmental conditions. By simultaneously varying the light intensity and
CO; concentration, we could show that the control shifts from the photo-
systems in low light intensities to RuBisCO and SBPase in high light inten-
sities but then from RuBisCO in low to SBPase in high CO, concentrations
(Fig. 4.2). The shift of the control confirms that most of the reactions pre-
viously reported to control the flux are indeed critical for regulating carbon
fixation. However, whether PSII, PSI, RuBisCO, or SBPase is the main con-
trolling factor strongly depends on the external conditions. In our photo-
synthesis model, a relatively sharp threshold marks the transition between a
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supply- and a demand-controlled situation (see Fig. 4.2). This threshold, sep-
arating 'low” and "high” light conditions, occurs when the quenching mecha-
nism reaches its maximal capacity (see Fig. 4.15). This results in a reduction
of most electron carriers and a sharp accumulation of protons in the lumen.
The PETC still operates at a fast rate, so ATP and NADPH production is no
longer limiting carbon fixation. It is an open question whether this sharp
transition is a feature of the specific model that was used for this analysis or
whether this is actually a systemic property of photosynthesis. We assume
that the transition from non-saturated to saturated quencher is not as sharp
in vivo as suggested by the model, but that the principle feature, namely that
high light intensity results in a shift of control to the demand reactions of
the CBB cycle, is a structural feature of the photosynthetic supply-demand
system. The continuous transition under high light between the RuBisCO
and SBPase-mediated control suggests that at high CO, concentrations, the
carboxylation by RuBisCO is not determining carbon fixation rate, but rather
the distribution of the intermediates in the CBB cycle through SBPase. To test
whether the shift in control is a kinetic property of the rates in photosynthesis
or follows from the structure resulting from the interconnections of the PETC
and CBB cycle, we performed a robustness analysis by randomly varying ki-
netic parameters by a factor between 0.5 and 2. Figure 4.3 illustrates that, at
least in our model representation, the control shift is a property that occurs
with many parameter sets. This observation indicates that the shift of con-
trol indeed seems to be a structural feature, and rather independent of the
specific parameter values.

Interesting patterns emerge by correlating the flux control coefficients ob-
tained by the robustness analysis. In the low light regime, the control is
shared mostly among the two photosystems (Fig. 4.4 and Fig. 4.24), where of-
ten one of the photosystems exhibits a higher control than the other. Which
photosystem exerts the higher control apparently depends on the specific
numerical parameter values. Additionally, the fact that both photosystems
always have clearly non-zero control for all parameter sets in low light un-
derlines the importance of the PETC for carbon fixation as a limiting factor
in these conditions. The light-driven photosystems ultimately determine the
flow of electrons through the PETC and the translocation of protons into the
lumen, hence the production of ATP and reduction equivalents required by
the CBB cycle. Correlating the control coefficients quantifying the impor-
tance of RuBisCO and SBPase under high light shows a drastically different
picture. Fig. 4.5 reveals that typically carbon fixation is either controlled by
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RuBisCO or by SBPase, but the control is rarely shared. This is especially
pronounced in high light intensity and low CO, concentration conditions.
Fig. 4.5 also reveals that for a substantial number of parameter combinations,
neither RuBisCO nor SBPase exerts control over the carbon fixation rate. A
closer inspection reveals that in these cases, the control lies, in fact, with the
photosystems. In fact, correlating the total control (sum of control coefficients
of the individual processes) of the supply reactions with the total control of
the demand reactions reveals that the control lies either on the supply side or
on the demand side, but is rarely shared between both sides (Fig. 4.25). An
interesting observation is that even in high light conditions, the model exhib-
ited control by the light reactions for a substantial fraction of parameter sets.
A possible explanation for the observation that also in high light for many
parameter sets the control lies on the photosystems is that variations of the
parameters can lead to scenarios where our selected "high light” condition is
actually not perceived as saturating light. In order to test this hypothesis, we
relate the control exhibited by the dark reaction to the simulated stationary
lumen pH (Fig. 4.26). This analysis shows that whenever the control is on the
dark reactions, the pH is low, indicating that light (and the quencher) is sat-
urated, whereas low control by the dark reactions is associated with a high
lumenal pH, indicating non-saturating conditions.

Some experimental and theoretical studies claim that cytochrome bgf con-
trols the photosynthetic flux (Stiehl and Witt, 1969; Johnson and Berry, 2021).
In contrast, our analysis suggests that cytochrome bgf exhibits a consider-
able control only for very few parameter sets (Fig. 4.3). However, when we
systematically decrease the activity of cytochrome bgf, also in our model cy-
tochrome bgf can become a rate-controlling step (Fig. 4.27). These consider-
ations show that seemingly conflicting reports on the control of cytochrome
bef are not necessarily contradictory. In fact, the parameters describing the
composition and kinetic properties of the photosynthetic apparatus have an
important influence on the strength of control.

Most concentration control coefficients behave as expected. For the elec-
tron carriers, upstream reactions exert positive and downstream reactions
negative control. We obtained an initially counter-intuitive result only for
ferredoxin and NADPH, as they are both less reduced when PSI activity is
enhanced in low light. This observation might be explained through an in-
creased cyclic electron flow with a concomitant increase in CBB cycle activity.

The cyclic electron flow is an integral part of the photosynthetic machinery
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adjusting the ATP/NADPH ratio in the PETC and, hence, is an essential reg-
ulatory mechanism. Responding to the ATP/NADPH ratio required by the
demand reactions, the effects of other processes can be reduced or even re-
verted, when compared to a system without cyclic electron flow. The regula-
tory effects of CEF may also explain the complex patterns in the control that
some processes have on ATP concentrations. These results demonstrate that
control in a complex system is often non-trivial, and altering reaction rates
may result in counterintuitive effects.

Exploring a previously published supply-demand photosynthesis model
with metabolic control analysis, we could resolve seemingly contradictory
statements about which reactions have the strongest control on carbon fixa-
tion. We showed that basically all reactions previously reported exerting a
strong control can indeed have high flux control under some conditions. It
is important to note that all results have been obtained from a single, imper-
tect model. The model does not, for example, include the important process
of photorespiration or stomatal aperture. It is unclear how far the interpre-
tation of the results and the derived conclusions can be generalized. Still,
the strength of theoretical analyses is that also with simplified and imper-
tect models, general features can be identified and novel hypotheses derived.
For example, the general pattern observed in our analysis of how the control
shifts between key enzymes and complexes depending on light intensity and
CO; concentrations is plausible and generally applicable. By understanding
the principles of how regulation depends on environmental conditions, new
data can be interpreted in a highly informed manner. Additionally, the ex-
istence of different physiological states and the fact that the control in pho-
tosynthesis shifts might necessitate the adaption of experimental protocols
aiming for the improvement of photosynthesis. For instance, improvement
strategies could differ depending on the typical physiological states of the
photosynthetic organism. With our study, we aimed at demonstrating the
usefulness of systematic model analyses with Metabolic Control Analysis in

understanding metabolic regulation in complex networks.

4.5 Concluding remarks

In this chapter, we looked into the steady state behavior of photosynthesis
(far long-term process) using metabolic control theory. With this, we could
identify shifts in the control exerted by various CBB and PETC steps on car-

bon fixation. Photosynthetic organisms are, in nature, constantly exposed to
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changes in abiotic factors. Only in strictly controlled environments, such as
greenhouses, can constant steady-state photosynthesis be guaranteed. How-
ever, the knowledge about the control in a steady state, besides being benefi-
cial for crop growth in greenhouses, can be used to build a hypothesis about

what controls photosynthesis in natural environments.

4.6 Supplementary figures
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FIGURE 4.6: Schematic representation of the processes included in the computa-
tional model of photosynthesis. The model consists of three modules: ascorbate-
glutathione (ASC-GSH) cycle (A), CBB with TrxR regulated reactions (B), and
PETC (C). The compounds in the circle in the centre are the ones exchanged be-
tween the compartments. Taken with permission from Saadat et al., 2021.

TABLE 4.1: Enzyme subsets

Reaction abbreviations Reaction names
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Table 4.1 — Continued from previous page

Reaction abbreviations

Reaction names

1. vG6P_isomerase, vPhosphogluco-

mutase, vStarch

glucose-6-phosphate isomerase,
phosphoglucomutase, starch synthe-

S1S

2. vdhap dihydroxyacetone phosphate ex-
porter

3. vpga 3-phosphoglycerate exporter

4. vNDH NADH reductase

5. vMDAreduct

NADH:monodehydroascorbate oxi-
doreductase

6. vgap

glyceraldehyde-3-phosphate exporter

7. vE_activation, vE_inactivation,
vEFdTrReductase

ATP synthse activation and deactiva-

tion, Ferredoxin-Thioredoxin reduc-

tase
8. vCyc cyclic electron flow
9. vLeak proton leak over thylakoid membrane

10. v5t12, vSt21

state transition reactions

11. vDeepox, vEpox

xanthophyll cycle reactions

12.  v10, v11, v12, v13, v8, v9,
vE6P_Transketolase, vVRuBisCO

transketolase (S7P reaction), ribose-

5-phosphate isomerase, xylose-5-

phosphate epimerase, ribulose-5-
aldolase (SBP

sedoheptulose bisphos-

phosphate kinase,
reaction),
phatase, transketolase (F6P reaction)

, ribulose-1,5-bisphosphate carboxy-

lase/oxygenase

13. vAldolase , vEFBPase aldolase (FBP reaction), fructose-1,6-
bisphosphotase

14. v3ASC, vDHAR, vGR spontaneous disproportion  of

monodehydroascorbate radicals,

glutathione:dehydroascorbate ~ ox-
idoreductase,  glutathione:NADP+
oxidoreductase

15. vATPsynthase ATP synthase

16. vENR

ferredoxin-NADP reductase
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Table 4.1 — Continued from previous page

Reaction abbreviations

Reaction names

17. vAscorbate, vMehler

ascorbate peroxidase, Mehler reaction

18. vBPGA_dehydrogenase,
vPGA_kinase

1,3-bisphosphoglycerate dehydroge-
nase, phosphoglycerate kinase (PGA

kinase)
19. vPS2 photosystem II
20. vTPI triose phosphate isomerase

21. vBéf, vPS1

cytochrome bg f, photosystem I

22. vLhcdeprotonation, vLhcprotona-

PsbS de- and protonation

tion

23. vEX_ATP ATP export

24. vEX_NADPH NADPH export

25. vFdred ferredoxin reduction in photosystem I
26. vPTOX plastid terminal oxidase
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FIGURE 4.7: Reaction correlation coefficient matrix. The correlation was calcu-
lated by using the null space of the stoichiometric matrix (see method section).
Red indicates positive, blue negative correlation.
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FIGURE 4.9: Distribution of flux control coefficients of key reactions in the PETC
and CBB cycle on carbon fixation over 10000 sets of randomly perturbed param-
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tions. Only flux control coefficients between 0 and 1 are shown.
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randomly generated parameter sets as described in the text.
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FIGURE 4.12: Control coefficients of carbon fixation by light vs. dark reactions
in photosynthesis under low-light conditions represented as a 3D histogram.
Parameters were varied using a factor of 5. The z-axis indicates the how many
control coefficients fall into a specific numerical range.
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FIGURE 4.13: Control coefficients of carbon fixation by light vs. dark reactions
in photosynthesis under high-light conditions represented as a 3D histogram.
Parameters were varied using a factor of 5. The z-axis indicates the how many
control coefficients fall into a specific numerical range.
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CBB control vs pH

FIGURE 4.14: 3D histogram of steady state lumenal pH vs. control coefficients of

dark reaction on carbon fixation. Parameters were varied using a factor of 5. The
z-axis indicates the how many control coefficients fall into a specific numerical

range.
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Chapter 5

Modeling of photoinhibition:
exploring the impact of quenching

processes

This chapter is published on biorxiv (Nies, Matsubara, and Ebenhoeh, 2023) . I was involved in each
step of the study. This includes the simulation, data analysis, visualization of the results, and writing
all parts of the chapter/manuscript (Introduction, Methods, Results, Discussion). The description of
the model, which was initially placed in the supplement, was placed in the method section to create a
similar structure for all chapters. In case of a duplication of the model description (original versions

in main texts or in supplement), it was decided to use the description that was more informative.

Plants are constantly exposed to changing environments, sometimes lead-
ing to extreme conditions and stress. For example, sudden exposure to high
light leads to excess absorbed light energy, causing reactive oxygen species
(ROS) formation. ROS damage the photosynthetic machinery, particularly
the D1 protein in photosystem II (PSII), which therefore needs to be contin-
uously repaired and replaced. The effect of the damage inflicted by high
light is a prolonged decrease in photosynthetic efficiency. Hence, it is not
surprising that photoinhibition has been subject to numerous experimental
studies investigating its effects in the context of crop productivity. How-
ever, it has become apparent that classical measures of photoinhibition, i.e.,
changes in the chlorophyll fluorescence parameter F /Fy,, are not only de-
termined by the loss of PSII core function but also by processes such as
energy transfer and quenching. Mathematical models can help dissect the
influences on such fluorescence signals and quantify the contributions of
various interacting mechanisms. We present a mathematical model with a

dynamic description of the photosynthetic electron transport chain (PETC),
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non-photochemical quenching, and photoinhibition. With our model, we in-
vestigate the interconnection between quenching, photoprotection, and flu-
orescence using simulations and experimental data. We found that different
energy-dissipating properties of intact and damaged PSlIs, as well as energy
transfer between PSlIs, are critical components that need to be included in
the model to ensure a satisfactory fit to the experimental data. We envisage
that our model provides a framework for future investigations of photoinhi-

bition dynamics and its importance for plant growth and yield.

5.1 Introduction

Photosynthesis is one of the main processes that make energy available to
the biosphere (Ksenzhek and Volkov, 1998). By capturing light, photosyn-
thetic organisms convert solar energy into usable chemical energy, which is
then used to drive metabolic processes, including the formation of biomass.
Plants, algae, and other photosynthetic organisms exist in a wide range of
environments, ranging from deserts to tropical forests. These environments
can exhibit drastically and rapidly changing external conditions, consider-
ing, e.g. light intensity, temperature, and humidity. Plants, as sessile organ-
isms, must adapt to the conditions they are exposed to (Kaiser, Morales, and
Harbinson, 2018). However, such fluctuating conditions make the coordina-
tion of the photosynthetic electron transport chain (PETC), supplying light
energy in the form of ATP and NADPH, and the Calvin Benson Bassham
cycle (CBB cycle), which uses ATP and NADPH to sequester CO,, a chal-
lenging task (Nies et al., 2023). Antenna complexes in chloroplast thylakoid
membranes collect light energy and channel it to the reaction centers of the
PETC. This captured energy is used to drive photochemistry, but the excited
states can also dissipate energy as heat or re-emit it as fluorescence (Muller,
Li, and Niyogi, 2001). Due to variations in external conditions, the light en-
ergy supply can frequently exceed the demand, which leads to the forma-
tion of reactive oxygen species (ROS) at multiple sites of the PETC. ROS are
highly reactive compounds that can damage the molecular machinery of the
PETC (Khorobrykh et al., 2020).

The photodamage induced by ROS affects various proteins, with the D1
subunit of photosystem II (PSII) being the most susceptible. In fact, with a
turnover rate of > 0.5 d !, the D1 subunit exhibits one of the shortest protein
lifetimes in the PETC (Li, Aro, and Millar, 2018). For functional photosynthe-
sis, it is therefore essential that this protein is constantly resynthesized and
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FIGURE 5.1: Schematic depiction of the model of photoinhibition (compare also
Ebenhoh et al., 2014; Matuszyniska et al., 2016). Not shown for clarity but in-
cluded are the cyclic electron flows around photosystem I.
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replaced. This is realized by the so-called D1 protein repair cycle, which
involves the degradation and synthesis of damaged D1 protein. This cycle
has a very high energy demand, with an estimated 1304 ATP per subunit re-
paired (Murata and Nishiyama, 2018). Despite considerable advances in our
understanding of photoinhibition, the exact mechanism of how high-light
stress inflicts damage on the photosynthetic machinery is still under debate,
and various hypotheses have been proposed (Zavafer, 2021).

Classically, photoinhibition is quantified by measuring F, /Fy, after pro-
longed exposure to strong irradiance. This was justified because of the al-
most linear relationship between F,/Fy, and the loss of photosynthetic O,
evolution (see, e.g. Patsikkd, Aro, and Tyystjarvi, 1998). It has recently be-
come increasingly apparent that the Fy/Fp,, derived from the fluorescence
signal, might not be ideal for assessing photoinhibition. The fluorescence sig-
nal that a photosynthetic tissue, such as a leaf, emits is influenced by multiple
factors, such as non-photochemical quenching, the efficiency of photochem-
istry, and the three-dimensional structure of the leaf. Hence, F, /Fy, might be
determined not only by the loss of the PSII core function but also by other
dissipating processes (Malnog, 2018). Moreover, also theoretical studies have
suggested an inherently nonlinear relationship between inactive PSII and the
fluorescence signal (Giersch and Krause, 1991).

Over the last decades, various mathematical models of photosynthesis
were developed (Stirbet et al., 2019). Some of them focus on the PETC (Eben-
hoh et al., 2014; Matuszyriska et al., 2016; Zaks et al., 2012) or the CBB cy-
cle (Pettersson and Ryde-Pettersson, 1988; Poolman, Fell, and Thomas, 2000),
and others try integrating both into one mathematical description (Morales
et al., 2018b; Matuszynska, Saadat, and Ebenhoh, 2019; Saadat et al., 2021).
Other models focused on detailed processes in PSII (Belyaeva et al., 2016).
Many of these models calculate how the fluorescence signal derives from the
molecular processes of the PETC. Most of the calculations depend on equa-
tions that describe the fluorescence yield associated with closed and open
reaction centers of PSII. The difference in how these models determine fluo-
rescence yield primarily arises from different simplified or extended versions
of these equations. These equations are based on the current understanding
regarding the source of the fluorescence signal, derived from the work con-
ducted during the last sixty years (Joliot, 1964; Butler and Kitajima, 1975;
Kitajima and Butler, 1975; Giersch and Krause, 1991; Bernhardt and Trissl,
1999). However, despite much effort, it still needs to be clarified which of the
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classical equations and which model representation of the thylakoid mem-
brane (e.g., lake, single unit, domain model, see Bernhardt and Trissl, 1999)
is most realistic.

Here we expanded a published model of the PETC and non-
photochemical quenching (NPQ) (Ebenhoh et al., 2014; Matuszyriska et al.,
2016; Saadat et al., 2021) by integrating a mechanistic description of photoin-
hibition and the D1 repair cycle. For this, we build upon previous models
of the D1 damage-repair cycle and an expansion of the energy transfer the-
ory (Giersch and Krause, 1991; Tyystjarvi, Mdenpdd, and Aro, 1994; Patsikka,
Aro, and Tyystjarvi, 1998). The goal of our model is to quantitatively repro-
duce experimental data measuring photodamage as changes in Fy /Fp,, Fn,
and F, in wildtype Arabidopsis thaliana and the npql mutant. The npgl mu-
tant lacks violaxanthin de-epoxidase and, thus, zeaxanthin. However, zeax-
anthin has been shown to play a critical role in the induction of short- (qE)
and long-term (qZ) quenching processes, potentially protecting against high
light-induced damage (Horton et al., 2008; Nilkens et al., 2010). Our model
provides a theoretical framework in which we discuss different formulations
for the fluorescence yield based on previous work and assess how these agree
with experimental data. In particular, we focus on the effects of different heat
dissipation capabilities and quenching activities on the fluorescence signal
under photoinhibtory conditions. This work helps to clarify which processes
contribute to the dynamic changes of photosynthesis under high-light stress.
Moreover, we provide a quantitative and mechanistic explanation of the ob-

served changes in F, /Fp,, Fo, and Fy, in fluorescence measurements.

5.2 Model and Methods

A mathematical model was developed that combines non-photochemical
quenching, the D1 protein repair cycle, and the main protein complexes in the
PETC. The model is based on published mathematical descriptions that suc-
cessfully simulated experimental data in the past (Tyystjarvi, Mdenpdd, and
Aro, 1994; Ebenhoh et al., 2014; Matuszynska et al., 2016). Most parameter
values were obtained from the literature. The model was tested against pub-
lished data from various plant species and experimentally measured F, /Fy,
values (Arabidopsis thaliana ecotype Columbia-0 and the npq1 mutant).
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5.2.1 Experimental approach

Arabidopsis thaliana (Columbia-0 and npql) seeds were sown on commercial
soil (Pikier, Balster Finheitserdewerk, Frondenberg, Germany) and strati-
fied for three days in the dark at 4 °C. After that, they were transferred to
the climate chamber with 12 h/12 h light/dark photoperiod, 26 °C/20 °C
day/night air temperature and 60% relative air humidity. The photosyn-
thetically active radiation was provided by fluorescent lamps (Fluora L58
W /77, Osram, Munich, Germany) with an intensity of approximately 100
pmol m~2 s~ 1at plant height. Finally, seedlings were transferred to pots (7 x
7 x 8 cm, one plant per pot) filled with soil (Lignostrat Dachgarten extensive,
HAWITA, Vechta, Germany). Care was taken to avoid soil drying during cul-
tivation. Six to seven weeks old plants were used for measuring.

Leaves of A.thaliana plants were detached, and petioles were submerged
in a 5 mM lincomycin solution in reaction tubes for 3 h in dim light under
ventilation. After incubation in the lincomycin solution, leaf discs with a
diameter of 1.1 cm were punched out and floated on a water bath to keep
the leaf temperature constant at 20 °C. The floating leaf discs were ex-
posed to white LED light (SL 3500-W-G, Photon Systems Instruments) with
an intensity of 800 pmol m 2s !, After 0Oh,05h,1h,3h, 5h, and 6 h
hours, F, /Fy, was measured on six replicate leaf discs using a DUAL-KLAS-
NIR system (Heinz Walz GmbH, Effeltrich, Germany). Each leaf was dark-
adapted 20 minutes before a red saturation pulse (635 nm, 0.8 seconds) of
>10000 pmol m~2s~'was applied from both upper and lower sides of the
leaf. Fluorescence was detected on the lower leaf surface to determine Fy,.

5.2.2 Model description

Simulations were based on previous models of photosynthesis (Ebenhoh et
al., 2014; Matuszyniska et al., 2016) and the D1 protein repair cycle. The pho-
tosynthetic electron transport chain in the thylakoid membrane of chloro-
plasts is implemented according to Ebenhoh et al., 2014. A four-state Photo-
system II (PSII) description (Bj - open and non-excited, B - open and excited,
B; - closed and non-excited, B3 - closed and excited) was used. The rate of
cytochrome bgf complex is described via mass-action kinetics. Photosystem
I (PSI) is a three-state system similar to PSII. Convenience kinetics describes
the activities of the ferredoxin-NADPH-reductase (FNR) (Liebermeister and
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Klipp, 2006). The proton leak across the thylakoid membrane, ATP synthe-
sis, and cyclic electron flow around PSI are modeled via mass action kinet-
ics. Reversible reactions are included by calculating lumenal pH-dependent
equilibrium constants. Similar to Matuszyriska, Saadat, and Ebenhoh, 2019
and Saadat et al., 2021, a four-state quencher module, based on the xantho-
phyll cycle and the protonation of PsbS, was integrated (see Fig. 5.1). The
model is detailed in the following sections.

5.3 Model

The mathematical model of the photosynthetic electron transport chain, in-
cluding non-photochemical quenching and the D1 protein repair cycle, is
represented as a system of twelve ordinary differential equations. The equa-
tions describe the temporal evolution of twelve system variables. These vari-
ables are the reduced fraction of plastoquinone (P), plastocyanin (PC), and
ferredoxin (Fd), the stromal concentration of ATP (A) and NADPH (N), the
lumenal proton concentration (H), the oxidized fraction of PsbS and the frac-
tion of Violaxanthin, the active (U,), damaged (Uj), and D1 protein less (Uy)
form of photosystem II as well as an activator of the ATP synthase (E). Most
of the equations are taken from previous work (Tyystjarvi, Mdenpdd, and
Aro, 1994; Ebenhoh et al., 2014; Matuszyniska et al., 2016). The system of

equations reads,

dPQH:

a% 2 = UPSII + Ucye — Ubsf — UPTOX (5.1)
dPC~
= 2 Upet — Upg] (5:2)
dFd~
7 = UpsI — 2 UENR — 2 Ucyc (5-3)
dN
E = UFNR — UNADPHconsumption (5-4)
dA
E = UATPsynthase + Umito — UATPconsumption — 231 Udeg — 1059 Urep (5.5)
dH 14

bH-E = 2 Upsp + 4 Upgf — ? UATPsynthase — Uleak (5.6)

dPsbS

T = UDeprot — UProt (5.7)
av
At = UEpoxZ — UDeepoxV (58)
au
d_ta = Urep — Uinh (59)
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AU,

At = Uinh — Udeg (5.10)
au,
d_td = Vdog — Urep (5.11)
dE
E = UactATPsyn — UdeactATPsyn (5.12)

5.3.1 Photosystems

As outlined in Ebenhoh et al., 2014, we assume processes in photosystem II
(PSII) and photosystem I (PSI) to be much faster than the rest of the pho-
tosynthetic electron transport chain. This assumption allows us to treat
the photosynthetic electron transport chain as a fast-slow system and alge-
braically solve the equations governing the dynamics in the photosystems.
Hence, Photosystem 1I is represented as a four-state, and PSI is formulated
as a three-state algebraic equation system under the assumption of being in
steady state. The equation system for PSII, in the case without energy trans-
fer between inactive and active PSII, is

k
— (kLH + KPﬂPQHz) Bo + (ku + kg)B1 + kpqreaPQ - B =0 (5.13)
eq,QAPQ

kinBo — (ku +kp+kp)By =0  (5.14)
kinBo — (kg +kp)B3 =0  (5.15)
Bo+ By + By + Bs = U,. (5.16)

Thus, vpgyy is (see Matuszyniska, Saadat, and Ebenhoh, 2019)

OpsII — 0.5- kp : Bl. (5.17)

Here kp, kr and ky are the rate constants of photochemistry, fluorescence,
and heat dissipation, respectively. The parameter kpqeq describes the plas-
toquinone reduction at photosystem II and ki is the light activation rate of
PSII, which is set proportional to the total light intensity.

Four states of active Photosystem II (U,) are considered in the solution of the
PSII equation system: two ground and two excited states of open (By, B1) and
closed (By, B3) reaction centers. The states differ in the ways they use light
energy.

The equations governing the dynamics in a system with energy transfer be-

tween active and inactive PSII reads,
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- (kLH + KkPQredPQH2> By + (ki - Q + ke) By + kporea PQ - Bo = 0 (5.18)
q,QAPQ
kinBo— (kg - Q+kg+kp)B1 =0 (5.19)
(ker - Q + kg)Bs + kpBy + mPQHZBO (5.20)
—(kpared PQ + ki) Bo + k1 (Uin + Ugn)Bz =0
By+ By + By + By = U, (5.21)
kinUin — (0 - ki - Q + kg) Uip + krB3Uin = 0 (5.22)
Uip + Ui = U (5.23)
kinUan — (0 - kr - Q + kp)Ugp + krB3Ugn =0 (5.24)
Ugp + Ugn = Ug, (5.25)

here kr is the rate of energy transfer. Uy, or Ujp are the excited, and Uy, or
Ui, the non-excited inactive photosystems. The fluorescence signal calculates
as,

The equation system for PSI is,

dy, k
0= "2 =kpcox - PC™ - Yy — —2% . PC .Yy — k1Yo (5.26)
dt Keq,pcr700
Y k
o:ii:%H%_hww4w4q+—iﬁi~Ffrn. (5.27)
dt Keq,P700Fd

Here, kpcox is the rate constant of oxidation of plastocyanin at Pygg, ks is
the rate for the reduction of ferredoxin by PSI and ki is the light activation
rate of PSI, which is set to the total light intensity.

Assuming that the total amount of PSI is conserved,

PSI®' =Yy 4+ Y, + Yo, (5.28)

The equation system for PSI can be solved to obtain steady state expressions
of the PSI states.
The rate of PSI is,

ops1 = kLI . Yo. (5.29)

Here, Yy, Y3, and Y3 is the fraction of open (P7), excited (P700") and oxidized
(P700™) PSL.
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5.3.2 Fluorescence

We assume that inactive PSII can dissipate excitation energy as heat and emit
fluorescence. The fluorescence emitted by these PSII states is still affected by

quenching.

Isolated PSII

Assuming no energy transfer between active and inactive PSII, the yield of
fluorescence is described as (see Giersch and Krause, 1991; Ebenhoth et al.,
2014),

kg F kg
F— Byt ¥ g "
kg +kyg-Q+kp O+kp+kH'Q 2+kF+P'kH'Q
Here kg, kp, and kyj are the rate constant of fluorescence, photochemistry, and

(Ui + Ud) (5.30)

dissipitation of light energy other than fluorescence and photochemistry. By
and B, are open and closed states of active PSII (U,). The parameter p has
been introduced to account for different heat dissipation properties between
active and inactive PSII. Specifically, it describes the ratio of energy dissipa-
tion rates as heat between inactive (U; + Uyq) and active (U,) states of PSII. Q
is the quencher activity.

Minimal fluorescence (F,) is observed in a dark-adapted state, where By ~
U,. Thus,

kg kg
— u
kg + kg - Q+kp a+kF+P'kH'Q

Assuming there are no inactive photosystems, Eq. (5.31) becomes,

F, (U + Uy). (5.31)

_ kr
kg +ku - Q+kp

This is the expected F, signal at the beginning of an experiment before high-

Fo . - PSII®t, (5.32)

light treatment started.
The maximal fluorescence yield is obtained in saturating light conditions,

where B, ~ U,. Therefore,

kg kg
:—-u+ .
ke +ky-Q % kp+p-ku-Q

and without inactive PSII, representing the signal at the beginning of high-

FEy, (U; + Uy), (5.33)

light treatment,

kg

=  .PSII't, 5.34
ket k- O (5:34)

Fm,a
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To quantify the response of F, and F;;, to high-light stress, we determine the
derivatives of the relative fluorescence signals with respect to the active re-
action centres, U,. The non-inhibited state corresponds to U, = PSIT°t, We

define
L d FO . QkH(p—l)—kp
q)o — dua (Fo,a) - PSIItot (Q . kH P +kF), (535)
and
— d Fn \ Q-ku(po—1)
q)m — dua (Fm,a> - PSIItot (Q 'kH 'P+kF), (536)

and the ratio of these two values,

_ 9o Q-ku(p—1)—kp

= = 5.37
Pm Q-ku(p—1) e
For a non-photoinhibited state, we get with Egs. (5.32) and (5.34)
F, F kg +kp - Q kp
Fin Fn kg +ku-Q+kp  kp+ku-Q+kp (5.38)
and, likewise using Egs. (5.31) and (5.33), for a photoinhibited state
E\ F, ki Q- p + ke
(Fm) =l Fy Uy -ky-Q-(po—1)+ PSITt(ky-Q+kg) (539)

Eq. 5.39 becomes Eq. 5.38 when U, = PSII™".

Connected inactive and active PSII

In a second model, we assume that active closed PSII can transfer excitation
energy to damaged PSII, see Giersch and Krause, 1991. We describe this en-
ergy transfer rate as a first order process with rate constant k7. This leads to
the following description of the fluorescence signal,

fr— kF .
~ kp+kua-Q+kp

kF kF

F + By
O kg +kp-Q+kr-(Ui+Ug) * ke+p ku-Q

B - (Us + Uyg).

(5.40)

Hence,
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kg kg
F, = -U. (U +Uy), 5.41
and
kF kF

Fn = U, + (U +Uyg). (b.42

m kp+kH'Q+kT~(Ui+ud) a kp+p'kH-Q ( d) ( )
The expression for Fy, is a rational function of active PSII (U; + Uy =
PSII*t — U,). This function has a singularity at,

_ PSII®% + Qky + kp

U
a kr

(5.43)

and extrema at,

o PSIItOtkT + Qkyg + kg — \/(Qka + kF) (PSIItOtkT + Qky + kF)
a4 =
kt

(5.44)

as well as,

U — PSII*%y 4+ Qkyy + kg + /(Qkup + kg) (PSII®%t + Qkyy + kg)
L=
kT
(5.45)

Note that for k=0 the expressions for F, and F, are identical to the isolated

case. Using Egs. 5.41 and 5.42 we can derive an expression for F, /Fp,,

i, T tot
<i> :K-Ua-(& kr(PSII ua)>’ (5.46)

Fn Fm_kF+kH'Q+kP
where K
K — ki - Q- o+ kg
Ua(kp + k- Q- p) + (PSIIt — U,) - (kg + kg - Q + k- (PSIIt — U,))”

(5.47)
For k=0 Eq. 5.46 becomes identical to Eq. 5.39.
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5.3.3 Photosynthetic electron transport chain
Cytochrome bgf

The reaction mechanism of cytochrome bgf is formulated as simple mass-
action kinetics (Ebenhoh et al., 2014):

. -2 )
Ot = max (kbéf - (PQHz .pC? - lf—PC) ,vi’fé?) (5.48)
eq,b6f(H)

Ferredoxin-NADPH reductase

The Ferredoxin-NADPH is described as convenience kinetics (see Lieber-
meister and Klipp, 2006; Ebenhoh et al., 2014).

v — Ymax fﬁz'njL_(fz'n)/Keq,FNR
FNR — VENR (1+f7_|_f72).(1+n+)+(1_|_f_|_f2),(1_|_n+)_1

(5.49)
here, f, f~,nt and n are:
Fd _ Fd— I NADPT™ _NADPH
_Fd R4 = 5.50
f Km e f K p ISYAN KmN (5:50)

Cyclic electron flow
The model includes a simplified description of cyclic electron transport
around photosystem I.
— —\2
Ucye = keye - (Fd ™) - PQ, (5.51)

Following Ebenhoh et al., 2014 we assume the cyclic electron flow via the
reduction of the plastoquinone pool by ferredoxin to be irreversible and for

various cyclic electron flow reactions one combined reaction.

ATPsynthase

For the rate of ATP synthase, the description presented in Ebenhéth et al.,
2011; Ebenhoh et al., 2014 was used,

(5.52)

ATP
—k -E-| ADP —
UATPsyn ATPsyn ( Keq,ATPsyn (H ) )

A pH-dependent activation of ATP synthase was also included (compare Ma-
tuszynska et al., 2016).
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The activation rate is

UactATPsyn = kactATPsyn ’ H(PFD) ) (1 - E)' (5.53)

Deactivation is formulated as

UdeactATPsyn = kdeactATPsyn ) (1 —H (PFD)) -E. (5.54)

Here H(PFD) is a function that is zero in dark and one in light (PFD > 1)

conditions.

D1 protein repair cycle

The repair and synthesis of the D1 protein of PSII were implemented by first-
order equations governing the dynamics of three states of PSII (Tyystjarvi,
Maienpédd, and Aro, 1994). These are PSII with intact D1 protein (U,), PSII
with damaged D1 protein (Uj), and PSII without D1 protein (Uy). Here U, =
Y i—1.4 Bi comprises the four states of the model without photoinhibition.

du, A
aF krgp - erlm -Ug — (B1 + B3) - kpro (5.55)
du; A
— (By + Bs) - kp1o — kppe - ————— - U .
7 (B1 + B3) - kpio — kpgg AT Koim U; (5.56)
AUy A A

U; — Uy. (5.57)

2 e kopp » ———— .
dt PEC A Kpim REP AT Kpim

Here kgrgp and kpgg are the rate constants for the insertion of newly synthe-
sized and degradation of damaged D1 protein. k{! is the rate constant of pho-
toinhibition. Several studies indicate that photoinhibition is a costly, energy-
consuming process (Raven, 2011, Murata and Nishiyama, 2018). Hence,
degradation and insertion (PSII repair) of the D1 protein is proportional to
the ATP concentration.

Xanthophyll cycle

The representation of the xanthophyll cycle follows Matuszyriska et al., 2016.
This description of the xanthophyll cycle only considers violaxanthin and
zeaxanthin while ignoring antheraxanthin.

The deepoxidation from violaxanthin to zeaxanthin is,
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k HnHX V
deepox Hmux 4+ PHinv(KpHsatZ)nHX o

UyDP = (5.58)

where pHj,y is a function transforming lumenal pH in lumenal proton
concentrations.

The epoxidation rate from zeaxanthin to violaxanthin is,
UZEP = kepox -z (5.59)

PsbS protonation and deprotonation

Equations of protonation and deprotonation of PsbS are used from Ma-

tuszyniska et al., 2016,
k i PsbS 5.60
Fprot = fprot H™iL + pI_Iinv(KpHsa’cLHC)nHL ’ (5:60)
and
Udeprot — kdeprotPSbSp- (5.61)
Quencher

Quenching is formulated via a four-state quencher module. This module
includes the Xanthophyll cycle and the protonation state of PsbS. Each state
is weighted by a parameter (o, 1, 72, v3) and the Quencher activity is then
calculated as,

Q=1 (1—2Zs) -PsbS+y1-(1—Zs)-PsbSP + vy, - Zs - PsbSP + 73 - Zs - PsbS,

(5.62)
where the contribution of zeaxanthin (Z;) is (compare Matuszyriska et al.,
2016),

- Y4
"~ Z + Kzsat

Additionally, when considering a long-term quenching compound, the sim-

Zs (5.63)

plified assumption was made that this compound’s activity is proportional
to the fraction of inactive PSII, resulting in a fifth term for the quencher’s

activity.
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Ua

ATP and NADPH consumption

All processes that consume ATP and NADPH (except the resynthesis of the

D1 protein) are combined into one term each,

UATPcons — kATPcons - ATP (5-65)

and

UNADPHcons = KNADPHcons - NADPH (5.66)

In previous models (Ebenhoh et al., 2014; Matuszytiska, Saadat, and Eben-
hoh, 2019), an external influx of ATP into the chloroplast is not included.
However, several studies have shown that the metabolism of chloroplasts
and mitochondria are interconnected and can influence each other (Hoef-
nagel, Atkin, and Wiskich, 1998; Watanabe et al., 2016; Yamada, Ozaki, and
Noguchi, 2020). We assumed that during light conditions, the external influx
of ATP into the chloroplast is negligible, and the activity of the PETC pro-
vides all ATP. We model the external influx of ATP as constant flux with a
light switch to ensure the resynthesis of the D1 protein in darkness.

Kbiip
L L
KoL + PFD"

OUmito = kmito :

(5.67)

Proton leak

The thylakoid membrane is assumed to be leaky for protons (Ebenhoh et al.,
2014; Matuszyriska et al., 2016).

Vleak = Kleak - (H - Hstroma) (5.68)

PTOX

For the implementation of PTOX a constant stromal oxygen concentration is

assumed (O$*).

vptox = kprox - 05" - PQH, (5.69)
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5.3.4 Equilibrium constants

To include the electrical and pH-dependent contribution of the protonmotive
force on the activities of the PETC, we calculated the equilibrium constants
as outlined initially in Ebenhoh et al., 2014 and used in Matuszyriska et al.,
2016; Matuszyniska, Saadat, and Ebenhoh, 2019; Saadat et al., 2021. We repeat
the example as outlined in Ebenhoh et al., 2014 for clarification. the overall

reaction for cytchrome bgf is

PQH, +2PC +2HY%  —=PQ+2PC™ +4H{, .

stroma ~

We split the reaction into two redox half-reactions and one transport process:

(@) PQ+2e” +2H{, . = PQH,
(b) PC +e™ = PC~

+ LTt
(C) Hstroma N Hlumen

The overall reaction is the stoichiometric sum

—1-(a)+2-(b)+2-(c). (5.70)

The contribution to the standard Gibbs free energy change are

AG] = —2FE,(PQ/PQH,) + 2RT In(10) - pHyymen (5.71)
AGj = —2FEy(PC/PC™) (5.72)
AG3 = RT In(10)(pHstroma — PHiumen)- (5.73)

Hence, according to the stoichiometric sum the overall standard Gibbs free

energy change amounts to

AG® = —AGS +2AG +2AGS (5.74)

The equilibrium constant can be easily derived using AG°.

5.3.5 Computational analysis

The model was implemented in the Python-based software modelbase ver-
sion 1.3.8 (Aalst, Ebenhoh, and Matuszyriska, 2021). For simulations the
cvode solver implemented in Assimulo (Andersson, Fiihrer, and Akesson,
2015) was used. Python files containing the model and analyses can be
found in the Gitlab repository https://gitlab.com/qtb-hhu/models/2023-
photoinhibition.
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FIGURE 5.2: Relationship between F, /Fy,, Fr, and F, and fraction of inactive
photosystem II based on Eq. 5.30. The dashed, continuous, and dotted lines
indicate scenarios in which the ratio of heat dissipation between inactive and
active PSII is 0.1, 1, and 2, respectively. Black lines signify a low quenching,
while red lines denote high quenching activity (Q = 0.1 and 1). Parameter values
used for the calculations can be found in the supplement table 5.1

54 Result

For our analysis, we constructed a mathematical model that combines the
description of the PETC as in (Ebenhoh et al., 2014; Matuszyriska et al., 2016)
and the D1 damage-repair cycle from (Tyystjarvi, Mdenpad, and Aro, 1994)
(for details, see Methods and Supplement). In the following, we describe the
development of hypotheses about mechanistic aspects of the fluorescence
signal during photoinhibition and compare model predictions with experi-
mental observations. Guided by discrepancies between experiment and sim-
ulations, we iteratively refine our hypotheses to arrive at a realistic descrip-

tion of the fluorescence signal.

5.4.1 Experimental dynamics of fluorescence signals

The data (see Fig. 5.8) comprises F, /Fn, Fm and F, measurements for Ara-
bidopsis thaliana wildtype and npg1 mutant plants for different exposure times
to high light and with or without treatment with lincomycin, which inhibits
chloroplast protein synthesis and thus the D1 repair (see Methods). The ex-
perimental data suggest that the npgl mutant, which lacks violaxanthin de-
epoxidase enzyme and thus cannot form zeaxanthin in the so-called xantho-
phyll cycle, reacts more sensitively to high-light stress in water (control) and
lincomycin treatment. Fig. 5.8 shows that the relative reduction of F, is gen-
erally more pronounced than the increase of F,, indicating Fy, to be the main
factor determining the changes in F, /Fy, in this experiment. While the dif-

ferences between the water and lincomycin treatment are clearly discernible
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FIGURE 5.3: The slope ratio y for model without energy transfer in a high (dot-
ted line) and low quenching scenario (continuous line). Vertical lines indicate
the points at which the slope ratio is -1 or 0. Parameters are the same as for
Fig. 5.2.

for the wildtype and npgql mutant in the Fy, and F, /Fy, signal, this is not the
case for F,,.

5.4.2 Changes in the F,/F,, signal

We started our computational analysis with the most simple assumptions for
the model extended with photoinhibition: We assume that 1) the duration
and intensity of the high-light treatment determine the amount of inactive
PSII; 2) inactive PSII contributes to fluorescence and has the same quenching
properties as active PSII and; 3) there is no energy transfer between active
and inactive reaction centers. With these assumptions, our model of pho-
toinhibtion cannot reproduce the experimentally observed data (see Fig. 5.8).
The increase of F, with prolonged high-light treatment is much higher than
in the experiment, while there is only little or no effect for simulated Fy,. In-
terestingly, the F, /Fy, signal can be described by the model, indicating that
the Fy /Fy, signal alone does not provide sufficient information to understand

the underlying mechanisms.



5.4. Result 97

1.0y 4.0 ~ 4.0

o
©

o

o
N
[

o
IS

Fy/Fm, relative units
Fm, relative units
)

o
Fo, relative units
)

)

-
wn

=]
N
S =
=]
ﬂ )
=
o
©
I
IN]

o
wn
o
[}
N
o
wn

-
wn

p=01 N

0. =38 0. 0.
%.0 0.2 0.4 0.6 0.8 1.0 %.0 0.2 0.4 0.6 0.8 1.0 %.O 0.2 0.4 0.6 0.8 1.0
inactive PSII fraction inactive PSII fraction inactive PSII fraction

FIGURE 5.4: Relationship between F, /Fy,, Fr, and F, and fraction of inactive
photosystem II based on Eq. 5.40. The dashed, continuous, and dotted lines
indicate scenarios in which the ratio of heat dissipation between inactive and
active PSII is 0.1, 1, and 2, respectively. Black lines signify a low quenching,
while red lines denote high quenching activity (Q = 0.1 and 1). Parameter val-
ues used for the calculations can be found in the supplement table 5.1. Energy
transfer was set to 8 - 10> mmol~! (mol Chl) s~ 1.

5.4.3 Fluorescence signal in photoinhibtion

Motivated by this observation, we modified our model similar to Giersch
and Krause, 1991 by assuming that the fluorescence signal and heat dissipa-
tion properties of active and inactive PSII can differ. This means we relax
assumption 2 stated above. To quantify the different behaviour, we intro-
duce the parameter p as the ratio of heat dissipation rate constants between
inactive and active states of PSII — see Eq.(5.30). This means that p = 1 corre-
sponds to the previous model, p < 1 denotes a model in which inactive PSII
dissipate heat less effectively and thus yield more fluorescence than active
PSII, and p > 1 describes the opposite scenario.

Using Egs. (5.31) and (5.33), we can predict the qualitative changes of F;,
and F, as a response to photodamage:

0<p<l, F,, increases, F, increases,
p=91<p< klﬁ{’ gt1l Fu decreases, F, increases, - (5.75)
o> ,{II;—PQ +1, F,, decreases, F, decreases,

An increase or decrease of Fy, depends only on whether p is larger or
smaller than 1. In contrast, the F, behavior (increase or decrease) depends
not only on the value of p but also on the quenching activity Q.

Fig. 5.2 shows that for the case in which the heat dissipation of active
and inactive photosystems is identical (0 =1, continuous lines), F, /Fy, fol-
lows a linear relationship with the fraction of active PSII, both in a low and



98 Chapter 5. Modeling of photoinhibition: exploring the impact of quenching processes

1.6

101 4

0.8

Fm

0.6

—— Water, wt 0.4
—— Water, npql l I
01l — Linco, wt

Linco, npql + 0.2

0 1 2 3 4 5 6 3 5 3
Time/[h] Time/[h] Time/[h]

FIGURE 5.5: Experimental measurement and simulated changes in F, /Fy,, F,
and F, in high-light treatment of A.thaliana plants for 6 hours. The plants were
either treated with water (black and blue lines) or lincomycin (red and orange
line) inhibiting protein synthesis. Light intensity was 800 pmolm 2571

high quenching scenario (black, and red lines). However, the relationship be-
comes nonlinear when the active and inactive PSII differ in their heat dissipa-
tion capabilities. We further observe that p determines the curvature of the re-
lationship between Fy /F, and active PSII fraction, while an active quencher
makes the non-linearity more pronounced. The dependence of F,; and F, on
active PSII is linear in all cases. However, the slope is affected both by p and
Q. Note that F;, is not affected by photoinhibition for p = 1 (original model,
Fig. 5.8, see also Giersch and Krause, 1991).

For a fluorescence yield model without energy transfer, the ratio of the
slopes of relative values of F, and Fy, as functions of active PSII is given by
Eq. (5.37). The slope ratio has a singularity at p = 1 where the slope of Fy,
becomes zero. The slope ratio is zero at p = kp/ (kp - Q) + 1, when the slope
of F, is zero. In our fluorescence measurements for A. thaliana during high-
light treatment, we observed that the realtive increase of F, is smaller than
the relative decrease of Fy,. To reproduce this behavior, the slope ratio must
be negative, in the range between -1 and 0. For this, p must be constrained to

the interval

kp kp
11<p<
2%y-Q =P kgQ

Fig. 5.3 depicts the slope ratio for the parameter values in the model for

+1. (5.76)

two different quenching activities. In a low quenching scenario (Q = 0.1,
solid line), the parameter p is predicted to lie in the range between 6 and
11. This means that, in order to reproduce the experimentally observed slope
ratio, damaged PSII needs to dissipate heat with a rate at least six times larger
than that at which intact PSII does. Similarly, in a high quenching scenario
(Q = 1, dotted line) we find 1.5 < p < 2, which means a one- to twofold
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faster heat dissipation for damaged vs. active PSIL

We used these constraints to fit our model to the experimental data. We
find that the data could be considerably better explained than in the model
with p = 1 (see Suppplementary Figs. 5.9 and 5.10). With the parameter
p in the range determined above, all qualitative features of the fluorescence
traces could be reproduced. However, there are still quantitative discrepan-
cies, which could not be resolved using this model.

We therefore expanded the model to include excitation energy transfer
between closed active and damaged PSII, following the example in Giersch
and Krause, 1991. This leads to a modified formula to describe F,,, whereas
the description for F, remains the same as in the case without energy trans-
fer (see Egs. 5.41 and 5.42). Consequently, the relation between F,, and ac-
tive PSII becomes nonlinear (see Fig. 5.4). The effect of an excitation energy
transfer between active and inactive PSII leads to a faster decrease of the
F, /Fmn value in response to lowering the active PSII fraction. Moreover, the
effect of the energy transfer seems to be larger in a low quenching than a
high quenching state (compare Figs. 5.2 and 5.4). Because the description of
F, does not change compared to the isolated case, p and the quencher activity
are still the determining factor for the behavior of F,. However, the behavior
of Fr, is a nonlinear function of the active PSII fraction, and therefore a slope

ratio can no longer be uniquely defined.

5.4.4 Model predictions

Guided by comparison of model predictions and experimental data, we have
iteratively refined a model of the photosynthetic electron transport chain.
The resulting model includes the assumption that energy quenching differs
between active and damaged photosystems. Morever, energy can be trans-
ferred from active to damaged photosystems. This model version can satis-
factorily reproduce our experimental data for A. thaliana (see Fig. 5.5). In the
following, we employ our model to make novel predictions how photoinhi-

bition affects key photosynthetic parameters.



100 Chapter 5. Modeling of photoinhibition: exploring the impact of quenching processes

Quenching shifts the fraction of closed and open PSII during photoinhibi-

tion

To describe internal processes of photosystem II, we used a simplified
mathematical representation that has been applied successfully for model-
ing fluorescence signal changes in connection to state transition and non-
photochemical quenching (Ebenhoh et al., 2014; Matuszyriska et al., 2016;
Matuszyniska, Saadat, and Ebenhoh, 2019). This representation of PSII can be
approximated by a two-state system consisting of the open and closed active
PSII states.

Fig. 5.6 shows the changes of closed and open active PSII states during
exposure to various light intensities for four hours as phase-space trajecto-
ries. We investigate four model versions with (right column) and without
(left column) dynamic quencher activity as well as with non-constantly (top
row) and constantly active (bottom row) ATP synthase. The version with
non-constantly active ATP synthase and dynamic quencher is our original
model (top left). For all four versions, the phase-space provides information
about the different stages we observe during the onset of photoinhibition.
These stages are characterised by the different time-scales on which they
operate. The simulation starts with a dark-adapted state and, hence, with
no closed PSII. When the light is switched on, the system almost instanta-
neously changes to a state where both closed, and open PSII are present. The
ratio of open to closed PSII depends on the light intensity. A light intensity of

around 1000 pmolm—2s~1

results in approximately 85% of PSII in the closed
state. This initial stage is driven by the rapid processes in photosystem II.
The first stage is followed by the second stage, which operates on a time-
scale of seconds to minutes. In this phase, two effects dominate. Firstly, ATP
synthase is activated (arrows marked as "Q + ATPsyn." and "ATPsyn".). Sec-
ondly, the fast component of the quencher is rapidly activated, leading to a
slower activation of PSII and thus a smaller fraction of closed states (compare
top row with bottom row). Comparing the left (dyanmic quencher) and right
(no quencher) columns as well as the top (non-constantly active ATP syn-
thase) and bottom (constantly active ATP synthase) rows of Fig. 5.6 illustrates
the effect of these two processes individually. In this stage, photoinhibition

starts to become active but photodamage is still negligible.
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FIGURE 5.6: phase-space of open (By) and closed (By) active PSII states during
photoinhibtory treatment in various light intensities (100 — 1000 pmol m~—2s™1).
Red lines indicate changes in open and closed PSII. The orange dashed line con-
nects all points in the phase-space reached after 4 hours of light treatment. Grey
lines indicate the fraction of total active PSII. Inset shows the fraction of active
PSII as a function of applied light intensity at the end of the simulation. The
top left and top right panel show the phase-space of a model version with and
without a dynamic quencher. The bottom left and bottom right show the phase-
space of a model version with and without a dynamic quencher and without
ATP synthase activation.
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This stage is followed by the slower stage of photoinhibition, which ex-
tends over several hours. Here, the active amount of PSII is gradually re-
duced due to photodamage. In the phase-space this is reflected by the down-
ward pointing red lines. This phase continues until repair processes com-
pensate for the extent of the light-induced damage, indicated by the dashed
yellow lines. By comparing the four model versions with and without a
dynamic quencher and with non-constantly and constantly active ATP syn-
thase, it becomes apparent that quenching not only leads to more open PSII
but also reduces the extent of photodamage, visible by the shorter down-
ward trajectories for the model with active quencher. In our model simula-
tion and with our chosen parameters, the quenching activity leads to almost
10% more active PSII after four hours of light treatment with an intensity of
1000 pmol m~2 s~ !(see inset in Fig. 5.6).

Steady state photoinhibition analysis

We observed that dynamic quenching, associated with PsbS and the xan-
thophyll cycle (Fig. 5.5), is a key determinant for the extent of high-light
stress-induced photodamage. We employed our model to systematically
analyze the connection between quenching and the steady-state behavior
for different light intensities. For this, rate constants associated with non-
photochemical quenching were set to zero, and the quenching activity was
tixed to be a constant value. Subsequently, the system was simulated until it
reached a steady state. Fig. 5.7 displays the computed steady state photoin-
hibition rate.

In low quenching regimes, we observe a slightly sigmoidal transition be-
tween high and low photoinhibition rates with increasing light intensities.
For very low quenching activities, the photoinhibition rate increases quickly,
having a disproportionally high increase at around 400 pmolm~2s~!. This
demonstrates that small light intensity changes can already have strong pho-
toinhibitory effects in low light regimes. By contrast, when quenching is ac-
tive, we observe a smooth transition from low to high-light intensities, indi-

cating greater tolerance against high-light stress.

5.5 Discussion and Outlook

We have presented a model of the PETC integrating non-photochemical

quenching and photoinhibitory processes. The model aims to a) investigate
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FIGURE 5.7: The predicted stationary flux of photoinhibition for different light
intensities and different quencher activities. Quenching activities were modeled
for these predictions by imposing fixed values (x-axis) between 0.1, representing
almost no quencher activity, and 0.8., representing double the quencher activity
typically observed in our model simulations. Light intensity (x-axis) was varied.
The system was simulated for each combination of light intensity and quench-
ing activity until a steady state was reached. On the z-axis, the stationary pho-
toinhibition rate is plotted. For low quenching activities, a sigmoidal transition
between high and low photoinhibition rates is observed with light intensities.
This demonstrates that small light intensity changes can already have strong
photoinhibitory effects in low light regimes. For higher quenching activities, the
transition is smoother, almost linear, indicating higher flexibility, as expected,

more flexibility against high-light stress.
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how fluorescence signals (Fy, and F,) in response to photoinhibition can be
explained, b) explore which assumptions are sufficient to reproduce experi-
mental data, c) study the effects of different modes of energy quenching, and
d) quantify stationary photoinhibtory rates. To do so, we followed a reduc-
tionist approach. Our initial model version of photodamage in the PETC was
built on the simple assumptions that 1) photoinhibition is proportional to in-
tensity and duration of light treatment, 2) there is no difference between heat
dissipation properties of active and damaged photosystems, and 3) there is
no energy transfer between photosystems. However, this version could not
reproduce the experimental data; see Fig. 5.8. Motivated by differences be-
tween simulations and experimental data, we systematically increased the
complexity of the model representation by firstly introducing differences in
heat dissipation properties of active and inactive photosystems (Fig. 5.2) and
secondly an energy transfer between closed active and inactive photosystems
in the description of the fluorescence signal (Fig. 5.4).

Both additions are realistic and have previously been used to study fluo-
rescence changes after high-light treatment (Giersch and Krause, 1991) with
fluorescence yield models. This previous investigation did not include a dy-
namic lumenal pH-induced quenching component. Our model implements
quenching based on the four state model introduced by Horton et al., 2008,
which is also included in Matuszyriska et al., 2016. In comparison to Ma-
tuszynska et al., 2016, in our model version the influence of the qZ compo-
nent (zeaxanthin concentration high, no PsbS protonation) is reduced. This
modification was necessary to realistically simulate differences between the
wildtype and npgl mutant. After introducing all these changes to our initial
model version, the fit agreed with experimental data (Fig. 5.5), supporting
the assumptions that heat dissipation properties differ between intact and
damaged photosystems and that energy transfer occurs.

Whereas the Fy/Fny, and Fy, signals could be very well reproduced with
deviations in the range of experimental errors, the experimental F, signal
slightly deviates from our simulated fluorescence traces. We hypothesized
that a long-term quencher independent of the xanthophyll cycle and PsbS
protonation, not yet implemented, could improve the model fit. To test
this, we implemented an additional component in the quencher descrip-
tion of Matuszynska et al., 2016 proportional to inactive PSII to our first
model version (without heat dissipation differences and energy transfer).
This should mimic a quenching process proportional to high-light stress that

is still strongly active after dark adaption. Although the changes in the Fy,,



5.5. Discussion and Outlook 105

F,/Fm and F, signal are now primarily products of the long-term quencher
(compare Fig. 5.8 and Fig. 5.11), the agreement between simulated and ex-
perimental fluorescence traces improved, even reproducing the decrease of
the F, signal in lincomycin treatment (Fig. 5.11). However, the conditions
under which we recorded the experimental data should not induce any addi-
tional strong long-term quenching component, motivating us to discard this
long-term quencher hypothesis and instead to to focus on the initial simple
description of fluorescence yield based on Giersch and Krause, 1991.

Besides replicating experimental data, the value of a model lies in pro-
viding a way to investigate biological phenomena not easily accessible by
experiments. Here, we specifically focused on the changes in excited and
non-excited active PSII during photoinhibition. We used a phase-space vi-
sualization to observe the dynamic response of the system to different light
conditions (Fig. 5.6). Our results show that one effect of the quencher is to ac-
tively push PSII to more open states, leading to a long-term reduction of high-
light induced photodamage. The changes in active PSII shown in Fig. 5.6 is
probably due the activation of the ATP synthase and the saturation of the
quencher. Additionally, we investigated the effects of quenching for steady-
state rates of photodamage and found a disproportionally strong effect of
high-light stress in low-quenching scenarios Fig 5.7. In high-quenching sce-
narios, the response becomes linear, indicating that quenching might be es-
sential for the flexible behavior of photosynthetic organisms under high-light
stress.

Combining the previous observations, we might speculate that fluores-
cence changes induced by high-light stress are caused by a combination of
various processes, including the reduction of PSII core functionality and mul-
tiple long- and short-term quenching mechanisms. Our simulations indicate
that, to explain observed changes in the Fy /F,, Fiy and F, signals, three com-
ponents are essential: 1) the amount of active and inactive PSII, 2) the differ-
ence between their heat dissipation properties and 3) quenching phenom-
ena. For the latter, it is essential to distinguish between short- and long-lived
quencher components. While short-lived quenchers influence the decrease of
the active PSII fraction but not the fluorescence signal measured after dark-
adaption, long-lived quenchers influence both.

There is a continuous discussion about whether inactive PSII is photo-
protective (Matsubara and Chow, 2004; Sarvikas, Tyystjarvi, and Tyystjarvi,
2010; Kou et al., 2012). This hypothesis was based on the observation that

an active PSII pool remained even after prolonged high-light treatment and
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repair inhibited by lincomycin (Lee, Hong, and Chow, 2001). However, later
studies did not support these findings and it was speculated that the ob-
served active pools resulted from the specific experimental setup (Kou et
al., 2012). Regarding the mechanism, it was hypothesized that photopro-
tection is caused by an energy transfer from active to inactive photosystems,
which are more efficient energy quenchers (Matsubara and Chow, 2004). It
was argued that without energy transfer photoinhibition is a first-order pro-
cess, and that the existence of an energy transfer and photoprotection should
be detectable by a deviation from an exponential kinetics (Matsubara and
Chow, 2004; Sarvikas, Tyystjarvi, and Tyystjarvi, 2010).

With our model, we can test these hypotheses by simulating the respec-
tive scenarios. Fig. 5.12 shows the dynamics of PSII simulated with (red) and
without (orange) assumed energy transfer. We observe that in both cases the
dynamics of active PSII closely resemble a simple exponential, and thus may
be interpreted as a first-order process. However, even in the case without en-
ergy transfer, small discrepancies from the exponential behavior are visible.
Although such small differences are unlikely to be experimentally detectable,
they can be theoretically explained. An exact exponential decay would en-
tail that the fraction of excited PSII (relative to active PSII) remains constant.
However, in our simulations this is not precisely the case (see Fig. 5.13).
The cause for this is that the redox state of the plastoquinone pool and the
state of the quencher depend on the rate of electrons provided by PSII, and
thus on the amount of active PSII itself, leading to a non-trivial dynamics
which is only approximately exponential. Interestingly, even the decay of
PSII under the assumption of energy transfer closely resembles an exponen-
tial. We therefore conclude that observing discrepancies from an exponential
behaviour might not be the best suited method to discriminate between the
two hypotheses.

This is especially the case when using Fy /Fp, as a measure of photoinhib-
tion. Our calculations have shown that, in a scenario without energy transfer,
changes in F, /Fy, only follow the active PSII decay proportionally if the ac-
tive and inactive PSII have identical heat dissipation properties (0 = 1, see
Fig. 5.2). However, because we used Fy, and F,, besides F, /Fp,, to guide our
simulations, we could show that the experimental observations can only be
explained if p > 1, which means that inactive PSII quench energy more effi-
ciently than active PSII. This in turn means that Fy /Fy, is a nonlinear function
of inactive PSII, and as a consequence the F, /Fy, signal displays a slightly dif-
ferent kinetic than the active PSII pool (see Figs. 5.12 and 5.14). Nonetheless,
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without energy transfer also a value of p > 1 results in simulated F, /Fp, that
is too large compared to the experiment (see Figs. 5.9 and 5.10 ). Assum-
ing an energy transfer, leads to reduced simulated F, /Fy, values and allows
quantitative reproduction of the measured signal (Figs. 5.4 and 5.5). Interest-
ingly, energy transfer leads to a more linear response of the Fy /Fy, signal to
inactive/active PSII (see Fig. 5.14), resulting in a F, /Fy, dynamics that fol-
lows the response of the approximately simulated exponential decay of PSII
more closely. Thus, our theoretical analysis allowed discrimination between
the effects of higher energy quenching of inactive PSII and energy transfer.
Our results support the existence of energy transfer processes from active to
inactive PSII.

In conclusion, we used a mathematical model of the PETC to investigate
the fluorescence signal during photoinhibition and identified key factors that
need to be included in order to realistically explain experimental fluorescence
data. In addition to the hypotheses explored in this work, there are many
other conceivable extensions and improvements. One possible extension is
to include PSI fluorescence, as was done in Stirbet and Govindjee, 2016. We
speculate that the PSI contribution might lead to a more realistic reproduc-
tion of the F, signal. In addition, it may become important to include a de-
scription of PSII heterogeneity. The PSII pool consists of so called PSIlx and
PSIIB complexes. Both differ in their antenna size and localization in the thy-
lakoid membrane (Melis, 1985; Black, Brearley, and Horton, 1986). In prelim-
inary investigations we found that including such a heterogeneity does not
change the slope ratio as defined in Eq. (5.37), which is a key indicator for the
model response (see supplement). However, a full and realistic implementa-
tion of PSIla and PSIIB and their different properties into our dynamic model
is a future project. So far, also spatial effects have been ignored, in order
to reduce the complexity of the in silico analysis. However, considering the
complex three-dimensional structure of thylakoid membranes, these may be
important to consider for more realistic models (Kirchhoff, 2013). Addition-
ally, it has been shown that the spatial architecture of leaves and the place of
measurement (ad-, abaxial, or within leaves) influence the fluorescence sig-
nal obtained by spectroscopic techniques during photoinhibition (Oguchi et
al., 2011). Because we used a Dual-KLAS-NIR device for our measurements
that records fluorescence on the abaxial leaf surface, future model versions
should account for different local origins of the fluorescence signal. This is
because the changes in the fluorescence signal obtained by devices measur-

ing the abaxial surface, such as a Dual-KLAS-NIR, might correlate more with
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changes in chloroplasts in the lower than in the upper layers of the leaf. We
envisage that our model can be used as a platform for the investigation of
photoinhbitory effects, with several applications in mind. These include the
study of long-term extinction phenomena (qZ and qH), which could support
experimental efforts to identify the molecular mechanisms responsible for
such quenching phenomena (Malnoé, 2018). Moreover, our model also opens
the possibility of investigating evolutionary questions. For example, by mod-
ifying the appropriate parameters, it can be used to explore the quenching
capacities of a wide range of plant and algal species, thus supporting the
generation of hypotheses explaining the enormous natural variation found

in photoprotective processes (Matuszyriska et al., 2016; Rungrat et al., 2019).

5.6 Concluding remarks

This chapter looked at photoinhibition a long-term process connected to pho-
tosynthesis. Photoinhibition is a natural process that happens constantly
when photosynthetic organisms are exposed to light. Understanding how we
can monitor photoinhibition via spectroscopic methods and what molecular
processes influence the obtained fluorescence signal is essential for building
future strategies that could alleviate the effects of photoinhibition. This is
especially important when considering the increasing demand for food that
humanity will face in the next few decades. Moreover, understanding the
mechanisms behind photodamage and protection will provide new targets
to reduce the extent of the damage or speed up the repair. With this chap-
ter, we contributed to obtaining a deeper understanding of photoinhibition.
For this, we looked at the absolute and relative changes between character-
istic fluorescence signals, allowing us to pinpoint the differences between
the damaged and active PSII pool and their different behaviors in terms of

amount of inactive photosystems and heat dissipation.
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FIGURE 5.8: Experimental measurement and simulated changes in F, /Fn,, Fn,
and F, in high light treatment of A.thaliana plants for 6 hours. The plants were
treated with water (black and blue lines) or lincomycin (red and orange lines),
inhibiting protein synthesis. Light intensity was 800 pmolm~2s~!. The model
did not include energy transfer processes and difference in heat dissipation
properties between active and inactive PSIL
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FIGURE 5.9: Experimental measurement and simulated changes in F, /Fn,, F,
and F, in high light treatment of A.thaliana plants for 6 hours. The plants were
treated with water (black and blue lines) or lincomycin (red and orange lines),
inhibiting protein synthesis. Light intensity was 800 pmolm~2s~!. The model
did include differences in heat dissipation properties between active and inac-
tive PSII (p=6).
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FIGURE 5.10: Experimental measurement and simulated changes in F, /Fp,, F,
and F, in high light treatment of A.thaliana plants for 6 hours. The plants were
treated with water (black and blue lines) or lincomycin (red and orange lines),
inhibiting protein synthesis. Light intensity was 800 pmolm~2s~!. The model
did include differences in heat dissipation properties between active and inac-
tive PSII (p=11).
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FIGURE 5.11: Experimental measurement and simulated changes in Fy /Fp,, Frn,
and F, in high light treatment of A.thaliana plants for 6 hours. The plants were
either treated with water (black and blue lines) or lincomycin (red and orange
line) inhibiting protein synthesis. Light intensity was 800 pmolm—2s71. p =1,
kT =0, and slow quenching was used.
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FIGURE 5.12: Simulated changes of active PSII and F, /Fp, in a model version
with (red) and without (orange) energy transfer between active and inactive PSII
(k7=0) during high light treatment (800 pmolm~2s™!). The simulation were
supposed to happen in lincomycin-treated tissue. Dotted lines indicate a fit to
exponential function. Insets show the same data but on logarithmic scale.
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FIGURE 5.13: Simulated changes of excited active PSII states (B1 and B3),
quencher activity and plastoquinone redox state in a model version with (red)
and without (orange) energy transfer between active and inactive PSII (kt=0)
during high light treatment (800 pmol m~2s~!). The simulation were supposed
to happen in lincomycin-treated tissue.
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5.7.1 Connected units with forth- and back transfer of energy

between active and damaged PSII

For our theoretical approach, we assume that energy transfer can happen be-
tween closed and open reaction centers and between damaged and active
reaction center no matter in which state they are. For simplicity we assume
that energy transfer does not happen for active open reaction centers and the
energy transfer between the active closed reaction centers and damaged reac-
tion centers is the same in both directions. This leads to following description

of the fluorescence signal,

kg kg
F = - B -B 5.77
kg +kyg-Q+kp 0+kF+kH'Q+kT2'(ui+ud) 2t 677
kg
(Uj+Uyg). (.78
ket ok Qtkn (Bot By) | a) 678)
Hence, F, is,
kp kF

Fo

(Ui +Uyg), (5.79)

— u
kg +ku - Q+kp a+kF+P'kH'Q+sz'Ua

and Fy,,
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_ kg U+ kg
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Fan AU+ Ug).  (5.80)

Using equation 5.79 and 5.80 we can derive an expression for Fy /Fp,,

E,\ T L, sz(PSII—Ua))
A =K-U, | = — , 5.81
(Pm) : (Fm ke + k- O + ke (:81)

where K

kyp - Q-+ Us ko + kg

K= .
Ua(kp +kyg-Q- Y + ko - Ua) + (PSII — ua) . (kF +kyg-Q+kr- (PSII — Ua))
(5.82)
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FIGURE 5.15: Relationship between F,/Fn,, Fn, and F, and fraction of active
photosystem II in a model with energy transfer. The dashed, continuous, and
dotted lines indicate scenarios in which the ratio of heat dissipation between
active and inactive PSII is 0.1, 1, and 2, respectively. Black lines signify a low
quenching, while red lines denote a high quenching activity (Q = 0.1 and 1).
Parameter values used for the calculations can be found in the parameter table.

5.7.2 PSII heterogeneity

According to Giersch and Krause, 1991, PSII heterogeneity could influence
the fluorescence signal observed during photoinhibitory treatment. To check
how the relation between F,, Fr, and F, /F, and inactive PSI changes when
we assume a mixed population of PSIla and PSII we repeated our analysis
in the main text (without energy transfer) implementing PSII heterogeneity
according to Giersch and Krause, 1991, in which it was assumed that only
PSIla contributes to inhibited PSII.

Hence, F, is,
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k k k
FH — psyrtot (1 — F ( F U+ —F U+ u )
? ( a)kF+kH'Q+kP+a kg 4+ ki - Q +kp a—i_kF‘FP'kH'Q (Ui + Ua)
(5.83)
and Fp,,
k k k
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where a is the fraction PSIl«.
Using the fact that U; + Uy = PSII* — U,, we can derive a formula for

Fy/Fm

E\"" toty o
— = (aU,+ (1 —a)PSIT*") - — K, (5.85)
Fy Fy
where K is
ky-Q-p+kg
PSIItot (1 —a) (p-kH “Q+4kp)+a (U, (p-ky-Q+kg)+ (PSIIot — U,) (kg - Q+kg))

(5.86)
The slopes of the relative minimal (F,) and maximal fluorescence (Fp,) re-
garding active PSII ( U,) are

Po = au, \F,.) = PSII(Q ki -p + k)’
and
H . . _
o= 2 (Biy__aQkailp=1) (5.88)

Hence, the slope ratio is

H_ 90 _Qkulp—1) ke (5.89)

ool Q-ku(p—1)

which is the same as in the isolated case (compare main text).

Y
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FIGURE 5.16: Relationship between F,/Fn, Fn, and F, and fraction of active
photosystem II in a model with energy transfer and PSII heterogeneity. The
dashed, continuous, and dotted lines indicate scenarios in which the ratio of
heat dissipation between active and inactive PSII is 0.1, 1, and 2, respectively.
Black lines signify a low quenching, while red lines denote a high quenching
activity (Q = 0.1 and 1). Parameter values used for the calculations can be found
in the table parameter table. a is set to 0.8.

TABLE 5.1: Parameters used throughout the in silico analyses

parameter

value

reference/comment

Pool sizes
PSII™!
pSJtot
pQtot
pCtot
Ftot
ATPtot
NADP!t
PsbStot

Xtot

2.5 mmol (mol Chl)~!
2.5 mmol (mol Chl)~!
20 mmol (mol Chl)~!
4 mmol (mol Chl)~!
5 mmol (mol Chl)~!
50 mmol (mol Chl)~!

25 mmol (mol Chl)~!

PSII reaction centers Schottler,
Kirchhoff, and Weis, 2004

PSII reaction centers Schottler,
Kirchhoff, and Weis, 2004

total plastoquinone pool Kirch-
hoff, Mukherjee, and Galla, 2002
total plastocyanin pool Bohme,
1978

total ferredoxin pool Bohme,
1978

total adenosine phosphate pool
Heineke et al., 1991

NADP* + NADPH  pool
Heineke et al., 1991

normalized PsbS pool, after Ma-
tuszyniska et al., 2016
normalized total pool of xantho-
phylls, afetre Matuszyniska et
al., 2016

Rate constants
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Table 5.1 — Continued from previous page

parameter value reference/comment

k ActATPase 0.01s7! activation of ATP synthase, after
Matuszyriska et al., 2016

kDeact ATPase 0.002s7! deactivation of ATP synthase,
after Matuszynska et al., 2016

k ATPsynthase 20571 unchanged from Ebenhoh et al.,
2014

k ATPconsumption 10571 unchanged from Ebenhoh et al.,
2014

kN ADPHconsumption 20571 after Ebenhoh et al., 2014

ky 5.10% 7! rate of non-radiative decay, after
Matuszynska et al., 2016

kp 6.25-108 571 rate of fluorescence, after Ma-
tuszynska et al., 2016

kp 5-107 57! rate of photochemistry, after
Matuszynska et al., 2016

kprox 0.01 mmol~! (mol Chl) s~! after Ebenhoh et al., 2014

keye 1 mmol 2 (mol Chl)? s~! after Ebenhoh et al., 2014

Kieak 100 s~ !

Kpe 2.5 mmol~2 (mol Chl)? s~} after Ebenhoh et al., 2014

02”6’}’ -2.5 mmol (mol Chl)~1s~! after Ebenhoh et al., 2014

kpcox 2500 mmol~! (mol Chl) s~! after Ebenhoh et al., 2014

krared 2.5-10° mmol~! (mol Chl) s~! after Ebenhoh et al., 2014

kpQred 250 mmol ! (mol Chl) s~* after Ebenhoh et al., 2014

kprox 0.0lmmol~! (mol Chl) s~* after Ebenhoh et al., 2014

VENR 1500 mmol (mol Chl)~'s~! after Ebenhoh et al., 2014

kg 5-107 57! after Matuszynska et al., 2016

kr 6.25-108 s71 after Matuszynska et al., 2016

kp 5.107 57! after Matuszynska et al., 2016

kDeepox 0.0024 s~ 1 rate of de-epoxidation, un-
changed from Matuszyniska
etal., 2016

KEpox 0.00024 s~1 rate of epoxidation, unchanged
from Matuszynska et al., 2016

kDeprot 0.0096 s~ 1 rate of PsbS de-protonation, un-
changed from Matuszyriska et
al., 2016

kprot 0.0096 5! rate of PsbS protonation, un-
changed from Matuszyniska et
al., 2016

kpeg 0.0000833s 1 based on a degradation rate of

0.3/h Patsikkd, Aro, and Tyys-
tjarvi, 1998
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Table 5.1 — Continued from previous page

parameter value reference/comment

kpro 30051 ad-hoc estimation based on
achieving comparable rates
as when using the whole PSII
pool and kpyp=0.0044 min~!
Tyystjarvi, Médenpdd, and Aro,
1994

krep 0.00833 s~ based on the observation that
U, concentration is small in WT

Patsikkd, Aro, and Tyystjarvi,

1998

K..pr 16 mmol (mol Chl)~!

kr 9108 mmol ! (molChl) s=! fitted to Fy/Fy, changes in high
light

Y 7 fitted to Fy/Fm changes in high
light

nL 2 ad-hoc value to use a reasonable
switch behavior

Kprp 100 ad-hoc value to use a reasonable
switch behavior

mito 100 mmol (mol Chl)~!s~! ad-hoc value, needs to be re-
fined as model becomes more
elaborate

Michaelis con-

stants

KpHsatz 5.8 half-saturation pH for de-
epoxidase activity, after Ma-
tuszyriska et al., 2016

KyHsatLHC 5.8 pKa of PsbS activation, after Ma-
tuszynska et al., 2016

Kzt 0.12 after Matuszynska et al., 2016

Kumr 1.56 mmol (mol Chl)~! after Ebenhoh et al., 2014

Kun 0.22 mmol (mol Chl)~! after Ebenhoh et al., 2014

External concentra-

tions

Os* 8 mmol (mol Chl)~! external oxygen pool after Eben-
hoh et al., 2014

p; 0.01 internal pool of phosphates after

Ebenhoh et al., 2014
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Table 5.1 — Continued from previous page

parameter value reference/comment

Other constants

F 96.485 kJ Farraday constant

R 8.3-103 kJ K~! mol! universal gas constant

T 298 K temperature

Y0 0.1 base quenching Matuszyriska et
al., 2016

7 0.25 fast quenching due to protona-
tion Matuszyrnska et al., 2016

72 0.6 fastest possible quenching Ma-
tuszynska et al., 2016

73 0.105 slow quenching by Zx Ma-
tuszynska et al., 2016

Y4 1.01 test long-term quencher

nHL 3 Hill-coefficient for activity of de-
protonation, after Matuszynska
etal., 2016

ngx 5 Hill-coefficient for deepoxidase
activity, after Matuszyrniska et
al., 2016

by 100 protonation buffering constant
Zaks et al., 2012

pHstroma 7.8

Standard  poten-

tials

Eo(Qa/Qy) -0.140 V unchanged from Ebenhoh et al.,
2014; Allakhverdiev et al., 2011

Ey(PQ/PQH,) 0.354 V unchanged from Ebenhoh et al.,
2014; Okayama, 1976

Eo(PC/PC™) 0.380 V unchanged from Ebenhoh et
al., 2014; Suzuki, Sakurai, and
Nakajima, 1987

Eo(FA/FA™) -0.550 V unchanged from Ebenhoh et al.,
2014; Evans and Heathcote, 1980

Ey(Fd/Fd™) -0.430 V unchanged from Ebenhoh et al.,
2014; Cammack et al., 1977

Eo(P700™" /P700) 0.480 V unchanged from Ebenhoh et al.,

2014; Witt et al., 2003
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Table 5.1 — Continued from previous page

parameter value reference/comment
Eo(NADPY/NADPH) -0.113V unchanged fromEbenhoh et al.,
2014; Nicholls, 2013
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Chapter 6

Assessing how technical
parameters influence fluorescence

measurements

This chapter is published on bioarxiv (Nies et al., 2021). I was involved in each step of the study.
This includes the simulation, data analysis, visualization of the results, and writing all parts of the
chapter/manuscript (Introduction, Methods, Results, Discussion). The text was slightly adapted to
fit into the reading flow of the thesis. This means when the original manuscript referred to itself as

"paper” or "article” this was changed to "chapter”.

Chlorophyll a fluorescence is a powerful indicator of photosynthetic energy
conversion in plants and photosynthetic microorganisms. One of the most
widely used measurement techniques is Pulse Amplitude Modulation (PAM)
fluorometry. Unfortunately, parameter settings of PAM instruments are of-
ten not completely described in scientific articles although their variations,
however small these may seem, can influence measurements. In this chapter
we show the effects of parameter settings on PAM measurements. We first
simulated fluorescence signals using a previously published computational
model of photosynthesis. Then, we validated our findings experimentally.
Our analysis demonstrates how the kinetics of non-photochemical quench-
ing (NPQ) induction and relaxation are affected by different settings of PAM
instrument parameters. Neglecting these parameters may mislead data in-
terpretation and derived hypotheses, hamper independent validation of the
results, and cause problems for mathematical formulation of underlying pro-
cesses. Given the uncertainties inflicted by this neglect, we urge PAM users
to provide detailed documentation of measurement protocols. Moreover, to
ensure accessibility to the required information, we advocate minimum in-
formation standards that can serve both experimental and computational bi-

ologists in our efforts to advance system-wide understanding of biological
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processes. Such specification will enable launching a standardized database

for plant and data science communities.

6.1 Introduction

Oxygenic photosynthesis is one of the most essential processes on Earth. It
drives the formation of oxygen and provides an energetic basis for carbon
dioxide fixation. Due to its pivotal role in biomass production, the last decade
has seen an increasing focus on engineering and manipulating photosynthe-
sis in an attempt to improve plant productivity (Ort et al., 2015; Kromdijk
et al., 2016; Kaiser, Morales, and Harbinson, 2018; Flexas and Carriqui, 2020).
Methods of quantifying the photosynthetic activity in vivo, in particular, the
electron transport chain (Rochaix, 2011) allow inspection of dynamic changes
in photosynthesis under variable environments. Foremost, measurement
techniques based on chlorophyll 2 (Chl a) fluorescence have provided a broad
range of information about reactions in photosystem II (PSII) and thylakoid
membranes, leading to an upsurge in the understanding of photosynthesis
(Kalaji et al., 2014; Kalaji et al., 2017).

A popular and important technique in photosynthesis research is Pulse
Amplitude Modulation (PAM) Fluorometry (Schreiber, Schliwa, and Bilger,
1986). In combination with the saturation pulse method, it provides a min-
imally invasive system for the determination and quantification of the PSII
activity (Schreiber, 2004). For detailed explanations of the method, its prac-
tical applications, and limitations, readers are directed to the excellent re-
views published over the decades (Maxwell and Johnson, 2000; Baker, 2008;
Murchie and Lawson, 2013). The basic principle of Chl a fluorescence and an
example of induction measurement using PAM are shown in Fig. 6.1.

Non-photochemical quenching of Chl a fluorescence (NPQ) is one of the
processes that can be quantified by analysing changes in fluorescence emis-
sion (Muller, Li, and Niyogi, 2001). The introduction of the PAM fluorometry
opened up new opportunities for simple in vivo assessment of its dynamics.
Under unfavourable conditions, NPQ serves as an important photoprotec-
tive mechanism, on one hand lowering the light use efficiency of photosyn-
thesis, on the other protecting the photosynthetic apparatus from long term
photodamage (Ruban, 2016). The NPQ parameter is associated with the frac-
tion of the light energy absorbed by PSII that is not used for photochemistry

and is dissipated as heat.
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FIGURE 6.1: The basic principle of fluorescence and PAM induction measure-
ment. In this protocol, a dark-adapted plant is exposed to actinic light (AL, white
area shown in the light bar, L) followed by dark recovery (black area in L). Mul-
tiple saturating light flashes (saturation pulses, SP) are applied before, during
and after the actinic illumination to measure the maximal fluorescence F,,, F,',
Fm'", respectively. Light energy absorption brings chlorophyll molecules to the
first excited state (S;, see the simplified Jablonsky diagram in the upper panel
on the left). For chlorophylls to return to the ground state (Sp), the absorbed
energy can be used for charge separation and photosynthesis (photochemical
quenching, qP), dissipated as heat (non-photochemical quenching, NPQ), or re-
emitted as fluorescence. The fluorescence emission spectra are red-shifted from
the absorption spectra (upper panel on the right) and can be detected using flu-
orometers with corresponding optical filters. The emitted fluorescence signal is
recorded, as shown in the lower panel with key readouts. Based on Muller, Li,
and Niyogi, 2001; Lichtman and Conchello, 2006; Murchie and Lawson, 2013.
Created with BioRender.com
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Computational models serve as powerful tools for predicting systems’
responses to various changes and quantifying this effect. Their results help
identify the reactions and mechanisms limiting photosynthetic productivity,
to improve crop yield (Long et al., 2006; Zhao et al., 2020). Aspiring to make a
similar impact through our research, our groups develop mathematical mod-
els of photosynthesis and actively search available fluorescence data to test
computational models. Unfortunately, many articles presenting PAM fluo-
rescence traces and data do not report detailed experimental protocols that
were used to obtain these results. Such omission makes it challenging to re-
produce fluorescence measurements by other groups but also in silico.

This unintentional concealment of the experimental protocol is inevitably
revealed once a computational approach is employed to replicate the experi-
ment.

While simulating fluorescence traces using computational models we
noted that our work required guessing some of the parameters used to con-
duct the experiment, as they were not explicitly stated in publications. This
is not unexpected as incomplete reporting of experimental procedures has
been identified as one of the factors responsible for the "reproducibility cri-
sis" in science (Baker, 2016; National Academies of Sciences, Engineering,
and Medicine, 2019; Jessop-Fabre and Sonnenschein, 2019). Most articles, in
which PAM measurements were reported, included information about the
type of fluorometer used (Sekulska-Nalewajko et al., 2019; Kalmatskaya et
al., 2020) and the intensity of the saturation pulses (SP) (Vieira et al., 2013).
Some, to our delight, attached the spectrum of actinic light used for fluores-
cence quenching analyses (Quero et al., 2020). But in many, values of the
following four parameters were missing: i) the time interval (delay) between
the determination of the maximum fluorescence (F,) in darkness and switch-
ing on the actinic light (AL), ii) the intensity of the applied AL, iii) the time
interval between the SPs, and iv) the duration of the SPs.

To systematically assess the effects of small variations in PAM param-
eters on the fluorescence traces, we simulated various PAM protocols us-
ing a mathematical model of NPQ published by our group (Matuszyniska
et al., 2016). We analysed the quantitative dependence of NPQ and PSII
yield (Ppgpr) on the technical parameters that were mentioned above. Fur-
ther, we validated the in silico findings by conducting two in vivo experiments
in which the duration of the saturation pulse and the time point of switching
on the actinic light were varied.

With this chapter underlining the importance of full disclosure of PAM
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protocols in scientific publications, we hope to raise the awareness of au-
thors, reviewers, and readers and thus to improve the knowledge transfer
between the experimental and theoretical communities in plant physiology
and photosynthesis. The findings presented here urges PAM users and the
plant science community to consider facilitating broader exploitation of their
data for modeling and meta-analysis studies while communicating their ex-

perimental procedures and results.

6.2 Model and Methods

6.2.1 The model used for simulations

We use a mathematical model (Matuszynska et al., 2016) to predict how
changes in the values of four technical parameters of PAM measurement
affect the fluorescence trace. For this, we simulate PAM experiments and
systematically vary each of these parameters, quantifying the effect of each
perturbation on NPQ and photosynthetic yield (®pgp). Table 6.1 contains de-
scriptions of the standard variables derived from fluorescence signals, which
are used to calculate NPQ and ®pgp. The model comprises six ordinary dif-
terential equations (ODE) including a detailed description of NPQ. It has
been parametrised for Arabidopsis thaliana and verified to accurately simu-
late fluorescence traces also for other higher plants. To reproduce the ex-
perimental results that are presented in this chapter we had to change three
parameters. These are a coefficient of the light function transforming the
photon flux density into the rate of excitation of PSII, the contribution of
the protonated PsbS and zeaxanthin to the NPQ mechanism, and the proton
leakage from the lumen in the stroma (a, 2, kieax). All source code used to
perform the presented analysis, together with the model implemented us-
ing the Python package modelbase developed by our group (Aalst, Eben-
hoh, and Matuszyriska, 2021), can be downloaded from our git repository
https:/ /gitlab.com/qtb-hhu/fluopam.

6.2.2 Standard PAM light induction protocol

We designed a quenching analysis using PAM measurement that represents
a generic experimental setup used with standard PAM fluorometers. Table
6.2 contains descriptions of the reference parameters. We have used 500
pmolm~2 s~ las the default light intensity of AL. In the following analysis,


https://gitlab.com/qtb-hhu/fluopam

6.2. Model and Methods 125

TABLE 6.1: Parameters and descriptions of quantities derived from PAM flu-
orescence measurements in photosyhthetic organisms (Maxwell and Johnson,
2000; Murchie and Lawson, 2013).

] Parameter \ Description ‘

Fp maximal fluorescence in a dark-adapted state

F maximal fluorescence in a light-exposed state

F, minimal fluorescence in a dark-adapted state

F, steady-state fluorescence level in a light-exposed state
NPQ non-photochemical quenching F‘“F;nfm'

Dpgry Quantum yield of photosystem II calculated as F“l‘:' 7FS

m’

TABLE 6.2: Parameters of the reference PAM protocol used for the simulations.

] Technical parameter \ Value ‘

1 s after the beginning of the

Time point of Fp,

measurement

Time point of switching on actinic light | 60 s after the beginning of the
measurement

Time interval between switching on the | 10s

actinic light and the first determination of
Fm’

Actinic light intensity

Saturation pulse intensity

500 pmolm 25!

5000 pmolm 251

Duration of saturation pulses 0.8s
Number of saturation pulses during ac- | 10
tinic illumination

Interval between saturation pulses 60 s

Number of saturation pulses during dark | 6
recovery

Interval between the last saturation pulse
in actinic light and the first saturation
pulse in dark recovery

70s

we systematically varied the time point of switching on and off the AL, the
intensity of the AL and SPs, and the duration and interval between SPs. We
record the effect on the quenching capacity (NPQ) and photosynthetic yield
(Ppsip). Fig. 6.2 illustrates the basic idea behind our inquiries. We construct
the light protocol (upper panel top) and solve the system of ODEs, from
which we then calculate the fluorescence signal and plot it over time (up-
per panel bottom). From the fluorescence signal, we derive further the NPQ
value (lower panel left) and quantum yield of photosynthesis (lower panel
right).
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FIGURE 6.2: Example of the simulated PAM induction measurement with a sat-
uration pulse protocol used in this work. Fig. 6.2A: the output of a typical sim-
ulated PAM fluorescence trace obtained for the reference parameters from Ta-
ble 6.2. The dark/light/dark phases and times points of saturation pulses (in
red) are indicated in the upper panel. Fig. 6.2B and 6.2C: the variables NPQ and
Dpgyy, respectively, which are both derived from the simulated fluorescence

6.2.3 Experimental methods
Plant Material and Growth Conditions

Seeds of Arabidopsis thaliana (Columbia-0) were sown on moist commercial
soil (Pikier, Balster Einheitserdewerk, Frondenberg, Germany) and incubated
at 4 °C in the dark. After three days they were transferred to a climate cham-
ber with a 12 h/12 h light/dark photoperiod, 60% relative air humidity and
26 °C/20 °C day/night air temperature. The intensity of photosynthetically
active radiation provided by fluorescent lamps (Fluora L58 W /77; Osram,
Munich) was approx. 100 "mol m2s~! at the plant height. Seedlings were
transferred to pots (7 x 7 x 8 cm, one plant per pot) filled with soil (Lignos-
trat Dachgarten extensive, HAWITA, Vechta, Germany) on the 15th day after
sowing. Plants were watered from the bottom to keep soil moisture through-

out the cultivation and during the experiments.
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PAM induction curve measurement

In the sixth week after sowing, Chl fluorescence measurements were per-
formed in overnight dark-adapted plants using PAM-2500 (Walz, Effeltrich,
Germany) equipped with leaf clip 2030-B. Before determination of the max-
imal PSII efficiency (Fy/Fm), 5 s of far-red light illumination (peak at 750
nm) was given to oxidize the electron transport chain and PSIL. The inten-
sity of red AL (peak at 630 nm) was set at approx. 457 pmolm2s~1. The
default settings (10) were used for the intensity of both measuring light and
SP. After 10 min of light induction, during which SP was applied every 60 s
starting 1 s after the onset of AL illumination, AL was turned off and dark
recovery was monitored for 13 min, during which seven SPs were applied
with increasing time intervals as programmed in the protocol provided in
the PamWin_3 software (Walz). In the experiment with varying time delay
between the Fy /F,, measurement and starting of the AL (10, 30, 40, 50, or 70
s), the width (duration) of SP was fixed at 800 ms (default). In the experiment
with a varying width of SP (200, 400, 600, or 800 ms), the time delay was kept
at 40 s (default). Four measurements were performed in four replicate plants

(one measurement per plant) for each combination of the settings.

6.3 Results

6.3.1 Time Point of switching on and off the AL

In published protocols, we often encountered descriptions such as: "a dark-
adapted plant has been exposed to a SP of light to measure the Fnax and
pulses were repeated every 30 seconds. After 12 minutes the light was
switched off". Such formulations, upon first reading, suggest that the plant
has been exposed to AL immediately after the dark measurement of Fp,.
However, by comparing our predicted fluorescence traces with the exper-
imental data, we have noticed that in some of the experiments the initial
"dark phase" must have continued after the first SP, sometimes even until the
time point of the second SP. In Fig. 6.3A we illustrate the effect of the pre-
cise timing of switching on the AL on the predicted fluorescence. The time
points of SPs are at seconds: 1s,70s,130.8 s, 191.6 s, 252.4 s, 313.2 s, 374 s,
434.8 s,495.6 s, 556.4 s, 617.2 s, 688 s, 748.8 5, 809.6 5, 870.4 5, 931.2'5, 992 5.
Naturally, the timing of switching on the AL has implications for the NPQ in-
duction while the subsequent dark relaxation is not affected (Fig. 6.3B). The
time course of Fs quenching under the AL is unaffected although the F; level
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at a given time point changes (Fig. 6.3A). As expected, the longer the dark
phase between the first two SPs, the lower the initial NPQ determined by
the second SP applied. These simulations demonstrate that, without precise
knowledge of this parameter, a rigorous model interpretation of the NPQ
induction kinetics is difficult.
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FIGURE 6.3: Variation of the time point of switching on the AL. Fig 6.3A: ex-
cerpts of full fluorescence traces. The time point of switching on the AL is varied
while the time points of applying SP are kept unchanged. From left to right: 10,
30 s, 50 s, and 70 s after the first SP to determine F,,. The vertical dashed lines
indicate that the fluorescence traces continue. Fig. 6.3B: derived NPQ values.
Fig. 6.3C: yield of photosystem II (®pgyy).

Likewise, the exact time of switching off the AL is also not described in
publications. In Fig. 6.4 we have additionally varied the time point of switch-
ing off the AL in a similar manner as done above for switching on the AL
while maintaining the overall duration of the AL. In the upper panel the four
light-to-dark transition phases are plotted and in the lower panels the de-
rived NPQ and ®pgp;. Additionally to the apparently altered induction kinet-
ics of NPQ observed before, now significant variations in the dark relaxation
kinetics can be clearly seen in Fig. 6.4B.
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It is observed that whilst the relaxation kinetics of the NPQ is not affected
by the precise switching on point of the AL, the induction kinetics of the NPQ

varies significantly.
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FIGURE 6.4: Variation of the time point of switching on and off the AL. Fig. 6.4A:
excerpts of full fluorescence traces. The time point of switching on and off the
AL is varied while the time points of applying SP are kept unchanged. From
left to right 10 s, 30 s, 50 s, and 70 s after first SP for F,, and a corresponding
shift of the last SP in the AL, respectively. Vertical dashed lines indicate that the
fluorescence traces continue. Fig. 6.4B: derived NPQ values. Fig. 6.4C: yield of
photosystem II (Ppgpy).

6.3.2 AL and SP intensity

The precise definition of the AL is essential for an accurate interpretation
of raw fluorescence traces, as well as other dynamic variables derived from
them. Commonly used expressions such as ‘'moderate light” or "low light in-
tensity” are not informative. Light activation depends on certain physical,
biochemical, and structural parameters that vary between photosynthetic or-
ganisms depending on e.g. the chlorophyll content, the three-dimensional
structure of the chloroplast, and the composition of the thylakoid membrane.
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In our model, these differences are accounted for in the light activation func-
tion. In this analysis, we systematically increased the AL from intensity
100 to 1000 pmol m~2s~!to examine the effect on the derived steady-state
NPQ value. As shown in Fig. 6.5, the intensity of AL influences the steady-
state NPQ level significantly, in this example up to 350 pmol m~2s~ 'where
it reaches saturation.

Besides the intensity of AL, the intensity of the SPs also plays a crucial
role in the reproducibility of PAM experiments. To study possible conse-
quences of different SP intensities, we altered the values between 1000 and
9000 pmol m~2 s~ 1. The calculated steady-state NPQ values are higher for SP

intensities below 3000 pmolm 25!

, suggesting that only for intensities over
4000 pmol m~2 s~ the SP is really saturating. This is an interesting finding of
our analysis, where with the simulations we could identify the theoretical
minimal intensity of the SP which, in this example, was about 10-fold higher

than the lowest AL intensity to induce the maximal NPQ (Fig. 6.5).
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FIGURE 6.5: Steady-state NPQ values (derived at the last SP in the AL environ-
ment) simulated for various combinations of AL and SP intensities.

6.3.3 Interval between SPs

Next, we investigated the effect of the time interval between the SPs. From
our experience, the value of this parameter is explicitly mentioned in far

more articles than for instance the time of switching on the AL, indicating
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the importance given to this parameter. Fig. 6.6 shows derived NPQ and
Dpgyp values from the PAM protocols with varying intervals between the SPs.
Based on the results shown in Fig. 6.6 one could conclude that this technical
parameter, if it is within the range typically used by many groups in lab-
oratory experiments (30, 60, 120 s), may not alter the induction and relax-
ation kinetics or the steady-state level of NPQ. However, when we repeated
the analysis for a lower AL intensity of 100 pmolm2s~!, a tendency of in-
creased NPQ by short-interval SPs could be observed under the AL as well
as in the subsequent darkness (Fig. 6.6C).
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FIGURE 6.6: NPQ and Ppgy; values simulated for the standard PAM induction
protocol with varying time intervals between two consecutive SPs. 6.6A and
6.6A: with AL intensity of 500 pmolm~2s~1. 6.6C and 6.6D: with AL intensity
of 100 pmolm—2s~!

6.3.4 Duration of SP

Lastly, we investigated the effect of the SP duration. It is often assumed that
the SPs of light have no lasting effect on the photosynthetic system, as long
as they are ‘short’ (Schreiber, 2004). To verify this claim, we examined the
effect of the SP length from 0.2 s to 2.8 s (Fig. 6.7). Our simulation confirmed
no effect of the duration of the SP at 5000 pmol m~2s~'and all investigated



132 Chapter 6. Assessing how technical parameters influence fluorescence measurements

intervals on NPQ under the used AL intensity. Interestingly, this technical
parameter was among those that are most regularly and explicitly mentioned
in the method sections. Despite the special attention and notes, however,
there seems to be only a minor immediate effect of altering this parameter, as

indicated by our analysis in Fig. 6.7.
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FIGURE 6.7: NPQ and ®pgp values simulated for the standard PAM induction
protocol with varying length of the saturation light pulses.

6.3.5 Model validation

To validate and support our in silico analyses we conducted two experiments
using plants grown as described in the Method section. The first experiment
investigates the impact of the duration of the SP (referred to as SP experi-
ment). The second one focuses on the time point of switching on the AL with
the first SP in light-triggered after 1 s (referred to as Delay experiment). As
Figs. 6.8 and 6.9 show, our simulations are qualitatively in good agreement
with the experimental data of NPQ and ®pgp; in both experiments.

In the SP experiment the model could reproduce some, yet not all fea-
tures of the NPQ and ®pgy traces (figs. 6.8A to 6.8D). The duration of SP
played only a minor role for both experimental determination and simula-
tion of ®pgyy (figs. 6.8C and 6.8D). The model and experimental results are
in good accordance for ®pgyy (see section 6.3.4), with exception of somewhat
faster kinetics of increase predicted by the model compared to the observa-
tion made in overnight dark-adapted plants. For NPQ the computational
analysis deviated from the experiment during light induction whereas dark
relaxation could be well reproduced (figs. 6.8A and 6.8B). In addition, the ex-

perimental data, albeit showing large variations among the replicate plants,
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indicated that the NPQ value might be influenced by the duration of SP while
the simulation did not show such influence (Fig. 6.8A)

These deviations may imply that the model parameters, despite the ad-
justments described in the Materials and Methods (6.2.1 Model used for sim-
ulations), are still suboptimal for the plants used for the experiments and/or
that some mechanisms are not taken into account in the model. However,
looking at the 0.8 s pulse data of the SP experiment and the 40 s delay data
of the Delay experiment (Fig. 6.9), for which the same combination of SP
duration (0.8 s) and delay (40 s) was used, it becomes evident that the plants
in the latter experiment showed NPQ induction and fluorescence traces that
were more similar to the simulation (Figs. 6.8 and 6.9). We do not know what
factor(s) might have led to the different NPQ induction patterns in the two
experiments. One possibility is that reactions in photosynthetic induction,
which give rise to a highly variable PMST wave of the fluorescence induction
curve (Papageorgiou and Govindjee, 1968; Stirbet et al., 2014), contributed to
the NPQ variations. It has been suggested that this slow phase of the flu-
orescence induction curve has multiple complex causes including the acti-
vation of the Calvin-Benson-Bassham cycle and state transition between the
two photosystems induced by red and far-red light (Stirbet and Govindjee,
2016), both of which are not included in the simplified model used in this
analysis. Since we used red AL in our experiments, the effect of blue light-
induced chloroplast movement on NPQ induction (Cazzaniga et al., 2013)
can be ruled out. Clearly, the quality (wavelength) of AL is another impor-
tant information needed to interpret and simulate NPQ induction. Also the
length of dark adaptation prior to the initial F, measurement likely plays a
role in the systematically different kinetics of ®pgjy increase upon AL illumi-
nation found between the experiment and simulation (Fig. 6.8).

In the Delay experiment the expected changes in NPQ and ®pgjj at the
beginning and at the end of the AL phase were observed in the experiment
as well as in the simulation (Figs.figs. 6.8E to 6.8H). These changes are only
temporal shifts and do not indicate changes in NPQ activation or relaxation
kinetics. Yet, as shown in the computational part, when SPs are not bound
to the time of AL but fixed at given time points, the length of delay has an
effect on NPQ (Figs. 6.3B and 6.4B). Hence, information about the time point
of switching on the AL needs to be provided together with the information
about the time point of the first SP. Overall, the comparisons between the ex-
perimental data and the model simulation shown in Figs. 6.8 and 6.9 support

the main message of the simulation analysis presented in the sections 6.3.1
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to 6.3.4, namely the importance to report all the details of the PAM experi-
ment protocol for the sake of reproducibility and data interpretation as well
as reusage of the experimental results. Furthermore, Figs. 6.8 and 6.9 show
that the model (Matuszyriska et al., 2016) adequately reproduces the effects
of small changes in technical PAM parameters and is able to give hints about
which technical details are more important for the description of PAM pro-
tocols. When these details are known, deviations of simulations from exper-
imental data can help us in the search for missing factors and mechanisms to
improve the model.

In the Delay experiment changes between the NPQ and ®pgy; traces can
be detected at the beginning of the experiment as well as at the end of the AL
phase. Nevertheless, these changes are only temporal shifts and do not in-
dicate changes in NPQ activation or relaxation kinetics. Yet, as shown in the
computational part, when pulses are not bound to the time of AL but fixed at
given time points, an effect on NPQ was observed. Hence, information about
the time point for switching on the AL has to be mentioned together with the
information when is the first pulse of light taken.

In conclusion the experimental findings are in good agreement with one
of the messages that is conveyed in this chapter: it is important to note all de-
tails of the PAM experiment for the sake of reproducibility and reusage of the
experimental results. Furthermore, the comparison between the model and
the simulation indicates that the NPQ model (Matuszyniska et al., 2016) is
adequate to investigate the effects of small changes in technical PAM param-
eters and is able to give hints which technical details are highly important in

the description of PAM protocols.
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FIGURE 6.8: Comparison of the experimental and simulated NPQ and ®pgy in-
duction and relaxation. figs. 6.8A to 6.8D: SP experiment with varying duration
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ments. figs. 6.8E to 6.8H: Delay experiment with varying delay to switch on the
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of saturation pulse was 0.8 s for all measurements. Error bars indicate standard
deviation (n=4).
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FIGURE 6.9: Comparison of the experimental data and simulated fluorescence
traces. 6.9A: SP experiment with SP duration of 0.8 s and delay of 40 s. 6.9B:
Delay experiment with a delay of 40 s and SP duration of 0.8 s. Blue symbols,
mean values of F,, and F,'; purple symbols, mean values of F, and Fs ; line,
simulation. Error bars indicate standard deviation (n=4). Black and white bars
above the fluorescence data show dark periods and actinic light illumination,
respectively. Vertical red lines inside these bars indicate the time points of satu-
ration pulse application.

6.4 Discussion and Outlook

For decades now, PAM fluorescence measurements are widely used in plant
research to assess e.g., plant health, genotypic variation, and effects of mu-
tations. Due to their minimally invasive nature, fluorescence measurements
provide a convenient method to assess photosynthetic dynamics in vivo. The
power of this spectrometric technique lies in the connection between the
yield of fluorescence and numerous intrinsic processes such as NPQ, making
it a method of choice for many researchers to study oxygenic photosynthesis
(Stirbet et al., 2011). Detailed understanding of the underlying mechanisms
and regulating circuits of the photosynthetic machinery is essential for the
improvement of agricultural and horticultural productivity and sustainabil-
ity, such as better designing of greenhouses, and tailored plant breeding, as
well as biotechnological exploitation. It is hence expected that the interest in
applying fluorescence techniques will further increase in the future. In fact,
more and more advanced technical devices and methods have been and are
being invented that use fluorescence emission to obtain knowledge about the
photosynthetic capacities of organisms, ranging from clip-on, leaf-level mea-
surements, using for instance the MultispeQ device (Kuhlgert et al., 2016), to
canopy-level measurements with the LIFT technique (Kolber et al., 2005) and
proximal or remote sensing of solar-induced fluorescence (Aasen et al., 2019;
Mohammed et al., 2019).
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In parallel to the experimental efforts, numerous mathematical models
simulating the dynamics of photosynthesis, often calibrated to PAM results,
have been developed (for a review see Stirbet et al., 2014; Stirbet et al., 2019).
It was during one of such attempts to reproduce published results of PAM
experiments in silico, where it came to our attention that a number of pub-
lications using the PAM technique do not provide all technical parameters
of the experiments that are needed to simulate the results. Concerned about
possible consequences of such omission, we carried out a systematic investi-
gation of the effects of several key technical parameters on the output of PAM
measurements. Using NPQ and ®pgj;, which are derived from the calculated
fluorescence, we have quantified and visualised the differences between our
computational experiments where such parameters have been varied. The
exact time point of switching on and off the AL, combined with fixed time
points of SPs, considerably affects the observed induction and relaxation ki-
netics of NPQ (Figs. 6.3 and 6.4). Because the kinetic information is often
used to derive conclusions about photoacclimation and NPQ mechanisms,
our simulations underline the importance of reporting the time points of AL
and SPs applied in PAM experiments. We also examined the effects of the
SP duration and the interval between those on fluorescence traces. While the
former seems to have little direct influence on NPQ or PSII yield (Fig. 6.7),
the latter had small but detectable effects on NPQ in low AL regimes (Fig.
6.6). Importantly, the combination of SP’ and AL intensities can influence the
outcome of experiments substantially, as visualised by the steady-state NPQ
landscape in Fig. 6.5. These mathematical simulations clearly demonstrate
the importance of full disclosure of technical details. In fact, this conclusion
holds true for many experimental studies, not only for PAM measurements.
To exclude the possibility that it is the structure of the model that causes
the observed differences, we repeated our simulations with another model
of photosynthesis (Ebenhoh et al., 2014). Using this model, which has been
developed with a focus on state transitions, another acclimation mechanism,
still obtained similar results, suggesting that the simulated effects are not
attributable to model structure (the analysis can be found in the same repos-
itory https://gitlab.com/qtb-hhu/fluopam). Moreover, we validated the in

silico findings by conducting PAM experiments focusing on variations of the
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time point of switching on AL and the duration of the SP (Fig. 6.8). The pre-
dicted impact of these variations was largely in accordance with the experi-
mental results. Although some level of reproducibility may be achieved be-
tween experiments by simply using the default settings of commercial instru-
ments, this does not justify the omission of the details of experimental proto-
cols. Especially, mathematical models and computational simulations have
no default values, hence any missing information hinders further replication
of studies. Without the necessary information, even a basic experiment can-
not be properly simulated. The analysis presented above highlights the par-
ticular consequences of not providing detailed technical information about
experimental protocols on the results of computational simulations of PAM
Chl fluorescence traces of a photosynthetic organism. We hope that this chap-
ter — our response to the "reproducibility crisis" — will reach a broad plant
science community. We strongly encourage all readers, not only PAM users,
to carefully and critically assess reporting practice to ensure independent
replicability of experiments and to enable exploitation of results in the era of
data science. As many have stated before us, the first step to increase repro-
ducibility is to "increase the quality of protocol reporting " (Jessop-Fabre and
Sonnenschein, 2019). We will not solve the problem of unreproducible and
unreplicable research unless we provide and share all required information,
even those seemingly minor and irrelevant ones. Finally, it is critical to reach
an agreement on the minimal information that should be mandatorily given
in the description of PAM experiments. This kind of agreements have al-
ready been made in the field of proteomics (MIAPE, Taylor et al., 2007), next-
generation sequencing (MINSEQE, http://fged.org/projects/minseqe/, ac-
cessed on: 16" April 2021) and microarray analysis (MIAME, Brazma et al.,
2001), in which databases are used extensively to analyse results of indi-
vidual studies or selected sets of studies in form of Open Science. Also in
the field of photosynthesis, PhotoSynQ is exploring a worldwide data shar-
ing and analysis platform by creating low-cost devices and web-linked tools
to collect and analyse data, exchange measurement protocols, or perform
meta-analysis for registered users (https://www.photosynqg.com/, accessed
on: 6" May 2021). A similar platform and database, where users can freely
share experimental results and protocols, even including model algorithms
for simulation, can be envisaged to promote the exploitation of PAM data and
to accelerate knowledge exchange. For the realisation of such platforms, the
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data stored there must fulfill the minimal requirements to provide the infor-
mation necessary for reproducing the experiments. Obviously, the informa-
tion would comprise technical details of measurement protocols, as shown
by the experiments and computational analyses in this chapter, as well as
descriptions of plant materials, growth conditions, and treatments (Materi-
als and Methods). Albeit outside the focus of this chapter, the importance of
the latter information and the challenge to reproduce experimental results in
plant research have been demonstrated by the joint experiments of 10 labora-
tories in the European AGRON-OMICS project (Massonnet et al., 2010). As
was done in the aforementioned omics communities, a concrete and practical
list of minimum information needs to be elaborated for PAM experiments by
a consortium involving experimental and data scientists. By committing to
such common standards and open databases, we will both contribute to and
benefit from transparent, integrative, and interactive science in our research
fields.

6.5 Concluding remarks

This chapter tackled the experiment-theory gap using qE non-photochemical
quenching, a photosynthetic process on a moderate temporal scale. In con-
trast to physical sciences, biology only came recently (in the last forty years)
to the understanding that experimental work, combined with theory and
computational simulation, can result in fruitful research projects. However,
due to the relatively long separation of the theoretical and experimental com-
munity, different kinds of scientific languages exist. These different lan-
guages make communication and exchange sometimes challenging. Nev-
ertheless, biological sciences can only advance when the theory-experiment
gap becomes smaller. With this chapter, I wanted to contribute to closing the
gap in photosynthesis research (using PAM instruments) from a theoretical
standpoint.
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Chapter 7

Understanding LIFT through
mathematical modeling

Fluorescence spectroscopy has become an essential tool in photosynthesis
research. Multiple techniques exist to study photosynthetic fluorescence sig-
nals originating from the electron transport chain, particularly from pro-
cesses associated with photosystem II. The light-induced fluorescence tran-
sient method (LIFT) is a procedure that rapidly yields fluorometric param-
eters, approximating classical values obtained by standard techniques for
measuring chlorophyll a fluorescence (ChlF). The LIFT method is fast and
can be used without a prolonged dark-adaptation phase and is thus suited for
high-throughput phenotyping of photosynthetic organisms. In the past and
present, researchers have conducted considerable efforts to infer the mecha-
nistic reasons for the shape of fluorescence traces obtained by spectroscopic
experiments, especially for fluorescence induction (FI). Mathematical mod-
els helped to elucidate the importance of processes in photosystem II. In this
chapter we present a mathematical model to study the shape of fluorescence
traces obtained from experiments using the LIFT method that is based on
rapid processes in PSII. We demonstrate that our model can qualitatively
replicate the features of fluorescence traces obtained by fluorescence induc-
tion and LIFT experiments and discuss which processes in photosystem II
are relevant for the different sections of the LIFT fluorescence traces. Finally,
we investigate the importance of non-photochemical quenching to LIFT flu-
orescence traces in light conditions and discuss how we can iteratively refine

the model using a comparison with experimental data in the future
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7.1 Introduction

The utilization of light energy via photosynthesis is essential for many life
forms. Collected by antenna complexes, light energy drives the photosyn-
thetic electron transport chain (PETC), eventually storing energy in ATP and
NADPH. Therefore, photosynthesis is also considered an energy storage phe-
nomenon (Blankenship, 2021). To monitor molecular processes mediated by
the protein complexes in the PETC, chlorophyll a fluorescence (ChlF) spectro-
scopic techniques became the method of choice (Papageorgiou, 2004; Lakow-
icz, 2006). As a quick and non-invasive way to monitor the physiological sta-
tus of photosynthetic organisms, many spectroscopy techniques employed
in plant physiological investigations use ChlF as standard.

ChlF, primarily related to the redox state of the first electron acceptor
(Qa) in photosystem II (PSII), is used to derive photosynthetic parameters
that give information about, e.g., the quantum efficiency of photochemistry,
non-photochemical quenching, and cross-section of the antenna complexes
associated with PSII (Kautsky, Hirsch, and Davidshofer, 1932; Butler and Ki-
tajima, 1975; Genty et al., 1990). Parameters like these are used extensively
to study the effects of stressors and abiotic factors, such as irradiance, on
photosynthetic performance (compare, e.g., Matuszyniska et al., 2016; Run-
grat et al., 2016) using various experimental techniques. Fluorescence induc-
tion (FI), the rapid exposure of dark-adapted samples to (high) light, pro-
duces a characteristic polyphasic fluorescence rise. Classically these phases
are denoted with the letters OJIP(SMT) and provide information about the
processes in photosystem II and the following processes in the PETC (Stir-
bet et al., 2011). Other techniques can be broadly classified as using single
turnover (ST) or multiple turnovers (MT) flashes. Both reduce the Q pool
but use different light intensities and flash durations leading, when long, to
additional causes of the fluorescence signal (Kalaji et al., 2017), such as the
reduction state of the plastoquinone pool. The differences between the max-
imum fluorescence measured with ST or MT techniques is assumed to be
caused by a quencher that decays during the prolonged application of light
in MT experiments. Frequently, oxidized plastoquinone is hypothesized to
be this quencher (Samson, Présil, and Yaakoubd, 1999).

Some techniques, like the pulse amplitude modulation method (PAM),
combined with saturating light pulses for a quenching analysis (Schreiber,
2004), require the sample to be dark-adapted, and established protocols last

several minutes, affecting processes after PSII in the PETC. The duration of
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FIGURE 7.1: Schematic representation of the model used to simulate LIFT flu-
orescence traces. The model includes a detailed description of photosystem II
and downstream processes. Additionally, it contains a module representing a
quencher that is activated by the protonation of PsbS and the xanthophyll cycle
and a simplified description of a high-intensity quencher. An enlarged version
of the reactions involved in photosystem II is shown in Fig. 7.2.

the protocols and the dark-adaption requirement are inconvenient if the aim
is to observe fast dynamic changes in the photosynthetic parameters. Fast
repetition rate (FRR) technique and, consequently, the light-induced fluores-
cence transient technique overcome these shortcomings using subsaturating
flashlets of high excitation power and rate (Kolber, Prasil, and Falkowski,
1998; Kolber et al., 2005). LIFT has been successfully applied to monitor the
photosynthesis of microorganisms, canopies, and individual plants (Kolber,
Prasil, and Falkowski, 1998; Kolber et al., 2005; Keller et al., 2019). Param-
eters derived from LIFT experiments approximate those obtained from con-
ventional techniques in different conditions, such as various light intensi-
ties, nitrogen gas concentrations, and treatments with inhibitors (Keller et
al., 2019). The short duration of the LIFT experiments (<1 s) makes it an opti-
mal method for large phenotyping projects that require many measurements
in a short time.

Interpretation of ChIF signals with mathematical models has a long his-
tory (Joliot, 1964; Malkin and Kok, 1966; Bouges-Bocquet, 1973; Butler and
Kitajima, 1975; Paillotin, 1976; Butler, 1978; Genty, Briantais, and Baker,
1989; Lavergne and Trissl, 1995; Stirbet et al., 2019). Mathematical modeling
is a powerful tool for studying the behavior of processes in the photosyn-

thetic electron transport chain and CBB cycle when experimental methods
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cannot proceed due to technical limitations. Kinetic models, for example,
have been applied to understand the FI fluorescence trace and its character-
istic phases (Lazar et al., 1997; Zhu et al., 2005; Lazar and Schansker, 2009),
non-photochemical quenching (Zaks et al., 2012; Matuszyrnska et al., 2016),
state-transition (Ebenhoh et al., 2014; Stirbet and Govindjee, 2016), and mul-
tiple other photosynthetic phenomena in combination with carbon fixation
(Morales et al., 2018a; Matuszyniska, Saadat, and Ebenhoh, 2019; Saadat et
al., 2021).

In this chapter, we present a mechanistic mathematical model based on
ordinary differential equations that describe fluorescence changes using the
FRR fluorescence technique LIFT applied to plants. The parameters and re-
action rates were foremost extracted from the literature. In particular, we
modified for the simulation of processes in photosystem II the model pre-
sented in Lazdr et al., 1997, as it is less complex than more advanced repre-
sentations of photosystem II while still showing the main characteristics of
FI fluorescence traces. For the downstream reactions of PSII, we combined
our description with the mathematical model of non-photochemical quench-
ing by Matuszynska et al., 2016. We demonstrate that our model can qual-
itatively reproduce fluorescence traces typically obtained from LIFT experi-
ments and investigate which processes influence the relaxation phase of the
LIFT fluorescence trace. Further, we explore the connection between the flu-
orescence output and light acclimation in plants, as LIFT can also be applied
to light-adapted samples, and discuss how we can further refine the parame-
ter space/ model structure to improve our understanding of the mechanisms

behind LIFT fluorescence traces.

7.2 Model and Methods

7.2.1 Model

A mathematical model was built based on reactions in photosystem II and
downstream processes. Parameters for the model were mostly taken from
the literature. The model was implemented via the Python-based software
modelbase (Aalst, Ebenhoh, and Matuszyniska, 2021) and subsequently inte-
grated with Assimulo (Andersson, Fiithrer, and Akesson, 2015). The code can
be found in following repository https:/ /gitlab.com/qtb-hhu/models /2023-
lift-frr.
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7.2.2 Stoichiometry of the model

The mathematical model of photosystem II and parts of the electron trans-
port chain is represented as a system of 26 ordinary differential equations
governing the temporal evolution of system variables. These variables are
1-19) states of photosystem II, 20) the reduced fraction of the plastoquinone
pool (P), 21) the lumenal proton concentration (H), 22) the stromal concen-
trations of ATP (A), 23) the non-protonated fraction of the PsbS pool (PsbS),
24) the violaxanthin fraction of the xanthophyll pool (V), 25) an activator of
the ATP synthase (E), and 26) a carotenoid quencher (CarQ).
The system of equation reads

d;i() = UasPQH,160 — Uex01 — UasPQ04 (7.1)
% = Uex01 — Usepl2 (7.2)
% = UasPQH,182 T Usep12 — Uex23 — UasPQ26 (7.3)
% = Uex23 74)
% = UasPQ04 — Uex45 T —Ulg4 (7.5)
ddg = Uex45 — Usepb6 (7.6)
dB6

Jf ~ Usepsé T UasPQ2e F V1106  Vex67 — Ule6s (7.7)
df: = Uex67 7.8)
dff = Ule68 — V184 — Uex89 (7.9)
ddB;9 = Uex89 — Usep910 (7.10)
dljl:() = Usep910 — Uex1011 — V1106 — V21012 (7.11)
dl;l = Uex1011 (7.12)
dl;:B = Uex1213 — Usepl1314 (7.13)
dljljll = Usep1314 — Uex1415 — Uh1418 (7.14)
% = Uex1415 (7.15)
% = Uex1617 — Uh1216 — UasPQH,160 (7.16)
dB17

i Vex1617 — Usep1718 (7.17)
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dB18
g = Uni41s + Usep1718 — Vex1s19 — UasPQH,182 (7.18)
dB19
g = Uex1s9 (7.19)
dP
7 = UasPQH2160  VasPQH,182 ~ UPQox (7.20)
dH
ﬁ = ﬁ (Usep12+Usepss +Usep910 +Usep1314 +Vsep1718 +4-UpQox — 1*34 “OATPsynth. ~ULeak ) (7.21)
dE
7 = UATPact (7.22)
dATP
T = vATPsynth. - UATPconsumption (723)
dPsbS
T = TUPsbsp (7.24)
av
E = _UXCYC (725)
dCar
dt Q = UCarQ (7.26)

7.2.3 Photosystem II

Photosystem II is modeled as a 3-compound system (DAB) with multiple
states. The donor site (D) can be excited by light (D). In the Qa-site (A)
of photosystem II is a non-free plastoquinone that can be singly charged
(A”). The Qg-site of photosystem Il is either empty (DA) or contains a plasto-
quinone (DAB) molecule. This plastoquinone can be singly, doubly charged,
and protonated (DAB™, DAB?~ or DABH,). Together there are 20 different
combinations considered in the model of photosystem II.

The amount of available photosystem II is constant (PSII;y). This al-

lowed us to reduce the ordinary differential equation system by removing
B12 (DAB?"),
19
Biy = PSIIit — Y Bi. (7.27)
iiyfloz
To model the changes in oxidized plastoquione we use the fact that the

total plastoquinone pool, consisiting of the free oxidized and reduced plasto-

quinone and plastoquionone that is bound to photosystem II, is constant.

19
Pox = PQ*—P— ) B, (7.28)
#0123

Eight rate laws connect the 20 different combinations/states in photosystem
II.
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FIGURE 7.2: Schematic representation of the photosystem II submodel. Photo-
system II is modeled as a 3-compound system (DAB) with multiple states. The
donor site (D) can be excited by light (D"). In the Qa-site (A) of photosystem Il is
a non-free plastoquinone that can be singly charged (A~). The Qg-site of photo-
system Il is either empty (DA) or contains a plastoquinone (DAB) molecule. This
plastoquinone can be singly, doubly charged, and protonated (DAB~, DAB*~ or
DABH,;). Together there are 20 different combinations considered in the model
of photosystem II.
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Excitation and charge separation/ stabilization: v,, considers the excita-
tion of the donor site (D) and losses of the excited state (D*) by non-
photochemical quenching (Q), fluorescence, oxidized plastoquinone and

carotenoid quencher activity (CarQ, Pyy),

Vex,ij = ki - B; — (kF +ky-Q+ kCarQ . CarQ + kaQ . Pox) . B]'. (7.29)

Here and in all other equations, B; and B; are two states of photosystem II (see
Fig. 7.2). Charge separation/ stabilization is assumed to be an irreversible

process,

Usep,ij = kp : Bi- (730)

Association of oxidized plastoquinone: At the Qg-site of photosystem II

attaches an oxidized plastoquinone

k
VasPQij = kab - Pox * Bi — abb - B;. (7.31)
eq,a

First electron transport in PSII: After the transfer of one electron on the non-
free plastoquinone in the Q4 -site of photosystem II, the electron is transferred

to the plastoquinone associated with PSII in the Qg-site,

kel
Keq,el

Ule,ij = kel . Bi — . B]‘. (7.32)

Second electron transport in PSII: Again, after the transfer of one electron
on the non-free plastoquinone in the Q4-site of photosystem II, the electron

is transferred to the singly charged plastoquinone associated with PSII in the
Qg-site,

ke2
Keq,ez

vZe,ij = kez . Bi — . B]'. (7.33)

Protonation: Once the plastoquinone in the Qg-site of photosystem II is dou-
bly charged, it is protonated,

kn

. B;
Keq,h

e

vh,ij = kh . Bi — (734)

Disocciation of reduced plastoquinone: Protonated plastoquinone in the
Qg-site can detach from PSII and is used in further downstream processes of
the PETC,
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v =k B — PQus g p 7.35
asPQHy,ij — APQgs " 21— 7, " Pj 4 ( . )
Keq,PQy;

Charge loss: Following examples of other photosystem II models e.g. Lazar
et al.,, 1997, we included charge losses (presumably due to oxygen). These

charge losses are irreversible,

01 = kl,ij : Bi- (736)

Fluorescence: Similar to Ebenhoh et al., 2014, we calculate fluorescence as the
probability that an excited state is reverting to a ground state by fluorescence
(Butler, 1978). Thus the fluorescence signal resulting from By, By, Bg, B1», and
By is proportional to kg/ (kp + kg - Q + kp + kcarg - CarQ + kppg - Pox) and
the fluorescence signal resulting from By, Bg, B1g, B14, and Byg is proportional
to kp/ (kg + ki1 - Q + kcarg - CarQ + kppg - Pox). The total fluorescence signal
is calculated as

kg
(kg +kg-Q+kp+ kCarQ -CarQ + kaQ . P0X>
kg
kg+kg-Q+ kCarQ -CarQ + kHPQ . Pox)

F= '(Bo+B4+Bg+Blz+B16)

- (By+ Bg + Big + Bia + Big). (7.37)

T

Note that the sum of By, By, Bg, B1p, and By as well as the sum of B,,
Bg, B1o, B14, and Bjg approximate the total amount of open and closed PSII,
respectively. This is because the excited states of PSII are forced to have a
minor concentration in our model simulations. In contrast to the previous
representation of the fluorescence signal , e.g. in Ebenhoh et al., 2014, it is
necessary to assume two additional quenching pathways to reproduce the
LIFT fluorescence signal. The first one is the high-intensity quenching that
was found to be active when a high excitation power / light intensity is used
to activate photosynthetic processes. This quenching is assumed to be as-
sociated with forming a triplet excited carotenoid state. The second is the
quenching process connected to the oxidized form of plastoquinone. It is
assumed that oxidized plastoquinone is a quencher in contrast to reduced
plastoquinone (plastoquinol). The effect of plastoquinone might be respon-
sible for the fluorescence difference we observe between single and multiple
turnover techniques. While both close PSII, the latter reduces the plasto-
quinone pool, leading to a higher maximal fluorescence signal. Please note
that most parameters of these quenching processes are ad-hoc estimations
that must be refined in future model versions.



7.2. Model and Methods 149

7.2.4 Electron transport chain

Plastoquinone oxidation: For down-stream processes of photosystem II that
consume reduced plastoquinone we used the 'lumped’ reaction of Cytyes and
PTOX that is presented in Matuszyriska et al., 2016.

kpeD * Keg,cywer(H) kprD
Up = - + kprox | - P — - Pox, (7.38)
Qox ( Keq,Cytb6f (H ) +1 o Keq,Cytb6f (H ) +1 >

where kPFD = kCytb6f - PFD.

ATP synthase: We follow Ebenhoh et al., 2014 and Ebenhoh et al., 2011 to
represent the ATP synthase. The ATP synthase is modeled with a mass-action

kinetic and a lumenal pH-dependent equilibrium constant.

ATP

Keq,ATPsynthase (H )
(7.39)

ATP"! is the total adenosine phosphate pool. For the analyses shown in this

vATPsyntahse =E- kATPsynthase : (ATP tot — ATP —

chapter, E is fixed to one. However, for testing and future model versions,
we model the activation of the ATP synthase by a simple mass-action kinetic
with a switch triggered by the presence or absence of light as in Matuszyrniska
etal., 2016,

UATPactivity = KActATPase - H(PFD) - (1 — E) — kpeactATPase - (1 — H(PFD)) - E,

(7.40)
where H is the Heaveside function. Note that we found that a dynamic E
makes the model in simulations over large time intervals unstable. This in-

stability must be clarified in future model versions.

Non-photochemical quenching: The representation of non-photochemical
quenching follows the implementation of Matuszyriska et al., 2016. The non-
photochemical quenching module implemented in the model is assumed to
be a two-variables-four-states system. Included are the protonation of the
PsbS protein and the Xanthophyll cycle. The equations for both processes

are

HI‘\HX
UXanth = kDeepox . nHy V- kEpox ’ (XtOt - V)/ (7.41)
H™ix + PHinV (KpHsatz)
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Hl’lHL
Opshs = kprot - wi  PsbS — kpeprot - (PsbS'™ — PsbS),  (7.42)
HML + pHiny (KpHsatLHC)

where pHiny is a function transforming lumenal pH to lumenal proton con-
centration.

The quenching activity is determined as

Zx Zx
— = ).PsbS+y-(1— 0——
Zx + KZsat) n ( Zx + KZsat
Zx
Zx + KZsat

Q=170-(1 ) - PsbSP

- PsbSP + 73 - _ - PsbS. (7.43)

+ .
72 Zx + KZsat

Carotenoid quenching: Under high light intensities a quenching activity by
carotenoid molecules was reported. In the fluorescence traces obtained by
LIFT experiments this high intensity quenching (HIQ) appears as jump in the
fluorescence signal between induction and relaxation phase. The carotenoid
quenching is modeled as mass-action kinetic that includes an activation term

triggered when the light intensity surpasses a threshold,

PFD
KCarAc’cive + PED

UCarQ = kCar,p : (1 — CIZT’Q) : — kCar,m . CIZVQ. (7.44)
Please note that this is just a rough approximation of the HIQ activity. In
future model versions the activity of HIQ must be modeled more realistically
and potentially be combined with the already existing quencher activity that
is formulated based on the protonation of PsbS and the xanthophyll cycle.

Proton leak: The existence of a small leak current of protons over the thy-
lakoid membrane is assumed. The leak current is modeled with a mass-
action kinetic.

OUleak = kleak ’ (H — H;

stroma ) .

(7.45)

ATP consuming reaction: Because down-stream processes of the electron
transport chain are not considered, the ATP consuming reactions are collec-

tively modeled as mass-action kinetic,

ZJATI’consump’cion - kATPconsumption - ATP. (746)
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7.2.5 Light-induced fluorescence transient method protocol

For the in silico analyses, a generic LIFT protocol was used based on the de-
scription in Keller et al., 2019. The induction phases consisted of 300 flashlets
with 40000 pmolm~2s~! , light intensity and a length of 1.6 ps. The interval
between the flashlets was 2.5 ps. 128 flashlets with the same length and in-
tensity were applied in the relaxation phase. The time interval between the

flashlets varied in the relaxation phase according to

ji — 101.28+0.021-i us. (747)

Light protocol

40000 A

35000 A

30000 A

25000 A

20000 A

15000 4

PFD/ [umol s~ m~—2]

10000 ~

5000 -

0.00 0.05 0.10 0.15 0.20
Time/[s]

FIGURE 7.3: Visualization of the light protocol for in silico experiments using
the LIFT method. The induction phases consists of 300 flashlets with 40000
pmolm~2s~! light intensity and a length of 1.6 ps. The interval between the
flashlets is 2.5 ps. 128 flashlets with the same length and intensity are applied
in the relaxation phase. The intervals between flashlets in the relaxation phase
varies exponentially.

7.2.6 Sensitivity analysis

For the investigation of the sensitivity of fluorescence signals to parameter

changes, we calculated normalized time-dependent response coefficients,
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RE(H) = P OFLP)| 7.48

Here E(t, p) is the fluorescence signal at time t; p is the parameter vector.

7.2.7 Curvature of relaxation phase

The curvature of the fluorescence traces in the relaxation phase of LIFT ex-

periments was quantified as mean curvature according to

1
Ki = %, (7.49)
and
1 N
K= N ;Ki, (7.50)

where F; is the ChlIF yield at flashlet 7, and N is the total number of flashlet in
the relaxation phase. The derivatives were calculated using a central finite-

difference approximation.

7.3 Results

7.3.1 Model validation

We have built a mathematical model based on our current understanding of
non-photochemical quenching and processes in photosystem II to provide a
theoretical framework that relates outputs of high repetition rate fluorescence
experiments to processes in and around photosystem II (Fig. 7.1, see model
description). The model was kept deliberately as simple as possible and aims
to investigate which reactions in PSII influence the shape of the fluorescence
trace in the induction and relaxation phases of LIFT experiments.

To confirm that our model can indeed be used to understand non-steady
state fluorescence phenomena originating from the activities in and around
photosystem II, we reproduced typical fluorescence traces observed in flu-
orescence induction experiments and experiments using the LIFT technique
(as well as from a quenching analysis using PAM). All simulations exhibit
typical fluorescence dynamics with characteristics frequently observed ex-
perimentally (compare Keller et al., 2019 and Fig. 7.4 or supplementary Figs.
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7.9 and 7.10). Looking at the changes of the PSII states during the simu-
lations, we find that the PSII-state with a singly charged Qa-site (B6) is the
predominant closed state at the onset of the simulated FI or LIFT experiments
(FI: O-] phase and LIFT: induction phase, see supplementary Fig. 7.11). At the
end of the FI O-] phase and the induction phase of the LIFT experiments also
other PSII-states gain importance especially those downstream of B6, such as
B8, B10, and B14. The FI measurement exhibits a higher F,, than the LIFT
measurement. This is due to the quenching activity of the oxidized plasto-
quinone pool, which is reduced during a multiple turnover flash (FI, saturat-
ing light flash with a duration of 1 s) experiment. In the later relaxation phase
of the LIFT experiment, the closed PSII states B4, B6, B14, and B18 show the
most significant changes. The same applies to the fluorescence induction ex-
periment, with additionally B2 increasing when reaching the P point of the
fluorescence trace. Please note that the dynamics of closed states, such as B2,
B6, B10, B14, and B18, are more influential for the fluorescence signal than
the open states.

e Fluorescence induction . LIFT

0] > | > | >P Saturation Relaxation
1.2 4 1.2
1.0 4 1.0 PHIQ

0.8 ‘/

° "\
" " \K

0.2 r : : T 0.2 T : - : :
107> 1074 1073 1072 107t 107 10-° 1074 1073 1072 107! 10°

log10 Time/[s] log10 Time/[s]

Fluorescence [a.u.]
=} o
o [e-]

FIGURE 7.4: Simulated fluorescence traces of a fluorescence induction (left
panel) and a LIFT (right panel) experiment. For the fluorescence induction ex-
periment, the light intensity was 3000 pmolm~2s~!. The LIFT experiment fol-
lowed the standard protocol for in silico LIFT experiments (see methods). The
light intensities of the 1.6 ps flashlets were 40000 pmol m 2 s~1. Both simulated
fluorescence curves exhibit well-known dynamics, such as the OJIP phases of
fluorescence induction and LIFT experiments’ saturation/ relaxation phases.

In LIFT experiments, there is no additional measuring pulse to the sub-
saturating flashlet. However, our model also allows monitoring changes in
the fluorescence yield between flashlets (without activating photosynthetic

processes). We found that frequently, the fluorescence still rises slightly after
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the subsaturating flashlet was applied (well visible in the relaxation phase),
suggesting that the maximum effect of the subsaturating (measuring) flashlet
is only reached after the measuring window already closed (see supplemen-
tary Fig. 7.12). It must be clarified in future model versions if this is a model
artifact or an actual physical effect.

It is important to state that while our model can qualitatively replicate
experimental observations, it is still in the process of being refined. This cir-
cumstance leads to some quantitative deviations between experiments and
simulations, especially in the relaxation phase of LIFT experiments. With
that being said, we are, nonetheless, confident in the model’s ability to pro-
vide mechanistic descriptions of all phases of the LIFT fluorescence traces

and suggestions for further model improvements in this analysis.

7.3.2 Sensitivity analysis
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FIGURE 7.5: Local sensitivity analysis for LIFT fluorescence traces obtained with
the standard in silico LIFT protocol. The following processes were included in
the analysis: association of oxidized plastoquinone (k,p), first and second elec-
tron transport between Q4 -site and Qg-site (ke, k), charge loss (k;), protonation
of double-charged plastoquinone in the Qg-site, dissociation of reduced plasto-
quinone (kpqgis)-

The LIFT and the FI fluorescence traces are transient phenomena in-
duced by changes in light conditions. Transient phenomena are challeng-
ing to investigate mathematically, and the theory to understand them is
still constructed. This lack of theory for transients contrasts with steady
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state changes, where frameworks such as metabolic control theory are well-
developed and regularly applied to study the behavior of metabolic mod-
els (Fell, 1992). We here used local sensitivity analysis in each time step to
investigate to which processes the LIFT and FI fluorescence signal is most
sensitive in its transient phases, thus extending our previous investigation
of the predominant PSII states during the time course of the fluorescence
traces. Fig. 7.5 shows the sensitivity of the LIFT fluorescence signal to sev-
eral PSlI-related processes. In the induction phase, the most influential under
the investigated processes is the first electron transport between the Qa-site
and Qg-site (ke). The charge loss (k) and second electron transport (kpe) gain
a minor influence at the end of the induction phase. In the first part of the
relaxation phase, charge loss and first/ second electron transport still most
impact the LIFT transient. Interestingly, in our model simulations, the first
electron transport (ke) changes the sign of its impact (sensitivity), first having
a negative (changes in the parameter lead to a decrease of the fluorescence
signal) to a positive effect. In the later stages, when the two electron transport
processes and the charge loss start to have reduced importance, the protona-
tion of the double-charged plastoquinone in the Qg-site and the dissociation
of protonated plastoquinone increasingly influences the LIFT fluorescence
trace. It remains to speculate why there is a jump in the sensitivities during
the relaxation phase. One explanation is that the effect of the high-intensity
quencher deactivation is delayed in our model. We can see the same pattern
as for LIFT fluorescence traces for the sensitivities in the FI curves (supple-
mentary Fig. 7.13). In the O-]J phase, the most influential process is the first
electron transport process in PSII. Later in the J-I phase, the charge loss and
the second electron transport gain influence while the sensitivity for the first
electron transport slowly decreases. When the FI trace eventually approaches
the "P" point, the protonation at Qg-site and the dissociation of reduced plas-
toquinone gain influence. In contrast to the LIFT sensitivity analysis, we see
no change in the sign of sensitivity associated with the first electron trans-

pOI't.

7.3.3 The plastoquinone reduction-oxidation cycle influ-
ences fluorescence traces
While the previous analyses were focused to understand the fluorescence

traces of LIFT experiments under standard conditions, following investiga-

tions aim to explain natural variations in the fluorescence dynamics. These
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variations can be caused by the natural variations between ecotypes of plants
or by external conditions, i.e. irradiance. In LIFT experiments, the inter-
mediate to late relaxation phase is assumed to be connected to the electron
transfer between plastoquinone in photosystem II's Q4-site and Qg-site and
other downstream processes, such as the dissociation of plastoquinone from
PSII. Our simulations show that the total pool size and plastoquinone’s asso-
ciation with photosystem II strongly affect the fluorescence output of FI and
LIFT experiments (Fig. 7.6).

A decrease in the plastoquinone pool size results in a less pronounced
waveform of the LIFT fluorescence curves in the relaxation phase of the ex-
periment and a loss of the I-P phase of the fluorescence induction traces. Ad-
ditionally with increasing plastoquinone pool the fluorescence in the the OJI
phases decreases. This can be explained by the stronger quenching of oxi-
dized plastoquinone due to its increased amount during these phases. Inter-
estingly, the waveform of the LIFT experiment persists in all tested plasto-
quinone pool sizes, Fig. 7.6 A, indicating that the pool size of plastoquinone
is an influential factor for the LIFT relaxation waveform but not the reason
for it.

The association of oxidized plastoquinone is an essential step in the elec-
tron transport processes in photosystem II, Fig. 7.6 B. An incomplete fluo-
rescence relaxation is visible when lowering the association rate of oxidized
plastoquinone. Additionally, the FI fluorescence traces lose the I-P phase al-
most entirely. In our model simulation, these changes can be explained by a
shift of the PSII states that are most influential in the corresponding phases
of the LIFT and FI experiments (see supplementary Fig. 7.14) . While usually
the late phases of both experiments are dominated by the DQA Qg2 (B14)
and DQx ~QpH, (B18) PSII states (see supplemtary Fig. 7.11), a decrease in
the association of oxidized plastoquinone pool leads to an increase of the
DQa ™ (B2) state.

The effect that we observe in the later phase of both experimental setups
(FI and LIFT) are, thus, not primarily caused by the protonation of doubly
charged plastoquinone in the Qg-site and following dissociation from PSII, as
would be normally the case, but by the accumulated B2 pool. In the LIFT ex-
periment, a slow reduction of the accumulated B2 pool leads to a prolonged
relaxation phase. This is not the case for the FI experiment, where only the
induction and concomitant increases of the PSII states are observed. Here the
reduction of the association rate of the oxidized plastoquinone pool leads to

a considerable flux into the B2 state, making it the most dominant state in the
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FIGURE 7.6: Effect of total plastoquinone pool size (PQpool) and the rate of
association and dissociation for oxidized plastoquinone (kab) and reduced plas-
toquinone (kPQdis) to photosystem II, respectively, on fluorescence traces from
LIFT and FI experiments (left y-axis) and redox state of the plastoquinone pool
(right y-axis). In silico experiments were conducted with the same protocols as

described in Fig. 7.4.
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I-P phase. However, because the kinetics of B2 does neither experience any
influence by the limiting electrons transfer between the Q-site and Qg-site
(ke and kj,) nor the protonation of doubly charged plastoquinone associated
with PSII, we do not see any inflection in the I-P phase.

We see the same effects on fluorescence signals as when lowering the asso-
ciation rate of oxidized plastoquinone when lowering the dissociation rate of
reduced plastoquinone from PSII (Fig. 7.6 C). However, the cause is different
in contrast to lowering the association rate of oxidized plastoquinone. Here
both B14 and B18 are the dominant factors in the later phases of the experi-
ments (see supplementary Fig. 7.14), as would be observed under standard
parameters. A slow dissociation merely prolongs the relaxation phase of the
LIFT trace. In the FI curve, the I-P phase is normally caused by a balance
of the different processes in PSII, leading to phases that look as if they were
transiently in a steady state. However, lowering the dissociation rate intro-
duces an imbalance that results in a continuous increase in the fluorescence

signal.

7.3.4 Balance between first and second electron transfer con-

tributes to curvature in relaxation phase

Our previous analysis indicated that the attachment of reduced and oxi-
dized plastoquinone has an influential role in the LIFT fluorescence traces’
relaxation phase. However, especially after the change from the induction
to the relaxation phase, the shape of the fluorescence trace is primarily in-
fluenced by electron transport processes in PSII. We determined the curva-
ture/waveform in the relaxation phase to quantify the effect of balancing
tirst and second electron transport between the primary (Qa) and secondary
(Qg) electron acceptor in PSIL

Fig. 7.7 displays the curvature of fluorescence traces obtained by simu-
lated LIFT experiments as a function of the first (Q, — Qp, k¢) and second
(Q4 — Qp, k2e) electron transfer rate constants. The curvature of LIFT fluo-
rescence traces shows three different characteristics. 1), with increasing both
electron transfer rate constants, the curvature increases. 2), the curvature in-
creases when the first or second electron transfer rate constant is increased
while keeping the other one fixed. 3), an increase in the first electron transfer
rate constant affects the curvature more drastically than in the second.
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FIGURE 7.7: Predicted curvature (z-axis) in the relaxation phase of LIFT flu-
orescence traces varying the electron transfers between Q, — Qp (k., x-axis)
and Q, — Qp (k2e, y-axis). For these predictions, 100 combinations of rates
for the first and second electron transfer in PSII were used to conduct in silico
experiment using the LIFT method with the standard protocol. The curvature
smoothly changes between the lowest to the highest value. Changes in the di-
rection of increasing k, are steeper than in the direction of ke, indicating that the

first electron transfer has a stronger influence on the curvature in the relaxation
phase of LIFT experiments.

The waveform in the relaxation phase of LIFT fluorescence traces is
caused by an accumulation of high fluorescence emitting (closed) states of
photosystem II due to an imbalance in the rate constants. Under normal
circumstances, the PSII states predominantly determining the fluorescence
trace of the relaxation phase are B4, B6, B8, B14, and B18. Here B6, B14, and
B18 are closed states and thus contribute to the fluorescence signal approx-

imately five times (based on parameters used in this model) more than the
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open states (B4 and B8). The "wobble" that we see in standard conditions
during the relaxation phase (see Fig. 7.4) can be explained by a shift from B6
being the most abundant closed PSII state to B14, the latter reaching a maxi-
mum after a slight delay. The maximum of B14 coincides with the "wobble" in
the LIFT fluorescence trace (see supplementary Figs. 7.11 and 7.15). Changes
in one of the electron transport rates, while keeping the other constant, gen-
erally lead to an increased abundance of the B14 state in the relaxation phase.
Thus, making the waveform in the relaxation phase more pronounced.
When having a low first but a high second electron transport, the B4, B6,
and B14 PSII states determine the relaxation phase fluorescence (Fig. 7.15) .
The combined contribution of the closed B6 and B14 state to the relaxation
phase fluorescence signal leads to a fluorescence signal with low curvature.
In contrast, when increasing the first electron transport while keeping the
second low, we can see that the B6 state decreases at the end of the induction
phase while the abundance of B10 increases. Both states rapidly converge
to zero abundance once the relaxation phase starts, leaving only B14 and
B4 as dominant factors in the relaxation phase. Since no combined effect of
B6 and B14 reduces the curvature in the fluorescence trace and the contri-
bution of the B4 state to the fluorescence signal is low, the "wobbliness" of
the fluorescence trace is more pronounced. However, the total fluorescence
signal might be generally lower compared to a scenario with low first and
high second electron transfer rates, because the closed B6 state does not con-
tribute anymore to the fluorescence signal. If both transfer rates are high, the
abundance of B14 drastically increases, leading to a relaxation phase with a

considerable curvature.

7.3.5 Connections between non-photochemical quenching

and LIFT fluorescence traces in light conditions

In a natural environment, plants are exposed to changing light conditions.
Extreme light intensity changes, such as in the canopy of, e.g., poplar trees
(Way and Pearcy, 2012), or prolonged high illumination in open fields and
clearings are not rare. Plants, thus, experience extreme fluctuations or over-
supply in light energy.

Because the LIFT method does not require a dark-adaption phase before
measuring, it is well suited to study the effects of light conditions on pho-
tosynthetic efficiency by comparing fluorescence traces. Comparing sim-

ulated fluorescence traces from in silico LIFT experiments using different



7.3. Results 161

values for the parameter representing the pKa value for the protonation
of PsbS, it becomes apparent that non-photochemical quenching is highly
influential for the separation of LIFT fluorescence traces measured in dif-
ferent background light conditions (see Fig. 7.16). Using the standard pa-
rameters for non-photochemical quenching, which have been used success-
fully to replicate quenching analyses (Matuszyriska et al., 2016), the fluo-
rescence traces were not separated, and two groups formed, consisting of
high (300, 700 umol m~2s~!) and low light background intensities (0, 30, 100
pmolm—2s~1).
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FIGURE 7.8: Changes in F,, of LIFT fluorescence traces after light acclima-
tion in different background light intensities. Parameters that relate to non-
photochemical quenching were systematically varied: kProt — protonation of
PsbS, kDeepoxV — deepoxidation of violaxanthin, KphSatLHC — pKa of PsbS
protonation, KphSatZ — half-saturation pH for violaxanthin de-epoxidase ac-
tivity in the xanthophyll cycle. The in silico samples were light acclimated before
the standard LIFT protocol started. Background lights were varied to be 0, 30,
100, 300, and 700 umolm—2s~1. Experimental data was extracted from Keller
et al., 2019.

When we increased the pKa value of PsbS protonation from 5.8 to 6.5
in our model, we could separate fluorescence traces in different background
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light conditions that resemble experimental data (compare Keller et al., 2019).
However, in contrast to experimental measurements, the fluorescence trace,
which belongs to a background intensity of 700 pmolm~2s~!, is higher than
for 300 pmolm~2s~! . Motivated by this we hypothesized that other param-
eters associated with non-photochemical quenching strongly influences the
separation of LIFT experiments in background light conditions. We simu-
lated multiple in silico LIFT experiments, varying parameters that relate to
non-photochemical quenching, e.g., protonation of PsbS (kProt), deepoxida-
tion of violaxanthin, and pKa values/ half-saturation pH for the violaxanthin
de-epoxidase activity and for the protonation of PsbS. We compared the dif-
ferences in maximal fluorescence (Fy,) at the end of the induction phase.

As shown in Fig. 7.8, the standard parameters of our kinetic model (blue)
lead to changes in Fy, that do not resemble the experimentally measured
data (black). Especially the last Fy, value for light intensities around 700

pmolm—2s~1

, is off, indicating that the quencher is already saturated in our
model at values lower than 700 pmolm~2s~!. Changes in the protonation
rate of PsbS, the deepoxidaion rate of violaxanthin, or the half-saturation pH
for deepoxidase activity only lead to minor improvements. In contrast, an
increase in the pKa value (pH value at which the PsbS protonation activation
reaches half its maximum) of PsbS protonation results in a seemingly expo-
nential decay of F, with increasing light intensities (yellow line, the upper
left panel in Fig. 7.8), before it saturates. This indicates that the pKa value of
PsbS protonation might play an essential role in the differences we observe
in LIFT fluorescence traces for samples acclimated to different background

intensities.

7.4 Discussion and Outlook

We have constructed a mechanistic yet straightforward model of photo-
system II and downstream processes to investigate fast repetition rate flu-
orescence measurements. The model includes intra-PSII processes like
charge separation/ stabilization, electron transfer, and fluorescence emit-
tance. Downstream processes in the PETC are represented as a lumped reac-
tion. We further included a module for non-photochemical and an approx-
imation of high-intensity quenching. Through the investigation of multiple
processes, such as the association and dissociation of plastoquinone or the

electron transfer between the Qa-site and Qg-site, by in silico analyses, we
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could discern and elucidate effects determining the fluorescence trace of LIFT
experiments.

Analyzing photosynthesis through fluorescence has become the preferred
method for evaluating physiological properties quickly and easily. How-
ever, the interpretation of fluorescence signals can be complicated due to
various factors in the PETC, such as non-photochemical quenching, influ-
encing them. Moreover, our computational simulations reveal that different
alterations in the rate of processes governing electron transfer or interactions
with plastoquinone in and around PSII yield identical fluorescence signals
in LIFT experiments. This observation indicates that explaining why we see
certain characteristic phases in the output of spectroscopic measurements is
challenging.

For instance, changes in the association of oxidized and dissociation of
reduced plastoquinone results in a prolonged relaxation phase in the LIFT
experiment, with the fluorescence yield being high compared to standard pa-
rameters (Fig. 7.6). Although we see the same effect in the LIFT fluorescence
traces for both cases, different PSII states accumulate (B2 for lower oxidized
plastoquinone attachment or B18 for lower reduced plastoquinone dissoci-
ation). According to our fluorescence yield model (Eq. 7.37), these closed
PSII states contribute similarly to the final fluorescence signal (having iden-
tical quantum yields). That being said, whether B2 or B18 accumulates in the
end phase of the LIFT experiment does not matter. The differences may only
become apparent when simulating a prolonged LIFT experiment, eventually
leading to the dark-adapted state (accumulation of B4 PSII state) since elec-
trons starting in the B2 and B18 state have a different pathway to fulfill until
they are transferred on plastoquinone (see supplementary Fig. 7.17).

The extent of the fluorescence signal ambiguity is also evident when in-
vestigating the underlying factors contributing to the curvature within the
relaxation phase of LIFT experiments (refer to Fig. 7.7). This curvature arises
from an intricate interplay of various closed and open PSII states, each tran-
siently appearing (see Fig. supplementary 7.15). Our simulations reveal that
the curvature primarily stems from the dynamic presence or absence of the
PSII states B6 and B14. Nevertheless, while we have pinpointed the most in-
fluential PSII states in our model, more is needed to provide insight into how
the combined abundances of these states give rise to the observed curvature
in the experimental outcomes of a LIFT experiment. Changes in the elec-
tron transport rate could lead to variations in the combination of PSII states.

However, due to the equal quantum yields of all closed and open PSII states,
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distinguishing between, for instance, a mix of 0.7% B6 and 0.3,% B14 and
the reverse at any specific point in the fluorescence signal is challenging. It
might be tempting to speculate that the positioning of the "wobble" could in-
dicate the dominant states during different segments of the relaxation phase.
However, initial attempts in this direction, as shown in the supplementary (
compare supplementary Fig. 7.15 and Fig. 7.18), indicate otherwise.

An advantage of the LIFT technique is its applicability under background
light conditions. However, the light-induced presence or absence of non-
photochemical quenching influences the LIFT fluorescence traces (Keller et
al., 2019). Initially, our model could not distinguish between LIFT experi-
ment outputs in different background light intensities. The differences only
became visible when we increased the half-saturation pH value to activate
PsbS protonation in the NPQ module (Fig. 7.16). This necessary change in
the half-saturation pH value does not drastically influence other simulated
fluorescence spectroscopic measurements, such as a quencher analysis us-
ing PAM, see Fig. 7.19. It is reasonable to assume that a change in the half-
saturation pH can increase the differences between the LIFT fluorescence
traces. If the value is too small, differences in photon flux densities will only
have a minor influence on the protonation rate of PsbS (due to changes in
the luminal pH). Increasing the value leads to more drastic changes in the
activation of the protonation rate in the low-light / high-luminal pH regime
(supplementary Fig. 7.20). Changes in the activation of the protonation rate
result in changes in the PsbS concentration at a specific light intensity and,
thus, NPQ differences.

We can foresee several improvements to our model. Antenna size is as-
sumed to influence the induction phase of LIFT experiments. As a simpli-
fication, we assumed that all the light falling on the photosynthetic tissue is
used in PSII, effectively disregarding the effects of smaller or larger antennae.
To improve the model fit in the future to experimental data in the induction
phase, including antennae size according to Ebenhoh et al., 2014 might be a
necessary step. We also did not consider the effects on the light intensity that
result from the spatial distance between the LIFT device and photosynthetic
tissue, which might be necessary for an improved replication of LIFT experi-
ments. These changes are due to the spread of the excitation light beam com-
ing from the LIFT device. Because we believe that the terrestrial-LIFT system
is built to focus the excitation beam at a particular position on the photosyn-

thetic tissue while reducing the spread of the beam as much as possible, we



7.4. Discussion and Outlook 165

assumed no loss of light intensity as simplification. Both previously men-
tioned effects could be easily implemented using factors that tune the "phys-
iologically" active part of the light coming from a light source. However,
preliminary experiments testing different flashlet light intensities allowed us
to reduce the intensity to one-fifth of the highest intensity without consider-
able effects when observing a normalized fluorescence trace (supplementary
Fig. 7.21).

The size of our representation of PSII is drastically reduced compared to
other model implementations. This is due to the neglect of the OEC S-state
cycle and of the reduction of the P680 (D) after an electron was transferred
to the Qa-site. Both could influence the mix of states that are present dur-
ing the various phases of LIFT fluorescence traces. We checked if our model
output drastically deviates from a model, including the S-state influence or
the reduction of D (see supplementary text and supplementary figure 7.22).
We could not see essential differences, and all previous interpretations of the
simulated data seem to be still valid. However, future model version should
explore what happens when the processes of charge separation, charge sta-
bilization, reduction of P680* by Y,, and reduction of Y,* by electrons from
the OEC are explicitly implemented in the model.

To sum up, we constructed a mathematical model of PSII and down-
stream processes to elucidate the cause of the fluorescence signal obtained
by LIFT experiments. We found that the abundance of certain PSII states can
explain the different phases of the fluorescence signal. According to our sim-
ulations, the states B4, B6, B14, and B18 are the primary agents causing the
form of the fluorescence signal. However, investigating the fluorescence sig-
nal made it apparent that different combinations of these PSII states lead to
similar changes in the fluorescence signal, making it challenging to interpret
the LIFT experiment in terms of PSII states. With our model, we made an ini-
tial step to build a mechanistic framework that, combined with experimental
data, can help to increase our understanding of the intra-PSII processes dur-
ing LIFT experiments. With the model, hypotheses can be generated about
the dominant PSII state in the phases of LIFT experiments. Thus, after its re-
finement, we can envisage that the model may help to understand and inter-
pret LIFT-derived fluorescence traces, especially when different background

light conditions are used.



166 Chapter 7. Understanding LIFT through mathematical modeling

7.5 Concluding remarks

In this chapter, we elucidated the rapid processes in PSII during a FRR proto-
col. Regarding the overall outcome, one might ask why we should bother to
look into these rapid processes when we are only interested in the outcome
of photosynthesis in terms of ATP and NADPH, for which we can assume
the PSII processes are in a steady state. The reasons for the interest in PSII
states is twofold: 1) It has become common knowledge that plants and other
photosynthetic organisms live in constantly changing environments with ex-
tremely fast-changing light conditions. The assumption that the intra-PSII
processes are, thus, constantly in a steady state can be challenged, making
its mathematical treatments as a fast part of a fast-slow dynamic system (as
we did in the other chapters) questionable. Changes in the abundance of
PSII states, as modeled here, could turn out to be important. 2) The fluores-
cence changes mediated by changes in the abundance of different PSII states
provide valuable information with which plant physiologists can monitor
what processes in PSII are affected due to sickness or mutation. Effects of
different processes can be determined by looking at changes in various flu-
orescence phases, e.g., OJIPSMT or induction/ relaxation, defined by their
chronological order. Having a clear understanding of what PSII states are
most abundant at which phase can help derive new hypotheses about how

to treat certain diseases that change the PSII efficiency.
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7.6 Supplementary figures
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FIGURE 7.9: A comparison between experimental and simulated LIFT fluores-
cence traces. Errors bars (n=3) belong to experimental measurements. The data
was recorded on A.thaliana plants predawn. The data was provided by Ana
Carolina dos Santos Sa. Please note that the relaxation phase "wobble" seen in
the simulated LIFT fluorescence trace is more pronounced in other experimen-
tal measurements; see, for example, Keller et al., 2019. Also note that the model
parameters were not fitted to match the experimental data but were extracted
from previous publications about PSII.
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toquinone (kPQdis) to photosystem II, respectively, on fluorescence traces from
LIFT and FI experiments (left y-axis) and redox state of the plastoquinone pool
(right y-axis). In silico experiments were conducted with the same protocols as
described in Fig. 7.4. Relaxation phase was set to 178 instead of 128 flashlets.
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FIGURE 7.22: Simulated fluorescence traces of a fluorescence induction (left
panel) and a LIFT (right panel) experiment with the expanded model, includ-
ing the influence of the S-states. For the fluorescence induction experiment, the

light intensity was 3000 pmol m

-2 Sfl

. The LIFT experiment followed the stan-

dard protocol for in silico LIFT experiments (see methods). The light intensities

of the 1.6 ps flashlets were 40000 pmolm—2s~!

. Both simulated fluorescence

curves exhibit well-known dynamics, such as the OJIP phases of fluorescence
induction and LIFT experiments’ saturation/ relaxation phases.
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TABLE 7.1: Parameters used throughout the in silico analyses

parameter value reference/comment

Pool sizes

pQtet 20 mmol (mol Chl)~! total plastoquinone pool, after
Matuszynska et al., 2016

ATP®t 50 mmol (mol Chl)~! total adenosine phosphate pool,
after Matuszynska et al., 2016

PSIJtot 2.5 mmol (mol Chl)’1 PSII reaction centers, after Ma-
tuszyniska et al., 2016

PsbStt 1 normalized PsbS pool, after Ma-
tuszynska et al., 2016

Xtot 1 normalized total pool of xantho-

phylls, after Matuszyriska et al.,
2016

Rate constants

kCYtbef
kActATPase

kDeactATPase

kATPsynthase

125 mmol~! (mol Chl) s~}

75571

350051

175571

1750 s~ !

35571

5000 s~ !

10071

505!

0.0018 mmol 2 (mol Chl)? s~!
0.01s!

0.002 s~ 1

10s7!

association of PQ at B-site, mod-
ified from Lazar et al., 1997
dissociation of PQ from B-site,
modified from Lazar et al., 1997
first electron transfer in PSII, af-
ter Lazar et al., 1997

reverse first electron transfer in
PSII, after Lazéar et al., 1997
second electron transfer in PSII,
after Lazar et al., 1997

revers second electron transfer
in PSII, after Lazar et al., 1997
charge loss, after Lazér et al.,
1997

protonation of Qg ’modified
from Lazér et al., 1997
deprotonation of Qg Zmodified
from Lazar et al., 1997

activation of ATP synthase Ma-
tuszynska et al., 2016
deactivation of ATP synthase
Matuszyniska et al., 2016
estimated but based on Ebenhoh
etal., 2014
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Table 7.1 — Continued from previous page

parameter value reference/comment

k ATPconsumption 22571 estimated but based on Ebenhdh
etal., 2014

kpQas 25 mmol~! (mol Chl) s~! association of PQH, at B-site

kpQdis 250571 dissociation of PQH, at B-site
Ebenhoh et al., 2014

ky 5-107s71 rate of non-radiative decay Ma-
tuszynska et al., 2016

kg 6.25-108s71 rate  of fluorescence Ma-
tuszyriska et al., 2016

kp 5.107s7! rate of photochemistry Ma-
tuszynska et al., 2016

kcarg 3-10°s71 rate of quenching by carotenoid,
estimated

kptOx 0.01 mmol~! (mol Chl) s~! after Ebenhoh et al., 2014

ki eak 100s~! after Matuszyniska et al., 2016

kbeepox 0.0024 s~ 1 rate of de-epoxidation, after Ma-
tuszynska et al., 2016

kEpox 0.00024 s~ 1 rate of epoxidation, after Ma-
tuszynska et al., 2016

kpeprot 0.0096 s~ rate of PsbS de-protonation, af-
ter Matuszynska et al., 2016

kprot 0.0096 s~ 1 rate of PsbS protonation, after
Matuszynska et al., 2016

kcarqp 3-10%s71 estimated

kcarom 347-10°s71 based on half-decay time of 2ps
for 3Car” Schreiber, Klugham-
mer, and Schansker, 2019

kupg 2.107s71 plastoquinone quenching. Ad-
hoc estimation

kso1 20000 s~ Sy — S; QaQgH, —
QA QgH,, after Lazar and
Schansker, 2009

ks12 20000 s~ S1 — 52 QaQp — QA Qs
after Lazar and Schansker, 2009

ksp3 3330s7! S2 — S3QaQp” — QA QR
after Lazar and Schansker, 2009

ks30 1000 ! S5 — So QuQs* —
QA Qg% after Lazar and
Schansker, 2009

ky 7.100s1 after Lazar and Schansker, 2009

kym 1-100s1 after Lazar and Schansker, 2009
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Table 7.1 — Continued from previous page

parameter value

reference/comment

Michaelis constants

KpHsatZ 5.8
KpHsatLHC 5.8
KcarActive 15000 pmol m 2 s~1
KZsat 0.12

half-saturation pH for de-
epoxidase activity, after Ma-
tuszynska et al., 2016

pKa of PsbS activation, after Ma-
tuszynska et al., 2016
half-saturation  light inten-
sity for which the carotenoid
quencher becomes active

after Matuszynska et al., 2016

External concentrations

% 8 mmol (mol Chl)~!
P, 0.01

external oxygen pool
internal pool of phosphates

Other constants

F 96.485 k]

R 83-10 3k K~ mol~!
T 298 K

Y0 0.1

T 0.25

T2 0.6

73 0.15

nyL, 3

NnHX 5
AGyATP 30.6 k] /mol/RT
by 100

Farraday constant

universal gas constant
temperature

base quenching Matuszyriska et
al., 2016

fast quenching due to protona-
tion Matuszynska et al., 2016
fastest possible quenching Ma-
tuszynska et al., 2016

slow quenching by Zx Ma-
tuszynska et al., 2016
Hill-coefficient for activity of de-
protonation, after Matuszyriska
etal., 2016

Hill-coefficient for deepoxidase
activity, after Matuszynska et
al., 2016

protonation buffering constant
Zaks et al., 2012

Standard potentials
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Table 7.1 — Continued from previous page

parameter value reference/comment

Eo(Qa/Q}) -0.140 V Allakhverdiev et al., 2011, after
Ebenhoh et al., 2014

Eo(PQ/PQH;) 0.354V Okayama, 1976, after Ebenhoh
etal, 2014

En(Qp/Qg) 0.093 V Kato, Nagao, and Noguchi, 2016

Ey(PC/PC™) 0.380 V Suzuki, Sakurai, and Nakajima,

1987, after Ebenhoh et al., 2014

7.6.1 Equilibrium constants

For the attachment of oxidized plastoquinone, the release of reduced plas-
toquinone, the protonation of double-charged plastoquinone at the Qg, and
the second electron transfer, we estimated equilibrium constants based on

the parameters given in the parameter table, according to

k
Keg = k—{ (7.51)

This rough approximation must be refined as the model gets more elabo-

rated. The equilibrium constant for the first electron transfer was calculated
according to Ebenhoh et al., 2014

7.6.2 Extension of model

Modeling photosystem Il is challenging due to its many possible PSII states.
A state of photosystem II is determined by the reduction/excitation of its
components S;-Y,-P680-Pheo-Qa-Qp. Here "S" denotes the states of the OEC,
Y, the redox state of the tyrosin transferring electrons from the OEC to P680,
which previously lost an electron to Pheophytin (Pheo), Qa and Qg symbol-
izes the plastoquinone in the A-site and the B-site, respectively. Our standard
model assumes that charge separation, charge stabilization, and the reduc-
tion of the oxidized Donor site (P680 + Pheo, D) is rapid. However, this
rapid reduction of the donor site might be an oversimplification because the
transfer of electrons by the OEC via Y, might be relatively slow compared
to the other processes in PSII. We developed an additional model version to
check if including this slow delivery of electrons to the donor site might in-

fluence our interpretations of the simulated LIFT fluorescence traces. In this
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version, each row in the scheme Fig. 7.2 is extended by two additional states,

for instance,

* kl k ij
Y, DQAQp +— Y;D QaQp — Y,D"QA Q3 <k—j> Y, DQA Qs —= Y,DQA Qg
ym

here Ks;jj denotes the rate constant of the reduction of Y,* by the OEC and

ky /kym the rate constants for the reversible reduction of the donor site by Y,.
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Chapter 8
Conclusion

In this thesis, [ aimed to analyze photosynthesis on various temporal scales.
Understanding the workings of photosynthesis in different timeframes is
crucial for advancing strategies of crop enhancement or plant-based biofuel
sources. However, conducting a comprehensive analysis of photosynthesis
on all its time scales poses experimental challenges due to the diverse instru-
mentation requirements. In such cases, mathematical models are a valuable
tool. My research focused on several aspects of photosynthetic processes
across previous chapters, employing kinetic modeling to span the spectrum
from long-term steady-state phenomena to rapid electron transfer in PSIL.
By constructing mathematical models, scientists attempt to distill the
complexity of a natural phenomenon to its fundamental components. Thus,
model building allows us to formulate hypotheses about the minimal re-
quirements to replicate experimental observations. Additionally, mathemat-
ical modeling is an invaluable resource when experimental approaches reach
limitations. Particularly intriguing is when the model simulations yield re-
sults that diverge from experimental measurements, creating an exciting ten-
sion field in which modelers strive to devise new hypotheses to bridge the
gaps in the model. This often challenging and tension-filled process can lead
to a profound understanding of natural phenomena. I followed this way
of modeling in chapter 5, where we iteratively refined our model of pho-
toinhibition and deciphered the differences between active and inactive PSII
during high light-induced stress. I showed that according to our calculation,
the heat dissipation between inactive and active PSII should differ so that
the maximal and minimal fluorescence signals fit the experimental measure-
ment. Also, energy transfer might be necessary. These findings contribute
to understanding how photodamage unfolds in high light conditions and
what molecular mechanisms try to prevent the extent of photoinhibition. The
theoretical results fit well in the debate on whether inactive PSII can have a

photoprotective function and serve as a new impetus to the photoprotection
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discussion. The devised model can also serve as a platform for analyzing
quenching phenomena during high-light treatments.

There are instances where biological phenomena prove too complex to
comprehend by experiments alone. A prime example is the rapid electron
transport in photosystem II using fluorescence spectroscopy. Photosystem
IT comprises several components that can be excited, reduced, or oxidized,
resulting in a combinatorial explosion of the actual PSII states responsible
for different phases of fluorescence traces. While a simple mental model
aids in interpreting measured fluorescence traces, a deeper understanding of
the present states necessitates a more sophisticated mathematical treatment.
This becomes especially evident when employing rapid, short light pulses to
record fluorescence traces, where additional measurements to identify the
predominant PSII states become challenging. In chapter 7, I endeavored
to construct a mathematical PSII model combined with non-photochemical
quenching to simulate the FRR technique LIFT. By simulations, I could pin-
point various PSII states that might be pivotal in LIFT fluorescence traces’ in-
duction and relaxation phase. Knowing these states is essential for devising
new hypotheses about how new inhibitors and physiological processes, such
as, e.g. temperature or immune response, change the fluorescence signals.
The model could serve as a framework that enables researchers to interpret
their experimental data in more detail and thus gain a deeper understanding
of natural phenomena.

Another area where modeling proves beneficial is understanding the
long-term steady-state behavior and control of photosynthesis. Analyzing
control, as defined in MCA, and maintaining a biological system in an actual
steady state poses experimental challenges, whereas achieving this in silico
is relatively straightforward. I could, therefore, use mathematical modeling
to identify shifts in the control, as defined by MCA, exerted by parts of the
PETC and CBB cycle on carbon fixation (Chapter 4). These shifts might be
important for designing experiments to improve crop yield. It is necessary to
characterize in which control state (PETC- or CBB-dominant) the photosyn-
thetic organism is under natural conditions to enhance carbon sequestration.
For instance, modifying RuBisCO and SBPase in a natural environment in
which the control relies on the PETC would result only in a minutely higher
output of the photosynthetic organism. Additionally, when extrapolating
the findings in chapter 4, it might be possible that the control varies along a
plant stand in a crop field or vertical dimension of canopies, depending on
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the height of the leaves. In the future, the model could serve as a tool to in-
vestigate the control defined by MCA on carbon sequestration in an in silico
plant stand or canopies in which light conditions can vary.

Every scientific method has its limitations. A model is the mathematical
encoding of the modeler’s knowledge. Consequently, vital components of
the natural phenomenon may be inadvertently overlooked and omitted in
a mathematical description due to the inherent boundaries of the modeler’s
understanding. To mitigate this potential gap in comprehension, good com-
munication with experimental working scientists is paramount.

However, in contrast to physical sciences, life sciences only recently
(within the past approx. 40 years in comparison to several hundred years)
recognized the potential for a fruitful collaboration between experiment and
theory. As a result, separate theoretical and experimental communities de-
veloped in various fields of biology. Each community has its own lan-
guage while discussing the same things, leading to miscommunication and
the so-called experiment-theory gap. In chapter 6, as I investigated non-
photochemical quenching (qE part), a moderately fast process of photosyn-
thesis, I found it hard to reproduce experimental results in silico because the
simulation required other or additional information than what was provided
in publications. This serves as a prime example of the theory-experiment
gap. By modeling, I showed what consequences this gap has on the in silico
reproduction of quencher induction-relaxation experiments using PAM by
varying technical parameters. My intention with this chapter is not to criti-
cize but rather to stimulate improvements in communication within photo-
synthesis research. It shows which parameters are more critical for in silico
reproduction. It thus communicates to the experimental community which
technical details they should emphasize when collaborating with theoreti-
cians. On the other hand, the chapter sensitizes theoreticians to the informa-
tion that must be considered when working with experimentalists to success-
tully perform in silico replications, as theoreticians may not be aware of the
limitations of a technique to the same extent as experimentalists.

I covered most of the time scales on which photosynthetic processes are
unfolding. Most of the models used in this thesis even combine multiple
timeframes. This is especially evident when looking at PSII. Typically, the
processes in PSII are assumed to be much faster than the actions in the rest
of the PETC, allowing treating the PETC as a fast-slow system. Although a
thorough mathematical treatment of this fact is out of the scope of this the-

sis, it would be interesting for a future project. Another instance in which
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the applied models combined various temporal levels is the activation of the
non-photochemical quenching that includes the long-term effect of zeaxan-
thin and the short-term impact of qE. By combining NPQ with the differ-
ent representations of PSII, I could investigate its impact on the steady-state
(quencher saturation in chapter 4), long-term (photoinhibition in chapter 5),
moderate (quenching analysis depending on technical parameters in chap-
ter 6), and very rapid (FRR in chapter 7) procedures in the PETC. For all
these processes, I used different PETC models that vary in complexity. This
approach is convenient as it allows us to focus on the essential parts of each
investigated process. However, it would be interesting to see if one could
combine all the previous descriptions of the PETC into one model. Here,
caution must be taken, as when a model becomes too complex, such that
it cannot be investigated anymore by simple simulations and mathematical
analysis, one must ask whether the model is still useful.

To conclude, this thesis provides several models and analysis techniques
to understand photosynthesis on many of its time scales. I used these mod-
els to answer intriguing questions about photosynthesis by simulations and
computational analysis. The outcomes of the investigations serve as an im-
petus for further research and motivate to refine and modify the models ac-

cording to future scientific questions.
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