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7 Zusammenfassung 

ZUSAMMENFASSUNG 

Der Abbau von Arzneistoffen im menschlichen Körper ist ein entscheidender Faktor in 

der Arzneimitteltherapie. Dieser Abbau wird meist als Arzneimittelmetabolismus 

bezeichnet und umfasst die Phasen 0-III. In den Phasen 0 und III spielen 

Transportproteine eine entscheidende Rolle, während in Phase I Oxidoreduktasen und 

in Phase II Transferasen maßgeblich am Arzneimittelmetabolismus beteiligt sind. 

Innerhalb der Phase I sind Enzyme der Cytochrom P450 Familie (CYPs) von 

besonderer Bedeutung, da sie 95% aller Reaktionen dieser Phase katalysieren und 

deshalb häufig Ursache für Arzneistoffinteraktionen sind. Darüber hinaus führt eine 

untypische CYP-Aktivität oft zur Unter- oder Überdosierung von Arzneistoffen. 

Daher habe ich CYPs in der vorliegenden Arbeit mittels computergestützter Methoden 

untersucht. Ich habe Modelle entwickelt, die dazu beitragen, das Verhalten von CYPs 

im Arzneimittelmetabolismus besser zu verstehen und veränderte CYP-Aktivität 

vorherzusagen. 

In der ersten Studie habe ich untersucht, warum zwölf CYPs in der Lage sind, den 

Großteil aller Arzneistoffe zu oxidieren. Ein besonderer Fokus wurde auf CYP3A4 

gelegt, da dieses Enzym 27 % aller Arzneimittelabbaureaktionen katalysiert. Das 

Substratspektrum von CYP3A4 gilt daher als besonders breit. Mit meiner Arbeit konnte 

ich die Bedeutung der F/G-Region bestätigen, die maßgeblich die Promiskuität von 

humanen CYPs bestimmt, und ein quantitatives Modell entwickeln, welches den 

Zusammenhang zwischen der CYP-Substratpromiskuität und der Rigidität der F/G-

Region beschreibt. 

In der zweiten Studie habe ich das Enzym CYP2D6 eingehend untersucht. CYP2D6 

katalysiert zwar nur 6% aller Arzneimittelabbaureaktionen, jedoch sind mittlerweile 

über 160 verschiedene genetische Varianten bekannt, deren Enzymaktivität signifikant 

variiert. Für die 20 am häufigsten vorkommenden Mutationen habe ich den Einfluss 

der Strukturänderung auf die Aktivität der Varianten ermittelt. Mittels 

Molekulardynamiksimulationen konnte ich vier molekulare Mechanismen 

identifizieren, die zu einer geringen CYP2D6 Aktivität führen. Basierend auf meinen 

Simulationen habe ich einen Entscheidungsbaum erstellt, der eine Einordnung der 

Enzymaktivität für bislang nicht experimentell untersuchte Varianten ermöglicht. 
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Zusammengenommen habe ich zwei Modelle von CYP-Enzymen erstellt, die sowohl 

klinische Beobachtungen auf atomistischer Ebene erklären als auch die Vorhersage 

von CYP-Enzymaktivitäten ermöglichen.  



   

 

9 Abstract 

ABSTRACT 

The degradation of drugs in the human body is a decisive factor in drug therapy. This 

degradation is usually referred to as drug metabolism and comprises phases 0-III. In 

phases 0 and III, transport proteins play a decisive role, while in phase I 

oxidoreductases and in phase II transferases are significantly involved in drug 

metabolism. Within phase I, enzymes of the cytochrome P450 family (CYPs) are of 

particular importance, as they catalyze 95% of all reactions in this phase and are, 

therefore, often the cause of drug interactions. In addition, atypical CYP activity often 

leads to under- or overdosing of drugs. 

Therefore, I have investigated CYPs in this thesis using computational methods. I have 

developed models that help to better understand the behavior of CYPs in drug 

metabolism and predict altered CYP activity. 

In the first study, I investigated why twelve CYPs are able to oxidize the majority of all 

drugs. A particular focus was placed on CYP3A4, as this enzyme catalyzes 27 % of all 

drug degradation reactions. Therefore, the substrate spectrum of CYP3A4 is 

considered particularly broad. With my work, I confirmed the importance of the F/G 

region, which determines the promiscuity of human CYPs, and developed a 

quantitative model that describes the relationship between CYP substrate promiscuity 

and the rigidity of the F/G region. 

In the second study, I examined the enzyme CYP2D6 in detail. Although CYP2D6 

catalyzes only 6% of all drug degradation reactions, more than 160 different genetic 

variants are now known. Within those variants, enzyme activity varies significantly. For 

the 20 most frequently occurring mutations, I have determined the influence of the 

structural change on the activity of the variants. Using molecular dynamics simulations, 

I was able to identify four molecular mechanisms that lead to low CYP2D6 activity. 

Based on my simulations, I created a decision tree that allows the classification of 

enzyme activity for variants that have not yet been studied experimentally. 

To conclude, I have created two models of CYP enzymes that both explain clinical 

observations at the atomistic level and enable the prediction of CYP enzyme activities. 
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11 Introduction 

1 INTRODUCTION 

Throughout evolutionary history, organisms were forced to process molecules they do 

not produce themselves and which are potentially harmful.1 Due to the potential harm 

of such xenobiotics (ξένος xénos - "foreign" und βίος bíos - "life"), mechanisms have 

evolved to excrete them from the organism.2 Xenobiotics are processed differently to 

substances produced or taken up by the body as needed. Since Xenobiotics are highly 

diverse, their excretion requires a system capable of handling a wide range of chemical 

functionalities.3 

Hence, the increasing complexity of organisms during evolution was paralleled by an 

increasing complexity in the excretory machinery for xenobiotics.4 In the case of 

humans, evolution led to the development of the liver, which plays a central role in the 

xenobiotic excretion process.5 The liver is placed close to the gastrointestinal tract. All 

substances absorbed during digestion pass through the liver, as the portal vein 

connects the gastrointestinal tract to the liver (Figure 1). The liver actively transports 

xenobiotics from the blood in the portal vein to the hepatocytes.6, 7 In the hepatocytes, 

xenobiotics are oxidized and conjugated before being excreted into the bile or the 

tissue.8 

The oxidation process in the liver is mainly catalyzed by cytochrome P450 (CYP) 

enzymes.9, 10 CYP enzymes primarily act as monooxygenases, and the most essential 

catalyzed reaction is the oxidation of non-activated C-H bonds.9, 11 This reaction 

enhances the hydrophilicity of drugs and other xenobiotics, which accelerates 

excretion. However, it can either inactivate drugs or, conversely, lead to biologically 

active metabolites.12 57 CYP enzymes are encoded in the human genome.13 Only 

twelve play a relevant role in human drug metabolism; all these isoforms belong to 

three CYP families.14 Among the twelve relevant CYP enzymes, CYP3A4 plays a 

unique role because of its involvement in ~27% of all drug metabolizing reactions 

catalyzed by CYP enzymes.15 Due to its prominent position and high promiscuity, 

CYP3A4 is a major cause of drug-drug interactions.16, 17 The molecular reason for the 

high promiscuity of CYP3A4 is not fully understood. 
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Figure 1: The portal vein transports absorbed molecules from the gastrointestinal tract to the 

liver. Bile gets excreted from liver cells and is concentrated in the gallbladder. The bile from 

the gallbladder is transported to the duodenum, where it neutralizes the acidic milieu of the 

stomach and aids in fat digestion.18 This picture is adapted from 

https://commons.wikimedia.org/wiki/File:Grafik_enterohepatischerkreislauf.jpg from the user 

Sansculotte. The figure is under the Creative Commons Attribution-Share Alike 2.5 Generic 

license. 

The CYP enzymes are a superfamily of heme-thiolate enzymes identified in all 

kingdoms of life and in viruses.19, 20 Within the superfamily, the enzymes do not only 

share a cofactor (heme in complex with a cysteine (Figure 2)) but also a common fold.21 

This is remarkable since the sequence identity between CYP enzymes, even within 

one species, is often below 40%.22 

https://commons.wikimedia.org/wiki/File:Grafik_enterohepatischerkreislauf.jpg
https://en.wikipedia.org/wiki/en:Creative_Commons
https://creativecommons.org/licenses/by-sa/2.5/deed.en
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Figure 2: Structure of heme B, the cofactor in CYP enzymes. The iron in the center forms a 

complex with the porphyrin moiety and the sulfur of a cysteine. 

In the last 3500 years of human development, humans started systematically treating 

patients depending on their illness. The first known systematic approach was the Ebers 

Papyrus, composed around 1550 BCE, which described remedies to be given to a 

patient depending on the disease.23, 24 Many other books followed that gave physicians 

advice on how to treat patients. Prominent examples include the books of Galen in 

Antiquity and the works of Hildegard von Bingen in the Middle Ages.25, 26 Those books 

were still influenced by religious ideas and based on dogmatic theories.27 In the 17th 

century, medicine reinvented the concept of empiricism and opened the door to modern 

medicine.28 At the end of the last century, it became more and more evident that 

differences in drug metabolism were also a reason for a lack of response to therapy.29 

Also, the correlation between drug response and ethnical group, sex, and age was 

elucidated at this time.30 The combination of interindividual differences in drug 

response and differences between ethnical groups led to a modern understanding of 

drug metabolism, including different phenotypes caused by gene duplicates or different 

genotypes.31 

Taking these differences into account is particularly important for CYP2D6,which is 

involved in human drug metabolism and takes part in 6% of all drug metabolizing 

reactions catalyzed by CYP enzymes.15 The isoform is considered to be highly 

polymorphic: At least 165 genetic variations are known.14 This genetic variability leads 

to a variability in enzyme activity. Differences in the activity of CYP2D6 can lead to 

severe side effects, such as apnea under therapy with codeine10 or cardiac arrest 

under imipramine therapy.32 
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The differences in activity can be caused by overexpression (rapid metabolizer), 

decreased protein stability, decreased binding affinity, or reduced electron transfer to 

the active site of CYP2D6 (poor metabolizer). Nowadays, databases of activity-

decreasing mutations are available, and genotypes are taken into account in clinical 

therapies.33, 34 However, how mutations influence metabolism on an atomistic level is 

still not fully understood. 

In this thesis, two projects aim to elucidate different aspects of the human drug 

metabolism catalyzed by the CYP enzyme. The first question to be addressed is which 

molecular mechanism leads to the broad substrate promiscuity of drug-metabolizing 

CYP enzymes and how these mechanisms differ and lead to different promiscuity of 

the CYP enzymes (Publication I). The second question to be addressed is how 

mutations can influence the enzyme activity of CYP2D6 (Publication II). In other words, 

what are the molecular mechanisms that lead to decreased activity, and which criteria 

can be used to predict poor metabolizers.  



   

 

15 Background 

2 BACKGROUND 

The role of CYP enzymes in the human drug metabolism is crucial. The enzymes are 

members of one enzyme superfamily and take part in the human drug metabolism. 

However, due to a key role in drug degradation they still cause severe problems in 

pharmacotherapy. In the following chapter, we will have a deeper look into the role of 

CYPs in human drug metabolism and their general structure. I will first give insights in 

the human drug metabolism and its interaction with other parts of pharmacokinetics, 

followed by a deeper insight into the structure of CYPs and the reactions catalyzed by 

CYPs. 

2.1 Human drug metabolism 

2.1.1 ADME concept and the role of the liver in human drug metabolism 

The interaction of the human body with a drug is commonly divided into four stages, 

i.e., absorption, distribution, metabolism, and excretion (ADME).35 For example, the 

active pharmaceutical ingredient of an orally taken drug is absorbed (absorption) from 

the gastrointestinal tract into the portal vein, which passes through the liver 

(distribution), where the first round of metabolism takes place (metabolism) (first pass 

effect) (Figure 1). Metabolites from the liver are then excreted via the bile (excretion). 

Since in most of the cases only a fraction of the drug is metabolized when passing by 

the liver, drug molecules reach the blood cycle and act at the desired tissue. After 

primary metabolization in the liver, the drug and/or its metabolites are excreted via fecal 

or renal routes.36 The liver filters ~1.6 L min-1 of blood for xenobiotics for a healthy 

adult, while the kidney filters only ~130 mL min-1.37, 38 This underlines the importance 

of the liver as blood filter. Hepatocytes that contain drug metabolizing CYP enzymes 

comprise up to 80 % of the total cell population of the human liver.39 In addition to drug 

metabolism, they carry out most liver functions: protein synthesis, carbohydrate 

transformation, and bile formation.40  

ADME is a part of pharmacokinetics and is of general interest because many clinical 

trials fail due to pharmacokinetic shortcomings of the investigated compounds.41 The 

ADME concept is crucial for modeling the pharmacokinetics of a drug molecule.42 Each 

part of ADME can be modeled independently, which allows predicting a drug's overall 

dose- and time-dependent behavior.43 The absorption process is traditionally regarded 

as first-order kinetic process that depends on the oral absorption rate. In the case of 
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poor solubility of the drug or pronounced first pass metabolism, more complex models 

are used.44 The distribution of a drug is modeled by the central volume of distribution, 

which represents the apparent volume in which a drug is distributed after absorption. 

It is calculated based on the amount of drug absorbed and the measured plasma 

concentration. The volume of distribution increases with the lipophilicity of a drug, 

because more lipophilic drugs tend to distribute to compartments other than the central 

compartment of the human body.45 Drug clearance includes metabolism and 

excretion.46 It depends on the drug concentration in the blood, i.e., the central volume 

of distribution, and the blood flow passing through the clearance organs, e.g., kidney 

and liver. Clearance is calculated based on the extraction coefficient, which is tissue- 

and drug-dependent and corresponds to the drug fraction eliminated.47  

Consideration of metabolism is important in drug development not only because of 

pharmacokinetic models, but also because CYP enzymes can be involved in metabolic 

intoxication, e.g., in the metabolism of benzo[a]pyrene (Figure 3).48 Benzo[a]pyrene 

itself is not toxic, but its metabolites are highly carcinogenic. The resulting 

(+)benzo[a]pyrene-7,8-dihydrodiol-9,10-epoxide can form covalent adducts with the 

DNA bases guanine and adenine.49 The adduct disrupts the double helical structure 

and causes mutations that lead to cancer. 

Not all drugs need to undergo the full ADME. Some drugs with poor oral bioavailability, 

such as vancomycin, are administered almost exclusively by injection, so absorption 

becomes pharmacokinetically neglectable for these drugs.50 Gabapentin, on the other 

hand, is not metabolized at all and excreted renally in unaltered form.51 However, for 

most marketed drugs, all aspects of pharmacokinetics are essential and a strong 

determinant of therapeutical outcome.15, 52 
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Figure 3: Metabolic intoxication of benzo[a]pyrene by CYP1A1. The resulting 

(+)benzo[a]pyrene-7,8-dihydrodiol-9,10-epoxide is highly toxic and believed to be the primary 

cause of lung cancer in smokers. The process consists of three enzymatic reactions. In the 

first step, CYP1A1 oxidizes benzo[a]pyrene to (+)benzo[a]pyrene-7.8-epoxide. In the second 

step, the epoxide is metabolized by epoxide-hydrolase to (-)benzo[a]pyrene-7.8-dihydrodiol. 

The acting carcinogen is formed in the third step: CYP1A1 catalyzes a second oxidation to 

(+)benzo[a]pyrene-7,8-dihydrodiol-9,10-epoxide. 

2.1.2 Phases of drug metabolism 

The human drug metabolism consists of 4 phases: Phase 0 describes the uptake of a 

drug from the bloodstream to the hepatocyte, Phase I describes redox and hydrolysis 

reactions that are performed by enzymes, Phase II describes the conjugation of the 

drug with a polyatomic group, and Phase III describes the process of excretion of the 

drug from the liver cell (Figure 4).53 The numbering scheme – starting with phase 0, so 

index 0 – is uncommon for natural sciences and caused by the fact that phase I and II 

were introduced first as part of the ADME concept, and later on, the product elimination 

was explored and added to the scheme as phase III.54 After product egress, the 

substrate/drug uptake was uncovered and consequently added to the scheme as 

phase 0.7  
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Figure 4: Schematic representation of human drug metabolism. Positions of transporters are 

defined by the phase of metabolism and don’t reflect position in real hepatocytes. In phase 0, 

the substrate S is actively transported into the hepatocyte. In phase I, reduction and oxidation 

reactions take place. In phase II conjugation reactions, use the substrate's de novo generated 

functional groups. The conjugated substrate is then excreted in phase III. For abbreviations, 

see text. 

Each phase is associated with a specific set of proteins that either perform transport 

or catalyze the reactions in that phase. The localization of the transporters is critical 

because hepatocytes are polarized cells, with one side facing the blood vessel 

(sinusoids) and the other facing the bile canaliculi.  

In general, drug transporters in the liver can be divided into two families – the solute 

carrier (SLC) family and the ATP-binding cassette (ABC) transporter family, with the 
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former mainly playing a role in phase 0, while the latter act in phase III. In phase 0, the 

uptake of drugs is performed by the liver-specific Na+-dependent taurocholate 

cotransporting polypeptide (NTCP), organic anion transporters (OAT2, OAT5, and 

OAT7), and organic anion transporting polypeptides (OATP1B1, OATP1B3, and 

OATP2B1).55 These transporters actively (co-)transport drugs into the hepatocyte and 

make them available in the cytosol.6 All transporters of phase 0 are SLCs. NTCP is the 

carrier for statin uptake in liver cells.56 OATs transport weak organic acids; most of the 

ten known OATs are expressed in the kidney. OAT2, OAT5, and OAT7 are exceptions 

and show predominant expression in the hepatocytes.57, 58 Common substrates for 

OATPs are weak organic acids with molecular weights >300, zwitterionic drugs, and 

neutral linear and cyclic peptides.59 

Phase I involves the reduction, oxidation, or hydrolysis of a drug molecule. These 

reactions are mainly performed by CYP enzymes (~95%) that are located at the 

endoplasmic reticulum of the hepatocyte, but also flavin-containing monooxygenases 

(FMO; ~2%), aldo-keto reductases (AKR; ~2%), and monoamine oxidases (MAO; 

~1%) perform reactions in this phase.15 Like CYP enzymes, FMOs are located at the 

endoplasmic reticulum, while MAOs are located at the mitochondrial membrane. 60-62 

The modifications done in phase I are often necessary to deactivate a drug and create 

a phase II reaction site. However, phase I reactions can also be exploited in drug 

development for targeted activation of promoieties in prodrugs. A prodrug is a 

molecule, which does not act as a drug (or at much lower activity) but has a 

pharmacologically active metabolite. An example of this concept is clopidogrel, which 

is oxidized by CYP enzymes in the liver to 2-oxo clopidogrel, and the resulting 

thiolactone is hydrolyzed. The ring opening leads to an accessible -SH group, which 

then forms a disulfide bond with the target of clopidogrel: P2Y12.63  

In phase II, the enzymes involved are mainly transferases because this phase aims to 

perform a conjugation reaction. The major enzymes are UDP-

glucuronosyltransferases (UGTs), sulfotransferases (SULTs), N-acetyltransferases 

(NATs), glutathione S-transferases (GSTs), and methyltransferases, e.g., thiopurine S-

methyl transferase (TPMT) and catechol O-methyl transferase (COMT).64 Within this 

phase, UGTs are the most important enzyme class because approximately 40 to 75% 

of all xenobiotics undergo a glucuronidation reaction catalyzed by UGTs.65 Generally, 

the transfer of polyaromatic groups detoxifies the drug and makes it more soluble. In 
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the case of paracetamol, an example for drug interactions caused by CYP enzymes, 

limitations in phase II narrow the therapeutic range (the dosage difference between 

therapeutical dosage and toxic dosage) (Figure 5).66 Paracetamol is partially oxidized 

by CYP2E1 to its toxic metabolite N-acetyl-p-benzo-quinone imine (NAPQI).67 GSTs 

are deactivating NAPQI by conjugation. For the conjugation, reduced glutathione 

(GSH) is necessary.68 If the amount of NAPQI exceeds the available GSH, the highly 

reactive NAPQI binds covalently to different molecules in the liver cell and can cause 

acute hepatic necrosis.69, 70 

 

Figure 5: Paracetamol is mainly metabolized in phase II metabolism (90%). Only 5% is 

metabolized by CYP2E1, but the metabolite produced by CYP2E1, NAPQI, is toxic. If a 

sufficient amount of GSH is available, it is conjugated by GSTs to 3-Glutathionyl paracetamol. 

If the pool of GSH is empty, NAPQI will react with different molecules in the hepatocyte and 

cause acute hepatic necrosis. 

Phase III transporter proteins are often ABC transporters in contrast to phase 0 

transporters.71 While multidrug resistance-related protein (MRP) 3, MRP4, and MRP6 

face the basolateral membrane of the hepatocyte, P-glycoprotein (P-gp), bile salt 

export pump (BSEP), MRP2, and multidrug and toxin extrusion protein 1 (MATE1), an 

SLC, face the apical site. 55 P-gp is noteworthy in this phase because it acts like a 
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vacuum cleaner and leads to an efflux of drugs from various tissues – often pumping 

molecules out of the cell membrane before they even enter the cell completely. In 

hepatocytes, P-gp pumps drug metabolites into the bile, which is then concentrated in 

the gallbladder and discharged into the duodenum after food uptake.8 

2.2 Cytochrome P450 enzymes 

2.2.1 Cytochrome P450 as monooxygenases in Phase I drug metabolism 

As mentioned above, CYP enzymes are a superfamily of enzymes named for the 

characteristic absorption band at 450 nm under CO atmosphere.72 All CYP enzymes 

share the heme group in the active site but show a vast sequential diversity (Figure 2). 

This diversity also accounts for the unique naming scheme of this superfamily: CYPs 

are named by a family in Arabic numbers, e.g., 1, which shares at least 40% sequence 

identity, and a subfamily in Latin letter, e.g. A, which shares at least 55% sequence 

identity, and an individual number of the CYP enzyme in the subfamily of the organism 

in Arabic numbers, e.g., 1.22 So, "human CYP1A1" describes one CYP enzyme 

sufficiently. In the human drug metabolism, only twelve members of the first three 

families oxidize drug molecules in the liver, the CYP1, CYP2, and CYP3 families 

(Figure 6).14  

As noted above, CYP enzymes play a major role in phase I, catalyzing about 95% of 

all reactions in this phase.15 CYPs are monooxygenases, so the catalyzed reaction is 

the transfer of an oxygen to the substrate (a drug in the case of drug metabolism). In 

some cases, the transfer of an oxygen leads to a destabilization of the substrate, which 

results in multiple reaction mechanisms catalyzed by CYPs (Table 1).62, 73  

Table 1: Drug metabolism reactions catalyzed by CYP enzymes. 

Reaction catalyzed by CYP Example substrate Reference 

Hydrocarbon oxidation Ibuprofen Carlile et al.74 

Oxidation adjacent to a heteroatom Chloramphenicol Pohl et al.75 

Heteroatom oxidation Nicotine Majumdar76 

Olefine and acetylene oxidation Butene Vaz et al.77 

Aromatic ring oxidation Atorvastatin Tekes et al.78 

Carbon-carbon bond cleavage Nabumetone Varfaj et al.79 
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Figure 6: Human oxidoreductases that are part of drug metabolism. The share of each protein 

is based on the number of reactions the protein catalyzes in human drug metabolism. CYP3A4 

participates most in the human drug metabolism. The Sunburst plot is based on Table 1 of 

ref15. 

Interestingly, even within these twelve drug-metabolizing CYP enzymes, there is a wide 

variation in their contribution to metabolic reactions: CYP1B1 participates in ~1% of 

drug-metabolizing reactions, while CYP3A4 is involved in 27%. CYP3A4 is thus more 

promiscuous than CYP1B1, but the latter still oxidizes multiple drugs, making it more 

promiscuous than other proteins.  

 

CYP1B
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2.2.2 Clinical relevance of CYP enzymes 

Due to the pivotal role that CYP enzymes play in the metabolism of drugs in humans, 

variations in individual CYP activity can influence the efficacy of drug therapies.10 A 

higher level of activity leads to underdosing if the applied molecule acts directly as drug 

or to overdosing if the drug is a prodrug that needs to be activated by CYP. Variation 

in CYP activity is a particular problem with CYP2D6. Interindividual differences in this 

isoform are common, and patients are divided into poor metabolizers, intermediate 

metabolizers, extensive metabolizers, and ultrarapid metabolizers.80 If a patient has 

been assigned to such a class, it should be considered in all future drug therapy 

regimens to prevent side effects.34 Even a single nucleotide polymorphism, where the 

change of one DNA base results in the change of a single amino acid, is sufficient to 

cause poor metabolism.81 

A prime example of the clinical relevance of CYP2D6 polymorphism is the metabolism 

of codeine.82 Codeine is used as an antitussive agent and analgesic83, but has little 

activity itself until it is activated to morphine by CYP2D6-catalyzed demethylation in 

the liver. If a poor metabolizer receives a standard dose of codeine, therapy will have 

little effect, whereas the same dose in an ultrarapid metabolizer may result in an 

overdose that can lead to apnea. Therefore, antitussive or analgetic therapy may be 

fatal for ultrarapid metabolizers. Another example for the relevance of CYP2D6 is 

imipramine, a tricyclic antidepressant. An overdose of tricyclic antidepressants can 

lead to cardiac arrest. Imipramine is activated by CYP2C19 and its active metabolite 

is only metabolized by CYP2D6.84 Patients on imipramine therapy receive 25% - 180% 

of the standard dose depending on the CYP2D6 activity.32 

2.2.3 Oxidation reaction catalyzed by CYP enzymes and its reduction by Cytochrome P450 

reductase 

As mentioned, CYP enzymes are monooxygenases that catalyze the transfer of an 

oxygen. In this process, the CYP enzyme undergoes a complex reaction cycle, which 

was elucidated in 2000 by Schlichting et al. (Figure 7) for cytochrome P450cam from 

Pseudomonas putida.85, 86 This cycle is now widely accepted also for eukaryotic CYP 

enzymes.73 
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Figure 7: Schematic representation of the CYP reaction cycle. The -Fe- represents the iron in 

the center of the heme, while RH represents the substrate. The different reaction partners 

necessary for the reaction cycles are indicated above the arrows. The required electrons (e-) 

are provided by donor proteins, e.g., Cytochrome P450 reductase. Other needed molecules 

(H2O, O2, H
+) will diffuse from the cytosol into the active site. Figure is based on Ortiz et al.73 

Unlike other enzyme classes, the substrate has no significant mechanistic involvement 

in the reaction cycle. The catalytic machinery is centered around the iron in the heme 

group. Substrate binding replaces the water and stabilizes a five-coordinated state of 

the iron – a cysteine binds to the iron at the coordination site opposite the substrate 

coordination site. Consequently, the first electron is transferred to the iron, changing 

the oxidation state to II. Iron II can bind molecular oxygen to form a six-coordinated 

radical complex. Transfer of a second electron and a proton leads to protonated peroxyl 

species. In some cases, the substrate is already oxidized by this species. Removal of 

water follows the addition of a second proton. The oxyferryl/porphyrin radical cation is 

called Compound I (Cpd I) and determines the outcome in most CYP-catalyzed 

oxidation. From Cpd I, the oxygen is transferred to the substrate. The product and 

heme group may form an intermediate six-coordinated complex until a water molecule 

replaces the product. 

This reaction cycle requires a reaction partner that can transfer single electrons. In the 

case of the most human CYPs, this is the NADPH-dependent Cytochrome P450 

reductase (CPR).87 CPR is a multidomain protein containing a membrane binding 

domain (MBD), a flavine mononucleotide domain (FMD), and a flavine adenine 



   

 

25 Background 

dinucleotide domain (FAD). As the name MBD implies, CPR is bound to a membrane, 

in the case of humans, the ER membrane. The electron transfer from NAPHD to the 

heme iron involves multiple conformational changes (Figure 8). At the beginning of the 

cycle, CPR is in the open conformation.88 When NADPH binds to the FAD, CPR 

changes to the closed conformation. The hydride is transferred to the flavine adenine 

dinucleotide, which is in the closed conformation ~4 Å away from the flavine 

mononucleotide, so the electrons are transferred directly to the FMN with a rate of 

~55 s-1 in humans.89, 90 After electron transfer, CPR dissociates and is again available 

in the open conformation. 

 

Figure 8: Schematic representation of CPR-CYP-complex formation in the ER membrane. The 

cofactor abbreviations are written in the according domains, which are colored differently. 

Flavine mononucleotide (FMN) domain: purple, flavine dinucleotide (FAD) domain: red, heme 

(HEM) containing CYP: green. Open conformation is present in the apo state of the CPR. 

Closed conformation is preferred upon Nicotinamide adenine dinucleotide phosphate 

(NADPH) binding. A hydride can be transferred to FAD in this conformation, which induces the 

interflavin electron transfer. Encounter complex explores the ER membrane and associates 

the FMN domain with a CYP. A specific complex is built after further conformational changes. 

Now, electrons can be transferred from FMN to HEM. Figure adopted and modified from ref 91. 

In microbial cells, the redox pathway is the same, but the electrons can come from 

different reductases and Nicotinamide adenine dinucleotide (NADH) can act as 

cofactor. It is often not known which redox partner is interacting with which CYP.87 

2.2.4 CYP enzymes in biotechnology 

Due to the variety of catalyzed reactions described in section 2.2.1, CYPs are also of 

high interest in biotechnology.92 In traditional synthesis approaches, the 

functionalization of non-activated C-H bonds is challenging due to the missing 
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selectivity.93 With CYPs, it is possible to derive in a one step synthesis highly valuable 

products from relatively cheap precursor molecules, because the oxidation takes place 

regio- and stereoselectivly.94 

CYPs accept many different substrates; as already shown for human CYPs, it is 

common for one CYP to catalyze reactions of multiple substrates. Besides this, CYPs 

have several advantages in biotechnology: 95 

• CYPs operate in mild – aqueous – conditions, as many other proteins. 

• CYPs are a well-studied enzyme superfamily not only in biotechnology but also 

in many other fields due to their key role in cellular systems. 

• CYPs can be expressed in established host organisms, e.g., Escherichia coli, 

Pseudomonas putida, Saccharomyces cerevisiae, and Pichea postoris. 

• Large number of available CYPs offers possibilities for screening.  

On the downside, the high potential of CYPs is limited due to different circumstances: 

95 

• Monooxygenases show in comparison with other enzyme classes low turnover 

rates. 

• The two electrons that sustain the catalytic cycle are usually derived from 

NAD(P)H, which is expensive. 

• CYPs require a suitable redox partner, which is often unknown in the case of 

bacteria. 

• Uncoupling NAD(P)H oxidation and product formation can lead to reactive 

oxygen species, e.g., if electrons are transferred when water is bound. This 

leads to a consumption of NAD(P)H without product formation and may lead to 

an oxidation of the heme or the protein. 

• Industrial applications are so far limited to whole-cell systems, leading to 

limitations regarding substrate and product concentrations.  

The most common CYP in biotechnology is P450BM3 from Bacillus megaterium 

(CYP102A1).96 P450BM3 is a natural fusion of a heme domain and a diflavin reductase 

domain.97 The combination of both domains leads to high catalytic activity. Moreover, 

P450BM3 exhibits high solubility and high expression levels in Escherichia coli, making 

it an ideal candidate for industrial bioengineering applications. Wildtype P450BM3 is 

not able to metabolize drug-like compounds, though, as its natural substrates are fatty 
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acids. However, optimization of the enzyme by rational design and directed evolution 

lead to variants that oxidize drugs and small molecules of commercial interest, e.g., 

testosterone, dextromethorphan, and propranolol.98, 99 

Rational design and directed evolution as enzyme optimization techniques, are 

exclusively based on the target enzyme, and thus limited in their ability to produce 

major changes in an enzyme’s activity. To overcome this limitation, an approach called 

SCHEMA developed by Frances Arnold and coworkers was introduced.100 SCHEMA is 

based on structure-guided DNA recombination to obtain chimeras with completely 

novel functions. It was applied to P450BM3 and its homologs CYP102A2 and 

CYP102A3. The novel function also included the ability to oxidize verapamil and 

astemizole.101 This highlights the high potential of P450BM3 and its variants in 

biotechnology. 

Another important CYP in biotechnology is CYP101A1 from Pseudomonas putida, also 

known as P450cam. The native substrate of P450cam is (+)-camphor, which gets 

oxidized to 5-exo-hydroxycamphor. By enzyme engineering, it is possible to extend 

P450cam substrate spectrum to, e.g., other terpenes, such as (+)-α-pinene, alkanes, 

styrene, polychlorinated benzene, and other aromatic compounds.102 In these studies, 

four “hot spots” were identified, determining the substrate specificity of P450cam (F87, 

Y96, L244, and V247). Modifying these residues, it is also possible to oxidize propane 

to propan-2-ol. The substrate propane is of special interest, because until then only 

oxidation of n-alkanes towards pentane and longer alkanes was possible. This 

oxidation is catalyzed by the so-called EB-variant of P450cam, which is mutated as 

follows: F87W, Y96F, T101L, and V247L.103 The ability to oxidize even gases 

demonstrates the nearly unlimited potential substrate spectrum of CYPs. 

As demonstrated in the examples above, CYPs have vast potential for applications in 

biotechnology. Different strategies were developed to overcome their limitations. In 

particular, in the last decades, multiple techniques have been introduced to provide 

tailor-suited CYP for various reactions. CYPs undoubtedly have a big future in 

biotechnological applications. 

2.2.5 The general structure of CYP enzymes in mammals 

As mentioned above, the heme group in complex with a cysteine defines the active 

site of CYP enzymes. The overall fold of CYP enzymes is highly conserved within the 
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superfamily, even between different kingdoms.21 The first CYP crystal structure of 

CYP101A1 was solved in 1985 and refined in 1987 (PDB-ID: 2CPP).104, 105 Already in 

this structure, many important structural elements are visible, such as the long I-helix 

close to the heme and the F- and G-helix bounding the active site (Figure 9A). These 

elements are present in all CYP enzymes, but the relative orientation of these helices 

to each other differs between isoforms, even if both are of prokaryotic origin (Figure 

9A, B). The structural element not present in prokaryotes is the transmembrane helix 

(TM-helix). In contrast to prokaryotic CYPs, eukaryotic CYPs are generally membrane-

bound. The first complete crystal structure of a eukaryotic CYP was that of CYP51A1 

from Saccharomyces cerevisiae, resolved in 2014 (PDB-ID: 4LXJ) (Figure 9C,D).106  

 

Figure 9: Multiple CYP enzyme structures. A: CYP101 from the first resolved crystal structure 

of a CYP enzyme (PDB-ID: 2CPP). B: Structure of P450BM3 heme domain from Priestia 

megaterium (PDB-ID: 1FAG)107. P450BM3 is commonly used in biotechnology as platform for 

biocatalysis.108, 109 C: CYP51A1 from Saccharomyces cerevisiae is a membrane-bound CYP 

enzyme. The shown crystal structure is the first solved crystal structure of a complete 

eukaryotic CYP enzyme (PDB-ID: 4LXJ)106. D: Complete structure of C from a side 

perspective. Two lines schematically represent the membrane position as suggested by the 

crystallographers. E: Structure of human CYP3A4, bottom perspective. F/G-region is split into 

four helices (PDB-ID: 1TQN)110. F: Model of CYP3A4 embedded into a membrane  
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Structures of human drug-metabolizing CYP enzymes' globular domain were already 

crystallized (Figure 9E).110-118 These structures already provide insight into the general 

shape of human drug-metabolizing CYP enzymes. Although the overall scaffold is 

similar to that of prokaryotic CYP enzymes, the orientation of the F/G-region shows 

large differences between the presented CYPs of prokaryotic origin compared to 

human CYP3A4. 

The structure of CYP51A1 of Saccharomyces cerevisiae allowed a general model for 

eukaryotic CYP enzymes to be derived. In eukaryotic CYP enzymes, the TM-helix at 

the N-terminus holds the protein close to the enzyme (Figure 9F). The F- and G-helices 

are partially lipophilic and interact with the membrane surface. Around the F- and G-

helices, multiple channels were detected.119 This structural model suggests that the 

lipophilic drug molecule enters the CYP enzyme from the membrane, is oxidized at the 

active site, and the more hydrophilic metabolite exits through a channel to the 

membrane surface near the cytosol.120, 121 

2.2.6 Current explanations for differences in CYP promiscuity. 

As described in section 2.2.1, there are big differences between the twelve drug 

metabolizing CYPs when considering their part in metabolism. Explaining these 

differences is a major goal of CYP research. Early molecular docking-based analyses 

indicated that the extent of promiscuity might be influenced, at least in part, by the 

amino acid residues located in the dome region of CYPs (e.g., CYP3A4 – 

hydrophobicity, CYP2D6 – acidity, CYP2C9 – basicity-dominated residues) (Figure 

10A,B).122, 123 Further investigations based on crystal structures and computational 

simulations underscore the importance of the F/G-region, comprising the F-, F'-, G'-, 

and G-helices (for further details on the structural features of CYP enzymes see section 

0), for substrate binding.124-126 The F/G-region is at the beginning of a tunnel that is 

considered to be the substrate entrance channel (Figure 10C).120 Such tunnels can act 

as filters and have been found to influence both substrate specificity and catalytic 

mechanism.127-130  

All the studies mentioned above defined promiscuity as taking part in metabolism. A 

quantitative measurement was not used to relate promiscuity and structural features 

of the CYP enzymes. 
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Figure 10: A: Schematic representation of the pocket in CYP3A4 taken from Ramesh et al.131. 

The dome of CYP3A4 is formed by F241 and F213. The wall region is formed by different 

hydrophobic residues and the base is formed by the heme-molecule. B: Dome region of 

CYP3A4 from a structural model. F241 and F213 are labeled and at the upper part of the 

pocket. Multiple phenylalanines form the wall region. C: The F/G-region of CYP2D6 (marked 

in beige) is part of the substrate entrance channel. The substrate entrance channel was 

analyzed with CAVER132 and is depicted as purple spheres. 
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3 SCOPE OF THE THESIS 

In the previous section, the ADME concept, the function of the liver, and the metabolism 

performed by CYP enzymes were presented. The relevance and current state of 

knowledge about CYP enzymes involved in human drug metabolism were depicted 

throughout the previous chapters. CYP enzymes play a crucial role in the metabolism 

of many drugs, as they are involved in ~95 % of all phase I reactions. I also showed 

that CYP3A4 participates in more drug metabolism reactions than all other human CYP 

enzymes. The reasons for the unique role of CYP3A4 were qualitatively described in 

crystallographic and modeling studies (section 2.2.1). Section 2.2.2 highlighted the 

clinical relevance of CYP enzymes in general and with regard to their polymorphism. 

Particular emphasis was placed on the challenges in pharmacotherapy associated with 

CYP2D6 polymorphism and the occurrence of poor metabolizers in the population. The 

general structure of human CYP enzymes and the importance of CPR were elucidated: 

The reaction cycle of the CYP enzyme is based on the oxidation state of the iron in the 

heme-thiolate complex as it depends on the two electrons spent by the CPR after 

substrate binding (section 2.2.3). 

However, a quantitative model of the relationship between the structural differences 

within the group of human drug-metabolizing enzymes and their promiscuity remained 

elusive. To close this gap, extensive molecular dynamic simulations were performed in 

Publication I to generate structural ensembles of multiple drug-metabolizing CYP 

enzymes. The rigidity of each isoform was investigated based on the structural 

ensembles derived from MD. The results from the Constraint Network Analysis (CNA) 

were combined with the promiscuity index Icat (as described in section 4.3.3) to obtain 

a quantitative model. The derived model describes the relationship between the F/G-

region rigidity and the substrate promiscuity of a CYP isoform. 

Furthermore, an atomistic model suitable to explain the effects of CYP2D6 

polymorphism was missing. This topic was addressed by me in Publication II. The 

twenty most common mutations were identified, the respective variants were modeled, 

and molecular dynamics simulations were performed. Based on the obtained 

trajectories, molecular mechanisms leading to poor CYP2D6 metabolism were 

identified and criteria for classifying a variant as poor were derived. Overall four key 

interactions were identified: a) reduced enzyme stability caused by lower rigidity of the 

central helix, b) reduced substrate binding due to lower or no availability of two central 
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phenylalanines, c) decreased binding to CPR due to less basic residues on the surface, 

and d) decreased electron transfer to the iron ion due to higher distances of the residue 

R132 to the central atom of the heme group. To quantify these key interactions, criteria 

were defined and subsequently analyzed, e.g., the availability of the interaction partner 

with CPR was evaluated by the stability of an inner molecular salt bridge. A variant is 

classified as poor if it does not fulfill all four of these criteria. I generated a decision tree 

based on the developed criteria, which allows to estimate the effect of a newly identified 

mutation on CYP2D6. 
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4 METHODS 

In this work, various computational methods were applied to investigate human CYP 

enzymes. In the vast field of computational biology, varying approaches with different 

limitations are used to model biological systems and processes. In the following 

sections, a brief overview of these methods is provided. 

4.1 Molecular dynamic simulations 

Molecular dynamic simulations, a technique developed in the late 70s for 

biomolecules,133 is a simulation approach to sample the movement of atoms in a 

system over time. During such simulations, the interactions between atoms are 

approximated by simple potentials derived from Newtonian physics such as harmonic 

potentials, Coulomb potentials, and Lennart-Jones-potentials. An example of such a 

potential is the harmonic potential describing bonds between two atoms, which has the 

physical interpretation of two masses connected by a spring. This simplification offers 

the option to investigate routinely large biological systems like proteins, potentially 

consisting of more than a million of atoms, which could not be investigated by more 

accurate approaches like quantum mechanics.134 

In an MD simulation, a trajectory is depicted as a consecutive series of system 

conformations. This series is obtained by iteratively integrating over the acting forces 

in the system for an integral time step (Δt) and thus updating atomic positions and 

momenta accordingly (Figure 11). 

During the time interval Δt, the determined forces acting on the atoms remain constant. 

As a result, if Δt is chosen too long, artifacts and instabilities will occur in the trajectory. 

If Δt is chosen to low, the computational costs (time, energy consumption) will increase. 

As a rule of thumb, the maximal possible value of Δt must be one order of magnitude 

lower than the highest vibrational frequency.135 In biological systems, the most rapid 

vibration is the translational vibration of bonds between heavy atoms and a hydrogen 

atom. These vibrations usually occur with a frequency of 1014 s-1 and thus limiting Δt 

to a maximum of ~1 fs.136 However, these vibrations do not influence the 

conformational changes of the overall system. Therefore, different algorithms, such as 

SHAKE137 or LINCS138, were developed to artificially slow down these vibrations, 

allowing for Δt > 1 fs. Combining the SHAKE algorithm with hydrogen mass 
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repartitioning, time steps of up to 4 fs can be achieved increasing the achievable 

computational efficiency.139, 140 

 

 

Figure 11: MD simulations consist of a repetitive performance of three steps, which depend on 

each other. The forces and potentials acting on each atom are calculated numerically based 

on the atoms’ positions. Then, the atom forces are propagated as acceleration, which result in 

changes of velocity vectors, and the new velocities are applied to the atoms according to the 

defined simulation time step. Afterwards, the cycle is repeated until the investigated process 

was sampled sufficiently. 

Different software suites are available for MD simulations of biological systems: 

currently AMBER,141 CHARMM,142 GROMACS,143 and NAMD144 are the most popular 

for simulating biological systems.136 In this work, the GPU implementation of the 

Particle Mesh Ewald (PME) method within AMBER was used due to its superior 

performance.145 

In MD simulation suites, force fields describe the mechanical and electrical potentials 

and their parameters used in the simulation. These force fields are derived based on 

quantum chemical calculations. E.g., a bond stretching movement's (free) energy 

profile is derived from quantum mechanical calculations. Then, the energy profile is 

transferred by fitting it into the force field terms. These parameterizations are 

performed for a set of similar molecules, e.g., amino acids, and provided as one 

atom 
positions

atom 
forces

advance 
simulation 

by Δt
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collection of parameters for the respective class of molecules. More general force fields 

are available for molecules that do not appear regularly in simulations. Within this work, 

the following force fields were used: 

• ff14SB for proteins146 

• LIPID17 for phospholipids in membranes147 

• OPC as water model148 

• GAFF2 as general force field149 

Force fields in AMBER follow the scheme shown in Equation 1. Stretching of bonds 

and bending of angles are approximated by harmonic potentials. Torsion barriers are 

approximated by a cosine term, which defines barriers to the rotation around a 

rotatable bond. Moreover, out-of-plane bending potential is described by this term. For 

non-bonded interactions, a 12-6 Lennard-Jones potential is used. It describes the van-

der-Waals interactions. The Coulomb potential describes electrostatic interactions.150, 

151  
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Equation 1 

  
 

Trajectories obtained from MD simulations provide atomistic insights into the 

conformational space explored by a protein. They can be further analyzed using a wide 

range of methods, e.g., calculation of the root-mean-square deviation (RMSD) of the 

atomic positions allows measuring structural diversity within the conformational 

ensemble. The root-mean-square fluctuation (RMSF) of Cα-atoms allows to estimate 

the residue-wise differences in movement. Finally, energetic differences between 

states can be estimated by calculating the potential of mean force using the weighted 

ensemble method.152 These analyses can be performed with AmberTools.153 

4.2 Constraint Network Analysis 

Generally speaking, proteins are marginally stable.154 The structures are organized in 

rigid and flexible regions.155 Analyzing the hierarchy between these regions provides 

an understanding of the relationship between (thermo-) stability and function. To get 
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this insight into the stability of protein structure, Constraint Network Analysis (CNA) 

was introduced by Radestock and Gohlke.156, 157 The approach was then further 

developed into the CNA software suite by Pfleger et al.158 The CNA software suite is a 

front- and backend to the software FIRST (Floppy Inclusion and Rigidity Substructure 

Topology).159 In CNA, a biomolecule is considered as a constraint network: atoms are 

the nodes of the network, and covalent and noncovalent bonds are constraints 

between the nodes (Figure 12A).159 Noncovalent interactions, e.g., hydrogen bonds, 

salt bridges, hydrophobic tethers, and stacking interactions, are the main causes of 

biomolecular stability. By gradually removing noncovalent constraints from a starting 

network representation of a biomolecule derived from FIRST according to a cutoff 

energy Ecut, a sequence of network states [σ] is generated that forms a ‘constraint 

dilution trajectory’.156, 158 Performing rigidity analysis160 on such a trajectory reveals a 

hierarchy of structural stability that reflects the modular structure of biomolecules in 

terms of secondary, tertiary, and quaternary structure.130 

 

Figure 12: Exemplary Constraint Network Analysis of CYP3A4. A: The rigid constraints 

projected on the structure of CYP3A4. Bars between Cα atoms represent the strength of the 

rigid contact (darker blue: stronger contact). Secondary structure elements are colored: red - 

helics, yellow - beta-sheets, and green – loops. B: Neighbor stability map derived by CNA. The 

dot color indicates the strength of the rigid contacts between all residues. The color bar is 

shown on the left. Secondary structure elements are indicated on the top.  

Using a per-residue decomposition scheme to identify the extent to which single 

residues contribute to the structural stability, a neighbor stability map 
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(rcij,neighbor(Ecut())) is derived that comprises information collected over all network 

states [σ] along the constraint dilution trajectory in that they monitor the persistence of 

rigid contacts for pairs of residues during the dilution process (Figure 12B). 130, 161, 162 

From the stability map, the sum of energies associated with rigid contacts between 

residue i to all other residues Ei,CNA can be obtained (Equation 2). 

Ei,CNA= ∑ 𝑟𝑐𝑖𝑗,𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟

𝑛

𝑗=1

 Equation 2 

 

From Ei,CNA, the average of the chemical potential of rigid contacts between the n 

residues within a region (Ēregion,CNA) can be calculated, where “region” is either the 

entire protein or a region of interest, e.g., the F/G-region (Equation 3). 

�̅�region,CNA= 
1

𝑛
∑ Ei,CNA

𝑟𝑒𝑔𝑖𝑜𝑛𝑒𝑛𝑑

𝑖=𝑟𝑒𝑔𝑖𝑜𝑛𝑠𝑡𝑎𝑟𝑡

 
Equation 3 

 

An ensemble generated by MD simulations can be used as input to improve the 

robustness of CNA.162 In ensemble analysis, each structure undergoes the thermal 

dilution process, and the results are then interpreted statistically. 

4.3 Substrate promiscuity of an enzyme 

4.3.1 Enzymatic/Catalytic definition of promiscuity 

Enzyme’s substrate promiscuity describes the ability of an enzyme to work with 

unexpected substrates, e.g., drugs. A substrate promiscuity typically refers to the 

broadness of the substrate spectrum and acceptance of larger molecules as 

substrates. 163 

4.3.2 Diversity of a substrate dataset 

Any investigation of the enzyme’s promiscuity depends on the set of substrates as the 

basis of the calculation. If the set is too homogenous, the measure's validity will 

decrease. To tackle this, Nutschel et al. developed an approach to estimate the 

diversity of a given substrate set.164 

To assess the similarity of the substrate set, the maximum pairwise Tanimoto-Combo 

distance score TCij for compound i versus j is calculated. TC,ij can have values 
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between 0 for identical and 2 for totally dissimilar molecules. The Tanimoto-Combo 

distance score accounts for shape and chemical complementarity between 3D 

structures as determined by the Rapid Overlay of Chemical Structures approach.165 

From this matrix, the mean pairwise Tanimoto-Combo distance score <δTC,i> of a 

substrate i to all other substrates in the data set is computed. <δTC,i> is then averaged 

for all substrates <δTC>.130 

As a point of reference, we performed this analysis on 500 samples of 55 randomly 

selected entries pulled from the ZINC drug-like database. We clustered the compounds 

according to the abovementioned procedure and calculated <δTC> for all 500 samples, 

which is in average at 1.12 (Figure 13). Thus, if a set of compounds shows 

<δTC> > 1.12, it is more diverse than the ZINC drug-like database. Complete linkage 

clustering is also performed on the pairwise distance matrix calculated for the 

substrate, such that all compounds in a cluster have a maximum Tanimoto Combo 

distance of 1.0, equivalent to ij = 1.0. That way, the ratio between the number of 

clusters and the number of substrate compounds correlates with the chemical diversity 

of the compounds. This approach was applied to the dataset of substrate compounds 

of Nath et al. used in Publication I.130, 166 
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Figure 13: Distribution of the means of mean Tanimoto-Combo distance scores (<δTC>) from 

500 randomly drawn samples of the ZINC drug-like database.167 <δTC> for each randomly 

drawn sample are differing between 1.08 and 1.16. To obtain these values, we pulled 500 times 

randomly 55 out of 981,259,785 substances from the ZINC database and calculated <δTC> for 

each sample, afterwards, we calculated the mean of means per pull to provide information 

about the overall diversity in a random pull. Figure taken from ref130.  

4.3.3 Promiscuity index 

In the scientific background we discussed the special role of CYP3A4 due to its large 

part in all drug metabolizing reactions. The connection between metabolizing multiple 

different drugs and defining a protein as promiscuous is used in the literature.14 

However, this approach lacks a quantitative relationship. An enzyme A that oxidizes 

multiple chemically highly similar substrates is intuitively less promiscuous than an 

enzyme B, which oxidizes the same number of substrates but has much more chemical 

diversity in the substrate set. 

To overcome this problem, Nath and Atkins introduced the quantitative index of 

substrate promiscuity (Icat).168 The index is based on information theory by using 

entropy as a measurement for diversity. This approach is also used to measure the 
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diversity of ecosystems.169, 170 Entropy for a set of N outcomes with the probability of 

pi for each of the outcomes is defined by Equation 4:  

𝐻= - ∑ pi  log 𝑝𝑖

𝑁

𝑖=1

 Equation 4 

To obtain pi, Nath et al. used the enzyme's catalytic efficiency (e). e can be obtained 

from the turnover number (kcat) and the Michaelis constant (KM) (Equation 5).  

𝑒 =  
𝑘cat

𝐾M
 Equation 5 

From there, a pi for chemical processes can be conceptualized. In biochemical 

systems, pi describes the probability of substrate i being the first metabolized substrate 

when an enzyme is exposed to equal concentrations of all N substrates (Equation 6). 

𝑝𝑖 =  
𝑒𝑖

∑ 𝑒𝑗
𝑁
𝑗=1

 Equation 6 

If this pi is put into the entropy equation and the entropy is normalized, the promiscuity 

index (Icat) is derived (Equation 7). This index gives the information if an enzyme is 

highly promiscuous (Icat = 1) or perfectly specific (Icat = 0). 

𝐼𝑐𝑎𝑡 = −
1

 log10 𝑁
∑

𝑒𝑖

∑ 𝑒𝑗
𝑁
𝑗=1

log10

𝑒𝑖

∑ 𝑒𝑗
𝑁
𝑗=1

𝑁

𝑖=1

 Equation 7 

Icat provides an elegant measure of substrate promiscuity if a set of enzymes is tested 

against a diverse set of substrates. For CYP enzymes, such a diverse dataset is 

available.166  
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5.2 Background 

As pointed out above (Section 2.2.1), only 12 isoforms out of the 57 CYP enzymes 

encoded in the human genome metabolize about 90% of all xenobiotics.15 These are 

CYP1A1, CYP1A2, CYP1B1, CYP2A6, CYP2B6, CYP2C8, CYP2C9, CYP2C19, 

CYP2D6, CYP2E1, CYP3A4, and CYP3A5. Although all are substrate-promiscuous 

enzymes, they show recognizable differences. CYP3A4 contributes the most to 

xenobiotics metabolism by being involved in 20% of all known CYP transformations.15 

Conversely, CYP1B1 contributes only to 3% of all known CYP transformations.15 

However, the number of xenobiotic metabolism pathways a CYP can contribute to is 

not the best indicator for its substrate scope, which also depends on the enzyme’s 

catalytic efficiency towards specific substrates. Although CYP3A5 generally catalyzes 

the same reactions as CYP3A4, it does so often at lower rates, such that CYP3A5 only 
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contributes to 4% of all known CYP transformations.15 In a previous study, a molecular 

docking-based analysis pointed out that the degree of promiscuity may be partly 

determined by the type of amino acid residues present in the dome region of the CYPs 

(CYP3A4 – hydrophobicity-dominated, CYP2D6 – acidic-dominated, CYP2C9 – 

basicity-dominated residues).122, 123 

Previous work based on crystal structures and computational studies stressed the 

importance of the F/G-region, consisting of the F-, F’-, G’-, and G-helices, involved in 

substrate binding124-126 and in the formation of a substrate entrance channel.120 Such 

a tunnel acts as a selectivity filter and has been found to influence both substrate 

specificity and catalytic mechanism.127-129 Accordingly, one study conducted on the 

three isoforms CYP3A4, CYP2C9, and CYP2A6 hypothesized that higher mobility, 

deduced from movements of the Cα atoms in the F/G-region correlates with higher 

substrate promiscuity.171 Enzyme structural dynamics, besides its role in catalysis172, 

173, and allosteric regulation174-177, has also been recognized for other systems as an 

essential mechanism regulating substrate promiscuity.178 To our knowledge, no further 

studies comparatively addressed the relationship between enzyme dynamics and 

promiscuity for the other CYP isoforms reported in the literature. Furthermore, the 

approaches described in these studies did not investigate any quantitative connection 

between substrate scope and structural rigidity of CYP isoforms involved in 

metabolism. Here, we applied MD simulations and CNA to an extensive repertoire of 

CYP isoforms and show that the structural rigidity of the F/G-region is inversely 

correlated to the enzymes’ substrate scope. 

5.3 Results 

For example, the constraint dilution trajectories of CYP3A4, CYP3A5, CYP2C8, and 

CYP1A2 are shown in Figure 14. Considering that the segregation of substructural 

parts at lower Ecut values indicates that these parts are more weakly coupled to the 

remainder of the CYP structure than regions with higher Ecut values, a qualitative 

ranking of the CYP isoforms based on local structural stability was performed (Figure 

13). CYP3A4 shows that the F/G-region is the first part of the globular domain to 

segregate at Ecut = -0.25 to -0.45 kcal mol-1 from the largest rigid cluster. These 

observations are in line with findings reported for different enzymes where helices at 

the substrate entrance tunnel are also less stable, e.g., in aldolases179, phosphate 

synthases180, and peptidases181, as well as in previous work on CYP enzymes171. In 
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CYP3A5, segregation of the F/G-region from the largest rigid cluster appears at lower 

Ecut values between -0.40 and -0.60 kcal mol-1. For CYP2C8 and CYP1A2, this 

segregation occurs in the range of -0.95 to -1.15 kcal mol-1 and at -1.05 to -1.75 kcal 

mol-1, respectively. Hence, the F/G region is structurally the least stable in CYP3A4 

and the most stable in CYP1A2. Finally, rigidity analysis reveals that the anchor helix 

segregates at the smallest Ecut in all four cases. This indicates that it is only weakly 

coupled to the globular part, in line with observations from our MD simulations and ref. 

121 which showed that the globular part can move relative to the anchor helix. 

 

Figure 14: Constraint network analysis of CYP3A4, CYP3A5, CYP2C8, and CYP1A2 and rigid 

cluster decompositions along constraint dilution trajectories. Rigid clusters of the CYP isoforms 

at different Ecut values are colored blue, green, pink, and cyan in descending order respective 

to their size. Left: In CYP3A4, the F-helix forms its separated rigid cluster at 

Ecut = −0.25 kcal mol−1, G-helix, and F’/G’-helix form their separated rigid clusters at 

Ecut = −0.45 kcal mol−1. At Ecut = 1.65 kcal mol−1, the largest rigid cluster of CYP3A4 is still 

covering most of the globular part. Middle-left: In CYP3A5, the F’-helix and G’-helix form their 
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separated rigid clusters at Ecut = −0.40 kcal mol−1, the F-helix and the G-helix form their 

separated cluster at Ecut = −0.60 kcal mol−1 and the largest rigid cluster of CYP3A5 is still 

covering most of the globular part. Middle-right: In CYP2C8, the F’-helix and G’-helix form their 

separated rigid cluster at Ecut = −0.95 kcal mol−1. The G-helix forms its separated cluster at 

Ecut = −1.00 kcal mol−1. At Ecut = 1.15 kcal mol−1, the F-helix forms its separated cluster, and 

the largest rigid cluster of CYP2C8 covers only the active site in the globular part. Complete 

segregation of the F/G-region is not recognizable for CYP2C8. Right: In CYP1A2, the F-helix 

forms its separated rigid cluster at Ecut = −1.05 kcal mol−1. The F’-helix and G’-helix form their 

separated cluster at Ecut = −1.45 kcal mol−1. At Ecut = 1.75 kcal mol−1, the G-helix forms its 

separated cluster, and the largest rigid cluster of CYP1A2 covers only the active site in the 

globular part. These examples qualitatively depict that the F/G-region of more promiscuous 

CYP isoforms, such as CYP3A4 and CYP3A5, are less structurally stable than that of more 

specific isoforms. Furthermore, differences in structural stability are revealed for sequentially 

close isoforms. The rigid clusters are calculated based on the neighbour stability map of one 

exemplary MD trajectory, respectively, as described in ref182. 

Differences in the structural stability of the F/G-region occur not only between 

sequentially different CYP isoforms (Figure 14) but also for close sequence homologs, 

such as CYP3A4 and CYP3A5 (sequence identity/similarity 84%/90%).  

In all CYP isoforms investigated in this study, the F/G region is most weakly coupled 

to the remainder of the globular domain. Between both sequentially different isoforms 

and homologous ones, differences in the structural stability of this region are revealed 

by rigidity analysis. These differences qualitatively relate to the substrate scope of the 

isoforms: more promiscuous isoforms such as CYP3A4 show less structurally stable 

F/G-regions and vice versa. 

To quantify the relation between substrate scope and structural rigidity, we computed 

ĒFG,CNA (Equation 3) as a measure for how well residues in the F/G-region form rigid 

contacts and correlated it to the promiscuity index Icat (Equation 7) introduced by Nath 

and Atkins.168 

A good and significant inverse correlation (R2 = 0.85 and p < 0.01, Wald test) between 

isoforms promiscuity and respective structural stability of the F/G region is obtained for 

eight studied CYP isoforms for which kcat and KM values are available in ref.166 (Figure 

15). 
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Figure 15: The promiscuity of CYP isoforms is inversely correlated to the structural rigidity of 

their F/G regions. CYP2C9 can be considered an outlier since this isoform's globular part 

moved away from the membrane during the MD simulations. Vertical dotted lines indicate 

calculated ĒFG,CNA values for CYP isoforms for which no experimental data was available for 

computing Icat. 95% confidence interval limits are shown in orange. Error bars denote the SEM 

obtained from averaging over five replicas, ten for CYP2E1 and CYP3A4, respectively, per-

trajectory results. The formula of the predictive fit is given at the bottom of the diagram. 

In contrast, no significant correlation can be found in Ēregion,CNA (Equation 3) of the 

whole enzymes or other regions (the I helix, which is the most extended helix in the 

center of CYP enzymes, or the B/C-region, which is also part of the main entrance 

channel).  
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Using the fit obtained in Figure 14, we used the ĒFG,CNA values computed for CYP1A1, 

CYP1B1, CYP2A6, and CYP2B6 to predict their respective Icat values. The predicted 

Icat values of 0.58, 0.47, 0.22, and 0.28, respectively, allow us to classify these CYP 

isoforms as being lowly to moderately promiscuous. This finding is in agreement with 

experimental data showing that CYP3A5 generally catalyzes the same reactions as 

CYP3A4 but almost always at lower rates, which leads to similar Icat values that are 

associated with a slightly lower ĒFG,CNA of CYP3A5 than CYP3A4 (Figure 15).  

5.4 Conclusion and significance 

We derived a novel quantitative relation for predicting the promiscuity of CYP isoforms, 

as demonstrated for CYP1A1, CYP1B1, CYP2A6, and CYP2B6. The difference in 

ĒFG,CNA between CYP1A1 and CYP1A2 is larger than that observed for other isoforms 

of the same subfamily, such as CYP3A4 and CYP3A5, but still in the range found for 

CYP2C8 and CYP2C19. Isoforms of the same subfamily can differ markedly in their 

substrate scopes, and our approach can detect that. However, the model cannot be 

used to predict the ability of a specific CYP to metabolize a given substrate. 

In summary, our results emphasize that the structural rigidity of the F/G-region can be 

used to classify CYP isoforms involved in metabolism according to their promiscuity. 

Our model may be generalized to novel CYP enzymes, e.g., found in meta-genome 

approaches for potential use in bioorganic chemistry or biotechnology. 
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6.2 Background 

CYP 2D6 is crucial in human drug metabolism. It catalyzes the oxidation of specific 

lipophilic drugs, occurring as phase I biotransformation before excretion (see sections 

2.2.1 and 2.2.2). Already in 1977, Mahgoub et al. described that differences in the 

hydroxylation rate of debrisoquine, an antihypertensive drug, depend on a single 

autosomal gene,183 called later CYP2D6 according to its position in the CYP gene 

superfamily.184 Since then, CYP2D6 polymorphism has raised increasing awareness 

during the development of small-molecule drugs because CYP polymorphism can lead 

to underdosing – leading to a failure of therapy or intoxication by drug metabolites – or 

overdosing – leading to intoxication by the drug itself.10 

Differential mechanisms drive the differences in CYP2D6-related metabolism. The 

"very extensive" or "ultra-metabolizer" phenotype is caused mainly by gene 
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duplication.185 This duplication results in the overexpression of the CYP2D6 enzyme. 

Around 7% of Caucasians show an "ultra-metabolizer" phenotype.186 Although an 

explanation at the genetic level for the "ultra-metabolizer" phenotype is often 

appropriate, mutations in the CYP2D6 gene can also lead to higher enzyme activity.187 

The "poor-metabolizer" and "non-metabolizer" phenotypes are established either at the 

genetic level, probably related to regulatory factors188, or at the protein level, in which 

a (combination of) single nucleotide polymorphisms (SNPs) changes the enzymatic 

activity189. Deciphering the molecular mechanisms underlying the SNP-induced 

reactivity decrease of CYP2D6 is of utmost interest from a fundamental and drug 

development point of view. 

Effects on CYP2D6 reactivity related to different alleles, including combinations of 

mutations, were investigated previously in wet lab experiments and computational 

studies.189-192 Due to the many naturally occurring alleles, only investigations of a 

subgroup of alleles have been possible. In these studies, different aspects of how 

mutations affect the catalysis steps have been pointed out. I) Decreased activity can 

be correlated with an instability of the expressed enzyme variant.193 II) Mutations of 

F120 and F483 affect the substrate binding.194-196 III) The arginine and lysine are 

crucial in the interaction between CYP and CPR. Allele CYP2D6*31 (combining SNPs 

R296C, R440H, and S486T; listed in the Pharmacogene Variation Consortium 

database) has a mutation in one of these positions, likely underlying that this CYP2D6 

variant has no enzymatic activity in vivo and in vitro.33 IV) The bridging arginine 

between FMN of CPR that supports the electron transfer 197 is another crucial residue, 

as a substitution probably prevents electron transfer to the heme, leading to inactivity. 

However, to our knowledge, no mutagenesis of this residue has been documented. 

In this work, we aim to characterize the effect of mutations found in naturally occurring 

alleles on CYP2D6 activity as a function of its structural dynamics at the atomistic level. 

Due to the high number of natural mutants, our study focuses on the twenty most 

common SNPs reported in the global population (Figure 16). We performed extensive 

all-atom MD simulations with a cumulated simulation time of 200 µs. On this basis, we 

pursue a mechanism- and hypothesis-driven evaluation to detect if and how a given 

SNP could lead to a decreased reactivity due to a change in structural flexibility.  
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Figure 16: Overview of the 20 most frequent SNPs mapped onto CYP2D6 (pink). Mutations 

that lead to poor metabolism are colored green, variants with no effect are colored yellow, 

V11M leading to an ultra-rapid metabolization is colored red, and variants with unknown effects 

are colored blue. Cα atoms of the positions are shown as spheres. The orange sphere in the 

center indicates the heme iron in the center of the porphyrin ring, which is shown as sticks. 

For this study, we assumed that mutations documented as extensive and ultrarapid 

can be used as a comparison group (CG) to identify the atomistic mechanisms leading 

to decreased activity in the other variants. The variants were investigated as to different 

parameters relevant to the catalyzed reaction, i.e., enzyme stability, substrate binding, 

binding of CPR, electron transfer, and substrate access. We then defined criteria for 

determining whether a given parameter significantly differs from the CG. The derived 

criteria could also be applied to characterize other variants not included in this dataset. 
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6.3 Results 

Identification of poor metabolizing CYP2D6 variants 

The most common SNPs were identified based on the Uniprot entry (Uniprot-ID: 

P10635),198 which reports a total of 50 SNPs. We restricted ourselves to the 20 most 

frequent mutations with a relative frequency of at least 10-4 in the global population. 

This frequency was taken from the dbSNP database.199 Data from ClinVar,200 

PharmVar,33, and the Human Gene Mutation Databank201 were used to assess the 

clinical relevance of the mutations.  

Enzyme stability 

The importance of the I-helix, as the central helix in the enzyme 3D structure, entails 

that if the enzyme is destabilized in this region, it loses its function.202 Thus, we use 

the structural stability of the I-helix as the most relevant metric to determine if a reduced 

CYP2D6 activity could be correlated with a decreased stability of this region. 

Compared to the CG, the chemical potential (Equation 3) predicted for this region and 

averaged over all other variants (ĒI,CNA
lim. = -41.57 kcal mol-1) is significantly different 

even when considering the maximum standard deviation of the variants that are not in 

the comparison group (nonCG) (p < 0.01, two-sided t-test). Thus, variants with EI,CNA 

> EI,CNA
lim. are considered to lead to poor drug metabolism. 

 

Figure 17: Structural instability of the I-helix leads to poor metabolism of the CYP2D6 H324P. A: The 

structure of the globular part of CYP2D6 (pink) is shown with the I-helix marked with backbone lines 

and positions of SNPs, as shown in Figure 16. The heme group is shown as sticks. The H324P variant is 

shown with the (angle indicated) in the blowup. B: Average chemical potential of rigid contacts of I-
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helix residues (ĒI,CNA) shown for each investigated SNP. For all variants except H324P, the value is 

approximately between -43 and -42 kcal mol-1. Only H324P differs significantly (p < 0.01, two-sided t-

test) from CG, leading to a decreased structural stability of the I-helix. The continuous vertical line 

denotes the mean of ĒI,CNA of the comparison group (Equation 3); the error bars represent the SEM 

determined by error propagation along ten independent simulations. The dashed vertical line denotes 

the limit for a significantly different value (p < 0.01, two-sided t-test). 

Substrate binding 

 

Figure 18: Importance of F120 and F483 in substrate binding. A: Zoom into the crystal structure of 

the active site of CYP2D6 (pink) binding inhibitor BACE-1 (cyan) (PDB-ID: 4XRY). The heme and ligand 

are shown as sticks; F120 is marked in green, and F483 is marked in orange. The iron within the heme 

is shown as a sphere. B: The number of frames with a distance between F120 and F483 above 7.4 Å is 

depicted for all investigated variants except F120I. The distance was measured between the phenyl 

rings. The continuous vertical line denotes the mean distance between F120 and F483 of the comparison 

group; the error bars represent the SEM determined by error propagation along ten independent 

simulations. The dashed vertical line denotes the limit for a significantly different value (p < 0.01, two-

sided t-test). 

As substrate binding is a crucial step in the reaction process, we hypothesized that the 

substrate binding free energy should be the second most relevant parameter 

influencing CYP2D6 activity. In the crystal structure of CYP2D6 bound to BACE1 (PDB 
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ID: 4XRY), both F120 and F483 stabilize the aromatic substrate (Figure 18A). In this 

structure, the distance between the ring moieties of these residues is 7.4 Å. Assuming 

that this distance is relevant for substrate binding, we investigated how often this 

distance is found above 7.4 Å in our MD trajectories. Compared to the CG, an 

occurrence of 4% was predicted for the other variants and is found to be significantly 

different (p < 0.01, two-sided t-test) (Figure 18B). Thus, variants for which a 

[F120-F143] ring distance above 7.4 Å is seen in more than 4% of the total simulation 

time are considered to lead to poor metabolism. 

Binding to CPR 

The transfer of an electron from CPR to the CYP heme is mandatory for the reaction 

cycle of CYP enzymes (see Section 2.2.3). Binding between both proteins is a 

prerequisite, which we consider the third most relevant parameter influencing CYP2D6 

activity. The unavailability of R450 of CPY2D6 as an interaction partner in the interface 

caused by an intramolecular salt bridge formation with E150 was analyzed with respect 

to the average chemical potential of this interaction, ĒR450-E150,CNA. Compared to the 

CG, the average chemical potential of the other variants, i.e., 

ĒR450-E150,CNA
lim. = -1.0 kcal mol-1, is found to be significantly different (p < 0.01, two-

sided t-test). Thus, variants with ER450-E150,CNA < ER450-E150,CNA
lim. lead to poor 

metabolism. 

Electron transfer via R132 

We considered the transfer of an electron mediated by R132 as a fourth relevant 

parameter influencing CYP2D6 activity (Figure 19). As a geometrical criterion, this 

parameter was quantified by the distance between iron and R132 monitored during the 

MD simulations. Compared to the CG, an average distance of 7.91 Å was calculated 

for the other variants and found to be significantly different (p < 0.01, two-sided t-test). 

Thus, variants with a distance > 7.91 Å are considered to lead to poor metabolism. 
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Figure 19: R132 plays a crucial role in electron transfer from CPR to CYP2D6. A: Interface of CPR 

(yellow) and CYP2D6 (pink) derived by docking using the HADDOCK web server 203. Heme and flavin 

mononucleotide are shown as sticks, as is R132. The iron within the heme is shown as a sphere. All Cα-

atoms of substitutions in variants that show a significantly higher distance between iron and R132 are 

shown as a sphere. B: Close-up view of the interface between CYP2D6 and CPR. The route of the electron 

transfer, according to ref.197 is indicated with dashed yellow lines. Thus, the distance between R132 and 

the heme iron is essential for the likelihood of an electron transfer. 

Identification of new poor metabolizing isoforms 

As previously described, we analyzed four different parameters which influence 

CYP2D6-catalyzed reactions. These metrics can be ranked by order of importance and 

associated to classification rules depending on their value compared to the CG. The 

resulting decision tree (Figure 20A) aims to predict whether or not a given CYP2D6 

substitution leads to poor metabolism.  

Following this decision tree (Figure 20A), variants of the CG and those that lead to 

known poor metabolism are correctly classified (Figure 20B). Applying this decision 

tree to variants with unknown effects leads to the predictions that variants with 

unknown effect R26H, R28C, S311L, R329L, and G373S result in poor drug 

metabolism. 
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Figure 20: Decision tree for the classification of CYP variants with unknown effect. A: Decision tree 

used to distinguish poorly metabolizing variants from the CG. B: Classification results for the 20 variants 

considered in this study according to the four chosen metrics. The variants showing values for these 

metrics that differ significantly from the control group are marked with a red cross. A green box is used 

in the opposite scenario. A grey box indicates that the condition was not investigated in the decision 

tree. As a result, R26H, R28C, and S311L are predicted to lead to poor metabolism due to diminished 

binding site stability, whereas G373S is predicted to lead to poor metabolism due to reduced interaction 

with CPR. The first column is colored according to the (predicted) effect on the metabolism (poor 

metabolism: green; variants with no effect: yellow; V11M leading to an ultra-rapid metabolization: red; 

variants with unknown effects are colored with a color gradient from blue to the predicted effect on 

metabolism (green: poor; yellow: non-poor). 

6.4 Conclusion and significance 

According to our analyses, the F/G-region stability and the substrate promiscuity are 

unchanged regardless of the investigated SNPs. This observation fits the clinical 

practice given that a patient identified as a poor metabolizer should have a poor 

metabolism irrespective of the CYP2D6 substrate considered.34 In such cases, the 

drug regime must be modified once for all substrates and not for each substrate 

separately. 

The derived mechanisms and the associated criteria can be used to identify the effects 

of unknown SNPs and scrutinize all known variants as to the molecular origins that 

lead to the clinical effect. This approach can especially be helpful for clinical cases with 

low incidence. 



   

 

55 Molecular mechanisms in CYP2D6 

In summary, we identified four distinct mechanisms that lead to poor drug metabolism 

in the case of 20 known CYP2D6 variants with the help of extensive MD simulations 

and Constraint Network Analysis. Our model shall allow us to predict the impact of 

novel SNPs of CYP2D6 on drug metabolism. We anticipate that this tool may be used 

to guide recommendations to modify drug regimes. 



Molecular mechanisms in CYP2D6 56 
   

  



   

 

57 Summary and Perspective 

7 SUMMARY AND PERSPECTIVE 

Throughout this thesis, phase I of the human drug metabolism was investigated in two 

separate studies. The first study aims to identify the molecular factors governing 

substrate promiscuity of CYP enzymes in general while focusing on the special role of 

CYP3A4 within the group of CYP enzymes involved in human drug metabolism. The 

second study focused on CYP2D6, which is of particular interest to pharmaceutical 

research and drug development due to its high polymorphism. 

Human drug metabolism is mainly driven by twelve CYP enzymes belonging to families 

1, 2, and 3. CYP3A4 plays a unique role because it takes part in ~27% of all drug 

metabolizing reactions catalyzed by CYP enzymes.15 To quantify the promiscuity of 

enzymes, Nath et al. invented the promiscuity index (Icat), used in this work to detect 

correlations between CYPs structural features and their promiscuity.168 Studies based 

on crystal structures and computational simulations emphasize the role of the F/G-

region, consisting of the F-, F'-, G'-, and G-helices for substrate binding124-126. The F/G-

region is at the beginning of the substrate entrance channel.120 We developed a 

quantitative approach between CYP substrate promiscuity and F/G-region rigidity in 

Publication I. For the first time, this model quantitively describes such a relationship, 

which has so far been suggested qualitatively based on three isoforms in another 

study.126 Thus, we provide a general understanding of the differences in promiscuity in 

human drug-metabolizing CYP enzymes. 

Further investigations would be needed to validate the presented model for highly 

selective human CYPs or CYPs from other organisms. Such models will help to derive 

a more general understanding of CYP selectivity. In highly selective CYP enzymes, 

other selectivity mechanisms probably play a role. From P450cam, we already know 

that selectivity depends partly on four important residues (Section 2.2.4). Such a rule 

probably also exists for human CYPs, and it would be possible to predict not only the 

promiscuity but also the substrate spectra. 

CYP2D6 is highly interesting due to the massive variety of genetic variants, which 

result in different clinical outcomes. The isoform takes part in 6% of all drug 

metabolizing reactions catalyzed by CYP enzymes, and the differences in CYP2D6 

metabolism can cause severe effects in therapy by over- and underdosing.15, 34, 83 In 

Publication II, we identified four molecular mechanisms that lead to poor metabolism 
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of CYP2D6 variants. Our model shall allow us to predict if newly identified SNPs of 

CYP2D6 will lead to poor metabolism, which may be used for recommendations to 

modify drug regimes. In this study, we used extensive MD simulations combined with 

Constraint Network Analysis. This approach is resource-intensive, so further 

investigations are needed to derive simpler models for rapidly identifying CYP2D6 poor 

metabolizers. 

Furthermore, the approach of systematically investigating molecular mechanisms that 

lead to changes in enzyme activity could be applied to other CYPs and other enzyme 

classes. Our work investigated mechanisms that potentially appear in all other CYP 

isoforms. An investigation of CYPs used in biotechnology, i.e., P450BM3, would 

provide a tool to predict in silico if a planned mutation to change oxidation sides leads 

to poor enzyme activity. 
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