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ABSTRACT

Engaging citizens in decision-making processes is a widely implemented instrument in
democracies. Such public participation processes serve the goal of achieving a more
informed procedure to potentially improve the process outcome and increase the public
acceptance of decisions made. As public officials try to evaluate the often large quanti-
ties of citizen input by hand, they regularly face challenges due to restricted resources.
For textual contributions, the most common form of citizen input, natural language
processing offers the prospect of automatic support for evaluation. Still, many meth-
ods are inadequate due to insufficient accuracy, lack of robustness across datasets, or a
neglect of important aspects of practical application. This thesis explores how existing
research gaps can be overcome with text classification methods, focusing on the tasks
of thematic structuring and argument analysis in the manual evaluation cycle.

We start with a systematic literature review of previous approaches to the machine-
assisted evaluation of textual contributions. Given the identified shortage of language
resources, we subsequently create a multidimensionally annotated corpus to facilitate
the development of text classification models for German-language public participation.

Once the groundwork is laid, our initial focus is on the thematic structuring of public
input, particularly considering the uniqueness of many public participation processes in
terms of content and context. To make customized models for automation worthwhile,
we leverage the concept of active learning to reduce manual workload by optimizing
training data selection. In a comparison across three participation processes, we show
that transformer-based active learning can significantly reduce manual classification
efforts for process sizes starting at a few hundred contributions while maintaining high
accuracy and affordable runtimes. We then turn to the criteria of practical applicability
that conventional evaluation does not encompass. By proposing measures that reflect
class-related demands users place on data acquisition, we provide insights into the
behavior of different active learning strategies on class-imbalanced datasets, which is a
common characteristic in collections of public input.

Afterward, we shift the focus to the analysis of citizens’ reasoning. Our first con-
tribution lies in the development of a robust model for the detection of argumentative
structures across different processes of public participation. Our approach improves
upon previous techniques in the application domain for the recognition of argumenta-
tive sentences and, in particular, their classification as argument components. Follow-
ing that, we explore the machine prediction of argument concreteness. In this context,
we account for the subjective nature of argumentation by presenting a first approach
to model different perspectives in the input representation of machine learning in ar-
gumentation mining.






ZUSAMMENFASSUNG

Es ist ein weit verbreitetes demokratisches Instrument, die Offentlichkeit in politische
Entscheidungsprozesse einzubinden. Sogenannte Biirger*innenbeteiligungsverfahren
haben zum Ziel, Entscheidungen durch Informationen zu stiitzen und ihre Akzeptanz
zu erhohen. Bei der manuellen Auswertung der oft groffen Anzahl von Beitrdgen ste-
hen die Behorden aufgrund begrenzter Ressourcen jedoch regelméifig vor Herausforde-
rungen. Im Hinblick auf Beitriage, die in textueller Form vorliegen, kénnen Methoden
des Natural Language Processings die Auswertung automatisch unterstiitzen, doch
noch sind diese oft unzureichend fiir den praktischen Einsatz. In dieser Dissertation
wird erforscht, wie bestehende Forschungsliicken mithilfe von Textklassifikationsmetho-
den iiberwunden werden konnen. Ein besonderer Fokus liegt dabei auf den Aufgaben
der thematischen Strukturierung von Beitrdgen und der Argumentationsanalyse.

Zu Beginn wird ein systematischer Literaturiiberblick iiber bisherige Ansétze zur
maschinengestiitzten Auswertung von Textbeitriagen gegeben. Angesichts des identi-
fizierten Mangels an Sprachressourcen wird ein Datenkorpus fiir die Entwicklung von
Textklassifikationsmodellen fiir deutschsprachige Offentlichkeitsbeteiligung erarbeitet.

Nachdem die Grundlagen geschaffen sind, steht zunéchst die thematische Struktu-
rierung mit Fokus auf die inhaltliche und kontextuelle Einzigartigkeit von Verfahren
im Mittelpunkt. Um den Einsatz individuell angepasster Machine Learning-Modelle
lohnenswert zu gestalten, wird das Konzept des Active Learnings eingesetzt, um den
manuellen Klassifikationsaufwand durch eine optimierte Trainingsdatenauswahl zu ver-
ringern. In einem Vergleich iiber drei Beteiligungsprozesse hinweg zeigt sich, dass
die Kombination von Active Learning mit Transformer-basierten Architekturen den
manuellen Aufwand bereits ab einigen hundert Beitrdgen signifikant reduzieren kann,
bei guter Vorhersagegenauigkeit und geringen Laufzeiten. Anschlielfend entwickeln
wir Mafse, um weitere praxisrelevante Anforderungen der Einsetzbarkeit zu evaluieren.
Diese geben Einblick in das Verhalten verschiedener Active Learning-Strategien hin-
sichtlich klassenbezogener Eigenschaften auf den haufig imbalancierten Datensétzen.

Danach wird der Schwerpunkt auf die Analyse der Argumentation der Biirger*innen
verlagert. Der erste Beitrag ist ein robustes Modell zur Erkennung von Argumentati-
onsstrukturen iiber verschiedene Prozesse der offentlichen Beteiligung hinweg. Unser
Ansatz verbessert die zuvor in der Anwendungsdoméne eingesetzten Techniken zur
Erkennung von argumentativen Sdtzen und insbesondere zur Klassifikation von Argu-
mentkomponenten. Zudem wird die maschinelle Vorhersage der Konkretheit von Argu-
menten untersucht. Hierbei tragen wir der subjektiven Natur von Argumentation Rech-
nung, indem wir einen ersten Ansatz zur direkten Modellierung verschiedener Perspek-
tiven als Teil des maschinellen Lernprozesses des Argumentation Minings vorstellen.
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INTRODUCTION

1.1 Motivation

An important instrument of democracy is the representation of citizens’ attitudes and
beliefs in political decision-making processes. Political participation can be defined
as the behaviors citizens undertake voluntarily, alone or with others, with the goal
of influencing political decisions (Kaase, [2000). The forms of political participation
are multifaceted and range from elections and engagement in political parties to civic
initiatives and dialogue-oriented formats (Theocharis and Van Deth| 2018)).

In this thesis, we focus on the particular mechanism of public participation processes.
Such processes are initiated and carried out by government agencies to consult the
public on political issues (Bock and Reimann, [2021), and can be realized in various
forms. Involvement can take place either through online platforms or through offline
alternatives, such as on-site events or postal surveys. There are methods that emphasize
deliberation and those that do not provide an avenue for discussion among participants.
The target audience may include the general public, but may also be tailored to specific
focus groups. Eventually, the numerous application scenarios of public participation
cover diverse matters, ranging from urban planning (Damer and Haguel [1971)) to water
resource management (Priscoli, 2004) and even constitution drafting (Arnason and
Dupré, [2020)).

Empirical studies have shown that involving the public can indeed influence decision-
making processes. In a study of local transportation planning in the city of Palo Alto,
Chen and Aitamurto (2019) found that 46% of the more than 250 comments actu-
ally resulted in a change in policy. Another example is Iceland’s 2011 crowdsourced
constitution-drafting process, in which about 10% of the citizens’ textual suggestions
led to a modification of the draft constitution (Hudson, 2018). The impact not only per-
tains to the process itself, in which more interests are represented, but is also reflected
in improved process outcomes. For instance, public participation in environmental
decision-making can yield decisions of better environmental quality and adhering to
higher environmental standards (Jager et al., [2019; Dietz and Stern| 2008).
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Bobbio| (2018) refers to three main reasons that drive policymakers to involve the
public. First, participation as a learning process can enable more informed decisions
based on the knowledge of the people. Second, participation can improve the legit-
imization of a process by helping people accept the outcome, even if it does not reflect
their personal opinion. And third, participation can be utilized to empower the people
in accordance with the literal meaning of democracy.

Achieving each of these goals requires a thorough analysis of the input gathered to
tap into collective intelligence and provide feedback on ideas and process outcomes.
This means that once the public has been consulted, the various statements made
by the public must be collected and analyzed to make sense of them. Originally a
purely manual task, the evaluation of public participation contributions consists of a
number of steps that are either performed within public administrations themselves or
outsourced to external service providers (Shulman et al., [2004; Maragoudakis et al.
2011; |Romberg and Escher, [2020; |Jasim et al., |2021; [Simonofski et al., [2021)).

First, human analysts read each contribution at least once, but often several times.
During this phase, efforts are made to identify and collate contributions that are sub-
stantially identical. This allows mass campaigns to be detected to avoid undue influ-
ence on the process by individual stakeholders (Livermore et al., 2017; Shulman) 2009).
What is more, summarizing congruent contributions also improves the clarity of the
collection and thus simplifies further evaluation. In parallel, the indispensable step of
organizing the contributions thematically takes place. Often, these thematic groups
are aligned with administrative units, which then examine the contributions that are
relevant to them. In this way, public administration also gains an initial overview of
the issues that are of concern to the citizens. After the phase of data cleaning and
pre-structuring, the detailed content analysis of the citizens’ ideas follows. Attention
is paid to the individual opinions on the topics of discussion, which arguments are put
forward for or against planned policies, and which suggestions for improvement are
made. Once the content has been evaluated in detail, conclusions can be drawn from
the input and policy recommendations can be formulated.

As part of the overarching political decision-making process, the evaluation of input
received must follow democratic norms to prevent negative effects such as anger and
mistrust among the public (Innes and Booher} 2004). These norms include ensuring a
fair and transparent decision-making in which all opinions are given equal treatment
(Dahl, 1989)). What is more, public perceptions of legitimacy are directly impacted
by how public authorities assess citizen input (Schmidt, 2013). As a consequence,
perceived non-compliance with the above criteria may cause the resulting policies to be
seen as less legitimate (Esaiasson, 2010; Strebel et al.,[2019)). Therefore, the evaluation
process as well as the decisions derived from it need to be comprehensible and justified.
At the same time, however, policy-making efforts usually have to keep up with a pre-
scheduled agenda. This means that contributions must not only be evaluated according
to high democratic standards, but also in a timely manner to meet deadlines.

Keeping up with these stringent requirements poses significant challenges to the
manual analysis. This is particularly due to the fact that public participation pro-
cesses — offline and online — have the potential to generate large amounts of input. For
instance, the participatory phase of Chile’s 2016 constitutional process collected over
200,000 arguments from questionnaires, local deliberative on-site events, and provincial
and regional councils (General Secretariat, Presidency of Chilel 2017). Electronic rule-



making initiatives also repeatedly encounter a tremendous response. Examples include
the United States Department of Agriculture’s National Organic Program, which re-
ceived over 277,000 responses (Shulman, [2003), and the United States Environmental
Protection Agency, which had over four million comments to process under the Clean
Air Act (Livermore et al., 2017). Such volumes of data can be an insurmountable hur-
dle, as administrations often only have limited resources (both financial and personnel).
And, more than that, regularly the evaluation of citizens’ input becomes an overload
even in processes with much lower participation, such as a few hundred contributions
(Mahyar et al., 2019)).

One way out of this dilemma is offered by machine learning: Automating sub-tasks
in the evaluation process can support the success of public participation (Organisation
for Economic Co-operation and Development| 2003} [Livermore et al., 2017, Mahyar
et all [2019; Arana-Catania et all [2021a; Jasim et al., [2021; [Reynante et al.l [2021;
Simonofski et al.; 2021)). Machine learning can be described as “the technique that im-
proves system performance by learning from experience via computational methods”
(Zhoul, [2021)). Its concept is inspired by human learning behavior, which is based on
continuously accumulated experience. Machine learning, for its part, gains its knowl-
edge through information from data collections. This thesis specifically deals with tex-
tual data, as this is the most common way in which citizens contribute. To this end,
we make use of natural language processing, a field of research in which computational
methods are used to model human language with the aim to learn, understand, and
also generate it. The most effective strategies of natural language processing nowadays
have their roots in machine learning, such as the famous transformer-based language
models (Devlin et al.; 2019; Radford et al. 2019).

Literature has mainly proposed three starting points for the machine-assisted anal-
ysis of citizens’ textual content. [Yang and Callan| (2005) suggested to automatize the
detection of duplicates. Furthermore, thematic structuring of the unorganized collec-
tion was identified as a potential opportunity for machine support (Kwon et al.; 2006}
Cardie et al. [2008a; [Yang and Callan, 2009; [Teufl et al., 2009). Lastly, there was inter-
est in using machine learning to assist the more in-depth content analysis of citizens’
ideas. The main focus was on analyzing the arguments made by the public on the issue
at hand (Kwon et al., [2006; Park and Cardie| 2014; Lawrence et al., [2017).

Unfortunately, many of these natural language processing approaches to public par-
ticipation are not yet practical because they either cannot provide sufficient accuracy,
do not perform robustly across datasets, or neglect important aspects of practical ap-
plication. For this reason, there is an urgent need to develop and improve machine
learning methods to help public administration evaluate citizen participation efforts
for policy-making. In the following section, we establish the research focus of this
thesis by discussing the shortcomings of current approaches in more detail.

1.2 Research Goal

This thesis focuses on supervised machine learning, where methods gain their expe-
rience from annotated training data. More precisely, we investigate classification al-
gorithms to support the evaluation of textual public contributions. Given a fixed set
of classes (hereinafter also referred to as categories) and a set of (manually) labeled
training documents, a classification function is learned that maps documents to classes



using a learning algorithm. It is referred to as text classification when the documents
are composed of written text, such as books, news articles, as well as more compact
units like paragraphs or single sentences (Manning et al., [2008)). If every document is
assigned to exactly one class, we speak of single-label classification, whereas in multi-
label classification, a document can be assigned to any subset of the classes.

Text classification algorithms are evaluated in different ways depending on the
problem at hand. In this work, we consider two well-known measures. The F; score
is the harmonic mean of precision, the proportion of correct predictions out of the
total number of documents that truly belong to a class, and recall, the proportion
of correct predictions out of the total number of documents that a learned model
assigns to a class. It judges algorithmic performance at a class-wise level and provides
important insights especially for imbalanced datasets where classes are represented
with different frequencies, a property that holds for all datasets considered in this
thesis. To condense the individual class scores into a global indicator of performance,
we use the macro-averaged F; score which computes the arithmetic mean. The second
measure we rely on is accuracy, which per se evaluates the performance of a learning
algorithm globally by giving the overall percentage of correct class predictions. While
the original definition refers to single-label classification tasks, several definitions have
been proposed to simulate accuracy in the multi-label case. We opt for the micro-
averaged Fy score, a global average which matches the definition of accuracy when
predicting exactly one class.

The main goal of this thesis is to advance the two most prominent sub-tasks of
evaluation whose automation can benefit public participation. These are the thematic
structuring of public participation data and the more in-depth analysis of citizens’ ar-
guments. While the third sub-task, the detection of duplicates, was already researched
with considerable success (Yang and Callan) 2005; Yang et al., [2006; Yang and Callan/,
2006), prior work in both thematic structuring and argument analysis reveals gaps
that need to be closed for their beneficial practical application. The need for viable
machine support in both sub-tasks is also reflected in interviews we conducted in 2020
with government agencies, external service providers, and planning officers (Romberg
and Escher| 2020), further underscoring the relevance of this thesis.

1.2.1 Thematic Structuring of Citizen Contributions

Structuring citizen contributions thematically can be framed as a text classification
problen[] We will refer to this task as topic classification in the following. Multi-
ple works have investigated the performance of text classification algorithms for the
topical categorization of public input (e.g., [Kwon et al., 2006; Cardie et al., [2008a,bf
Purpura et all [2008} [Aitamurto et al., 2016; Fierro et al., 2017; Balta et al.l 2019;
Giannakopoulos et all 2019; |Kim et al., 2021). The results are mixed because there
are many influencing variables, such as the classification schemes used, the number
of classes, and how imbalanced these classes are. |Giannakopoulos et al. (2019)), for
example, achieved an accuracy of 0.75 using a combination of different deep neural
networks, while in the application of Balta et al. (2019) vanilla BERT (Devlin et al.,
2019), a modern language model, achieved an accuracy of 0.68. The still consider-

LAn alternative approach is the use of unsupervised machine learning, see for example Yang and
Callan| (2009), [Teufl et al.| (2009)), [Hagen et al.[ (2015, Hagen| (2018), or |/Arana-Catania et al.| (2021a)).
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able proportion of classification errors illustrates that the topic classification of public
participation contributions is a challenge even for state-of-the-art methods.

Regardless of the reported classification performance, all these works share the as-
sumption that a sufficient pool of training data is available. Across all works, the
algorithms have been trained with a large number of manually pre-labeled contribu-
tions, sentences or arguments. At the same time, however, there is a consensus that the
topics discussed are highly dependent on the individual public participation processes
and therefore require specifically tailored classification systems.

For practical application, this implies that a substantial share of process input
usually needs to be manually classified before a suitable machine learning model can
be trained to support the human analysts with the remaining contributions. Depending
on the uniqueness of the process, the size of the collection, the number and distribution
of classes, and the additional effort needed to train a model, in the worst case, therefore,
machine support may not lead to any time savings or work relief in the sub-task of
thematic structuring. It was only Purpura et al. (2008) who explicitly acknowledged
this problem and proposed the use of active learning as a solution.

Active learning (Cohn et al.; 1996 [Settles, 2009)) is a collaborative process between
human and machine. It approximately solves the optimization problem of identifying a
minimal subset of training data that is capable of learning a best classification function
for maximizing the prediction performance. Such small but informative sets of training
examples are identified through targeted query strategies, also called acquisition func-
tions. Active learning proceeds according to the following scheme: Using some query
strategy, a batch of examples is selected from the accessible quantity of unlabeled data.
These examples are then labeled by an oracle (e.g., a human annotator) and moved to
the pool of labeled training data. Finally, a model is fit to the training dataset. This
process is repeated until a predefined stop criterion is met (e.g., a given annotation
budget is exhausted or a satisfactory model accuracy is reached).

Purpura et al.|(2008)’s proposal to optimize the training data selection while main-
taining the advantages of automation was effective. Experiments demonstrated a no-
ticeable reduction in manual effort for topic classification in the dataset under consid-
eration. However, it became apparent that the learning algorithms still needed nearly
a thousand training examples to reach the maximum accuracy of 0.70 (a classification
accuracy comparable to many of the studies introduced above).

Despite this strong push into a promising direction of research, to the best of our
knowledge no follow-up work has been published since with the goal of supporting
the evaluation of public participation processes. Yet, the practical usefulness of topic
classification with active learning has not been conclusively clarified due to the still
considerable manual labeling efforts reported as well as the notable number of misclas-
sifications. In this thesis we therefore pursue and advance the active learning approach
for topic classification of public input to promote practical applicability. Our focus is
on the performance of current state-of-the-art methods with respect to training data
reduction, classification quality, and practice-oriented evaluation criteria.

1.2.2 Analysis of Citizen Arguments

It is critical to identify not only the topics being discussed, but also the thoughts
and considerations the public is having about them. The computational approach



to reasoning is argumentation mining (also referred to as argument mining), a field
of research in natural language processing that strives to automatically identify and
classify argumentative structures in natural language data. In recent years, the focus
has widened from discovering basic argument structures to more challenging tasks such
as evaluating the quality of arguments and synthesizing argumentative texts. Citizens’
reasoning is a key indicator of public opinion, and for this reason a significant body
of research supporting the evaluation of public participation through machine learning
has looked at argumentation mining.

Works such as Kwon et al.| (2006), Liebeck et al.| (2016), and [Morio and Fujita
(2018b)) were concerned with finding and classifying the basic building blocks of argu-
ments. To this end, they followed variations of the claim-premise model of argumenta-
tion (based on [Freeman, |1991). In this model, an argument consists of a controversial
statement (i.e., a claim) and a set of reasons supporting that statement (i.e., premises)
(Stab and Gurevych| 2014; |Besnard and Hunter, |2008)). The detection of stances, i.e.,
whether someone is taking a position in favor or against a statement, received some
attention as well (Konat et al., 2016; |[Lawrence et al., 2017} Liebeck, 2017).

There has also been a push to classify claims according to certain characteristics
(Park et al. [2015; Niculae et al. 2017; Fierro et al., |2017). These studies mostly
build on a three-part scheme of facts (claims that are verifiable with objective ev-
idence), values (claims that indicate preferences, interpretations, or judgments), and
policies (claims that propose a course of action) (Hollihan and Baaske, |2022; Snider and
Schnurer, 2002; |Branham, |2013). Furthermore, the verifiability of citizens’ propositions
has been researched in more detail (Park and Cardie, 2014)).

The literature demonstrates encouraging results for the identification and classifica-
tion of argumentation structures and characteristics. While many of these approaches
were not yet mature for real-world usage, the consistently improving field of argumenta-
tion mining offers promising advancements. As part of this thesis, we will complement
previous research efforts by exploring aspects that constitute a further step towards
the practical application of argumentation mining in public participation.

Specifically, we will research the generalizability of argumentation mining models
across datasets. This essential characteristic has received little attention so far. How-
ever, trained models are only usable for public authorities and service providers if they
produce reliable results for new use CasesE] What is more, we will focus on how con-
crete citizens are in formulating their propositions. Such quality of argumentation can
be of interest to analysts and is already carried out manually in some cases of public
participation evaluation. Sorting ideas according to how concrete they are can, for
instance, help to process more ideas in a shorter period of time as it is easier to derive
actions or policies to be implemented from more specific input. A special challenge
arises from the subjective perception of concreteness, which we will also address.

1.3 Contributions

This thesis presents a number of contributions. In the following, we list these and
explain their value to the domain of public participation, as well as their relevance to

2In contrast to the specifics of topic classification outlined earlier, the classes to be predicted remain
the same in argumentation mining. The goal is therefore to create a universal model to eliminate the
difficult and tedious manual labeling of argumentation in the future.
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research in active learning, argumentation mining, and text classification.

i) Systematic review and development of a research agenda. We conducted
a systematic literature review of the field of machine-assisted evaluation of textual
contributions to public participation processes (Chapter , publication R5).

In doing so, we addressed the lack of an overview of the current state of research
in this interdisciplinary field that links the two disciplines of computational linguis-
tics and policy informatics. We set out why supporting the evaluation of public
contributions through natural language processing should be recognized as a re-
search field in its own right and we outlined the established sub-tasks. Based on
the review, we identified research gaps that need to be filled in order to successfully
apply natural language processing in the highlighted field. Finally, we developed a
practice-oriented research agenda that provides recommendations for future work.

ii) Multidimensional corpus annotation to facilitate the development of mod-
els for evaluating German-language contributions. We created the CIMT
PartEval Corpus, a new publicly-available German-language corpus that comprises
several thousand citizen contributions from six mobility-related planning processes
in five German municipalities (Chapter , publication R6). It was released under
the Creative Commons CC BY-SA License and can be downloaded from GitHubF]

The building of models through supervised machine learning relies on annotated
data. Such language resources are scarce for our application domain, especially in
languages other than English. The CIMT PartEval Corpus therefore provides an-
notations for approaching the following tasks of evaluation: i) the recognition of
argument components and their classification, ii) the assessment of the concreteness
of arguments, iii) the detection of textual descriptions of locations in order to assign
citizens’ ideas to a spatial location, and iv) the thematic categorization of contribu-
tions according to a generic schema of mobility. We added to solving the four tasks
as follows: Our dataset for task i) contains seven times more sentences than other
existing German corpora. In contrast to prior work, we included multiple public
participation processes that differ in format and process subject to help evaluating
how robustly machine learning models generalize to new data. Regarding task ii),
we were the first to provide annotations for machine learning the concreteness of
arguments. The created dataset for task iii) established a new application domain
for text-based document geo-location]] that differs from previously targeted genres
in document length, text quality, and prevalence of location. For solving task iv),
we developed a comprehensive categorization schema of mobility. The annotated
documents can serve as the basis for training topic classification models that may
be universally applied to a variety of mobility-related planning processes.

3The four sub-corpora can be downloaded from the following GitHub repositories: The
CIMT Argument Components sub-corpus is available at https://github.com/juliaromberg/
cimt-argument-mining-dataset, the CIMT Argument Concreteness sub-corpus is avail-
able at https://github.com/juliaromberg/cimt-argument-concreteness-dataset) the
CIMT Geographic Location sub-corpus is available at https://github.com/juliaromberg/
cimt-geographic-location-dataset, and the CIMT Thematic Categorization sub-corpus is
available at https://github.com/juliaromberg/cimt-thematic-categorization-dataset.

4Text-based document geo-location is the task of determining the geographic coordinates of a
document’s associated location by its textual content.
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iii)

iv)

Case study of topic classification with active learning. In a comparison
of current approaches to text classification with active learning on three datasets
from online participation processes in German municipalities, we answered three
practice-relevant research questions, namely what classification accuracy can be
achieved, how much manual labeling effort can be saved through active learning,
and how time-efficient the different approaches are (Section , publication R4).

While text classification and active learning have evolved greatly in recent years,
this research strand has not received attention in our application domain since the
work of Purpura et al.| (2008). Considering more recent approaches, we showed that
combining a BERT classifier with the active learning strategies Contrastive Active
Learning and Maximum Expected Entropy improves the classification accuracy of
previous approaches by 7% on average while saving up to 80% of the training data
volume. In the best case, this translated into a need for only 120 training docu-
ments. Moreover, the models operated within an efficient runtime. Our approach
dramatically cuts the time required for evaluation from which in particular pro-
cesses with a larger number of contributions benefit. However, it also allows the
application of automated topic classification to processes that only generate a few
hundred contributions, a recurrent use case that was previously intractable.

Practice-relevant measures for active learning in topic classification sce-
narios. We developed four measures that reflect class-related demands users may
place on data acquisition when using active learning for topic classification (Section

[1.2] publication R2).

Typically, active learning strategies in text classification tasks are evaluated and
compared based on their accuracy or F; performance. However, this lab scenario
neglects further criteria that are relevant for a successful transfer to practice. In
public participation datasets characterized by an often increased number of imbal-
anced topic categories, these include, in particular, class-related characteristics.

Applying our measures on a range of text classification datasets, we demonstrated
that pure reliance on accuracy and F; score in selecting a best query strategy can-
not account for the requirement of full class coverage that is crucial for practical
deployment. Furthermore, we were able to analyze the potentially desirable behav-
iors of favoring minority classes, covering the topic classes as quickly as possible,
and class diversity in the selected annotation batches across various strategies of
active learning. Our measures offer a promising starting point for refining existing
techniques to better fulfill practical requirements in topic classification scenarios.

Robust argument component mining for public participation. We con-
ducted a comprehensive evaluation of machine learning methods across five public
participation processes in German municipalities that differ in format (online par-
ticipation platforms and questionnaires) and process subject in order to build mod-
els for the identification and classification of argument components that generalize
across datasets (Section [5.1], publication R3).

We first showed that fine-tuned BERT models surpass previously applied argumen-
tation mining approaches for public participation processes on German data for
both tasks, reaching macro F; scores of between 0.76 and 0.80 for the identifica-
tion of argumentative units and macro F; scores of between 0.86 and 0.93 for their
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vi)

vii)

1.

classification as premise or major position. In a cross-dataset evaluation, we then
highlighted the robustness of our models: If trained on only one of the five public
participation processes under consideration, they could recognize argument struc-
tures in the remaining datasets with comparable goodness of fit despite differing
formats and process subjects. Such model robustness constitutes an important step
towards the practical application of argumentation mining in municipalities.

Classification of argument concreteness. We introduced the first study on the
automated classification of argument concreteness (Section [5.2] publication R1).

Aspects of argument quality have received increasing attention in recent years. How-
ever, the level of concreteness in argument components’ content remained under-
studied, despite it being an important characteristic in different applications of
argumentation mining. One example is the evaluation of public participation where
imprecise ideas are more laborious to evaluate. Automatically predicting how con-
crete citizens’ premises and conclusions are can thus assist the human analyst to
prioritize such contributions that are more easy to process.

We proposed a classification according to three levels of concreteness (low, interme-
diate, and high). By comparing a number of algorithms for text classification and
different feature sets, we revealed the challenge of this task. Modern transformer-
based models achieved only a macro F; score of 0.67 on the heavily imbalanced
dataset and an accuracy of 0.79. These first findings form the foundation and indi-
cate the need for further research on argument concreteness.

A multi-perspectivist approach for subjective classification tasks in argu-
mentation mining. We introduced the first approach in the field of argumentation
mining to represent multiple perspectives in the input of machine learning processes.
The novel method adds subjectivity information to the conventional text classifica-
tion workflows of ground truth prediction (Section [5.2] publication R1).

It is common practice in machine learning to build models on aggregated ground
truth. Regarding classification tasks that are considered to be subjective, this ap-
proach cannot do justice as it neglects individual perspectives. This also includes
many parts of argumentation, especially when it comes to properties of arguments or
their quality. Applying our method to the subjective task of argument concreteness,
we found that text length is a strong indicator of subjectivity. Moreover, pre-trained
language models do not yield a significant advantage over traditional algorithms,
namely support vector machines, random forests and logistic regression, in terms
of accuracy. We showed that the subjective perception of argument concreteness
can be assessed with an accuracy of 0.74 respectively 0.52 (two or four levels of
subjectivity) and with an Fy score of 0.72 respectively 0.42. The results show that
machines can, at least to some degree, learn to predict the subjective nature of
arguments regarding concreteness.

4 Structure of the Thesis

This thesis is organized into chapters, each of which emphasizes a specific aspect and
includes one or more publications that are thematically interrelated. In each case,



the publications are embedded in the overall context of the dissertation topic, and
the author’s personal contribution is credited. We draw on research papers that have
been accepted to appear in international peer-reviewed conferences, workshops and
journals. A complete list of publications that are part of this dissertation, as well as
further publications not directly associated, can be found in the Appendix Publications
of the Author.

In Chapter [2| we start with a thorough survey of the state of research on machine-
assisted evaluation of textual contributions in public participation processes by or-
ganizing current approaches to sub-tasks of evaluation. We explore the benefits and
drawbacks of prior work and provide an agenda for future studies that will help the
field move forward. We then introduce the CIMT PartEval Corpus in Chapter |3| in
light of the findings from the literature review, which demonstrated the lack of anno-
tated datasets for developing text classification methods, particularly for supporting
a number of evaluation sub-tasks in languages other than English. Afterwards, we
turn to the two main pillars of this thesis. Chapter [4] covers the topic classification of
public participation contributions. In a comprehensive comparison of approaches on
German public participation processes, we demonstrate the potential of active learn-
ing to reduce the amount of training data, and thus human effort, while maintaining
high classification accuracy and efficient runtime. Subsequently, we define evaluation
measures that reflect practice-relevant requirements for topic classification in an ac-
tive learning scenario and provide insights into the behavior of different active learning
strategies on participation data by applying our measures. Chapter [5[ concentrates on
argumentation mining in public input. We develop robust methods to detect and clas-
sify argument components across diverse participation processes. We then introduce
the first approach to predicting subjective perceptions of the concreteness of arguments.
In Chapter [0, we present a summary of the findings from this thesis and draw general
conclusions. We close with an outlook on future work.
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EXISTING RESEARCH GAPS

Starting in the late 1990s, a number of research projects have investigated selected as-
pects of supporting the evaluation of participation processes with methods of natural
language processing. Some notable examples are the multi- and transdisciplinary Cor-
nell eRulemaking Initiative (Cardie et al., [2006) and the eRulemaking Research Group
(Shulman et al 2005)), a task force formed by several U.S. university working groups.
In addition to these large-scale research projects, there is a body of relevant work con-
ducted by smaller initiatives and further working groups, such as the PhD programme
“Online Participation” funded by the State of North Rhine-Westphalia, Germanyﬂ

In this chapter, we lay the foundation for the later stages of the thesis by reviewing
previously published work. A particular challenge in sifting through prior approaches
arises from the fact that the research field itself is not clearly delineated. Relevant work
has thus been published scattered across different research areas and can be found in the
various publication formats of policy informatics, digital government, computational
linguistics, natural language processing, machine learning and artificial intelligence.
This makes it difficult to gain a comprehensive overview.

Existing literature reviews mostly looked at the field from a very government-
oriented but rather non-technical point of view, trying to develop recommendations
for the use of artificial intelligence in the public sector (Suominen and Hajikhani, [2021;
Wirtz et al., [2019; [Zuiderwijk et al., [2021). The only overview paper we are aware
of that specifically focuses on the technological side is outdated and covers solely the
task of sentiment analysis (Maragoudakis et al., 2011). Our first step in this thesis
is therefore to provide an up-to-date summary of existing natural language processing
methods for the evaluation of public participation, which has been lacking so far.

"https://www.fkop.de/en/
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Based on a systematic literature search in two popular databases on computational
linguistics and digital government, in this paper we detail the state of research on sup-
porting the evaluation of public participation contributions through natural language
processing. We observe that the approaches developed so far pursue three core objec-
tives. These are the detection of duplicate contributions, grouping the contributions
by topic, and gaining deeper insights into the individual contributions through the
analysis of arguments, sentiment, and discourse, as well as comment summarization.

Most of the literature dealt with the grouping of contributions by topic, as well
as with the analysis of arguments and opinions. Although there are several promising
approaches, we reveal that there are still significant obstacles to overcome before most
of these could provide any reliable support in practice. In many cases, the performance
of the algorithms was not yet convincing. What is more, there was a very strong focus
on English datasets and the development of monolingual models, while many other
languages were left out of the equation. Finally, the full development cycle starting
from the development of natural language processing methods and ending with ready-
to-use user applications for the public sector often remained incomplete. Consequently,
the results of research mostly did not find use in actual public participation processes
and thus had no practical relevance.

We identify a number of directions for future research that could eventually result in
practical answers. Besides the creation of non-English language resources and putting
effort into the integration of methods into everyday work of experts, this entails de-
veloping methods based on state-of-the-art transformer architectures (which have had
little application to date) along with more robust models that work reliably and consis-
tently across datasets. We further infer that the most promising approaches incorporate
the expertise of human evaluators, such as active learning in topic classification.
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1 THE ROLE OF PUBLIC PARTICIPATION FOR POLICY-MAKING

Democratic governments around the world rely increasingly on public participation of citizens in order to inform policy
processes. In such public participation processes citizens are invited to make contributions on particular issues which
subsequently need to be evaluated in order to derive specific measures. These procedures can take various forms such as
written statements to planning procedures, oral statements during a public hearing on a proposed development, or proposals
located on a digital map through an interactive online platform. In contrast to citizen-led initiatives such as petitions,
expressions of political opinions (through discussions and demonstrations) or political consumerism, these top-down
consultations allow authorities substantial control of the process through determining the design and organizational
framework. What is more, they have a specific (even if often weak) link to decision-making processes that is regularly
codified in law. Nevertheless, given that contemporary large-scale democracies are representative in nature with only
limited opportunities for citizens to engage in decision-making directly, the role of public participation remains largely
consultative. Public participation acts primarily as one of many sources of input (albeit a particularly important one) for
those people who are legitimized (e.g. through elections) to take final decisions. Public authorities may utilize public
participation to elicit input for different stages of the policy-making process, most regularly for agenda-setting, policy
formulation and decision-making [82]. Generally, they pursue two distinct but related aims [77]: On the one hand, through
the additional information acquired by such procedures, the resulting policies should be better informed and provide better
adapted solutions, therefore ideally resulting in more effective policies. On the other hand, enabling citizens to provide
knowledge, voice their concerns and (to some degree) shape the final policies, are expected to achieve higher acceptance
if not satisfaction with the decisions, hence ideally resulting in higher legitimacy of the policies. Especially in response to
heightened concerns about citizens' (dis)satisfaction with the way democracy works, such public participation has been
increasingly used by authorities around the world and at all levels of government, taking various shapes, from simple
invitations to comment, to large-scale deliberative events [22].

Policy-makers that aim to incorporate the knowledge and attitudes of citizens to inform their policy decisions face a
number of challenges, such as whom to include in such consultations, how to design the process in order to achieve the
desired outcomes and how much control citizens should wield over the process and its results — many of which have not
yet conclusive answers. We focus on one particular challenge, which is the processing of the collected data by the authority
responsible. Policy-makers and their administrations regularly face the problem of how to make sense of the diversity of
statements that the public provides [1,2,37,52,54,71,82]. It involves both identifying overarching patterns and individual
statements requiring further action to ultimately prepare conclusions from the input [52]. We call this process the evaluation
of public participation contributions.

The relevance of this evaluation process can hardly be overstated. For example, basic democratic norms require that all
citizens and their contributions are treated equally and that the process of decision-making is fair and transparent [20]. The
way in which public authorities evaluate the input from citizens has direct consequences for public perceptions of
legitimacy [77]. Empirical research has shown that if the public believes that the evaluation fails these criteria, this
translates into lower legitimacy perceptions of the resulting policies [24,58,87]. What is more, in more formal participation
procedures, public sector authorities may face costly litigation if they fail to identify and respond to substantive input by
the public [52].

Hence public authorities have to dedicate care to the evaluation process in order to ensure that these normative criteria
are satisfied and all contributions by citizens receive equal scrutiny. However, authorities are faced with the problem that
evaluation takes considerable effort. It is regularly time-consuming, often requires substantial resources in terms of staff

and money, and can lead to information overload [2,16,52,63]. When authorities do not have sufficient resources to engage
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in these efforts, they might choose evaluation strategies that do not satisfy democratic norms or decide to refrain from
engaging the public altogether. Therefore, finding ways to support this evaluation process is of crucial importance, not
least because it can be the decisive factor for authorities to engage or not to engage the public at all.

While there are different potential solutions to this problem such as increasing staff or using more structured
participation formats, we focus on technological solutions in the form of computer-supported analysis procedures. While
we believe that due to the often contested nature of public participation and its potentially far-reaching consequences,
evaluation always requires some form of human assessment [56], the question is to what degree these human evaluators
can be supported in their work. Technical means have long been proposed as one potential solution to this problem [63]
and in the meantime, natural language processing (NLP) has made huge advances. These artificial intelligence (Al)-based
techniques could be applied to the evaluation as the majority of contributions in public participation are in the form of
textual data. However, despite early research efforts dating back almost 20 years, so far we lack an overview of which of
the available computational methods have already been applied to the evaluation of public participation and how these
have performed. What is more, within the burgeoning field of Al and public policy, supporting the evaluation of
contributions by the public through NLP is not yet recognized as a research field in its own right and relevant research is
widely dispersed across different fields and disciplines.

Therefore, the key objective of this paper is i) to identify generic tasks in the evaluation process and how these could
be supported through the use of Al ii) to summarize which approaches relying on computational text analysis have been
used so far and to provide an assessment of their performance, and iii) to identify remaining gaps to inform future research
efforts that could ultimately lead to solutions that offer reliable support in practice and hence make democratic participation
possible. While we rely on a systematic literature review, our aim is not to conduct a detailed census but to provide an
overview of the state of the field along with its strength and weaknesses.

The remainder of this paper is structured as follows. After briefly reviewing the state of the field (2), we describe our
research methodology (3) and identify the tasks involved in the evaluation process and how these might be supported
through automated procedures (4). The main body of this study focuses on reviewing approaches to topical grouping of
content (5) and to extraction of arguments and opinions (6). We then summarize and discuss the main findings of the
review and identify gaps that should be addressed by future research (7) before we draw a resume and offer reasons for the

existing gaps in research (8).

2 SUPPORTING EVALUATION THROUGH COMPUTER-SUPPORTED TEXT ANALYSIS: RELEVANCE
AND STATE OF THE FIELD

The task of evaluation is to make sense of citizens' contributions. These contributions derive from different sources and
can take different forms. In offline public participation procedures citizens are asked for their opinion within on-site events
or with tools such as questionnaires. Another source of contributions are online public participation procedures in which
citizens have the opportunity to communicate their viewpoints via internet platforms. While citizen contributions can take
many different forms, we focus our attention on textual data that might be derived from written statements from citizens,
either created digitally or later digitized. Although by no means the only format, we believe these to be those most regularly
used.

When public agencies have collected input from citizens, this needs to be analyzed. The overarching aim of such an
analysis is to get to know which issues are raised and to decide if this input should trigger further action, such as a response
or a change of the proposed plan. This requires reading each contribution, often several times, and as a result, the process

of evaluating citizen contributions can take a significant amount of effort. How much effort depends on the number of
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citizens who participate as well as the amount and the length of contributions. Historically, there are numerous instances
of offline participation that have resulted in large amounts of data. For example, when in 1997 the United States Department
of Agriculture (USDA) launched its public comment period on standards for the marketing of organic agricultural products,
the majority of the more than 277,000 comments were received via paper mail [79]. However, the ease and velocity
afforded by information and communication technologies (ICT) has enabled more people to submit more statements in
shorter time. Coupled with increasing relevance of public participation, there are now more instances of public
participation, that each tend to receive more comments than in the pre-digital era. Livermore et al. [52] provide an overview
of this development for the particular case of US e-rulemaking that eventually resulted in “megaparticipation” such as the
US Environmental Protection Agency receiving more than 4 million comments for the proposed Clean Air Act. This
development has increased the administrative burden and hence the urgency of the problem [52,80].

From early on, ICTs have not just been perceived as one cause of the problem but also as a possible solution to tackle
the evaluation problem. For example, in 2003 an OECD [63] report highlighted the analysis of e-contributions as a
challenge that might be solved through the use of content analysis techniques that help to structure contributions. Already
in the late 1990s, in response to a growing number of comments on regulatory rules [19,79] the National Science
Foundation among others had funded research such as the Cornell eRulemaking Initiative (CeRI) or the Penn Program on
Regulation that investigated the potential to use text-processing techniques to sort through public comments [79,81,97].
This has sparked a remarkable research activity that resulted in the development of functionalities for searching similar
content [79], duplicate detection [97], categorizing comments [12] and relating these to regulations [47]. Yet, as far as we
know, these have not moved beyond the stage of prototypes and they have never experienced sustained use in public
administration.

Since then, not only have government consultations and other instances of public participation increased, also the
technology in the form of Al has made vast improvements. In particular the progress of machine learning algorithms has
increased the capabilities of NLP, an “area of computer science that deals with methods to analyze, model, and understand
human language” [91:4] and as such is of relevance to the evaluation task. As a matter of fact, the public sector now
regularly applies Al to large amounts of data in order to derive insights for different stages of the policy-making process
[95,104]. However, so far, we lack an overview of which specific technologies have been used to analyze citizen
contributions and how these perform in comparison to established human evaluation. The only review that we know of
that focuses on the technology is outdated and incomprehensive [55].

While the more recent advances in NLP techniques such as pre-trained language models have shown remarkable results
on a variety of application tasks such as text translation and conversational agents (most recently through the release of
ChatGPT) and in different application domains, they have yet to demonstrate their value for the input from public
participation as these texts exhibit a number of differences from other domains. For example, tweets or other social media
contents are not only shorter than citizen proposals but have also been shown to use a different vocabulary and syntax [31],
not least demonstrated by the fact that specially trained models exist for this particular domain [e.g. 61]. Also, the
contributions from public participation usually revolve around making proposals and deliberating about different possible
solutions. As such their content differs from the contributions in comment sections on news portals, product reviews or
online discussion groups which are primarily used to voice opinions and sentiments. The specific properties of public
participation data lead us to believe that existing breakthrough are not necessarily delivering the same results in this domain.

Given the need for support of the evaluation process, we believe it is urgently required to take stock of this field by
reviewing the strengths and weaknesses of those approaches that have been used and by offering guidance for further

research. Here we focus mainly on the technological basis to offer an assessment of whether NLP technologies could be a
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support to the public authorities to reduce burden on human resources or achieve more accurate results. Clearly, whether
such technologies actually should be used depends on additional normative considerations given that evaluation has
important implications for the democratic process as outlined earlier. The increasing use of Al in the public sector raises
fundamental questions about transparency (e.g. what goes on inside the black box of the algorithm), accountability (e.g.
who is responsible for decisions derived from Al), fairness (e.g. is the algorithm biased) and how these impact on the
legitimacy of decisions, among others. There is now an established debate that focuses on these implications that are
different for governments than for businesses [21,42,86,95].

However, we believe that questions about the ethics of Al use in government cannot be answered without a better
understanding of the value that the technology could actually provide: If existing technologies cannot support the
evaluation process, their implications would remain irrelevant. Conversely, if Al would be able to support evaluation, it is
necessary to assess the degree of efficiency gains and the risks involved (such as mislabeling) to weigh these up against
normative requirements such as fairness and accountability. This review can offer the basis for such a normative judgement.
Therefore, in contrast to current reviews of Al use in government [88,95,104], we focus explicitly on the technology used

and its performance instead of more general implications of the use of Al in the public sector.

3 METHODOLOGY

We have conducted a systematic literature review, following the basic steps as suggested by Kitchenham [39] including 1)
identifying relevant research, ii) selection of relevant studies, and iii) quality assessment of the selected studies, followed
by the actual analysis and synthesis of the data.

The major challenge to the identification of relevant research has been that the task of evaluating citizen contributions
has so far not been recognized as a research problem in its own right, but that relevant research occurs in different research
areas. The research area that focuses on the development as well as the implications of using Al for policy-making has
been termed policy analytics [30,82] but relevant research has also been undertaken under the heading of big data [29,88],
data science [8], artificial intelligence in government [104] or policy informatics [102].

We have addressed this challenge by combining two search strategies, namely a search of publication databases and a
snowballing approach to identify additional studies of interest. We started by searching two publication databases that
complemented each other as one focused on the technology of interest, while the other focused on the application area of
interest. On the one hand, we used the Association for Computational Linguistics Anthology! as it offers a large collection
of more than 80,000 papers from the field of computational linguistics. On the other hand, we drew on the almost 18,000
documents from the Digital Government Reference Library [78] to find peer-reviewed papers in the domain of digital
government and democracy?. Including all articles up until early 2023, the search resulted in 285 documents that were
subsequently screened to select studies of relevance to the goal of this literature review. Papers were not only required to
use NLP techniques but also had to rely on datasets from the field of public participation or to present the application of
these techniques specifically to this domain. What is more, as the focus of this survey is explicitly on contributions
generated directly by citizen participation processes, papers were excluded that related only to citizen contributions in a
broader sense (such as citizen posts on Twitter about municipal issues). We further requested that the studies either
critically evaluated the results of the applied NLP techniques, or proposed particular software solutions for practitioners

that used NLP for the analysis of contributions in citizen participation processes. This left a total of 27 studies. Because of

! https://aclanthology.org/
2 See Appendix F for the search terms that were employed.
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this small number and the fact that these had all been peer-reviewed, no further assessment of the study quality was
necessary.

As a second strategy to identify additional relevant literature, we employed a snowballing approach as defined by
Wohlin [96]. Using these 27 publications as a starting set, we conducted backward snowballing by accessing the references
cited in these publications, as well as forward snowballing by using Google Scholar to find more recent publications citing
any of the publications in the starting set. To complement the snowballing approach, we followed the suggestion by Wohlin
[96] and screened the entire list of publications of all authors that had (co-)authored several of the papers in our list of

relevant documents. This strategy resulted in 28 additional studies.
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Figure 1: Study identification and selection process

Through this combination of strategies that is visualized in Figure 1 we identified 55 studies. These offer a
comprehensive overview of the diversity of existing approaches that have been in use for the particular domain of
evaluating public participation contributions, and allow us to identify gaps that we will discuss in the next sections. Given
the dispersed state of the field, it is almost impossible to provide a complete overview of all existing studies, but our

strategy should allow us to offer a rather comprehensive overview of the state of the field.

4 TASKS IN THE PROCESS OF EVALUATING PUBLIC PARTICIPATION CONTRIBUTIONS

While consultation processes initiated by public authorities differ in the format of contributions citizens provide, the type
of information the receiving authority is looking for, and the formal requirements for processing submissions, it is possible
to recognize two broad evaluation requirements that are common across all of these types of processes. These are
identifying substantive contributions on the individual level, and gaining insights into common themes and trends on the
aggregate level. Livermore et al. [52:1015] term these the “haystack problem”, i.e. to find signal in the noise of mass
contributions, and the “forest problem”, i.e. to derive information from the whole corpus of contributions. While the
analytical perspectives are different, the tasks necessary to achieve these insights are largely similar.

Based on the literature reviewed here [37,55,81,82] and confirmed by our own interviews with practitioners [74], we

can identify a number of generic tasks that need to be performed: i) detecting (near) duplicates, ii) grouping of contributions
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by topic and iii) analyzing the individual contributions in depth, e.g. to identify arguments or other content of relevance.
Each of these tasks can help to find the individual comment of relevance among a mass of comments, for example by
removing duplicates, by grouping those with a particular content in one group (and disregarding others) or by providing a
sentiment score for individual comments. In the same way, these tasks support identification of themes on the aggregate
level, by identifying different topics or providing sentiment distributions.

Figure 2 details these three tasks along with their specific subtasks that we introduce in this section. Tasks highlighted

in green are those that have received most attention in the literature and which we subsequently focus on in this review.

tasks in the process of evaluating public participation contributions

v ¥ v

i) detection | |ii) grouping contributions i) in-depth analysis

of duplicates by topic
predefined latent argument | |discourse| | sentiment | | stakeholder || recognition comment urgency of
topics topics mining analysis || analysis ||identification||of citations|| summarization || urban issues

Figure 2: Overview of tasks in the evaluation of public participation contributions

The evaluation process often starts with the detection of exact duplicates or substantially identical proposals even
though this filtering can also occur in later stages of the process. Given that in particular online comments can be easily
submitted, and often campaigns might invite the public to make use of preformulated statements, authorities might receive
many comments that are identical or nearly identical. For example, Livermore et al. [52] assume that 99% of the 4m
comments to the EPA’s Clean Power Plan were actually duplicates or near duplicates. For an earlier rulemaking, Shulman
[80] reported that three quarters of comments related to copy-and-paste letters and not individually crafted statements.
Identifying duplicate contributions is important for analysts to save time during the evaluation and to avoid undue influence
on the process by individual stakeholder groups. At the same time, in the case of near-duplicates, care must be taken to
ensure that no substantial information is lost.

The detection of (near) duplicates in the domain of online citizen participation has already been studied by Yang and
colleagues [97,98,100] who released the DURIAN (DUplicate Removal In 1Arge collectioNs) system. Applying DURIAN
to 3,000 English-language public comments from U.S. rulemaking showed that the system recognizes duplicates well and
with an acceptable runtime. In particular, the high agreement with human ratings of near-duplicates is remarkable. The
language-independent structure of the algorithm suggests that duplicates can be detected similarly well in other languages.

Notwithstanding the relevance of duplicate detection, more important for the analysis of citizen input are actually the
two remaining tasks. The second task that occurs regularly is that the mass of contributions needs to be grouped
thematically. This global structuring of all contributions provides the analyst with a quick overview of the topics which
arose and in which contributions these can be found. We will provide a detailed overview of the approaches to grouping
by topic in Section 5.

As a third task, contributions are analyzed in further depth, mainly for arguments or opinions. The analysis of
arguments and certain aspects of discourse can support a more detailed assessment and indicate how certain issues are
perceived by the public. Approaches to solving these tasks form the largest portion of the literature reviewed and will be
discussed in Section 6. In addition, there are a number of other aspects for which automated solutions were considered
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useful in the evaluation of citizen participation processes. These include stakeholder identification [4], the recognition of
citations in public comments [5], the estimation of the urgency of urban issues [57], a relatedness analysis of provisions in
drafted regulations and public comments [47] and the summarization of comments [3].

5 GROUPING THE DATA COLLECTION BY TOPIC

There are two ways of addressing the task of sorting citizen contributions into topic groups that are shown in Figure 3. In
supervised machine learning, the goal is to predict the true label(s) for a given data point out of a set of predefined topics.
To build such a machine learning model, labeled training data is required to fit a model to the task. In contrast, unsupervised
machine learning does not need training data. The goal of these models is to find latent topics in the data to form clusters
of topically similar data points. We review in turn how both approaches have been used to categorize contributions from

citizens.

supervised machine learning unsupervised machine learning
(predefined topics) (latent topics)

! !

topic modellng‘ ‘ clustering ‘

classification

Figure 3: Approaches to grouping the data collection by topic

5.1 Supervised Approaches: Classification by Thematic Categories

We first concentrate on the classification (hereinafter also referred to as categorization) of textual content into appropriate
content-based categories. This approach relies on a predefined set of (thematic) categories and uses supervised learning
to train an algorithm which can then subsequently classify citizen contributions and assign these to the pre-defined topic
groups. Administrative staff or service providers usually categorize contributions according to various aspects when
evaluating them. By assigning the contributions to the appropriate categories, it is easier to grasp and summarize the
essential issues raised within each of the individual categories. It also allows to focus on particular topics in order to identify
individual contribution of relevance. Table 1 in the Appendix provides a systematic overview of the literature covered
here, including information on the datasets, the categorization schemes, and the algorithms that have been applied in the
studies.

The evaluation datasets range from formal processes such as U.S. eRulemaking to more informal civic participation
projects (online and on-site) from Chile, Germany and South Korea. Thematically, the processes focused on transportation
and environment, as well as on urban issues and a constitutional process. A variety of categorization schemes is used,
which differ in the number and subject of categories as well as between hierarchical and non-hierarchical structures.
Categorization is furthermore conducted on different levels of granularity: either on contributions in their entirety or
smaller units of analysis, e.g. sentences, ideas, or arguments.

Categorizing contributions [6,38,44,45] yielded good results for the categories that occur frequently in the training
datasets, while most categories with little support could only be recognized moderately to poorly. Balta et al. [6] faced a
further difficulty when working with a category that represents a collection of miscellaneous topics. In contrast to the more

specific categories, it is difficult to find class-typical indicators for such a group (i.e. “other”).
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Cardie and her co-authors [12,13] focus on sentence-level categorization. They compare a flat categorization approach
with a hierarchical attempt that leads from main categories to more detailed subcategories. Surprisingly, the hierarchical
approach cannot surpass the flat one. At the same time, however, none of the approaches can really convince. Aitamurto
et al. [1] also categorize hierarchically and achieve good results for the main categories. At the lower levels of the hierarchy
the performance is significantly weaker.

Fierro et al. [26] predict matching constitutional concepts for arguments with moderately good results. Interestingly, in
addition to exact match performance, the authors also consider whether the correct concept is among the five most likely
concepts identified by the algorithms. This is indeed almost always the case for the best performing algorithm fastText.
Especially with regard to a software solution in which human and machine work together, these are promising results
because human coders could be supported by restricting their choices from a large number of categories to a few most
likely ones. Giannakopoulos et al. [28] enhance the exact classification performance with a neural network but the
algorithm takes more than seven hours to train.

Regardless of the classification quality of the approaches presented so far, in all works a substantial amount of data was
used for training purposes, e.g. several to over a hundred thousand sentences, arguments or documents. At the same time,
all works use categorization schemes that are tailored to the corpus in question and hence a customized model must be
trained for each dataset. This creates a tension because in order to support an analyst's work, the additional workload caused
by manual annotation of data must be kept low.

To address these problems and to provide a feasible solution, Purpura et al. [70] suggest the use of active learning.
Active learning takes place in close collaboration with the user and consists of two steps: First, a fixed number of unlabeled
data points are selected that are assumed to bring the highest gain for the training of a (classification) algorithm. Second,
the selected unlabeled data points are manually labeled with the appropriate topic and the classifier is re-trained with all
already labeled data. Both steps are repeated until the classifier is reliable. As expected, the evaluation shows that active
learning tends to achieve good precision faster than non-active learning, but a closer look at the results highlights that the
tested algorithms (Support Vector Machines (SVM), Naive Bayes, and Maximum Entropy) must still be trained with about
1,000 data points to achieve good results. In a more recent paper, however, Romberg & Escher [75] were able to show that
the amount of training data can be significantly reduced to a few hundred data points when active learning is combined

with current state-of-the-art approaches for text classification (i.e., pre-trained language models).

5.2 Unsupervised Approaches: Topic Modeling and Clustering

In contrast to supervised procedures, unsupervised approaches that assume no prior knowledge of the data can be applied.
Basically, there are two types of approaches which are both unsupervised learning strategies: In ropic modeling the latent
topics of a collection of texts are explored and for each document the degree of membership to each topic is determined.
In clustering, documents are grouped by similarities. If the similarities are determined on the basis of the content of the
texts, the clusters can represent topics as in topic models. In the following we will provide an overview of those works in
which these algorithms are not only applied but also analyzed and evaluated. The existing works applied unsupervised
approaches to eRulemaking processes as well as e-participation and e-partitioning data from the U.S., Austria, China, Spain
and Belgium. The detailed list of works and their characteristics can be found in Table 2 in the Appendix.

In contrast to supervised learning, the evaluation of unsupervised learning algorithms is more complex because there is
no labelled ground truth to which the results can be compared. In the works reviewed here, either manual qualitative
analysis or measurement of the agreement between algorithmic and human topic assignment are used to rate the algorithms’

quality. Most works relied on the topic modeling method Latent Dirichlet Allocation (LDA) to find clusters of thematically
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similar contributions, which presupposes a fixed number of topics. Levy & Franklin [49] algorithmically detect eight topic
clusters of which seven are confirmed by human review. Hagen et al.’s [36] best model, determined by experimenting with
different values for the number of topics, consisted of 30 topics of which 21 had a coherent theme. Manual judgement also
showed that labeling the topic clusters with the most probable topic term worked well for high-quality topics. Similar
findings were reported by Arana-Catania et al. [2], but for the respective dataset the alternative method Non-Negative
Matrix Factorization (NMF) was able to detect a higher number of relevant topics than LDA. In contrast to the manual
analysis used in these studies, in Ma et al. [53] the best number of topics is estimated with the perplexity metric. In a user
study, the LDA model outperformed a common public management search method.

An alternative approach to LDA is the use of associative networks, in which topically related concepts can be clustered
based on activation patterns [89]. Manual comparison showed that the emerging clusters resemble the categories that are
used by the citizens on the participation platform, e.g. environment, health or education. Simonofski et al. [82] proposed
the use of k-means clustering which (similar to LDA) requires a predefined number (k) of clusters to be found. To overcome
this limitation, the authors proposed the so-called elbow method to computationally determine an optimal value. In a
manual analysis with two practitioners, the limitations become clear: both believed that the clusters must be checked
manually. Nevertheless, they also acknowledged the helpfulness of the algorithm to avoid manual clustering.

The abovementioned works show that unsupervised learning can identify topics, but with serious limitations. To address
the challenges of interpretability and validity of LDA for content analyses, Hagen [34] has three recommendations for the
application of topic modeling: (1) Word stemming can enhance results but further preprocessing of the data should be kept
to a minimum. (2) The number of topics should be determined with a combination of the perplexity metric and human
judgement. (3) The generated topics should always be validated (e.g. for topic quality, external validity and internal
coherence).

Topic models without strong human supervision tend to produce topics that have no clear meaning to analysts which
can be caused by inappropriate model parameter choices, or the deviation of the statistically meaningful model outcome
from the outcome expectations of an analyst. To overcome the mismatching of topic models, Cai, Sun & Sha [10] propose
the use of interactive topic modeling. Similar to the active learning approach for supervised learning, in interactive learning,
the human user is directly involved in the model building process. In the first step, topics are discovered unsupervised.
Then, the user investigates the clusters and refines them by merging or splitting topic clusters. The resulting topic model
can be qualitatively inspected to decide whether further refinement is necessary. Evaluation on some example cases showed
that the manual refinement operations improved the clustering and led to higher overall topic coherence. Yang & Callan
[99] also use an interactive approach, based on clustering, and introduce the software OntoCop to construct topic ontologies
in collaboration with a user. Human evaluation showed that the interactive setting can reduce the time needed to receive a

satisfactory topic clustering and that interactively constructed ontologies resemble manually constructed ones.

6 MINING ARGUMENTS AND OPINIONS IN CITIZEN CONTRIBUTIONS

After reviewing approaches to the second task of topical grouping, we now turn to technical solutions to support the third
evaluation task, namely an in-depth analysis of individual contributions. While these include different tasks as outlined in
Section 4, here we focus on the analysis of argumentation components, of discourse and of sentiments as these are the tasks

that have been most often addressed in the studies we review here.
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6.1 Argument Mining

Public participation often takes place in a discursive format. Citizens can express their opinions and ideas on certain topics,
have the possibility to refer to the contributions of others in their comments and to argue for or against stances. In the
evaluation, the analysis of arguments is important in order to make the different citizen opinions visible. The term argument
mining refers to the automated identification and extraction of arguments from natural language data. Judging from the
results of our literature review, it is one of the most prominent parts of research in the field of citizens’ participation. Table
3 in the Appendix provides the details on the individual studies which we summarize in the following subsections. Like in
topic grouping, many of the datasets originate from U.S. eRulemaking initiatives. Further data sources that have been used
derive from German-language citizen participation on the restructuring of a former airport site, as well as on transportation-
related spatial planning processes, a Japanese-language online citizen discussion on the city of Nagoya, and citizen
contributions from the 2016 Chilean constitutional process.

According to Peldszus & Stede [68], argument mining can be systematized as three consecutive subtasks: (1)
segmentation, (2) segment classification, and (3) relation identification. While some of the reported approaches tackle
multiple steps at once, where possible we nevertheless address the results separately in the three steps.

6.1.1Segmentation

In the segmentation step, citizen contributions are divided into units of argumentative content®. All papers that we review
here use sentences as units of information and classify them as either argumentative or not*. A direct comparison of the
results is hardly possible due to the differences in the datasets (i.e. language, specific properties of the processes analyzed,
share of argumentative content). While Eidelman & Grom [23] work on a dataset consisting of almost 90 percent non-
argumentative sentences, argumentative content prevails in the datasets introduced by Liebeck, Esau & Conrad [51], Morio
& Fujita [59] and Romberg & Conrad [73]. This class distribution strongly influences the performance of the algorithms.
So do similar algorithms (such as SVM) produce divergent results on the different datasets. Overall fastText and logistic
regression with embedding features [23], SVMs with a combination of unigrams and grammatical features [51], BERT
[73] and parallel constrained pointer architectures (PCPA) [60] lead to the best but not yet sufficient results in classifying

argumentative sentences on the respective datasets.

6.1.2Segment Classification

Following segmentation, the identified argument units need to be mapped to their function in the argument. The schemas
used to capture the different functions of argumentative discourse units vary widely. Most works focus on recognizing the
contextual function of the components of an argument. Additionally, there are a number of works that focus on intrinsic
properties, i.e. the verifiability, evaluability, and concreteness of arguments.

Morio and Fujita [59,60] use a straightforward scheme of claim and premise. Claims are defined as the core component
of an argument and consist of controversial statements. Premises are reasons supporting or opposing a claim. A related
two-fold division is used by Kwon and co-authors [44,46] who distinguish main claims from sub-claims and main-
supporting/opposing reasons of a main claim. Liebeck et al. [S1] introduce major positions (“options for actions or
decisions that occur in the discussion”) as an additional component type for processes in which citizens can submit their

own proposals for discussion. Romberg & Conrad [73] likewise differentiate between premises and major positions. Some

3 Peldszus and Stede (2013) originally assume that relevant (i.e. argumentative) text passages have previously been detected. We also consider the distinction
between argumentative and non-argumentative content in the segmentation step.
4 The task of sentence splitting is well studied and usually provides reliable results.
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works further differentiate into supporting or opposing arguments [23,51]. Another argumentation scheme [26] divides
arguments according to whether a policy is being proposed, a fact is being stated, or a value-based statement is being made.

In addition to differing concepts of argument components, the various works approach the classification process
differently. While some use a sequential approach in which several subtasks (e.g. the identification of claims and
classification of claim types) are solved successively [44,45,50,51,73], others attempt to solve the segment classification
in a single step [26,28,59,60]. Eidelman & Grom [23] are the only ones who compare the results of a flat classification
using all argument types and a sequential strategy combining stance (opposition, support) classification with a more precise
classification into specific stance types.

How do these approaches perform? All evaluated approaches for argument component classification in Kwon et al.
[45] and Kwon & Hovy [44] perform poorly. Liebeck et al.’s [51] best approach, a SVM with unigram and grammatical
features, shows encouraging results but still leads to frequent misclassifications. In claim type classification, SVMs with
character embeddings and Random Forests (RF) with unigrams show good results. Promising results are also shown by
Morio & Fujita [60] using Pointer Networks (PN) and their own approach PCPA, and by Eidelman & Grom [23], who
reported the best performance with logistic regression and word embeddings. Likewise, the approaches still need to be
improved. The results obtained by Fierro et al. [26] and Giannakopoulos et al. [28] are strong, although the class distribution
of the data is very imbalanced. It turns out that neural networks (convolutional and recurrent layers, attention mechanism)
can outperform classical approaches and fastText on this dataset. Encouragingly, Romberg & Conrad [73] were able to
show that BERT can consistently provide a very good distinction between premises and major positions across a variety
of processes.

One of the problems with the interpretation of arguments from citizens' contributions is that they often lack a
justification or a supporting component that substantiates the statement. A number of studies [33,64,67] concentrate on
developing NLP models to classify the verifiability of propositions. The comparison of their approaches shows that
although networks with Long Short-Term Memory (LSTM) exceed other approaches in that unverifiable propositions
could be identified with high quality, the prediction of the different types of verifiability (i.e. non-experiential and verifiable
experiential propositions) seems more difficult. Niculae et al. [62] and Galassi et al. [27] focus on a more comprehensive
argumentation model to assess the evaluability of citizen’s contributions for eRulemaking within the Cornell eRulemaking
Corpus — CDCP [65]. Promising results suggest the use of structured learning approaches, which cannot be surpassed by
residual networks. Falk & Lapesa [25] highlight the role of personal experiences and stories in grounding arguments in
political discourse. They show that BERT models can reliably find contributions that contain such a form of justification.

Another aspect that can aid evaluators to efficiently process contributions is to assess the concreteness of proposals by
citizens as it is easier to derive measures for implantation from more specific proposals. Looking at a transport-related
spatial planning process, Romberg [72] proposes a ranking based on three levels of concreteness and the results of the best-
performing method BERT show that the prediction of concreteness is possible but needs to be improved.

6.1.3Relation Identification

In order to understand arguments in their entirety, it is also important to investigate the relationship between the previously
identified components. Most related works focus on support relations [18,27,48,62]. The first three tested on the CDCP
corpus, which makes the results directly comparable. Unlike the other works, Cocarascu et al. [ 18] trained their models on
further argument mining datasets that are not from the public participation domain. This has the advantage that a larger
amount of training documents is available to build the classification model. While most approaches perform weakly, the

use of additional training datasets shows strong results for all models evaluated. Surprisingly, simple RF and SVM
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approaches can compete with deep learning models if an appropriate training dataset is used. However, the results vary
considerably depending on the choice of the training dataset.

In addition to support relations, Morio & Fujita [59,60] define an argumentation scheme specifically for discussion
thread analysis and thus to the discursive reply-to structure that can be found in (online) citizen participations. In particular,
they distinguish between inner-post relationships of different argumentative components within a post, and inter-post
relationships that link two distinct posts in a discussion thread that relate to each other. PCPA, an algorithm specifically
designed for thread structures, clearly outperforms state-of-the-art baselines for identifying such relations.

6.2 Discourse and Sentiment Analysis

Based on argumentation structures, a discussion can be analyzed for certain characteristics such as the controversy,
divisiveness, popularity and centrality of discussion points. Analyzing discursive elements allows tracking of how
consensus decisions develop or where great disagreement between citizens exists. This information can support an analyst
in the more in-depth analysis of data and in summarizing the important points of a debate. Approaches to determine
controversial points in online discussions are presented in two works. Konat et al. [41] rely on argument graphs and apply
two measures for divisiveness defined on graph properties. Cantador, Cortés-Cediel & Fernandez [11] propose a theory-
based metric to measure controversy. The authors’ review of selected examples suggests this is a reasonable approach. To
determine the centrality of discussion points, Lawrence et al. [48] apply the mathematical concept of eigenvector centrality
on an argument graph. A comparison of the results with human annotation shows a strong overlap, suggesting eigenvector
centrality to be a suitable way to predict centrality.

Sentiment Analysis, also referred to as Opinion Mining, is the process of detecting and categorizing opinions in order
to determine the writer’s attitude regarding a certain subject. This can be relevant for the evaluation of citizens'
contributions as it enables officials to get a sense not only of what the key issues are, but how (positively or negatively)
these are perceived by citizens. Maragoudakis et al. [S5] provide a general overview of existing opinion mining techniques
and make assumptions on if and how they can be transferred to analyzing citizens’ contributions. They formulate a basic
framework for the use of opinion mining methods in e-participation and provide recommendations for use. In addition,
there are various works that develop or apply sentiment analysis methods to public participation contributions that we
summarize here and which are listed in more detail in Table 4 in the Appendix.

Research focused on the analysis of citizens’ subjective claims and the public opinion in large data collections to support
rule-writers, the impact of the sentiments in public input on a policymaking process, and the analysis and visualization of
the public opinion of open-ended survey questions and free texts from e-consultations. Except for one Greek-language
dataset, all works rely on English datasets from the field of civic participation and eRulemaking.

Methods have been developed to analyze public opinion on different levels of granularity (single claims,
comments/contributions, or topics) and with varying tonality scales. While most papers use discrete tonality scales, e.g. a
distinction into negative or positive polarity of a comment or a distinction into supporting or opposing stance towards some
claim, Aitamurto et al. [1] use a continuous scale in the range of values from -1 to 1, where -1 describes an all negative
and +1 an all positive attitude.

The best results for classifying supporting or opposing opinions achieved by Kwon and colleagues [44-46] come from
a boosting algorithm and provide almost human-like results. Although it is difficult to predict whether the approach can
provide similar outcomes on other datasets, the results seem promising for the automated determination of stance positions.
The additional distinction of neutral opinions, on the other hand, was harder and significantly lowered the prediction

quality. The approach of Soulis et al. [85] scored worse, but considering the number of sentiment classes (four) and the
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small training dataset, these results are likewise positive. The results of the only approach with a continuous tonality scale
seem to be more limited.

In contrast to previous work analyzing citizens' attitudes via sentiment (from positive to negative), Jasim et al. [37]
propose analyzing the emotions behind them. This was prompted by findings from interviews with human evaluators in
which a division into positive and negative attitudes was considered insufficient. Rather, they expressed a desire to learn
whether the citizens were excited, happy, neutral, concerned, or angry regarding an issue. In a comparison of different

classification algorithms, BERT was found to perform best, predicting the five emotions very well.

7 DISCUSSION

Based on the presented NLP approaches, we can assess how well the three generic evaluation tasks identified in Section 4

are already supported and what issues remain that should be addressed in further research.

7.1 Summary of the Current State of Research on the Evaluation of Public Participation Contributions

Much to our surprise, with DURIAN we found only one approach that has been specifically developed for (near)
duplicate detection in the domain of public participation [97,98,100]. However, the developed solution achieves good
results. There is considerably more research on the task of topical grouping. Overall, the different supervised learning
approaches, varying in granularity of analysis and in categorization schemes, showed moderate to good results. However,
so far identifying rarely occurring categories poses a challenge to all these efforts. What is more, the usability of these
supervised learning approaches is hampered by categorization schemes tailored to individual datasets and the resulting
additional effort required to manually categorize a considerable amount of contributions for the training of customized
classification models. According to the reviewed papers, this implies several thousand data points (e.g. sentences,
arguments, or contributions). Clearly, especially for small datasets, categorization approaches that need to be trained on
such large datasets are not a relief, but rather an additional burden for authorities. It should also be noted that participation
processes with less than a thousand contributions do occur regularly. As a solution the use of active learning was proposed
to keep the required amount of training data as low as possible [70], and recent work has confirmed that combining it with
modern language models can meaningfully support participation processes consisting of a small number of contributions
[75]. Still, a manual labeling effort is required. What is more, in active learning the classification algorithms must be
constantly retrained, posing limits to the use of complex (i.e. time-consuming) models.

Unsupervised models avoid the manual effort of labeling training data. Most research projects rely on the topic
modeling technique LDA and have achieved some promising results. However, the studies have shown that the quality of
the resulting topic clusters strongly depends on case-specific model settings, such as the initial choice of the number of
topic clusters. In the reviewed articles, parameter selection is either approached by human judgement or by using metrics,
but it is understood that the model outcome needs human validation. Therefore again, a strong involvement of the analyst
is needed. A further problem in the application of topic modeling methods is rooted in the statistical model itself: Although
a resulting topic model might be correct from a mathematical point of view, it does not necessarily correspond to the
perception of topics by a human evaluator. The only solution to control the emerging topics and to approximate them to
those desired by the user seems to be the direct involvement of the user through interactive topic modeling [10,99]. For the
practical application of topic modeling in the public sector, this development is very promising but in need of further
research. What is more, only in a few papers has an attempt been made to automatically provide labels for discovered topic

clusters.
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Most of the literature in this review focused on the automated recognition and analysis of arguments, one particular
aspect of the task of in-depth analysis of contributions. Overall, although promising approaches exist for each of the three
consecutive subtasks (segmentation, segment classification, and relation identification), none of them has been solved
satisfactorily. Good approaches for classifying argument components have relied on PN and PCPA [60] or BERT [25,73].

In addition to arguments, the analysis of discourse structures as well as sentiments has produced good results already.

7.2 Research Agenda

Considering the field as a whole, since the beginnings of using NLP to support the evaluation of public participation
contributions, the technical possibilities in machine learning have steadily developed. In particular, the rise of pre-trained
language models (PLM) in recent years has brought an unprecedented boost. Above all, models based on the transformer
architecture such as BERT and GPT-3, have been able to achieve considerable improvements over earlier algorithms in
many supervised machine learning tasks [93], including topic classification, sentiment analysis and argument mining.
However, despite this encouraging development, it remains to be tested whether these successful applications are
transferable to our domain. This literature review has revealed that PLMs have rarely been applied to the evaluation of
citizens’ input from participation processes. So far, PLMs (i.e., BERT) were only used in grouping input by topic [6,75],
in the analysis of arguments for the detection and classification of argument components and properties [25,72,73], as well
as for the prediction of relations between the argument components [ 18] and for emotion analysis [37]. These initial efforts
are promising but need more systematic application and evaluation. In particular, the focus should be on the development
of robust PLMs that perform reliably and consistently across different participation processes. Such important properties
have so far remained a challenge for the practical applicability of algorithms [94], but are essential to ensure the value of
automation and thus the benefit for practitioners.

Turning to the individual tasks discussed in this study, we identify the following promising avenues for further research.
Duplicate and near-duplicate detection is a well-known task in data science for which a multitude of approaches are
available [e.g. 90] but so far these have not been studied in detail beyond the early DURIAN approach. This obvious gap
is waiting to be addressed in future work. Regarding fopic classification as the supervised approach to thematic grouping,
more recent work has shown the benefits of PLMs. Given the trade-offs between training and automation outlined above,
active learning that combines human feedback in the training process offers the possibility to reduce training efforts. What
is more, is has also the potential to increase trust in the Al-based classification process as it brings human and machine
closer together. While existing efforts seem promising [70,75], the field of active learning constantly evolves from which
further research efforts should benefit [103]. An alternative to active learning could be provided by the development of
categorization schemes that are universally applicable to particular types of content such as different issues that are
regularly subject to participation (e.g. infrastructure planning or regulation drafting). This would allow one-time training
of arbitrary classification models, which could then be used directly in practice.

Research has also progressed for unsupervised machine learning tasks such as fopic modeling. Since the introduction
of LDA, other topic modeling approaches have been introduced, such as word-embedding based topic models or topic
modeling with BERT [17]. Again, these novel techniques offer great potential for the automatic support for the evaluation
of public participation data, especially when applied in interactive settings. A starting point for this is offered by various
works on the support of content analysis by human-in-the-loop topic models in recent years that focused on user needs and
perceptions [e.g. 84] and on technical advancements [e.g. 43,101]. What is more, only in a few papers has an attempt been

made to automatically provide labels for discovered topic clusters. These efforts should be pursued in order to aid the
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interpretation of the output from unsupervised methods, because having a label can be extremely helpful for an analyst to
understand the content of individual topics faster.

Two gaps have been revealed in the research on argument mining. First, further work is needed on techniques for
identifying argument components and their relationships for participation data. After all, the mining of arguments is a very
complex area that has developed rapidly in recent years [e.g. 83]. Second, the lack of standardized argumentation models
became obvious. What should be prioritized is the (theoretical) development of uniform argumentation models for citizen
participation procedures. For example, Liebeck et al. [S1] and Fierro et al. [26] have tailored argumentation models to
informal participation procedures. These models do not necessarily have to be highly complex. Simply recognizing
proposals and the respective rationales can already provide great support in the evaluation. Worth further exploring is also
the idea to use additional argument mining training datasets from domains other than participation processes in order to
improve the classification as has been demonstrated for relation identification [18]. Regarding discourse and sentiment
analysis, the application of PLMs has so far been neglected despite its obvious potential, not least illustrated by the
successful analysis of emotions in citizen contributions [37]. An open question remains whether analysts are better
supported by discrete tonality classes or via continuous values and, when choosing discrete categories, how many
categories the polarity spectrum should comprise. We suspect that the use of a few meaningful categories, such as
agreement and disagreement, might be better suited to quickly convey the essential points of the content to the analyst.

Apart from these specific gaps, there are a number of other broader challenges that exist across all evaluation tasks. A
large part of the research concentrates exclusively on English language data. There is little research that focuses on other
languages. As languages differ in their syntactic and semantic properties, more coded datasets in other languages are
required to apply, adapt and test existing algorithms. Currently, only few non-English language resources are publicly
available [2,51,76].

Another overarching challenge is that in order to reap the benefits of such automated procedures, it is not enough to
identify suitable mechanisms and algorithms but such procedures need to be made available in ways that public officials
can apply them to their data. For example, as multiple reviews highlight [92,95,104], there remains a significant lack of
technological expertise in the public sector and among those tasked with implementing and using the technologies reviewed
here. Hence, it is necessary to provide end-user software. This review has found that only little work has been devoted to
the dedicated development of tools that implement such analysis technologies. These are listed in Table 5 in the Appendix.
Given that most of these tools are not available or supported any more’, cover only specific aspects (e.g. language,
functionalities), and are restricted either by the underlying techniques or the visualization methods, we identify a clear need
for (preferably open source) applications that make these algorithmic approaches accessible to public administration. A
promising step in this direction if offered by CommunityPulse [37]. However, the development of suitable solutions and

their integration into the everyday work of experts poses a number of challenges, as Hagen et al. [35] highlight.

8 CONCLUSION

While public authorities are routinely consulting citizens to inform decision-making processes, these procedures come with
the challenge of evaluating the contributions made by citizens. This evaluation has important consequences for the
effectiveness and legitimacy of policies deriving from public participation but it is a resource-intensive process, so far
requiring substantial human effort. We have argued that Al in the form of NLP could be one possibility to support this
human evaluation process and eventually be a decisive factor for the public sector to engage or not to engage the public at

5 In fact, we found only publicly-available implementations for CivicCrowd Analytics (https:/github.com/ParticipaPY/civic-crowdanalytics) and Consul
(https://github.com/consul).
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all. While the use of automated procedures in decision-making processes raises normative concerns such as transparency
or accountability, here we have focused on assessing the state of the technology and its potential benefits to inform the
debate on these important questions.

Overall, public authorities are still largely lacking reliable tools that could be used in practice to support their work.
What is more, despite the fact that NLP has seen major advances in recent years, research on computer-supported text
analysis to support the evaluation of citizen contributions is sparse and dispersed across different fields and disciplines.
Therefore, this study set out to take stock of this field by reviewing the strengths and weaknesses of existing approaches
to offer guidance for further research. Despite a number of promising approaches, we established that most of them are not
yet ready for practical use. It remains to be seen whether this situation improves once current state-of-the-art NLP
techniques are applied more frequently to this domain.

Among the approaches that are proposed as possible solutions to the problems identified, many draw upon the expertise
of humans, for example through active learning or interactive topic modelling. While this suggests that human expertise
can never be fully replaced as for example asserted by Grimmer & Stewart [32], it has yet to be established whether such
approaches would eventually still require less time for evaluation than human-only evaluation. Finally, it became clear that
there remains a significant lack of non-English language datasets and models as well as software that would allow the
application of the models in practice.

Taken together, this leads us to conclude that the evaluation of citizen contributions - despite the significance outlined
above - has not received the scholarly attention that it deserves. We hypothesize a number of reasons for this lack of
interest. First, while interest in the utility of big data for policy has been large, citizen contributions do not fulfil the
definition of big data: Despite their occasional large number, they usually remain in the hundreds or thousands. What is
more, compared to traffic or sensor data, instances of public participation are sporadic and not continuous and hence might
attract less interest for automation. Second, natural language data remains highly unstandardized which makes automatic
analysis more challenging. Third, further challenges arise from the exceptionally high requirements for transparency and
due process for public participation that we outlined earlier, as failures in the evaluation process such as omitting a relevant
statement can have important consequences that might also prevent the adoption of automation. Fourth, the lack of
technology expertise and capacity in public administration is a barrier to the utilization of advanced technologies [29,69].
At the same time, despite these difficulties, the field of government technologies has been a profitable ground for
technology companies and consultancies who offer their technologies to support service provision including dealing with
citizen contributions. Due to their business model, these have few incentives to publicly share their technologies, making
it more difficult to assess the state of the field.

Although we believe that an open source solution is preferable (e.g. to facilitate deployment in communities or countries
with low budgets), the lack of access to commercial solutions is one limitation of this study. Further limitations arise from
the fact that the evaluation of citizen contributions is not a clearly demarcated field. As outlined earlier, this makes it
possible that our review has missed individual studies. While we have justified our focus on studies that deal with
contributions from participatory processes, this has excluded research that could potentially also provide relevant insights,
e.g. in relation to social media data. Consequently, further research should try to use the lessons learned from these
approaches and test whether they perform well also on public participation data despite the differences in domains.
Similarly, in contrast to the top-down public participation that is the focus of this article, bottom-up participation such as
petitions or more broadly online discussions (e.g. on social media) are more difficult to incorporate into the formalized
decision-making process of public authorities. Nevertheless, increasingly efforts are made to analyze such exchanges to

gauge public opinion outside of such formal arenas as these could supplement the input from consultations [see for example
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7,15,82]. Such studies can offer further insights on how to provide additional information for decision-making. Finally, we
have focused on textual data only, but contributions might also include images, audio or even videos. These would also
benefit from automated support and supplement the analysis of citizen contributions but were beyond the scope of this
review. Supporting the evaluation of contributions in public participation with computational text analysis is an exciting
area of research. Still, more work is needed to turn approaches from research into fruitful approaches to practice. With the
rapid progress in the fields of AL, NLP, and policy analytics, these gaps can hopefully be bridged in the near future.
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DATASETS

In the previous chapter, we examined prior research for its shortcomings. One finding
was the strong focus on processing English-language participation contributions. As a
result, supervised machine learning models have generally been developed and tested
in a monolingual fashion drawing mostly on processes from U.S. rulemaking (Kwon
et al., [2006; (Cardie et al., 2008b; |Park and Cardiel 2014 Konat et al., 2016; Niculae
et al., [2017; Lawrence et al 2017; Park and Cardie, 2018; |[Eidelman and Grom), 2019)).

In terms of other languages, [Fierro et al. (2017) developed models on a Spanish-
language dataset of citizen contributions to the 2016 Chilean constitutional process
annotated with argument types and constitutional concepts. Kim et al| (2021) dealt
with the topic classification of Korean input on the Seoul City “Oasis of 10 Million
Imagination” civic online participation platform. |[Morio and Fujita; (2018a/b) had a
look at Japanese online civic discussion data about the city of Nagoya, where they
predicted argument structures, and Soulis et al.| (2013) addressed sentiment analysis
of Greek contributions in an online consultation held by the European Commission.
There is also little annotated data on public participation in German that we came
across during our search. |Liebeck et al| (2016|) shared the THF Airport ArgMining
Corpus, a German-language dataset of an online participation for the restructuring of
a former airport site annotated with arguments, and Balta et al.| (2019) trained topic
classification models on different online participation projects for urban development
that were run in the city of Hamburg.

This dissertation is embedded in a research project that specifically aims to support
German-language public participation processes. For this reason, the focus of this work
is on the development of classification models suitable for German texts. One step along
this path is the creation of new language resources to complement the few existing ones.
While corpora from other application domains may already exist for related tasks, we
chose to create domain-specific resources. In this way, we believe we can best meet the
goals of the project by developing methods on actual participation data and testing
their performance as close to the application as possible.
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Paper: Julia Romberg, Laura Mark, and Tobias Escher. A Corpus of German Citizen
Contributions in Mobility Planning: Supporting Evaluation Through Multidimensional
Classification. In Proceedings of the Thirteenth Language Resources and Evaluation
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Personal Contribution: The coding tasks were developed and designed by Julia
Romberg in collaboration with Laura Mark and Tobias Escher. Julia Romberg pre-
pared the various datasets for annotation and also implemented the annotation process,
which she supervised together with Laura Mark. She solely conducted all analyses in-
cluded in the paper, namely calculation of the annotator agreement, error analysis, and
corpus statistics. The manuscript was written jointly by the three co-authors.

Status: published

In interviews with practitioners from public administrations, participation service
providers, and planning consultants, we identified four frequent tasks whose automa-
tion would aid in the evaluation of public participation, with particular emphasis on
spatial planning and mobility (Romberg and Escher} 2020). Based on this knowledge,
we developed the CIMT PartEval Corpus, which includes several thousand German-
language citizen contributions from six planning processes in five municipalities.

The first task we consider is the detection and classification of argument compo-
nents. We have a total of 17,852 sentences annotated, using a scheme that categorizes
sentences as non-argumentative, premise, or containing a major position. Unlike pre-
vious datasets, the corpus builds on a selection of processes that differ in format and
process subject matter to specifically support the creation of robust classification mod-
els. As a second task, we focus on the concreteness of the argumentative components.
To address this previously unstudied dimension of argument quality, we have 1,127 ar-
guments annotated according to a scheme of low, intermediate and high concreteness.

We then look at some of the special characteristics of public participation for spatial
and mobility-related planning. Given that evaluating contributions for spatial plan-
ning requires these to be linked to the places addressed, we choose text-based document
geo-location (i.e., determining the geographic coordinates of the associated location of
a document based on its textual content) as a third task. To this end, 2,529 contribu-
tions are tagged with 4,830 location phrases and GPS coordinates. As a fourth task,
we decide on the thematic classification of contributions into a category scheme for
transportation that is not limited to individual processes but can be used for struc-
turing all kinds of mobility-related planning processes. This results in 679 annotated
contributions.

All annotation processes are performed by a total of five trained annotators and
two supervising researchers using carefully developed guidelines. Solid inter-annotator
agreement in all four tasks underscores the quality of the CIMT PartEval Corpus.
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Abstract

Political authorities in democratic countries regularly consult the public in order to allow citizens to voice their ideas and
concerns on specific issues. When trying to evaluate the (often large number of) contributions by the public in order to
inform decision-making, authorities regularly face challenges due to restricted resources. We identify several tasks whose
automated support can help in the evaluation of public participation. These are i) the recognition of arguments, more precisely
premises and their conclusions, ii) the assessment of the concreteness of arguments, iii) the detection of textual descriptions
of locations in order to assign citizens’ ideas to a spatial location, and iv) the thematic categorization of contributions. To
enable future research efforts to develop techniques addressing these four tasks, we introduce the CIMT PartEval Corpus, a
new publicly-available German-language corpus that includes several thousand citizen contributions from six mobility-related
planning processes in five German municipalities. The corpus provides annotations for each of these tasks which have not been
available in German for the domain of public participation before either at all or in this scope and variety.

Keywords: public participation, argument mining, thematic categorization, location detection, spatial planning, mobil-

ity

1. Introduction

Public participation is the “practice of consulting and
involving members of the public in the agenda-setting,
decision-making, and policy-forming activities” (Rowe
and Frewer (2004), p. 512). By enabling citizens
to communicate their preferences on specific issues,
it is an important element of representative democra-
cies to improve responsiveness between the electorate
and their representatives. While there is a debate about
what role such consultative procedures can or indeed
should play (Parry and Moyser, 1994), here we focus
on the more practical issue of how to process and eval-
uate the input of citizens once public authorities have
chosen to engage in such consultations. This has be-
come a more pressing issue because of concerns about
declining public support for democratic actors and in-
stitutions (Norris, 2011) as well as the easy availabil-
ity of online forms of participation which has led to
widespread use of public participation, regularly result-
ing in large numbers of contributions from citizens.

Processing the contributions from citizens poses signif-
icant challenges for public authorities because norms
of democratic equality and administrative justice de-
mand that every single contribution is carefully eval-
vated. While it is desirable that people participate in
large numbers for increasing the acceptance and possi-
bly the usefulness of the output, public administration
(or the private companies tasked with evaluation) often
lack personnel and time to deal with large quantities of
unstructured citizen input (Arana-Catania et al., 2021;
Aitamurto et al., 2016; Simonofski et al., 2021). As a
result, the evaluation process often takes a long time,
which can lead to delays in the planning process and

to discontinuities in public communication, with all the
associated negative consequences for efficiency, trans-
parency and public acceptance.

Given that evaluation usually means categorizing input
from citizens into different dimensions (e.g. according
to topic, urgency or responsibility) before taking a de-
cision on the individual contribution, one opportunity
to support this manual evaluation process to make it
more efficient is pre-structuring citizens’ input. While
some approaches focus on user-generated structuring,
i.e. by letting citizens classify their contributions them-
selves, these allow only to categorize a limited num-
ber of dimensions (in order not to overburden users),
and are limited by the lack of expertise of the lay pub-
lic. Instead, here we focus on utilizing Natural Lan-
guage Processing (NLP) that has been suggested as an
alternative (OECD, 2003). Despite the relevance for
democratic participation as well as significant progress
in NLP techniques, automated classification of citizen
contributions has yet to be advanced to a level sufficient
to offer reliable support for practice.

Therefore, in this paper we propose four classification
tasks in order to support the evaluation process. We
provide datasets from six public participation processes
in five German cities that have been annotated accord-
ing to all or a part of those four dimensions to enable
the training of supervised models for these tasks. Table
1 gives an overview of the CIMT PartEval Corpus.

In dialogue with practitioners from public administra-
tions, participation service providers and planning con-
sultants, we identified four common tasks whose sup-
port through automation would benefit the evaluation
of participation processes (Romberg and Escher, 2020).
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datasets
task unit level total units | CD_B | CD_.C | CD-M | CQB | MCK | MC_O | language resource reference
i) argument components sentences 17,852 | 10,442 | 1,704 | 2,193 | 1,505 | 2,008 (Romberg et al., 2022a)
ii) argument concreteness sentence spans 1,127 679 92 110 55 191 (Romberg et al., 2022b)
iii) geographic location token spans 4,830 4,087 743 (Romberg et al., 2022c)
iv) thematic categorization | documents 697 697 | (Romberg et al., 2022d)

Table 1: Overview of the coded units for the different tasks and datasets included in the CIMT PartEval Corpus.

These are i) the detection of arguments, ii) the assess-
ment of the concreteness of arguments, iii) the recog-
nition of locations that contributions refer to, and iv)
structuring according to topics.

Individually and in combination with each other, these
tasks can help to structure the data and thus facilitate
the analysis in the following ways: The distinction into
different argument components is important because
it allows practitioners to get a quick overview of the
relevant parts of the contributions. The recognition
of concreteness enables practitioners to filter the most
specific contributions, e.g. as a possible starting point
for evaluation. The recognition of locations is helpful
for processes without user-generated geo-referencing
because it allows clustering contributions in spatial en-
tities, e.g. to detect hot spots or assign responsibilities
based on geographical jurisdictions. Finally, the the-
matic categorization helps to obtain a content-related
overview fast and makes it possible to analyse contribu-
tions with similar topics together and therefore find pat-
terns and contradictions more easily. What is more, it
is the basis for delegation to those administrative units
responsible for dealing with the contributions.

We have chosen to focus on one specific type of such
participatory processes, namely those concerned with
mobility such as the redesign of streets or the devel-
opment of strategic mobility plans. Mobility planning
is an important area within spatial planning in which
consultations are regularly utilized. Structurally, these
contributions are not different from participation pro-
cesses on other issues but the focus on mobility allows
us to provide a topic-specific categorization.

Our contributions are: We release a new annotated cor-
pus (available under a Creative Commons License) for
the development of supervised models to support the
multidimensional evaluation of German-language pub-
lic participation processes, consisting of six processes
that differ in participation format and process focus.
We provide annotations for the four described classifi-
cation tasks. To the best of our knowledge, for some of
the tasks, this is the first German-language (iii) or first-
ever (ii, iv) annotated corpus from the domain of pub-
lic participation. Particularly noteworthy are the new
quality criterion for arguments (concreteness) and the
thematic categorization scheme that is universally ap-
plicable to transport-related processes.

The remainder of this paper is as follows: In the
next section, we review the existing language resources
from the domain of public participation. We then
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present the public participation processes included in
our corpus in Section 3. The four classification tasks
are subsequently addressed in Section 4 (argument
components), Section 5 (argument concreteness), Sec-
tion 6 (geographic location), and Section 7 (thematic
categorization). In each section, the task is introduced,
followed by an overview of relevant work, a descrip-
tion of the annotation process and a presentation of the
resulting dataset. Section 8 concludes with a summary
and an outlook on future work.

2. Language Resources from Public
Participation

In recent years, citizen contributions from different
public participation processes have been annotated to
support NLP research tasks, mainly the recognition of
arguments and their properties as well as thematic cat-
egorization of citizen ideas. Most of these derived
from rulemaking processes in the USA (Kwon et al.,
2006; Arguello et al., 2008; Cardie et al., 2008; Park
and Cardie, 2014; Konat et al., 2016; Aitamurto et al.,
2016; Lawrence et al., 2017; Park and Cardie, 2018;
Eidelman and Grom, 2019), some from processes in
Chile (Fierro et al., 2017), Germany (Liebeck et al.,
2016), Japan (Morio and Fujita, 2018) and Korea (Kim
etal., 2021).

In the field of argument mining, the focus was espe-
cially in recognizing argumentation components and
their supporting relations. Lawrence et al. (2017) and
Konat et al. (2016) focused on the dialogical relation.
Park and Cardie (2018) annotated comments with a
more detailed scheme, in which propositions were sub-
divided into different types and then linked. A rather
general argumentation scheme for informal online pub-
lic participation processes was introduced by Liebeck
et al. (2016). More specific is the adaptation to the
thread structure of online platforms by Morio and Fu-
jita (2018) who added intra-post and inter-post relation-
ships. Probably the largest dataset was presented by
Eidelman and Grom (2019), in which about 1.8 million
sentences from various rulemaking efforts were semi-
automatically assigned argument claim types.

Further work put the emphasis on the quality of cit-
izens’ arguments such as the verifiability of proposi-
tions (Park and Cardie, 2014). Arguello et al. (2008)
proposed the recognition of citations in citizen com-
ments to value them as factual evidence for claims and
opinions.

Moreover, attention was paid to structuring citizens’



ideas thematically. Cardie et al. (2008) and Aita-
murto et al. (2016) focused on thematic categorization
of transportation-related rulemaking processes by de-
veloping customized categorization schemes. A some-
what different approach to thematic categorization was
taken by Kim et al. (2021) who assigned complaints
that were submitted to a civic online participation plat-
form to respective administrative fields.

Only a few datasets were coded according to multi-
ple viewpoints. One is that of Kwon et al. (2006),
whose multidimensional coding included thematic cat-
egorization and the analysis of argument structure. In
Fierro et al. (2017), a large-scale dataset of citizen ar-
guments collected during Chile’s 2016 constitutional
process was presented. Arguments were categorized
according to their function and thematically organized
into a hierarchy of constitutional concepts.

In summary, there exists only a single German dataset
for the domain of public participation and this fo-
cuses only on argument mining within a single process
(Liebeck et al., 2016). On thematic categorization of
citizen ideas we find only a few corpora even for other
languages (mainly English). None address concrete-
ness or geographic location and few offer annotations
representing multiple dimensions.

To address this gap, we present a collection of German-
language datasets coded according to several dimen-
sions, namely 1) argument components, ii) concreteness
of arguments, iii) location detection, and iv) thematic
categorization, since there are no existing (German-)
language resources in our application domain for the
latter three tasks.

3. Datasets

We consider six different public participation processes
in our data collection, namely three ‘“Raddialoge”
(“Cycling Dialogues”) in the cities of Bonn, Cologne
(district Ehrenfeld) and Moers as well as “Leben in
Bonn” (“Living in Bonn”), “Krefeld bewegen” (“Mov-
ing Krefeld”), and Hamburg’s “freiRaum Ottensen”
(“Space for Ottensen”). While these are all related to
urban mobility planning, they span different mobility-
related issues and participation formats.

In detail, the three “Raddialog” datasets derive from
largely identical participation processes conducted in
autumn 2017 in which the local authorities invited their
citizens to propose measures to improve cycling in the
city. A map-based online platform allowed citizens to
locate their contributions on a map, resulting in 2, 314
unique contributions consisting on average of 4.83 sen-
tences (standard deviation ¢ = 2.63) for Raddialog
Bonn (henceforth CD_B), 366 contributions (4.66 sen-
tences, 0 = 3.00) for Raddialog Ehrenfeld (CD_C)
and 459 contributions (4.78 sentences, o = 2.61) for
Raddialog Moers (CD_M). In addition, in Bonn the
online platform was supplemented with a representa-
tive survey of the population. In total, 761 citizens ex-
pressed up to three suggestions for improvement either

via the paper-based questionnaire or an online alterna-
tive, resulting in 1, 386 contributions (1.09 sentences,
o = 0.37) for “Leben in Bonn” (CQ_B).

Within “Krefeld bewegen” (MC_K) the city of Krefeld
invited citizen comments on the development of a mo-
bility concept. The first phase in 2020 focused on gen-
eral aims of the new concept and the second phase in-
vited suggestions for specific measures. This resulted
in 337 contributions (5.96 sentences, o = 5.63).

The most recent dataset included in the corpus derives
from a public participation process by the district of Al-
tona in Hamburg (‘“freiRaum Ottensen”, MC_O). As
part of the transformation of its quarter Ottensen into
a traffic-calmed neighborhood, the district office im-
plemented a map-based online dialogue that took place
in August 2021. In total, it received 697 contributions
(4.95 sentences, o = 2.49).

All datasets were separately examined by service
providers as well as our team and any potentially iden-
tifying personal information was removed. The data in
the corpus is available under a Creative Commons CC
BY licence and may be distributed in accordance with
the corresponding conditions. Users of the online par-
ticipation platforms accepted these conditions via the
terms of use of these platforms, while the data origi-
nating from the questionnaires was released under this
licence by the principal investigator of the survey.

4. Sentence-level Argument Components

A central aspect through which citizens communicate
their ideas are arguments. Automated analysis of argu-
ments, known as argument mining, enables practition-
ers to get a quick overview of relevant text passages.
We here focus on two common tasks in argument min-
ing, namely the identification of argument components
and the identification of clausal properties (Lawrence
and Reed, 2019). Part of our corpus for argument com-
ponent analysis (described in this section) has previ-
ously been introduced in Romberg and Conrad (2021).

4.1. Related Work

Previous work in our application domain either fol-
lowed the classic claim-premise model (Liebeck et al.,
2016; Morio and Fujita, 2018), or had a stronger focus
on the intrinsic characteristics of claims (Fierro et al.,
2017; Park and Cardie, 2018), e.g. if claims are factual,
contain values or propose policies. For more detail on
related work, please see Romberg and Conrad (2021).

Our work is closest to that of Liebeck et al. (2016)
whose THF Airport ArgMining Corpus is the only
German-language public participation dataset for ar-
gument mining. However, there are several differ-
ences between the corpora: First, we provide seven
times more sentences coded with argument compo-
nents. Second, our focus is not on the dialogue struc-
ture within each thread but on the detection of propo-
sitions within the initial contributions. Third, our cor-
pus comprises several processes differing in format and
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‘ CD_B ‘ CD_C ‘ CDh_M l MC_K ‘ CQB ‘ ‘ all ‘
total | 10,442 | 1,704 ] 2,193 [ 2,008 ] 1,505 [ 17,852 |
non-arg | 1,153 (11.0%) | 197 (11.6%) | 382 (17.4%) | 431 (21.5%) | 172 (11.4%) | 2,335
mpos | 2,851 (27.3%) | 603 (35.4%) | 404 (18.4%) | 961 (47.9%) | 1,083 (72.0%) || 5,902
e | premise | 6,700 (64.2%) | 951 (55.8%) | 1,452 (66.2%) | 685 (34.1%) | 373 (24.8%) || 10,161
overlap 262 (2.5%) 47 (2.8%) 45 (2.1%) 69 (3.4%) 123 (8.2%) 546
Table 2: Distribution of sentences among the different argument component categories per dataset.
[CDB[CDC|CDM[CQB [MCK] all | pe considered reliable (see Table 3). However, there
sentences | 1,251 | 191 [ 230 | 188 [ 376 [2.236] ;g 4 greater uncertainty in the selection of non-
- 3 ) 5C 3C 3 . .
z nﬁ:;szg 8:22 g:gf 821 8;; 3:67’; g:g‘f argumentative sentences, while the agreement between
& | premise | 0.82 | 0.87 | 083 | 083 | 077 | 0.84 the two types of argument components was rather high.
overall | 0.76 | 0.80 | 0.77 | 0.72 | 0.78 | 0.77 In a subsequent curation phase, the sentences with in-

Table 3: Number of sentences under consideration and
kappa agreement for argument component annotation.

process subject but all coded with a uniform coding
scheme. This enables a comprehensive evaluation of
machine learning methods, also with respect to the
transferability of trained models to new processes, al-
lowing robust models to be developed. Such cross-
dataset evaluation is important to better assess the prac-
tical applicability of models.

4.2. Definition of Argument Components

Public participation allows citizens to contribute to a
decision-making process by proposing their ideas and
voicing concerns. In spatial planning processes, this
usually involves describing a problem or condition,
from which a proposition is derived. We thus define
two types of argument components: Major positions
(short mpos) are options for actions that are being pro-
posed. Premises are reasons that attack or support ei-
ther a major position or another premise. With this, we
adopt one part of the argumentation scheme of Liebeck
et al. (2016). Sentences without premise or major po-
sition are considered as non-argumentative (non-arg).

4.3. Annotation Study

First, we developed annotation guidelines based on 151
contributions from the dataset CD_B. Subsequently, the
remaining contributions, as well as all contributions
from CD_C, CD_M, CQ_B and MC_K were coded.
Three annotators were instructed to decide for each
sentence (titles included) whether it has argumenta-
tive content and, if yes, if it is a major position or a
premise. Since some sentences contain components of
both types, multi-labeling was allowed.

To assess coder agreement on this task, about ten per-
cent of each dataset was processed by all the coders.
This sums up to 585 contributions with 2,236 sen-
tences. The agreement on these sentences was mea-
sured using Fleiss (1971)* kappa.

With an overall agreement of 0.77!, the coding can

'In the overall calculation, sentences containing both ma-
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consistent coding were reviewed and resolved by two
annotation process supervisors. This showed that there
were regular misclassifications of whether a sentence
was indeed argumentative, with coders being more
inclined to classify argumentative sentences as non-
argumentative than vice versa. Furthermore, it can be
seen within the argumentative sentences that the as-
signment of premises was more accurate than that of
major positions.

Due to the considerable time required for multiple cod-
ing and given the high reliability, we decided to have
the remaining 4,126 contributions with 15,616 sen-
tences coded only once, evenly distributed among the
coders.

4.4. Corpus Statistics and Discussion

The resulting distribution of sentences among the anno-
tation classes is given in Table 2. Overall, the share of
sentences without argumentative content is small. De-
pending on the process, 80 to 90 percent of sentences
are argumentative. However, the distribution of argu-
ment component types varies greatly between the dif-
ferent processes. Premises clearly predominate in the
cycling dialogues, while the other two processes seem
to be more conclusion-oriented and favor major posi-
tions. This is particularly evident in the survey data
where participants had limited space for writing sug-
gestions. For online platforms, few sentences contain
both a major position and a premise (overlap). In con-
trast, in the survey data there is a greater overlap of
argument components, which nonetheless affects less
than one in ten sentences. The variety of the processes
included in the corpus results in very different class dis-
tributions, supporting the development of robust ma-
chine learning models.

5. Argument Concreteness

We then focus on the concreteness of the argumentative
components, the automated evaluation of which can
help practitioners filter out arguments that can be eval-
uated immediately. The less specific citizens’ ideas are,
the more difficult and hence time-consuming it will be
for evaluators to derive measures for implementation.

jor position and premise constitute an additional category.



5.1. Related Work

The evaluability of public participation contributions
has previously been raised by Park and Cardie (2018),
Park and Cardie (2014) and Arguello et al. (2008),
who saw the lack of reasoning and evidence verifying
citizen contributions as the main obstacle to evaluat-
ing propositions. However, in the evaluation of spatial
planning processes, we consider the level of concrete-
ness of the arguments (i.e. how detailed current condi-
tions and proposed improvements are described) as the
most important indicator for evaluability.

To the best of our knowledge, we are the first to pro-
vide a resource for this type of concreteness of ar-
guments, while other aspects of the quality of argu-
ments have received increasing attention in recent years
(e.g. Habernal and Gurevych (2016a), Habernal and
Gurevych (2016b), Toledo et al. (2019), Gretz et al.
(2020)). A systematic taxonomy of dimensions for ar-
gument quality, regarding logic, rhetoric and dialectic
aspects, can be viewed in Wachsmuth et al. (2017).

5.2. Definition of Degrees of Concreteness

We propose a distinction between high, intermedi-
ate and low concreteness. Argument components are
highly concrete when they contain details that specify
the what, how and where. Such specifications can be
colour, surface, measurements, etc. (an example is “cy-
cle paths often in poor condition, tarred surface torn up,
bumpy due to roots, mostly only half width because
overgrown”). Contributions with an intermediate con-
creteness contain some specifications like location or
descriptions of what exactly should be done, but leave
some room for interpretation (e.g.: “new cycle lanes
without interruptions” - the measure is described and
somewhat detailed, but it is not clear how it should look
exactly and where it should be located). Contributions
with low concreteness contain no information on loca-
tion or specific measures, so that a variety of measures
could be deducted (e.g.: “unfavorable traffic lights” -
it does not become clear, what exactly the problem is,
where it is and what should be done).

Distinction of concreteness was applied only to ar-
gumentative components, hon-argumentative sentences
were excluded. In order to support different use cases,
such as searching either for (concrete) major positions
or (concrete) premises, we consider the concreteness of
the two types of argument components separately.

5.3. Annotation Study

We decided to use the curated documents of the previ-
ous annotation task in order to ensure the soundness of
the annotation of sentence-level argument components.
Determining the concreteness of solitary sentence-level
argument components is hardly feasible. Therefore,
the coders first interrelated argument components of
the same types (i.e. premises or major positions) to
form units with coherent sense, and the annotation su-
pervisors resolved inconsistencies. In a second step,

[CDB [ CDC [CDM |[MCK | CQB [ al |

mpos 265 40 40 126 42 513
premise 414 52 70 65 13 614
[ toal | 679 ] 92] 110] 191 ] 55 ] 1,127 |

Table 4: Units of interrelated argument components.

we asked coders to rate the resulting units’ concrete-
ness using guidelines that were developed on the same
data as with argument components.

It turned out that the perception of concreteness is
rather subjective, which was also confirmed to us by
those responsible for analyzing the contributions. We
thus decided to include a total of five annotators to ob-
tain a multitude of individual concreteness ratings. Due
to the subjective nature, we dispense with a manual
curation step in which an unambiguous assignment of
concreteness to units is made, but instead release the
five individual codings. While the assessment of con-
creteness exhibits some subjectivity, it is not arbitrary
as is documented by Krippendorff (2013)’s weighted
alpha?, which shows an agreement score of 0.46.

5.4. Corpus Statistics and Discussion

Overall, 513 units of interrelated sentences containing
major positions and 614 units of interrelated sentences
containing premises were formed and coded by con-
creteness (see Table 4). To each of the units belong
five codings by the different annotators. There is com-
plete agreement among coders in 478 cases, about 42
percent of the units. In the majority of disagreements,
coders chose adjacent categories, so while subjective
perception differs slightly, there is a consistent trend
in whether the unit (460 in total) is rather concrete or
vague. Within 189 units, however, a strongly subjective
assessment is evident, in which all or the two opposing
degrees of concreteness were assigned.

Analysis of the degrees of concreteness reveals that cit-
izens clearly tend to write highly concrete arguments in
the processes considered here. Nevertheless, on aver-
age about twenty percent of the argument units have in-
termediate or low concreteness, thus automated recog-
nition will allow highlighting the most relevant (con-
crete) content.

6. Geographic Location

In spatial planning processes, the geographic location
of citizens’ contributions is of great importance to the
evaluation as it allows geo-referencing of contributions
and clustering of ideas by location. Map-based pro-
cesses on online platforms offer a possibility in which
citizens can locate their ideas on a map. However,

2We weight using the Euclidean distance to account for
the level of deviation between the codings, i.e., whether they
are adjacent (e.g., low/high and medium concreteness) or
non-adjacent categories (low and high concreteness).
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not all public participation in spatial planning is geo-
referenced as exemplified by the survey-based data
(CQ_B) in our corpus. To address this problem we pro-
pose the use of text-based geo-location and present a
dataset of textual locations and GPS coordinates.

6.1. Related Work

Text-based document geo-location is the task of deter-
mining the geographic coordinates of a document’s as-
sociated location by its textual content. Originally a
task from information retrieval, it combines language
modelling and geographical information science.

This task was initially approached through clustering.
Much of these works relied on named entity recogni-
tion to narrow the feature space to geographical in-
dications (e.g. Smith and Crane (2001)). Other ap-
proaches relied on more unsupervised vocabulary se-
lection strategies (e.g. Adams and Janowicz (2012),
Wing and Baldridge (2014)). Putting a stronger focus
on natural language processing and supervised learn-
ing, the recognition of textual location phrases was sup-
ported by the development of specified annotated cor-
pora. McNamee et al. (2020), for example, concen-
trated on fine-grained tagging of location phrases that
complement named entity mentions with additional
words which provide further information to specify a
location (e.g. prepositions).

Further work directly combined the recognition of lo-
cation information with a subsequent geo-coding step
to associate the textual locations to GPS coordinates.
Application domains were, inter alia, textual narratives
from travel blogs (Skoumas et al., 2016) and news arti-
cles to map the local news coverage (Gupta and Nishu,
2020).

With public participation processes, we here introduce
a new application domain that differs from previously
targeted genres in document length, text quality, and
prevalence of location, among other factors. Our use
case requires a very precise mapping to pinpoint geo-
coordinates, with location information as accurate as
streets, intersections, and addresses.

6.2. Definition of Location Phrases

We define a textual location as a single word or a se-
quence of words included in a citizen’s contribution
that refers to the spatial placement of the respective
contribution. These can be named entities, such as
street names or city districts, but also, beyond that, con-
structions with more fine-grained location information
that can be unambiguously marked on a map. Such
phrases usually contain information that specifies the
exact location, like the description of a specific angle
(e.g. approaching some location from the right-hand
side, or in the direction of the main station).

A known problem in determining the geo-positions
from textual descriptions are ambiguous locations (e.g.
Awamura et al. (2015), Smith and Crane (2001)). This
includes, for example, street names, squares, or stations
(like main station) without assignment to a city. For our
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use case, many of these cases are solved by the fact that
the context in which the processes take place is usu-
ally known. Furthermore, we do not understand a word
sequence as a location if it refers to several places in
the city (“many/various/all parks in the city”) or does
not have a spatial reference point that specifies its geo-
location (like “in the one-way street”).

6.3. GPS Coordinates

The next step following the recognition of textual lo-
cations is the assignment to GPS coordinates based on
the location phrases.

We chose the cycling dialogues (CD_B, CD_C) for the
text-based document geo-location task because an as-
signment of GPS coordinates had already been part
of the map-based online platforms, where each citi-
zen was requested to explicitly indicate the location of
their contribution as a point on the map. More complex
shapes such as polygons were not allowed. We can as-
sume that the textual location descriptions and the geo-
locations given refer to the same entity, since citizens
generally adhered to the requirements of point-wise
referencing, and that the textual description should be-
long to the geo-referenced location. GPS coordinates
are thus included in our annotated data corpus along-
side the location phrases.

6.4. Annotation Study

Three trained annotators were instructed to identify the
textual location spans within 2, 529 contributions from
CD_B and CD_C. The coding guidelines were previ-
ously developed on additional 151 contributions from
CD_B. Each location unit could consist of any num-
ber of consecutive words, but units could not cross sen-
tence boundaries. 305 contributions, about ten percent
of each dataset, served to determine the inter-annotator
agreement and the remaining 2, 224 contributions were
divided equally among the annotators. After calcu-
lating the inter-annotator agreement, documents with
multiple annotations were reviewed by two supervisors
and conflicts were resolved to obtain a unified coding.
We consider Krippendorff et al. (2016)’s alpha for
unitizing textual continua® to evaluate the reliability
of the coders. The alpha measure of 0.75 proves a
high agreement between the coders. We assume that
the coders worked as reliably on the contributions that
were single-coded.

A look at the contributions with multiple codings
shows that disagreements in the handling of preposi-
tions (e.g. along, across, into, left/right of) occurred re-
peatedly. Another source of disagreement were nouns
(e.g. bike lane, one-way street, sidewalk) at the begin-
ning of location units. According to our guidelines, the
coders had to decide whether additional words made

3We use the modified version of earlier definitions (Krip-
pendorff, 1995; Krippendorff, 2013), which corrects short-
comings for studies with more than two annotators.



the location more precise. It turned out that perceptions
did not always coincide on this.

6.5. Corpus Statistics and Discussion

The corpus comprises 2,529 contributions, each of
which is assigned to a GPS coordinate, and these con-
tributions contain 4, 830 location phrases. The length
of the location phrases varies from a single to up to 36
tokens, with on average 4.9 tokens (¢ = 3.48). Exam-
ples for very short locations are street names or districts
(e.g. downtown), while longer units contain more pre-
cise descriptions.

Overall, about twelve percent of the tokens included in
the contributions are part of a location phrase, a propor-
tion that further illustrates the relevance of automated
location of citizen ideas for spatial planning processes.

7. Thematic Categorization

Lastly, we address the thematic categorization of cit-
izen contributions in our data corpus. This makes it
possible to analyse contributions with similar topics to-
gether and detect patterns as well as to delegate contri-
butions to the responsible administrative units.

7.1. Related Work

Content structuring by thematic categories has been ad-
dressed before, including by Kwon et al. (2006) for a
mercury rulemaking process and by Fierro et al. (2017)
in the context of a constitutional process. Cardie et al.
(2008) and Aitamurto et al. (2016), like us, focused on
transportation-related processes.

A problem shared by previous work is that the cate-
gories were fitted to the individual participation pro-
cess. Such specification makes the development of su-
pervised classification models for real-world use (i.e.
beyond research purposes) impractical. If schema and
training data have to be developed from scratch for each
new process, the time required may quickly exceed the
effort of a purely manual analysis, especially for pro-
cesses with fewer contributions. This problem has pre-
viously been described by Purpura et al. (2008), who
proposed active learning to reduce the amount of train-
ing data. Still, the amount of training data needed for
an adequate prediction quality may remain high.

An alternative solution is to use categorization schemes
that are universally applicable to multiple participation
processes. These can be used to train models which
can subsequently be applied to further processes with-
out the need for additional training. An example is the
work of Kim et al. (2021), in which contributions were
assigned to the competent administrative fields (e.g.
housing, culture, environment) based on a guideline for
governments. We follow this example and define a uni-
versal scheme of transportation-related categories that
is not limited to individual processes but can be used
for structuring all kinds of mobility-related planning
processes.

7.2. A Categorization Scheme for Mobility

We propose a category scheme that covers modes of
transport as well as related aspects and allows multi-
labeling.

The categorization scheme was developed based on
a variety of sources including existing mobility con-
cepts (e.g. Der Senator fiir Umwelt, Bau und Verkehr
(2014)), categorizations proposed in documentations
of participation processes (e.g. Zebralog (2020)), and
topic choices currently available to users of online con-
sultations*. This draft was then subjected to feedback
from experts with practical experience in the evalua-
tion of contributions, namely representatives of partici-
pation service providers, planning offices and adminis-
tration, and subsequently improved.

Figure 1 provides an overview of modes of transport,
almost always relevant in mobility-related processes,
and their specifications. Please note that it is also pos-
sible for a contribution not to be assigned to any mode.
Regarding modes of transport, it is firstly specified if
the contribution deals with motorized or non-motorized
transport (or both). If the contribution explicitly refers
to particular modes, these are then further specified:
non-motorized modes are cycling, walking and scoot-
ers. Motorized modes encompass local and long-
distance public transport as well as commercial trans-
port which includes, e.g., delivery and waste disposal.
Private cars are not included as a separate sub-category
of motorized transport. Instead, relevant contributions
will be subsumed under motorized modes because even
when contributions refer specifically to “cars”, the is-
sues usually concern all motorized modes - even if this
is not explicitly stated, e.g. when criticizing traffic sig-
naling. As a matter of fact, there are hardly any issues
that refer exclusively to private car traffic’.

Only if the contribution concerns a mode of transport,
it can then be assigned to one or more specifications
such as the type of traffic (moving traffic or stationary
traffic, i.e. parking). What is more, the categories of
new services and inter- and multimodality can be added
as supplementary information to the mode of transport,
the first referring to technological advancements like
e-mobility or app-based offers, the second referring to
the connection of and between different modes of trans-
port, like intermodal booking systems or the design of
interchanges.

This nested system of categories allows both a general
and a more specific classification of the data. The pos-
sibility to assign more than one topic to a contribution
is an essential difference to most user-generated struc-
turing approaches in online consultations. This multi-
labeling is often necessary because contributions can
deal with more than one topic.

“E.g., see the participation tool of service provider
“tetraecder”: www.buergerbeteiligung.de/ beispielhausen/

> An exception is residential parking, which can be identi-
fied through the specification “stationary traffic”.
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non-motorized transport
(kappa = 0.79, support = 372)

motorized transport
(kappa = 0.75, support = 394)

moving traffic
(kappa=0.82; support=466)

cyclin:
(kappa=0.go, sup%ort=293)

ublic transport (local
I:,(ka|;>pa=0.71,';,uppor(t=58) )

stationary traffic (parkin
(kappa%JS, suppo(r‘?=214) 9

walking
(kappa=0.69, support=180)

ublic transport (long-distance
B (kappafo.oo,(suppogrt=1) )

new services
(kappa=0.60, support=26)

scooters
(kappa=0.86, support=17)

commercial transport
(kappa=0.76, support=55)

inter- and multimodality
(kappa=0.75, support=1)

Figure 1: Overview of thematic categorization scheme for mobility. Numbers in parentheses denote inter-annotator
agreement (Fleiss” kappa) and class support after solving disagreements.

7.3. Annotation Study

We started annotation with MC_O, a process that aims
at a comprehensive mobility concept and therefore in-
cludes contributions on various modes of transport.
The 697 contributions were coded by three coders ac-
cording to our hierarchical scheme. Detailed coding
guidelines were developed and the coders were trained
on contributions from MC_K and further processes not
part of the collection presented here. Since it became
apparent during the coding process that some cate-
gories occurred much less frequently than others, we
decided to have each document coded by all coders.

To analyze the reliability of the codings we calculated
the Fleiss’ kappa agreement for the categories reported
in Figure 1. Most categories show a rather high level
of agreement of 0.75 and above. Some categories with
lower agreement such as long-distance public transport
or inter- and multimodality suffer from very few con-
tributions identified as belonging to this category (see
next section), which is why the significance of kappa
should be viewed with caution here. A subsequent
screening and revision of the disagreements by two su-
pervisors, one an urban planner, led to a final unique
coding, which is the one presented in the following.

7.4. Corpus Statistics and Discussion

The class support of the final coding is depicted in Fig-
ure 1. About 82 percent of the contributions were about
motorized or non-motorized transport, with moving
traffic prevailing over stationary traffic. The optional
categories new services and inter- and multimodality
hardly occurred in the process under consideration, just
as scooters and long-distance public transport.

These categories remain in the categorization schema
as our aim is to provide a comprehensive scheme for
all modes of transport, independent of this specific pro-
cess. In other processes, we expect a different distribu-
tion of the classes. In order to provide a sufficient data
basis for the development of generally valid classifica-
tion models, including minority classes, the coding of
further processes is scheduled.

18 percent of the documents (126) were assigned to
none of the mobility-related categories; those mainly
focused on other requirements for public space (e.g.
noise, accessibility, quality of stay). Such requirements
will be included as additional dimensions in further
scheme development.
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8. Conclusion and Future Work

When public authorities consult the public, they have to
ensure that all contributions are properly considered. In
order to support this process that is vital to democratic
participation yet costly in terms of resources, we have
identified four classification tasks and introduced a new
publicly-available German-language corpus.

Our corpus is the first German-language corpus in the
domain of public participation that provides annota-
tions of textual and GPS locations, as well as a the-
matic categorization for modes of transport. Further-
more, it provides annotations to distinguish argument
components and their concreteness. In contrast to the
previous datasets on argument mining for public partic-
ipation, this corpus contains six different datasets vary-
ing in participation format (online platform vs. ques-
tionnaire) and issue. This enables the training of more
transferable and robust machine learning methods.
Efforts to develop NLP models to solve the practical
application tasks can now rely on this corpus. While
it consists of mobility-related processes, its application
is not limited to such issues as with the exception of
thematic categorization, the tasks are generic to partic-
ipation processes. The thematic categorization scheme
is universally applicable in the mobility section.
Currently we are extending the annotation of the
present corpus, as well as adding new datasets in or-
der to increase diversity and representation of minority
classes. What is more, we are working on expanding
the thematic categorization scheme with additional di-
mensions (e.g. quality of public space, traffic safety or
noise pollution). We have started to develop classifi-
cation models for these four tasks based on the anno-
tated corpus. A first model for the detection and clas-
sification of argument component detection has been
introduced in Romberg and Conrad (2021). Our ulti-
mate goal is to provide an open source application that
supports public authorities in the evaluation of public
participation contributions.
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ToPIC CLASSIFICATION

The rise of pre-trained language models has led to significant improvements in the
longstanding area of text classification in recent years (Howard and Ruder} 2018;|Devlin
et al., 2019; Radford et al.,|2019; Brown et al., 2020)). These language models gain their
advantage from initial training with massive quantities of unlabeled text. Supported
by the knowledge gathered through pre-training, models can subsequently be adapted
more efficiently to downstream tasks using task-specific training data. For a more
detailed overview of pre-trained language models and how they work, we refer the
interested reader to the surveys of Minaee et al.| (2021) and Qiu et al.| (2020).

Despite the gains in model fit due to encoded knowledge, fine-tuning still requires a
non-negligible amount of data to ensure stable performance (Dodge et al.,[2020). Prac-
tical applications that are subject to budget constraints may therefore face a significant
challenge in applying pre-trained language models (e.g., [Purpura et all [2008} |Searle
et al., [2019; Schroder et al., [2021)). Such budget constraints can be manifold, including
scarce financial resources that prevent extensive human annotation (particularly when
well-qualified experts are required), shortage of time to annotate large amounts of data,
as well as environmental considerations, such as the reduction of computational costs
and thus carbon emissions (Strubell et al., [2019).

Active learning offers a solution to meet these requirements and following the intro-
duction of pre-trained language models, a growing body of literature has explored the
potential of coupling both methods (e.g., [Tamkin et al., 2022; Margatina et al., 2022}
Karisani et al.| 2022; [Hua and Wang,[2022)). As one of the first studies in this field, Ein-
Dor et al.|(2020) evaluated how a variety of query strategies behave in cooperation with
the pre-trained language model BERT in balanced and imbalanced real-world scenarios
of binary classification. Subsequently, further cases of text classification have been ex-
amined, including multi-class (Prabhu et al., 2021), multi-label (Wang and Liu| 2023)),
and multi-task (Rotman and Reichart| [2022)) setups. Moreover, research has focused
on the merits and limitations of specific families of query strategied’| when combined

IZhang et al.| (2022b) provide a good overview of types of query strategies in their comprehensive
survey of active learning for natural language processing.
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with pre-trained language models (Schroder et al., 2022; [Snijders et al., 2023), as well
as on individual query strategies (Yuan et al. 2020; Margatina et al., 2021; |Zhang
et al., 2022a).

This progress is also of considerable significance for the evaluation of public par-
ticipation, where one of the most important steps is to organize citizen contributions
according to the issues raised. The motivation behind it is to make the unstructured
collection more manageable, to get an initial overview of the issues that citizens are
concerned about within the process, and then to forward smaller bundles of comments
to the responsible agencies or officers for detailed analysis. Previous work has proposed
to support this step with topic classification, a specific application of text classification
(e.g., Kwon et al., 2006} Cardie et al., 2008a,b; Balta et al., |[2019; [Kim et al., [2021)).

Most of the studies relied on traditional machine learning algorithms like support
vector machines and random forests. The promising advancement brought about by
pre-trained language models has received little attention so far (Balta et al. 2019).
However, the topic classification of citizen contributions requires solutions that are
not only accurate but also cost-effective, given the often limited financial or human
resources available in the public sector, and also the need for process-specific classifica-
tion schemes (as argued in detail in Section [I.2.1). In addition, it must be taken into
account that participation processes regularly generate small datasets with hundreds
to a few thousand contributions. In these cases, automatic support for topic classifica-
tion is only worthwhile if the manual annotation of the required training data means
a significant reduction in effort compared to a complete manual evaluation. This is
where active learning comes in (Purpura et al., 2008]).

Like [Purpura et al. (2008)), we see active learning as a methodological approach
that opens the door to the advantageous practical application of topic classification
in our use case. As we have outlined above, integrating pre-trained language models
into active learning workflows offers the prospect of excelling text classification accu-
racy along with a significant reduction of required training data. Surprisingly enough,
the potential of this symbiotic relationship has not yet been explored for the topic
classification of public participation contributions. Therefore, we set the focus of this
chapter accordingly. In Section 4.1 we first investigate the benefits of pre-trained
language models in combination with active learning to reduce human effort in topic
classification of citizen contributions.

In Section[4.2] we delve deeper into the evaluation of active learning by scrutinizing
standard performance measures in terms of their meaningfulness for practice. This is
motivated by the fact that assessing the practical value of active learning strategies
is challenging (Kottke et al.; 2017). Researchers have typically focused on overall
predictive performance in terms of a task-specific measure (such as accuracy or Fy
measure in text classification tasks) and, in the age of large models, computation
times. However, the factors to be considered for the usefulness of active learning in
real-world scenarios are far more diverse (Margatina and Aletras, 2023). One of these
facets involves the human factor within active learning (Baldridge and Palmer| 2009}
Donmez and Carbonell, 2008; |(Calma and Sickl [2017). In this context, we propose
additional performance measures specifically aimed at evaluating to what extent query
strategies can satisfy the preferences of human users.
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4.1 Reducing Manual Labeling Effort with Active
Learning

Paper: Julia Romberg and Tobias Escher. Automated Topic Categorisation of Citi-
zens’ Contributions: Reducing Manual Labelling Efforts Through Active Learning. In
Electronic Government, pages 369-385. Springer, 2022.

Personal Contribution: Julia Romberg mainly developed the concept of the paper,
with the support of Tobias Escher. She also designed the experiments, prepared the
dataset accordingly, and researched, implemented and evaluated the machine learning
approaches. Julia Romberg and Tobias Escher jointly interpreted the results to draw
conclusions for the use case and co-authored the manuscript.

Status: published

In this paper, we take a first stab at applying active learning for efficient topic
classification of citizen contributions through pre-trained language models. To this
end, we assess the performance of several active learning approaches on a case study of
three public participation processes to cycling infrastructure in German municipalities.
Both single-label and multi-label classification cases are covered in our evaluation.

The focus is on three factors of practical relevance. First, we pay attention to
the classification accuracy of the methods. Second, we examine how much manual
labeling effort can be saved in order to relieve analysts in their work. Third, we give
consideration to the approaches’ runtimes, which may limit their practical applicability.

In light of their expected performance and reasonable computing effort, we decide
on Contrastive Active Learning (Margatina et al., [2021) and Minimum Expected En-
tropy (Holub et al., 2008) as promising query strategies. Representing pre-trained lan-
guage models as a prominent example, BERT serves as the classification model. What
is more, we draw a direct comparison with the methodology introduced by Purpura
et al.| (2008), which combines the Query by Committee query strategy with different
traditional classification algorithms, namely support vector machines, maximum en-
tropy, and naive Bayes. This course of action allows us to evaluate what developments
research has made since then for our domain of application.

In comparison to the early study of active learning on public participation data by
Purpura et al.| (2008), we show a remarkable 0.08 point increase in average classification
accuracy. Simultaneously, the amount of training data required declines as pre-trained
language models exhibit faster learning capabilities than the traditional algorithms.
Despite having a significantly longer runtime than the other models, BERT stays within
a tolerable range of a few minutes per iteration.

Our results show not only that supervised machine learning models can reliably
classify topic categories for public participation contributions, but that active learning
significantly reduces the amount of training data required. This has important impli-
cations for the practice of public participation because it dramatically cuts the time
required for evaluation. We therefore hypothesize that active learning should signifi-
cantly reduce human efforts in most cases of topic classification of citizen contributions.
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Abstract. Political authorities in democratic countries regularly con-
sult the public on specific issues but subsequently evaluating the con-
tributions requires substantial human resources, often leading to ineffi-
ciencies and delays in the decision-making process. Among the solutions
proposed is to support human analysts by thematically grouping the con-
tributions through automated means. While supervised machine learn-
ing would naturally lend itself to the task of classifying citizens’ proposal
according to certain predefined topics, the amount of training data re-
quired is often prohibitive given the idiosyncratic nature of most public
participation processes. One potential solution to minimise the amount
of training data is the use of active learning. While this semi-supervised
procedure has proliferated in recent years, these promising approaches
have never been applied to the evaluation of participation contributions.
Therefore we utilise data from online participation processes in three
German cities, provide classification baselines and subsequently assess
how different active learning strategies can reduce manual labelling ef-
forts while maintaining a good model performance. Our results show
not only that supervised machine learning models can reliably classify
topic categories for public participation contributions, but that active
learning significantly reduces the amount of training data required. This
has important implications for the practice of public participation be-
cause it dramatically cuts the time required for evaluation from which
in particular processes with a larger number of contributions benefit.

Keywords: Topic Classification - Public Participation - Active Learning
- Natural Language Processing

1 Introduction

Democratic authorities are regularly using public participation to consult and
involve citizens in order to inform political decisions and increase public support
[8]. While their function and effectiveness is open to debate [19], they enjoy
considerable popularity among the public that regularly contributes hundreds
or even thousands of proposals to such consultations. As a consequence, policy-
makers and their administrations regularly face the problem of how to make sense
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of the diversity of statements that the public provides while at the same time
maintaining the high standards of transparency and due process required for such
important democratic processes. Usually this requires human analysts to read
each contribution, detect duplicates, identify common themes, and categorise
contributions accordingly before preparing conclusions from the input. This is a
time consuming effort that often leads to inefficiencies and delays in the decision-
making process [23,2,7].

While human assessment should not be abandoned, given the relevance of
citizens® input to the democratic decision-making, technical solutions have long
been proposed as a means to reduce the workload of human evaluators [18]. Here
we focus on approaches to support analysts by using Natural Language Process-
ing (NLP) techniques to categorise disparate contributions into groups that share
certain thematic properties. As we review below, both supervised as well as un-
supervised machine learning strategies have been applied to this task with mixed
results. Given that categorisation of citizen contributions generally follows cer-
tain pre-defined goals such as sorting according to particular topics or adminis-
trative responsibilities, categorisation schemes are not arbitrary but constructed
before the participation process. As a consequence, we assume that supervised
machine learning approaches like classification are better suited to the task than
completely unsupervised procedures that aim to detect latent structures in the
data. However, these supervised procedures require manually labelled training
data, calling into questions any efficiency gains that motivated automation in the
first place. This demand would not constitute a barrier if models could be pre-
trained and subsequently applied. Yet, regularly public participation processes
are distinct and require tailored categorisation schemes. This idiosyncratic na-
ture means models need to be customised for each process, requiring substantial
amounts of training data.

A potential solution to minimise the amount of data is the use of active learn-
ing, a semi-supervised procedure that (to the best of our knowledge) has been
applied to the evaluation of participation contributions only once [20]. While
since that study almost 15 years ago, active learning strategies (and NLP in gen-
eral) have advanced, these promising technologies have not been applied to the
analysis of citizen participation. Therefore we systematically assess how different
active learning strategies can reduce manual labelling efforts while maintaining
a good model performance. To this end we study data from online participation
processes in three German cities that consulted citizens on improvements for
cycling. Specifically, we investigate different supervised machine learning models
in order to establish what classification quality can be achieved without active
learning (RQ1). We use this as a baseline to investigate how much manual la-
belling effort can be saved through active learning (RQ2). However, given that
our focus is on enabling a practical application of these models, we also test how
time-efficient the different categorisation approaches are to assess whether these
could be used in realistic scenarios (RQ3).

We start by discussing previous NLP approaches to structuring contribu-
tions thematically (2) before introducing our dataset (3) and the active learning
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techniques applied (4). We evaluate the results of different query strategies and
classifiers (5) and discuss their implications for practical application (6). Finally,
the concluding section summarises the results and outlines avenues for further
research (7).

2 Approaches to Thematically Structure Contributions

Organising citizens’ contributions thematically is a basic step in the evaluation
of public participation processes and so far two machine learning strategies have
been proposed to support this task. These are unsupervised approaches, mainly
topic modeling, on the one hand, and supervised classification algorithms on the
other.

Unsupervised machine learning algorithms cluster similar content by discov-
ering hidden patterns in the data. As these rely on unlabelled datasets, they
require no previous manual coding which makes them attractive to use. Sev-
eral such algorithms have been applied in previous work, including k-means and
k-medoids clustering [23,25], non-negative matrix factorization [2], associative
networks [24] and correlation explanation topic modeling [5]. By far the most
popular is topic modeling with Latent Dirichlet Allocation (LDA) (see for ex-
ample [15,16,2,11,10]).

Much of the work mentioned above shows that the detection of meaningful
topics by unsupervised learning is subject to major limitations. To start with,
for algorithms such as LDA and k-means the number of topic clusters to be
identified must be specified in advance. This risks that the number of topics
is somewhat arbitrary. What is more, while an approximate number of topics
can be found with strategies such as experimenting with different values using
human judgment or statistical measures, this requires considerable manual anal-
ysis effort [23,10]. An even more serious limitation are the topic clusters that
emerge. Even with an appropriate number of topics to be found, there is still no
guarantee that the algorithms will return those topics that are required by the
user.

However, human evaluators of participation processes generally already have
a good idea of what categories they are interested in. The reason is that such
processes are initiated in order to consult the public on a specific topic such as a
proposed infrastructure project or a legal text. Therefore, even before the process
begins, there are a number of categories on which the analysts expect input and
this pre-defined categorisation scheme can then later be refined when contribu-
tions are reviewed. As a consequence, we argue that it is more suitable to benefit
from this prior knowledge in order to provide clusters of interest rather than to
rely on latent structures that might not be relevant to the user. This is exactly
the function of supervised machine learning which we therefore consider more
appropriate to support categorising contributions thematically [14,6,1,4,13].

Given a set of labelled training data, supervised models are trained to clas-
sify citizen contributions into categories that have been previously defined by
the user. Most works relied on conventional approaches such as support vector
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machines, but more recent works also included neural networks and transformer
models like BERT. Some promising results have been obtained, but only under
the condition that a sufficient amount of previously (usually manually) cate-
gorised data is available for training the models. This may be true in certain
cases, such as in the use case described by Kim et al. [13] who used a categori-
sation by administrative unit for a city platform that is available to citizens in
the long term. Once trained, the model can support officials by being used to
automatically classify new requests that are constantly coming in.

However, many participation processes are singular events that have a spe-
cific objective and only run for a short period of time. Therefore, regularly an-
alysts have to adapt the thematic categories of the evaluation to the respective
process. This usually makes the transfer of trained models impossible. Rather,
the classification models must be trained anew for each process with appropri-
ate data, which requires to label (at least part of) the contributions from the
process under consideration. This additional human labelling effort must not be
underestimated as the previously introduced studies show that relied on training
datasets consisting of several thousand data points. Yet, as is not least docu-
mented by our dataset, many of the consultation processes, e.g. in municipalities,
do not even generate these large numbers of contributions. While hundreds or
a few thousands of contributions pose substantial burden to administration to
evaluate, fully supervised machine learning may not remedy the situation when
analysts would still have to code a large share of the dataset in order to train
a classifier. As a consequence, supervised machine learning might not offer an
efficiency benefit for a whole range of practical applications in the area of public
participation.

In order to provide a feasible solution also for processes with a lower number
of contributions, Purpura et al. [20] motivated a human-in-the-loop approach.
Active learning aims to reduce the amount of required training data by select-
ing a minimal subset that provides the greatest performance gain in training a
classification model. The algorithm works in close collaboration with the user,
who gradually categorises small parts of the dataset until the model performs
satisfactorily. The authors were able to confirm that active learning can reduce
manual labelling efforts while maintaining a high model performance. Never-
theless, depending on the number of categories (17 or 39), still more than 600
respectively more than 800 sentences had to be labelled manually until an ac-
curacy of 70% was reached - a score which is comparable to the results of many
of the works on supervised classification introduced above. In summary, it was
thus evident that the use of active learning is promising, but the approaches still
need to be improved.

Since the study of Purpura et al., the research on NLP and on active learning
has evolved. Our goal is to apply state-of-the-art methods to citizen contributions
and to evaluate to what extent the advanced methods can further reduce the
amount of training data needed. In addition, we also assess the runtime of these
models as another potential barrier for practical application.
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3 The Cycling Dialogues Datasets

In this paper we focus on contributions collected from citizens in three nearly
identical participation processes in the German municipalities of Bonn, Ehren-
feld (a district of Cologne) and Moers. In each city, the authorities consulted the
public in order to identify planning measures that would improve the situation
for cyclists. To do so, from September to October 2017 citizens were invited to
propose measures for particular locations using a map-based online participation
platform. Before the process, the local traffic planning authorities of the three
cities that initiated these consultations developed a set of eight categories, repre-
senting different aspects for improvement such as cycle path quality or lighting.
These would subsequently be used in order to process the proposals from citizens.

Initially, each contribution was assigned to a single (primary) category by
the citizens when submitting the contribution. This assignment was checked
by the moderators of the online platform and adjusted if necessary. After the
online participation phase, an analyst went through the contributions from all
three processes again and checked the categorisation. In rare cases this led to re-
assignment of primary categories. What is more, for those contributions whose
content would qualify for more than one category, in addition to the primary
category further secondary categories where assigned. The share of multi-labelled
contributions regarding the eight main categories amounts to 10% in Bonn and
Moers, and 15% in Ehrenfeld. Among these, only few contributions had more
than two labels assigned (Bonn: 21, Ehrenfeld: 10, Moers: 3).

We use this categorisation as the basis for our study and investigate how
to accurately and efficiently predict the correct label(s) for each contribution.
While one could certainly insist that this body of data lacks intersubjectivity,
it represents a scenario that regularly occurs in practical applications as indi-
vidual analysts code large parts or even the entire contributions on their own.
Nevertheless, although the categorisation is ultimately based on one individual
analyst and may contain a somewhat subjective bias on his part, it is by no
means arbitrary because it also incorporates the judgement of different people
(citizen and moderators). We thus argue that it is certainly sufficient for most
of the use cases where this categorisation is the starting point of further pro-
cessing of contributions. More important for our study is that the labels reflect
a consistent assignment [20] which is certainly the case as all were reviewed by
a single person.

The coded dataset comprises a total of 3,139 contributions. Cycling Dialogue
Bonn has received the most contributions with 2,314, whereas Cycling Dialogue
Ehrenfeld and Cycling Dialogue Moers account for 366 and 459 unique contri-
butions respectively. The contributions contain an average of 4.83 (Bonn), 4.66
(Ehrenfeld) and 4.78 (Moers) sentences. Table 1 gives insights into the thematic
priorities within the eight categories. Cycling traffic management and cycle path
quality attracted the most interest in all datasets, followed by either obstacles or
traffic lights. The (larger) differences in the amount of contributions as well as
the (smaller) difference in the distribution of categories can be attributed to both
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Table 1: Overview of datasets and distribution of topic categories by single labels
and multiple labels respectively.

PRIMARY LABELS PRIMARY & SECONDARY LABELS

CATEGORIES Bonn Ehrenfeld Moers Bonn Ehrenfeld Moers
cycling traffic ]

1,020 (44.1%) 195 (53.3%) 222 (48.4%) 1,056 (45.6%) 204 (55.7%) 229 (49.9%)
management
signage 150 (6.5%) 16 (4.4%) 19 (4.1%) 182 (7.9%) 20 (5.5%) 27 (5.9%)
obstacles 319 (13.8%) 35 (9.6%) 31 (6.8%) 364 (15.7%) 45 (12.3%) 33 (7.2%)
;icalﬁtly’ath 449 (19.4%) 58 (15.8%) 111 (24.2%) 519 (22.4%) 71 (19.4%) 118 (25.7%)
traffic lights 178 (7.7%) 34 (9.3%) 47 (10.2%) 197 (8.5%) (10.7%) 51 (11.1%)
lighting 37 (1.6%) 1 (0.3%) 10 (2.2%) 47 (2.0%) 2 (0.5%) 15 (3 3%)
bicycle parking 108 (4.7%) 22 (0.6%) 9 (2.0%) 112 (4.8%) 26 (7.1%) 9 (2.0%)
misc 53 (2.3%) 5 (1.4%) 10 (2.2%) 84 (3.6%) 25 (6.8%) 27 (5.9%)
total documents 2,314 366 459 2,314 366 459

contextual factors such as city size or local infrastructure, and individual-level
factors such as the participating stakeholders.

A noteworthy characteristic of the datasets is that some categories are only
rarely represented. For example, lighting occurs only twice in Ehrenfeld and
bicycle parking occurs only 9 times in Moers. Although this is likely to make
classification more difficult, such uneven distributions by topic are not at all the
exception in citizen comments, making the results of the evaluation with regard
to the rarely occurring classes of great interest.

In contrast to the work of Purpura et al. [20], here we categorise entire
contributions rather than individual sentences within these. This is motivated
by the fact that this is also the approach chosen by practitioners in the field of
citizen participation (see for example [23,2]). What is more, in our dataset the
contributions contain just about five sentences on average and thus are relatively
short in comparison to the average length of 41.55 sentences reported by Purpura
et al. [20].

4 Methodology

In the following, we introduce the concept of active learning and describe the
techniques selected to be part of our study. These are various specific strate-
gies for selecting the data points to be labelled as well as suitable classification
algorithms.

We consider two types of classification problems, both of which will be ad-
dressed in the evaluation. On the one hand, we want to identify the thematic
focus, i.e. the primary category, of the contributions. To do this, we solve a
single-label classification problem in which a decision function is learned that
maps each input vector to exactly one class. Second, we are interested to see to
what extent all associated topics of a contribution can be recognised. In such
a multi-label classification problem, the input vectors can be mapped to one or
more classes.
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4.1 Active Learning

The goal of active learning is to quickly learn a good decision function for clas-
sifying data points to save manual labelling effort. Optimally, the subset of data
to be labelled should be minimal while the prediction accuracy is maximised.
Being an interactive process, the human expert is sequentially consulted by the
computer to (in our case) categorise samples of contributions whose labelling
can be of most use in training the model.

In each iteration of the process, the k most informative data points are se-
lected using some query strategy. Subsequently, these samples are manually la-
belled and added to the pool of so far labelled data points (i.e. from earlier
iteration rounds). The classification model is then retrained with all labelled
samples and evaluated. If the classification performance is sufficient (according
to some stopping criterion), the active learning process terminates.

Specific to each active learning approach is therefore on the one hand the
choice of query strategy and on the other hand the choice of classifier.

4.2 Query Strategies

Active learning attempts to find a minimal training dataset that simultaneously
maximises the classification performance. Therefore, the challenge is to select
those data points whose labelling provides the greatest benefit for training of
the classifier in each iteration. Query strategies attempt to find an approximate
solution to this problem and here we investigate four different query strategies.

Random Sampling (RS) is a query strategy that randomly selects data points
from a pool of unlabelled samples. In this very basic strategy, there is no prioriti-
sation of samples regarding their value for the training. While we can anticipate
that this naive approach will not yield the best results, we are interested in seeing
what improvements the more targeted strategies can achieve in comparison.

Query By Committee (QBC) [22] is a query strategy in which the disagree-
ment between a committee of classifiers serves as a measure of information gain.
To this end, the classifiers, previously trained on already labelled samples, cat-
egorise each unlabelled sample and subsequently the predictions are used to
calculate a disagreement score (e.g. 0 if all predictions match). The unlabelled
samples are then ranked in descending order based on their disagreement scores,
and the top-k (i.e. those that the committee was least confident about) are for-
warded to the human annotator.

In our experiments, we use a committee of three classifiers and define the
disagreement score of a sample as the number of distinct class predictions minus
one. We follow the course of action by Purpura et al. [20], but dispense with the
specifications for hierarchical schemas.! If assignment to more than one category
is allowed, we sum up the class-wise disagreement scores.

! We also forgo the computationally expensive additional clustering that has been
suggested as an extension because of runtime considerations.
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Minimum Expected Entropy (MEE) [12] is a query strategy that tries to
minimise the prediction uncertainty of unlabelled data points by selecting those
with the largest expected uncertainty to be labelled first. The prediction uncer-
tainty of a data point is estimated with the entropy measure. Given a discrete
random variable X, H(X) takes a value between 0 and 1 depending on the
probability distribution over the variable’s possible values (e.g. the prediction
outcome of the current classification model for the different categories C):

H(X)=-> P(X =c)log, P(X =c)
ceC

Contrastive Active Learning (CAL) [17] is a recent approach to improve
querying by selecting so-called contrastive samples. These are samples that are
close to each other in the feature space (e.g. share a similar vocabulary), but for
which the current classification model’s predictions are very different. Similar
samples are found using the k-nearest neighbour algorithm and the difference
in prediction probabilities is measured using the Kullback-Leibler divergence.
The authors could show that CAL can perform equivalently or even better than
a range of query strategies such as entropy for several tasks, including topic
classification.

4.3 Classifier

In addition to the choice of a suitable query strategy, the choice of the classifier
is crucial for the success of active learning. We therefore compare different clas-
sifiers, including both classical and state-of-the-art approaches. Following the
setup from [20], we consider support vector machines (SVM), the mazimum en-
tropy classifier (MaxEnt), and the naive Bayes classifier (NB), some of which
are known to perform well across a range of classification tasks. We also test an
ensemble classifier that combines SVM, MaxEnt and NB. The textual contribu-
tions were transformed into tf-idf-weighted term vectors to obtain a machine-
readable format. Non-word tokens were excluded, the words were lower-cased
and lemmatised. To further reduce the dimensionality of the feature vectors, we
also removed less discriminative words, i.e. words that occurred only once or in
more than 80% of the contributions in the respective dataset. We furthermore
include BERT (Bidirectional Encoder Representations from Transformers) in
the comparison, one of the most popular transformer models. Within the last
few years, transformer models have contributed significantly to the improvement
of results in various NLP applications, and more recently they have also been
considered for use in active learning [9]. In this work, we initialise BERT with
the case-sensitive gbert-base model?, a pre-trained language model for German,
and encode the textual contributions accordingly.

2 Model available at https://huggingface.co/deepset/gbert-base.
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5 Evaluation

We address three research questions, starting by investigating how well the au-
tomated topic classification of citizen contributions already works. Keeping this
knowledge of the potential and limitations of topic classification in mind, we turn
our attention to the savings in manual labelling efforts through the use of active
learning. Finally, we analyse the runtime of the approaches and thus consider a
second key aspect for their practical applicability.

We answer the questions for public participation processes on cycling in the
cities of Bonn, Ehrenfeld and Moers. This allows us to make a direct comparison
between three thematically similar processes that differ, however, in the number
of citizen ideas collected and the distribution along the categories. In order to
obtain reliable results, especially with the small datasets, the experiments were
realised with a 5-fold cross-validation of 80% — 20% splits for training and test-
ing the classification model. The model score will be reported as the average
outcome of the five runs and the standard deviation will be indicated. We mea-
sure category-wise performance with the Fy score, the harmonic mean of model
precision and recall for the respective class. For assessing model performance on
a global level, we compute the proportion of correct predictions using accuracy
for single-label classifications and micro-averaged F; for multi-label classifica-
tions. Micro-averaged F; is a common measure, and for single-label scenarios, it
is equivalent to accuracy.

5.1 RQ1: What Classification Quality Can Be Achieved Without
Active Learning?

First of all, we are interested in how well topic classification can work on our
datasets in general. Table 2 shows the results for each of the five classifiers
presented above, for single-label and for multi-label classification respectively.
To improve the model fit on the datasets, we tuned hyperparameters in each
cross-validation split (see Appendix A for more details).

The results are encouraging: the primary thematic focus of citizens’ contribu-
tions could be correctly predicted in 75% to 80% of the cases, depending on the
dataset. If all related topic categories were to be found, similarly good outcomes
were achieved with between 72% and 80% of the predicted labels matching the
human annotation. As expected, BERT can improve the accuracy respectively
the micro-averaged F; score, in our setting by up to 0.11 compared to Max-
Ent, the best performing among the other models. The effects are particularly
remarkable for rarely occurring categories, such as bicycle parking in Moers,
where only seven to eight matching contributions were available for training
the model (the remaining contributions were part of the test set). This clearly
emphasises the strengths of the pre-trained language model, which stores pre-
viously learned knowledge about semantic relationships between words. Com-
paring the results for the different classification tasks, i.e. single-labelling and
multi-labelling, shows that most classifiers perform similarly well in both appli-
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Table 2: Results of single-label and multi-label topic classification.

Single-Label Classification
cycle path  traffic lighting bicycle misc accuracy
quality lights parking
SVM 0.75(0.02)  0.45(0.14) 0.65(0.07) 0.71(0.03) 0.73(0.04) 0.74(0.11) 0.82(0.10) 0.03(0.07)| 0.71(0.02)
MaxEnt | 0.76(0.02) 0.44(0.10) 0.65(0.08) 0.72(0.02) 0.72(0.03) 0.77(0.11) 0.84(0.07) 0.12(0.13)| 0.71(0.02)
NB 0.68(0.02)  0.05(0.05) 0.39(0.14) 0.57(0.02) 0.30(0.06) 0.00(0.00) 0.15(0.09) 0.00(0.00)| 0.56(0.02)
Ensemble| 0.76(0.01) 0.44(0.12) 0.66(0.08) 0.71(0.02) 0.73(0.03) 0.73(0.09) 0.83(0.08) 0.03(0.07)| 0.71(0.02)
BERT | 0.80(0.03) 0.58(0.06) 0.71(0.04) 0.75(0.04) 0.80(0.03) 0.81(0.10) 0.90(0.04) 0.06(0.13)| 0.76(0.02)

cycling traffic

i bstacles
management signage  obstacles

Bonn

N SVM 0.76(0.04)  0.10(0.22) 0.66(0.13) 0.34(0.18) 0.68(0.05) 0.00(0.00)* 0.62(0.19) 0.00(0.00)| 0.66(0.04)
= MaxEnt | 0.75(0.05) 0.20(0.18) 0.68(0.11) 0.40(0.21) 0.69(0.07) 0.00(0.00)* 0.84(0.12) 0.00(0.00)| 0.67(0.03)
=l 5 NB 0.66(0.04)  0.00(0.00) 0.19(0.25) 0.06(0.08) 0.04(0.10) 0.00(0.00)* 0.00(0.00) 0.00(0.00) | 0.49(0.05)
:g Ensemble| 0.77(0.03) 0.10(0.22) 0.65(0.14) 0.36(0.18) 0.68(0.05) 0.00(0.00)* 0.78(0.08) 0.00(0.00) | 0.68(0.04)
BERT | 0.83(0.02) 0.36(0.25) 0.66(0.14) 0.63(0.10) 0.73(0.09) 0.00(0.00)* 0.84(0.10) 0.00(0.00) | 0.75(0.03)
SVM 0.78(0.05) 0.25(0.23) 0.46(0.15) 0.66(0.10) 0.74(0.24) 0.33(0.31) 0.27(0.37) 0.00(0.00)| 0.70(0.05)

| MaxEnt 0.78(0.04)  0.31(0.17) 0.37(0.13) 0.67(0.09) 0.78(0.07) 0.59(0.38) 0.67(0.41) 0.00(0.00)| 0.71(0.03)
8| NB 0.72(0.03)  0.00(0.00) 0.00(0.00) 0.67(0.03) 0.44(0.14) 0.00(0.00) 0.00(0.00) 0.00(0.00)| 0.62(0.03)
=|Ensemble 0.77(0.05)  0.25(0.23) 0.40(0.21) 0.67(0.09) 0.74(0.24) 0.37(0.34) 0.13(0.30) 0.00(0.00)| 0.70(0.05)
BERT | 0.84(0.03) 0.52(0.17) 0.59(0.09) 0.81(0.10) 0.91(0.08) 0.70(0.45) 0.73(0.43) 0.00(0.00)| 0.80(0.03)

Multi-Label Classification
Cg:;t:i:;;ff signage  obstacles Ly(;;}i)t?h thr;}ffz: lighting s;ii;{; misc  |micro-avg F

SVM 0.77(0.02)  0.45(0.10) 0.66(0.03) 0.70(0.01) 0.76(0.05) 0.67(0.23) 0.79(0.07) 0.18(0.14)| 0.71(0.01)

=| MaxEnt | 0.75(0.01) 0.46(0.06) 0.64(0.01) 0.69(0.02) 0.76(0.04) 0.79(0.14) 0.80(0.09) 0.28(0.14)| 0.70(0.01)
S| NB 0.65(0.01)  0.15(0.05) 0.37(0.05) 0.65(0.02) 0.37(0.06) 0.04(0.09) 0.19(0.12) 0.17(0.13)| 0.52(0.01)
% |Ensemble| 0. 75(0.02)  0.45(0.10) 0.64(0.04) 0.69(0.05) 0.73(0.09) 0.59(0.25) 0.76(0.11) 0.24(0.17)| 0.69(0.02)
BERT | 0.81(0.01) 0.48(0.17) 0.71(0.02) 0.78(0.03) 0.78(0.03) 0.83(0.09) 0.89(0.04) 0.39(0.07)| 0.77(0.01)

N SVM 0.45(0.41)  0.00(0.00) 0.39(0.17) 0.29(0.19) 0.45(0.34) 0.00(0.00) 0.54(0.32) 0.20(0.17)| 0.43(0.26)
< | MaxEnt 0.73(0.04)  0.25(0.25) 0.50(0.12) 0.45(0.06) 0.68(0.08) 0.18(0.25) 0.62(0.29) 0.15(0.14)| 0.61(0.04)
=l 5 NB 0.77(0.05)  0.00(0.00) 0.21(0.16) 0.26(0.09) 0.17(0.12) 0.00(0.00) 0.11(0.16) 0.24(0.18)| 0.49(0.02)
;_g Ensemble| 0.74(0.02) 0.08(0.18) 0.28(0.27) 0.23(0.16) 0.55(0.19) 0.00(0.00) 0.33(0.41) 0.06(0.13)| 0.56(0.07)

BERT | 0.82(0.03) 0.33(0.21) 0.65(0.11) 0.57(0.13) 0.76(0.07) 0.20(0.45) 0.77(0.20
SVM | 0.78(0.02) 0.30(0.20) 0.25(0.16) 0.69(0.11) 0.82(0.10) 0.46(0.36) 0.33(0.47
MaxEnt | 0.79(0.07) 0.23(0.13) 0.29(0.09) 0.68(0.09) 0.82(0.07) 0.63(0.18) 0.67(0.41
NB 0.75(0.06)  0.05(0.11) 0.08(0.11) 0.62(0.09) 0.49(0.07) 0.00(0.00) 0.00(0.00
Ensemble| 0.78(0.04) 0.24(0.14) 0.28(0.18) 0.71(0.03) 0.81(0.09) 0.58(0.35) 0.40(0.55
BERT | 0.88(0.05) 0.41(0.34) 0.56(0.24) 0.82(0.06) 0.93(0.03) 0.55(0.16) 1.00(0.00

0.24(0.15)| 0.72(0.02)
0.00(0.00) | 0.69(0.04)
0.00(0.00) | 0.70(0.04)
0.13(0.12)| 0.58(0.03)
0.11(0.25) | 0.70(0.04)
0.00(0.00) | 0.80(0.04)

Moers

cations. This suggests that predicting all associated labels of a contribution is
by no means more difficult than the recognition of the primary topic.

All models had problems with recognising contributions that were grouped in
the misc category, which is not surprising due to the missing thematic coherence
of the content. It should also be noted that in Ehrenfeld the category lighting
occurs too infrequently to allow evaluation in the single-label case.

5.2 RQ2: How Much Manual Labelling Effort Can Be Saved
Through Active Learning?

It is evident from the results for RQ1 that even smaller datasets have the po-
tential to provide enough information to train good topic classification models.
With the application of active learning, we are now taking a closer look at this
potential.

In our experiments, the active learning process (implemented using the small-
text library [21]) is initialised with 20 randomly drawn samples (i.e. contribu-
tions). Then, in each active learning loop, 20 unlabelled samples are retrieved
with the respective query strategy and added to the pool of labelled data. We
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(a) Single-Label Classification (b) Multi-Label Classification

Fig. 1: Accuracy respectively micro-averaged F; scores for active learning per
iteration.

compare the two best performing classifiers from RQ1 and first evaluate them
with RS to have a baseline. QBC and MEE follow a similar strategy of selecting
samples (by disagreement of a committee and uncertainty in prediction, respec-
tively). With respect to the work of [20], we combine MaxEnt with QBC. A
combination of BERT and QBC, on the other hand, was rejected because of
runtime considerations since in addition to the costly transformer model, three
further models would have to be trained per active learning iteration. Instead,
we use the well-known MEE query strategy with BERT. Furthermore, we ex-
plore whether the recently developed query strategy CAL can further improve
active learning with BERT. To keep model training time low, hyperparameter
tuning for BERT is limited to selecting the best model from 10 training epochs.
For MaxEnt, we compare a gridsearch-optimised model against one with fixed
hyperparameters.
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An overview of the results is provided in Figure 1. Since the learning curve in
Bonn levelled off after a few hundred samples, we stopped the time-consuming
experiment at this point and only report the results until then.

All BERT variants are superior to MaxEnt, not only because of the accuracy
they can achieve but also because they learn faster. While all query strategies
work well with BERT, MEE and CAL show an advantage over RS especially
in multi-labelling. For single-label classification, the best strategy approximates
the maximum accuracy scores from full supervision (averaging 0.77) already with
500 (Bonn), 180 (Ehrenfeld), and 120 (Moers) labelled samples. For multi-label
classifications, the pool of labelled data to achieve the best micro-averaged Fy
scores (averaging 0.76) could be reduced to 440 (Bonn), 160 (Ehrenfeld), and
200 (Moers).

5.3 RQ3: How Time-Efficient Are the Different Categorisation

Approaches?
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Bonn Ehrenfeld Moers
350 350 350
— st i 5 o prameter) i v o e — st w1 s st
00| — Mt wnre 300{[— e vimne 200] — tmwinns
250] — bestwinms 250| — berrwinns 250| — bestwinis
200{ — BERT with cAL AL DT 200{ — BERT with cAL 200{ — BERT with cAL

seconds per iteration
seconds per iteration
seconds per iteration

150 150 150 -+ _(\
100 e 100 = 100 e //\/ X
— — —

S0p—"— _— 501 =" - 50| ==
= ) )=l T e i
1234567 891011121314151617181920212223242526272829 1234567 891011121314 1234567 89101112131415161718
iteration iteration iteration
(b) Multi-Label Classification
Bonn Ehrenfeld Moers

350

w
&
3

—— MaxEnt with RS (fixed parameters)
MaxEnt with RS

—— MaxEnt with RS (fixed parameters)
MaxEnt with RS
MaxEnt with QBC

—— BERT with RS

BERT with MEE

BERT with CAL

300

w
8
3

MaxEnt with QBC
— BERT with RS
BERT with MEE
BERT with CAL

]
3

250
200

8
3

150
100

I
3 3

seconds per iteration
seconds per iteration

seconds per iteration
8

8 91011121314151617 18192021222324 2526272829 1334567600005 12345678 9101112131415161718
iteration iteration iteration

Fig. 2: Time duration of active learning iterations in seconds.

Not only the quality of the results but also the runtime is relevant if such an
approach is to be developed for use by practitioners. Figure 2 reports how long
the individual iterations, i.e. loops, of active learning take. This reflects the time
a user has to wait between coding sessions. BERT-based experiments were run
on Google Colab with Tesla P100-PCIE-16GB GPU and 2.2 GHz Intel Xeon
CPU processor. The other classifiers were evaluated on a local machine with 1.8
GHz Intel Core i7-8565U CPU processor.

Encouragingly in terms of applicability, no iteration in the observation inter-
val lasts longer than five minutes. Taking into account the findings from RQ2, to
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achieve these results on average a human analyst would have to wait less than
three minutes (Bonn) or even less than one minute (Ehrenfeld, Moers) between
the coding sessions. At the same time, however, we can observe that BERT is
more computationally intensive than MaxEnt, even though we severely limited
hyperparameter tuning in our experiments.

6 Discussion

Based on the evaluation summarised above we can now answer the research
questions and discuss their implications.

For the first research question (RQ1), the results show that supervised ma-
chine learning can predict the correct label(s) on average for about 77% of the
cases. We believe that this accuracy is already sufficient for most of the practical
use cases because this categorisation is only the starting point of further manual
processing of contributions. During this further processing possible misclassifi-
cation would be detected and could easily be corrected. A number of issues are
particularly noteworthy about this level of accuracy. First of all, the classifica-
tion works equally well for single and multi-labelling. What is more, BERT as
a current state-of-the-art approach offers the best results - not only because it
achieves higher accuracy, but also because it works more reliably for categories
with few contributions than the other classifiers evaluated. Finally, we test the
models on three different datasets that vary in size and we can show that these
results can be achieved also on datasets that contain only a few hundred contri-
butions.

These results already show that automated classification through supervised
models could be useful in supporting human evaluation of contributions. How-
ever, as discussed in the introduction, the main barrier to its practical application
is that full supervision requires the manual labelling of large parts of the data.
In our evaluation, this accuracy was achieved through coding a share of 80% of
the entire dataset, an approach also pursued in several studies that focused on
maximising the accuracy of approaches but neglected the drawback of manual
labelling effort (e.g. [4]).

To address this shortcoming, as a second research question (RQ2) we in-
vestigated the potential of different active learning strategies to reduce manual
labelling efforts. Our results show conclusive evidence that active learning can
indeed obtain a similar performance while requiring only a fraction of the data
to be manually coded. For the three datasets it was sufficient to manually la-
bel about 20% (Bonn), 50% (Ehrenfeld), and 30% (Moers) to achieve about
the same level of accuracy as with full supervision. Naturally, these efficiency-
improvements grow with the size of the dataset. Active learning significantly re-
duces manual labelling efforts and outperforms the previously used approaches
for topic classification of participation contributions [20].

However, this would only offer a useful support for practice if these models
can be realistically computed in common administrative settings. Therefore we
also investigated the time-efficiency of the different categorisation approaches
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(RQ3). As it turns out, all of these require only a few minutes per iteration to
compute. However, it should be noted that these time benchmarks depend on
specific hardware (e.g. GPU and processor). The implications for practical use
will need to be investigated in future work.

To put these figures in perspective and estimate the efficiency gains, we op-
timistically assume that it would take a human 30 seconds to code a single
contribution. Using the dataset of Bonn and the results of the single-labelling
experiments, fully manual coding of the entire 2, 314 contributions would thus re-
quire 19 hours and 17 minutes of labour. In contrast, training a machine learning
model with active learning requires the labelling of only 500 data points (about
22% of the corpus) to achieve a performance that would be comparable to a
model with full supervision in training. This would amount to 4 hours and 10
minutes of manual coding time with machine assistance. We might add a human
analyst’s waiting time in between manual annotation sessions that is required in
the active learning process for the computation of the next set of samples to be
labelled. However, this only increases total time by 1 hour (on average about 150
seconds for the 24 iterations). What is more, this time can be used to carry out
other tasks or to provide the necessary breaks in coding session to the human
analyst. This means the time required to label the whole dataset with active
learning amounts to 5 hours 10 minutes in contrast to more than 19 hours.

Even if we take into account that the machine learning model would produce
a number of misclassifications (based on the results from RQ1 we assume this
to be the case for about one in four samples, i.e. 580) which would require man-
ual correction once each result is processed by the human analysts, with about
4 hours and 50 minutes of additional work this still amounts to a substantial
reduction in time required: Instead of more than 19 hours, it would take just 10
hours (including one hour of waiting time). Relying on the same assumptions the
total time required is reduced by 20% in Ehrenfeld and 50% in Moers through
active learning. While the actual efficiency gains will depend on a number of
factors (size of corpus, coding time per data point, computing time per itera-
tion, amount of training data required, model accuracy), we believe that in any
realistic scenario active learning will always represent a significant reduction in
time required from human analysts.

In sum, our results show not only that supervised machine learning models
can reliably classify topic categories for public participation contributions, but
also that by utilising active learning this can be achieved with manually labelling
only a comparatively small part of the data. This has important implications for
the practice of public participation because once implemented, these models
substantially cut the time required for manual coding.

7 Conclusion and Future Work

Public consultations are popular instruments in democratic policy-making but
the subsequent evaluation of the (written) contributions requires considerable
human resources. While supervised machine learning offers a way to support
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analysts in thematically grouping citizen ideas, often the amount of training data
required is prohibitive given the idiosyncratic nature of most public participation
processes. One possible solution to minimise the manual labelling effort is the
use of active learning. However, the merits of this semi-supervised method for
evaluating participation data have received little attention so far.

In this study, we researched the application of active learning based on online
participation processes in three German cities. We first explored the capabilities
of automated topic classification in general. Building on this, we investigated how
much manual labelling effort can be saved through active learning and how time-
efficient the different approaches are. Our results show that supervised machine
learning models can reliably classify topic categories for public participation
contributions. When combined with active learning, the amount of training data
required can be significantly reduced while keeping algorithmic runtime low.
These findings can be of great benefit to the practice of public participation,
as they significantly reduce the time required for the thematic pre-sorting of
submissions to participation processes.

Despite these exciting findings, some questions remain unanswered that need
to be addressed in future work. So far, the coding of our dataset reflects primar-
ily the assessment of a single analyst. Although this is a realistic application
scenario, future research should attempt to evaluate predictions based on la-
bels with (higher) intercoder reliability. It could well be that the actual model
accuracy is even higher if misclassifications in the training data are avoided.
Furthermore, we limited hyperparameter tuning for BERT to reduce computa-
tion time. For real-world implementation, we strongly recommend fine-tuning
the BERT model to increase model accuracy if a higher runtime is acceptable.
Similarly, we would like to evaluate other transformer architectures as well as
further query strategies, in particular those specifically designed for deep neural
network models (e.g. [3]).

Likewise, we need to address possible limitations of our approaches, such
as applicability to long texts and runtime dependency on the GPU. Finally,
classes with few contributions deserve a more thorough investigation, examining
how effectively they can be found through the various query strategies in active
learning and what impact a failure of detection has on the utility in practical
application. Eventually, our long-term goal is to make these approaches available
as software to make their use feasible for practitioners.?
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Appendix A: Hyperparameter Tuning

For SVM, we apply a gridsearch over the hyperparameters C' € [0.1, 1,10, 100],
~v € [1,0.1,0.01,0.001], and with either the RBF or the linear kernel. For MaxEnt,
we search for C' € [10, 100, 1000] in combination with the L1 or the L2 norm for
penalty. In the Ensemble classifier, we reduce the number of hyperparameter
combinations to keep the duration of the experiments within reasonable limits
and thus do not consider C' € [0.1] and v € [0.01,0.001] for SVM.

BERT is trained using the AdamW optimizer with a learning rate of 2e — 5
and € = le—8. Training runs for 10 epochs, from which the best model is selected
using a validation set. In the non-active setup we tested batch sizes of 2, 4 and 8.
We found that a batch size of 2 gave the best results (RQ1) and for this reason,
we opted for this batch size in the active learning experiments (RQ2).
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4.2 User-Centric Measures for Active Learning
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Conducting user studies of active learning is complex and expensive, and therefore
not affordable for mainstream experiments. For this reason, active learning is usu-
ally simulated on existing annotated datasets for the development and comparison of
methods. However, this has resulted in a disregard of numerous aspects that hold
significant practical importance (Margatina and Aletras, 2023). These include out-of-
distribution generalization (Longpre et al., 2022)), the dependency of dataset and model
(Settles, [2009; Tomanek and Morikl 2011), and further typical characteristics of prac-
tical datasets, such as imbalanced classes (Ein-Dor et al., 2020) or so-called extreme
multi-label scenarios, where a large number of different classes can be assigned (Wertz
et al. 2022)). Lowell et al.| (2019) illustrate the general difficulty of making a-priori
forecasts about the practical value of strategies based on experiments.

One important but often overlooked factor is the human annotator, which forms
the second pillar of active learning alongside the machine learner. In computational
linguistic research, the influence of the users and their requirements on active learning
solutions has received little attention so far (Baldridge and Palmer, 2009; Hachey et al.
2005; |Donmez and Carbonell, [2008; Tomanek and Hahn, [2010). But these particulars
can influence the entire process due to annotation errors and inconsistencies, as well
as annotator-specific behaviors and expectations, among other things (Settles, 2011
Calma and Sick, [2017; Margatina and Aletras, [2023)).

In this paper, we consider user expectations for active learning and develop four
measures regarding class-related requirements in data selection, motivated by our trans-
disciplinary collaboration with participation practice (Romberg and Escher, 2020]).
These target how well classes are covered over the course of active learning, how present
minority classes are in the acquired batches, and how variant these batches are with
respect to available classes. In a comparison of various query strategies coupled with
BERT across six datasets for imbalanced multi-class classification, the proposed mea-
sures provide important insights that complement existing evaluation approaches. For
example, we find that the strongest query strategy in terms of macro F; performance
is not the one that excels in class coverage. Our measures offer a promising start-
ing point for refining existing strategies to better fulfill practical requirements in text
classification scenarios.
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Abstract

One solution to limited annotation budgets is
active learning (AL), a collaborative process
of human and machine to strategically select a
small but informative set of examples. While
current measures optimize AL from a pure ma-
chine learning perspective, we argue that for
a successful transfer into practice, additional
criteria must target the second pillar of AL,
the human annotator. In text classification,
e.g., where practitioners regularly encounter
datasets with an increased number of imbal-
anced classes, measures like macro F; fall short
when finding all classes or identifying rare
cases is required. We therefore introduce four
measures that reflect class-related demands that
users place on data acquisition. In a comprehen-
sive comparison of uncertainty-based, diversity-
based, and hybrid query strategies on six differ-
ent datasets, we find that strong macro F; per-
formance is not necessarily associated with full
class coverage. Uncertainty sampling outper-
forms diversity sampling in selecting minority
classes and covering classes more efficiently,
while diversity sampling excels in selecting less
monotonous batches. Our empirical findings
emphasize that a holistic view is essential when
evaluating AL approaches to ensure their use-
fulness in practice — the actual, but often over-
looked, goal of development. To this end, stan-
dard measures for assessing the performance of
text classification need to be complemented by
such that more appropriately reflect user needs.

1 Introduction

A well-known problem in supervised machine
learning (ML) is scenarios where there are limited
resources (e.g., budget or time) to annotate data.
One approach to solving this problem is active
learning (AL; Cohn et al. 1996), a collaborative
process between human and machine. Through tar-
geted query strategies, AL aims to find a minimal
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subset of examples whose labels provide the most
information for fitting a model.

In text classification, many applications have
been found to benefit from AL, such as sentiment
analysis, intent or topic detection (e.g., Li et al.,
2012; Zhang and Zhang, 2019; Tong and Koller,
2001). In addition to these task-specific studies,
increased efforts have been made to systematically
evaluate the performance of AL strategies across
different use cases (e.g., Settles, 2011; Siddhant
and Lipton, 2018; Ein-Dor et al., 2020).

Yet many academic studies ignore crucial real-
world factors, leading to flawed assessments of
practical utility. Literature has pointed out sev-
eral limitations, including: the difficulty of mak-
ing a-priori forecasts about the practical value of
strategies (Lowell et al., 2019); the fact that ac-
tively acquired datasets are often only effective
coupled with the respective model (Lowell et al.,
2019; Tomanek and Morik, 2011); the need for
out-of-distribution generalization (Longpre et al.,
2022); taking into account class imbalance that is
regularly encountered in real-world text classifica-
tion (Ein-Dor et al., 2020); and the consideration of
extreme multi-label scenarios (Wertz et al., 2022).

While these works seek to optimize AL from a
ML perspective, it has been largely neglected that
users themselves can present significant challenges
that may impact the success of AL. For instance,
it has been found that the effectiveness of AL de-
pends on the expertise of the annotators (Baldridge
and Palmer, 2009). Furthermore, examples selected
by acquisition functions tend to be more ambiguous
in terms of class assignment, leading to an increase
in annotation uncertainty (Settles, 2011) and anno-
tation time (Hachey et al., 2005). Such details can
affect and even challenge the entire AL process.

We therefore argue that a successful transition
from research to practice requires a more holis-
tic evaluation that targets both pillars of AL, the



machine learner and the human annotator. In this
work, we focus primarily on the requirements that
the human annotator places on a successful AL pro-
cess. More precisely, we introduce evaluation mea-
sures that already take this perspective into account
during the development phase of AL approaches,
further referred to as “user-centric”!.

Considering the frequent scenario of multi-class
text classification with imbalanced classes (Ein-
Dor et al., 2020; Wertz et al., 2022), we contribute
through four novel measures that capture class-
related demands in AL. We compare different query
strategies coupled with BERT across six datasets
and analyze the results from both a standard ML
and a more user-centric perspective. Our findings
indicate that the proposed measures can provide
important insights into strengths and weaknesses
of AL that complement existing approaches.

2 Related Work

In evaluating the performance of AL, predictive ac-
curacy has generally been the main focus (Kottke
et al., 2017). Prior work has relied on task-specific
measures, such as accuracy and macro F;. Less
commonly, AL-specific measures like deficiency
(Yanik and Sezgin, 2015) were used. In addition,
several measures have addressed desirable charac-
teristics of query strategies, such as uncertainty of
the acquired examples (Yuan et al., 2020; Wang
et al., 2022), diversity of the acquired examples
(Zhdanov, 2019; Yuan et al., 2020), and representa-
tiveness w.r.t the full dataset (Zhu et al., 2008; Ein-
Dor et al., 2020). The majority of these measures
focus on the input or feature space, but representa-
tiveness has also been measured in the output label
space (Prabhu et al., 2019; Chaudhary et al., 2021).
Another focus besides predictive accuracy has been
on the computational effort (Schroder et al., 2022).

With a strong emphasis on ML performance,
the current measures tend to overlook the human
component in the real-world application of AL.
Although user studies have proven helpful in un-
covering user-centric pitfalls that can get in the
way of practicality (Settles, 2011; Peshterliev et al.,
2019), they are expensive and time-consuming,
which is why they are often avoided in research.
To overcome this hurdle, Calma and Sick (2017)

'In the following, we will use the terms human annotator
and user interchangeably. This terminology is adopted because
in certain application scenarios, the human role goes beyond
simply annotating data, as AL can simultaneously serve as an
analytical tool, e.g., for computational social science.

suggested to simulate user factors from real-world
applications when evaluating AL in an experimen-
tal setup (i.e., benchmarking on an already labeled
dataset). They addressed error-proneness in AL
and presented a theoretical framework for simulat-
ing annotation uncertainty of the user.

Our work follows this lead by incorporating user
factors into the laboratory evaluation of AL to
provide a simple alternative to costly user stud-
ies. However, we focus on the requirements that
users place on AL applications in order for them to
be considered beneficial in practice. In particular,
we address the need for achieving high or full class
coverage in a timely manner and covering minority
classes. Furthermore, as a solution approach to the
annotation uncertainty problem modeled by Calma
and Sick (2017), we hypothesize how examples
should be acquired to reduce annotation errors and
introduce a corresponding measure.

3 Methodology

In this section, we first give a more formal intro-
duction to AL. Then, we motivate and define the
four user-centric measures that are central to this
work.

3.1 Active Learning

We make use of the pool-based AL scenario (Lewis
and Gale, 1994), which assumes that there is a large
pool of unlabeled data ¢/ and a small set of labeled
data £ at the beginning. We decided to acquire
examples in mini-batches, as a practical method.
AL proceeds according to the following scheme:
Using some query strategy, a batch B of examples
is selected (and consequently removed) from U.
These examples are then labeled by an oracle (e.g.,
a human annotator) and added to £. Finally, a
model is fit to £. This process is repeated until a
predefined stop criterion (e.g., a given annotation
budget) is met. In the initial run, a default set of
labeled examples is used to start the AL process.

3.2 Measures from User-Centric Perspective

In the following, we introduce four measures that
reflect demands users may place on AL in practice.
The definitions refer to single-label classification.
We draw motivation for the measures from two
sources. On the one hand, we refer to the scientific
literature, as specified below. On the other hand,
we relate directly to the needs of practical users
that have been communicated to us in our transdis-
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ciplinary work over several years (among others
documented in Romberg and Escher, 2020).

Minority-aware Batch Distribution When
“dealing with imbalanced datasets in practice, the
rare classes are often the ones that are particularly
interesting.” as Wertz et al. (2022) state. This is
especially true for real-world use cases where AL
is used not only for effective dataset creation, but
also for efficient dataset analysis (Bonikowski
et al.,, 2022; Yang et al., 2022). In the topic
classification of citizens’ contributions, e.g.,
human evaluators are often aware of the common
issues in advance (Romberg and Escher, 2022).
Thus, from the user’s point of view, preference
should be given to unexpected classes, which

usually corresponds to minority classes. We
measure this demand by
-1 _ My
M(B) =% (1--5) ns, (1)

ceC

where ng is the batch size, ny is the number of

examples in U, ny, is the number of examples
in U that belong to class ¢, and np, denotes the
number of examples in B that belong to class c. To
give more emphasis to rare classes, we weight all
classes by their counter probability of occurring in
the initial pool of unlabeled data. M (B) € [0, 1],
and a higher value indicates more awareness.

Class Coverage It is also of interest to consider
how many classes AL can find (Schroder et al.,
2021; Wertz et al., 2022). Achieving a high or even
full class coverage is desirable for several reasons.
Knowing how query strategies handle the set of
classes can be critical to building trust in human-
machine collaboration. Indeed, a concern of our
practice partners was missing some classes. If there
was any potential for incomplete class coverage,
this could even be a reason to completely avoid
using machine text classification in their use case.
Such needs can relate to task requirements to
which the human analyst is also subject. Thus, in
these situations, it is not enough to, e.g., simply ed-
ucate users about the strengths and weaknesses of
ML algorithms; ML must meet these requirements.
What is more, with respect to the previously de-
scribed utilization of AL for data analysis, a timely
overview of the collection is an often desired fea-
ture, which is given by a fast class coverage.
And overall, having as complete a representation
as possible of the classes relevant to the task at hand
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is generally an important prerequisite for creating
reliable datasets.

We measure the class coverage of the examples
in £ as

_ 1]

KO ="1a

2

where C/ is the set of classes included in £, and
C is the total set of classes in the collection.

As a further indicator, we define the full class
coverage I of an AL experiment as the number
of iterations it takes to cover all classes in C'.

Variation-aware Batch Distribution The per-
formance of human annotators can be affected by
various factors, including declining concentration
or fatigue (Calma et al., 2016). One reason for the
(more rapid) onset of these factors can be batches
that offer little alternation in terms of the classes to
be annotated. To reduce error-proneness in anno-
tation caused by monotonous batches, we propose
batches to fulfill two conditions: they should repre-
sent the available classes (measured by the ratio of
acquired to the total number of classes available),
and the acquired examples should be uniformly dis-
tributed among classes to offer variety (measured
via entropy):

_ 15| (s losa ()
V(5) = 1Gs L Cu ZC og,(Cs) ) @
ceCp

where (g is the set of classes included in the batch
and Cyy is the set of classes in the unlabeled pool.
V(B) € [0, 1], with larger values indicating a more
varied set of examples with reference to the classes.

4 Evaluation Design

We provide an overview of the study design next
by going into detail about the dataset selection, the
chosen classification model, the selection of query
strategies, and the experimental setup.

4.1 Datasets

We aim at a broad comparison across different
datasets to empirically demonstrate the strengths
and weaknesses of different query strategies with
respect to the introduced user-centric measures. In
doing so, we consider six datasets for different
multi-class tasks and from diverse domains. An
overview is given in Table 1.

DBPedia (Zhang et al., 2015) is a large-scale
ontology dataset of Wikipedia articles (title and



Dataset Task Domain |C] Train Val  Test

DBPedia T Wikipedia 14 15,000 2,000 4,000
20NG T News 20 2,507 354 721
ATIS I Flight reservations 17 3,802 537 1,093
TREC-50 Q Diverse 46 4,163 589 1,196
BILLS T Congressional bills 20 15,000 2,000 4,000
CDB T Public participation 29 1,372 194 395

Table 1: Details of the six datasets. The task types are
topic (T), intent (I), and question (Q) classification. |C/|
denotes the number of classes.

abstract) and their topics. 20 Newsgroups® (20NG)
contains messages collected from diverse news-
groups. Airline Travel Information Systems (ATIS;
Siddhant and Lipton, 2018) is a dataset of tran-
scribed audio recordings for classifying the intent
of costumer utterances. TREC (Li and Roth, 2002)
provides answer types for a collection of English-
language questions.

These four English-language datasets regularly
serve for benchmarking AL. While previous work
has mostly relied on TREC-6, which organizes the
questions into six main categories, we use the finer
answer types of TREC-50 to give more weight to
the multi-class setting that motivates this work.

The remaining two datasets come from real-
world applications of topic classification in the
computational social sciences. The Congressional
Bills Corpus (BILLS; Purpura et al., 2008) pro-
vides information on bills introduced in the U.S.
Congress between 1947 and 2008. One of its pur-
poses is to examine what attention the congress has
paid to various issues by thematically analyzing the
bill’s titles. The Cycling Dialogues Bonn (CDB;
Romberg and Escher, 2022) is a German dataset
of citizen contributions to a public participation
process on cycling infrastructure.

While ATIS, TREC-50, BILLS, and CDB reflect
the common class imbalance of real-world data,
DBPedia and 20NG have been artificially counter-
balanced at creation. To simulate a plausible sce-
nario, we adjust the distribution of the two datasets
through sub-sampling. Since we lack knowledge
about the original data sources’ actual distributions,
we assume a distribution according to Zipf’s law:
the most frequent class should occur about twice as
often as the second most frequent class, three times
as often as the third most frequent class, and so on.

We follow Ein-Dor et al. (2020) by limiting the
size of large datasets to 21 K (DBPedia and BILLS)
and apply a 70%/10%/20% split for training, val-

2http://qwone.com/ jason/20Newsgroups/

idation and testing. There were predefined splits
available for some of the datasets (train/test splits
for TREC-50 and 20NG; a train/val/test split for
DBPedia), which we rejected for the following rea-
sons: For TREC these are neither consistent in
their distribution (Lowell et al., 2019), nor does the
test split for TREC-50 contain all of the original
47 classes. For 20NG and DBPedia, we modified
the structure of the datasets to a greater extent by
adapting them to Zipf’s distribution. We therefore
decided to define new splits selected according to
a stratified random sample. Classes with less than
5 examples were removed.

Table 3 in Appendix A provides detailed in-
sights into the resulting dataset splits. The splits
and code for the experiments are available at
https://github.com/juliaromberg/ranlp-2023.

4.2 Classification Model

Several studies have shown the potential of AL
coupled with pre-trained language models (PTMs)
(e.g., Ein-Dor et al. 2020; Yuan et al. 2020; Long-
pre et al. 2022; Zhang et al. 2022). We adhere to
these findings and apply the BERT base model (De-
vlin et al., 2019), as has been done in much of the
related work. For English datasets, we use uncased
BERT? (pre-trained on English data), and for the
German dataset, we rely on cased GBERT*.

4.3 Query Strategies

We compare a variety of strategies that have stood
out in previous work for their strong results and
cost-effectiveness when used with PTMs in im-
balanced settings. As a baseline, we use Random
Sampling (Random).

Traditional uncertainty-based acquisition func-
tions select examples according to the confidence
of model prediction. They are efficient and have
proven to keep up with more advanced AL strate-
gies when used with PTMs (Zhang and Zhang,
2019; Margatina et al., 2021, 2022). We con-
sider Least Confidence (LC; Lewis and Gale, 1994),
which has proven effective for imbalanced datasets
(Ein-Dor et al., 2020; Schroder et al., 2022), and
Breaking Ties (BT; Luo et al., 2005), which was
recommended as a baseline for uncertainty sam-
pling with transformers by Schroder et al. (2022).
LC selects those examples for annotation where the
model’s probability output is lowest for the most

3https://huggingface.co/bert-base-uncased
*https://huggingface.co/deepset/gbert-base
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likely class, i.e., cases in which the model is least
confident. BT aims to improve classification confi-
dence by selecting examples where the difference
in probability outputs between the two most likely
classes is the smallest.

Diversity-based query strategies aim to select
examples that best represent the full dataset. We in-
clude Core-Sets (Sener and Savarese, 2018), which
have been found to select batches of high diversity
and representativeness in addition to a promising
boost of model performance in imbalanced settings
(Ein-Dor et al., 2020). Core-sets are subsets of
examples that represent the dataset in a learned
feature space (for PTMs: CLS) in the sense that
a model trained on a Core-set is competitive to a
model trained on the entire dataset. We rely on
the lightweight and fast algorithm for building the
Core-sets by Bachem et al. (2018).

As a proxy for functions with a hybrid objec-
tive, we choose Contrastive Active Learning (CAL;
Margatina et al., 2021) which has the potential to
outperform alternatives such as BADGE (Ash et al.,
2020) and ALPS (Yuan et al., 2020) in terms of
computational efficiency and accuracy (Margatina
et al., 2021). CAL combines the characteristics
of uncertainty- and diversity-based strategies by
seeking so-called contrastive examples. These are
examples that, despite high similarity in the feature
space (i.e., among the k nearest neighbors), ex-
hibit maximum mean Kullback-Leibler divergence
between their predictive likelihoods.

4.4 Experimental Setup

In each AL iteration, training runs for 30 epochs
on a batch size of 12 and the best model, in terms
of validation loss, is retained. To avoid overfit-
ting to the data from previous iterations, BERT is
fine-tuned from scratch at each iteration (Hu et al.,
2019). We use the AdamW optimizer (Loshchilov
and Hutter, 2019) with a learning rate of 2e — 5,
beta coefficients of 0.9 and 0.999, and an epsilon
of 1e — 8, and set the maximum sequence length
to 100 for all datasets.

For each of the six datasets, the unlabeled pool
U is formed by the respective training splits and 50
examples are randomly sampled from the pool to
build the set of initially labeled data £. Then, 20
iterations of AL are performed, in each of which
a new batch of 50 unlabeled examples is selected
from U according to the respective query strategy.
The model performance is evaluated at the end of
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each iteration using a hold-out test set.

We run the AL simulation five times with differ-
ent sets of initially labeled data for each combina-
tion (datasets x query strategies). To allow for a
fair comparison, these seeds remain the same for
each dataset across the different query strategies.

In accordance with our experimental setup,
3,156 experiments (6 datasets x (5 query strate-
gies x 5 initial seeds x (1 initial model + 20 itera-
tions) + 1 full supervision model)) were conducted.
The experiments were run on a single Nvidia Tesla
P100-PCIE-16GB GPU and with 2.2 GHz Intel
Xeon CPU processor.

We refer the reader to Appendix B for further
details on hyperparameter selection, reproducibility
of the experiments and computational costs.

5 Results

In this section, we report the experimental results.
We start by shedding light on the performance of
the different query strategies as is common in the
literature via a standard measure for classification
tasks, in our case the macro averaged F; score.
Using the newly introduced user-centric measures,
we then shift our focus to analyzing additional in-
dicators that can help select an appropriate query
strategy for practical use.

5.1 Macro F; Performance

Figure 1 illustrates how the macro F; score evolves
on average over the iterations of AL in the experi-
ments. It can be seen that full supervision perfor-
mance can be achieved on all datasets within the
chosen annotation budget of 20 iterations, except
for BILLS.

Our analysis across all datasets shows a clear
pattern of superior performance for uncertainty-
based sampling compared to the other strategies. In
particular, BT performs consistently strong. While
hybrid CAL is in the middle of the rankings, it
is evident that the diversity-based strategy mostly
underperforms.

Based on these findings, from a ML-perspective
that is commonly shared among many studies in
the field, it seems an obvious conclusion to recom-
mend BT as the strategy for practical application in
imbalanced multi-class settings. In the following,
we will examine whether this assumption can be
supported from a user-centric perspective.
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Figure 1: Macro F; scores, averaged over the five seeds and with the shaded area illustrating the standard deviation.
As a reference for the maximum achievable macro F; score for each dataset, the performance of the BERT models
trained on the complete training data is indicated (full supervision).

5.2 User-Centric Measures

Table 2 lists the results of the four user-centric mea-
sures for the datasets and query strategies, averaged
over the iterations of AL for a better overview.

Which strategies favor minority classes? First,
we evaluate whether, among the strategies consid-
ered, there are such that promote a higher represen-
tation of rare classes in the batches. We apply the
minority-aware batch distribution measure M (B)
for this purpose.

All advanced strategies are found to consider
rare classes more than random sampling. In partic-
ular, uncertainty-based strategies promote a higher
minority representation on average. A detailed look
shows that this trend is consistent among datasets,
but there are major differences in how pivotal the
choice of query strategy is. For BILLS and CDB,
this makes a negligible difference. In contrast, the
effect is much more dramatic on ATIS, where the
scores range from 0.44 to 0.84.

Which strategies favor class coverage? Next,
we examine whether there are any query strategies
that prioritize quick and extensive class coverage

by applying the class coverage measure K (L).

The results show that uncertainty-based and hy-
brid query strategies stand out positively. BT
achieves the highest average class coverage and
turns out to be a good choice for a rapid growth in
the coverage curve (as a detailed look at progress
between iterations confirms).

Are the strategies capable of finding all classes?
As argued in Section 3.2, a realistic requirement of
the practice may be that all classes that a dataset
comprises are found in the AL process. We mea-
sure the full coverage with I.

Contrary to our expectation, three strategies
failed to find all classes within the budget of 20
annotation cycles on the datasets ATIS and TREC-
50. In addition to random sampling and Core-Sets,
in TREC-50 this surprisingly also affects the previ-
ously excelling strategy BT. The failure is system-
atic in each case, as we can observe it for several
random seeds.

To gain better insight into the extent of the fail-
ure, we ran additional experiments beyond the AL
budget of 20 iterations until full class coverage
was achieved for the affected cases. On TREC-50,
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Random LC BT CAL Core-Set
M(B)
DBPedia 0.852 +0.003 0.918 +0.001 0.916 +£0.002 0.916 £0.005 0.870 + 0.002
20NG 0.874+0.002 0.930+0.001 0.928+£0.003 0.924 +£0.001  0.888 £ 0.001
ATIS 0.440£0.006 0.840+0.012 0.840£+0.007 0.735+0.009 0.586 4+ 0.010
TREC-50 0.9254+0.002 0.947 +0.001 0.945+0.001 0.947 +0.001  0.928 + 0.001
BILLS 0.918 £0.001 0.931 +0.001 0.931 +0.001 0.928 +0.000 0.924 4+ 0.001
CDB 0.933+0.001 0.937+0.001 0.936 +0.001 0.934 +0.000  0.933 £ 0.001
AVG 0.824 +0.003 0.917 +0.003 0.916 +£0.002 0.897 +£0.003  0.855 + 0.003
K(L)
DBPedia 0.995+0.023 0.995+0.024 0.995+0.023 0.995+0.026 0.996 + 0.022
20NG 0.971+0.076 0.979£0.071 0.982+0.067 0.977+0.072 0.977 £ 0.072
ATIS 0.864 +£0.143 0.915+0.162 0.926 +0.149 0.924 £0.157 0.867 £ 0.137
TREC-50 0.847 +0.138 0.869 +£0.159 0.889 +0.151 0.881 £0.161  0.822+0.136
BILLS 0.979 +£0.051 0.981 +0.051 0.984 +0.048 0.978 £0.056  0.983 + 0.049
CDB 0.958 +0.085 0.968 +0.077 0.962 4+0.080 0.964 +0.082  0.962 + 0.083
AVG 0.936 +0.086 0.951 +0.091 0.956 +0.086 0.953 +£0.092  0.934 + 0.083
Ik
DBPedia 1.0£1.2 1.2+1.3 1.0+1.2 1.0+ 1.0 0.8 +0.8
20NG 4.2+0.8 2.6+0.9 20+1.2 2.6 +0.9 28+1.3
ATIS  26.6 +16.4* 8.0+24 8.8+ 2.1 76+1.3 22.8 +6.8*
TREC-50  35.2 +8.1* 16.2 +2.9 28.0 + 23.8* 15.8 +2.7 27.8 +5.9*
BILLS 44409 3.2+0.5 3.0+1.2 3.8+1.1 3.4+25
CDB 7.6 +2.4 5.8+ 1.6 6.6 1.1 5.0+0.0 7.0+2.6
AVG 13.2+5.0 6.2+1.6 8.2+5.1 6.0+1.2 10.8 £3.3
V(B)
DBPedia 0.736 £0.017 0.516 £0.037 0.600 £ 0.018 0.474 £0.060 0.785 + 0.007
20NG 0.636 £0.018 0.761 £0.008 0.791 +0.009 0.737+£0.030 0.688 +£0.014
ATIS 0.216 £0.009 0.381 +0.020 0.391 +£0.026 0.458 +0.007 0.376 £ 0.010
TREC-50 0.3884+0.011 0.393+0.013 0.426 +0.012 0.388 £0.014  0.400 + 0.007
BILLS 0.696 +0.009 0.676 +0.009 0.738 +£0.019 0.637 +£0.015 0.742 4+ 0.016
CDB 0.606 +0.009 0.605+0.016 0.617+0.013 0.5814+0.009 0.607 & 0.006
AVG 0.493 +0.012 0.478+£0.020 0.512+0.016 0.477+£0.021 0.539 + 0.008

Table 2: Average results for M (B), K(L), I, and V(B) on the six datasets of evaluation. The scores are averaged
over the seeds and iterations of AL, and standard deviation is stated. The best scores are marked in bold. Cases in
which a strategy failed to reach full coverage within the given budget are marked with an asterix.

Core-Sets and BT both required up to 28 iterations
on average. However, the deviations between the
different seeds are much more extreme with BT: In
the worst case, BT asked for manual labeling of
over three quarters of the pool U/, which sums up
to 60 iterations of AL.

We further discovered that in case of incomplete
class coverage, it was the minority classes that were
not found. This is why we repeated the experiments
for TREC-50 and ATIS with an increased required
minimum class support of 20 to spot check how
performance changes. As for Random and Core-
Sets, this modification allowed all experiments to
achieve full class coverage within the given annota-
tion budget. However, for BT, the undesired effects
persisted on TREC-50. Moreover, failure even ex-
tended to the other two strategies associated with
uncertainty, namely LC and CAL.

Overall, in the average comparison between all
strategies, the hybrid CAL stands out, requiring on
average only 6 iterations to successfully detect all
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classes.

How variant are the batches in terms of classes?
Last, we apply V(B) in order to account for
variance in batches with the goal of reducing
monotonous patterns.

Here, it is the diversity-based query strategy
Core-Sets that on average produces batches that
best fulfill the condition. Individually, though, the
results are very mixed for the different acquisition
functions and datasets. For example, BT performs
best on three of the datasets, rendering this query
strategy a strong contender.

6 Discussion

We considered several measures that take into ac-
count aspects that may determine the practicality
of active learning strategies with respect to specific
application scenarios. For the datasets under con-
sideration, it can be seen that the macro F; score,
the rapidity of class coverage, and the minority-



awareness in the batches advocate for the use of
uncertainty-based acquisition functions, in partic-
ular BT, in practical scenarios with multiple and
imbalanced classes. However, Core-Sets offer the
opportunity to add more variety to the monotonous
task of annotation by filling batches with rather
different classes and in a more balanced way. This
may potentially help prevent annotation fatigue and
thus human annotation errors that negatively im-
pact AL. In addition, such variation could be a plus
in terms of usability.

What is more, we found weaknesses in reaching
full class coverage for all strategies. For random
sampling and Core-Sets, we hypothesize that this is
caused by extremely rare classes. However, for un-
certainty sampling, the problem became even more
apparent when excluding those classes. This is of
particular interest since full supervision macro Fy
can be well achieved within the annotation budget
(see Figure 1).

Although the macro F; score and some user-
centric measures recommend BT as a favorite, the
lack of reliability in achieving full class coverage,
which we have empirically determined, may be-
come a decisive criterion for practical applicability.
Not only can it have a significant impact on human
trust in AL. This finding affects AL in general, as
the reliability of models strongly depends on the
quality of the datasets.

7 Conclusion

With our results, we were able to illustrate that dif-
ferent query strategies stand out in different aspects
that might be desirable or even necessary from the
user’s perspective in the practical application of AL.
So what implications can be drawn for AL research
beyond this study? The main reason why research
on AL exists is its development and improvement
for real-world use. In this, AL is a collaberative
interaction between human and machine. However,
this particular feature of AL seems to have gradu-
ally faded from the community’s awareness, with
the main focus being on optimizing the established
performance measure for the particular machine
learning task, e.g. classification. It is true that these
established measures have important informational
value about the methods. But there are additional
requirements that arise specifically from the human
factor inherent in the nature of AL, which likewise
impact the practical value of AL. These should
therefore be taken into account.

Therefore, we argue that future studies on AL
should report a wider range of measures in their
experimental evaluation. With this broader foun-
dation, practitioners will be able to make a more
informed decision when selecting an AL strategy
based on academic findings in order to comply with
their specific needs for a given application. For ex-
ample, in applications where the annotation step is
simultaneously used to analyze the dataset at hand,
features such as a quick overview of all classes or,
in particular, minority classes can be desired, as
we have discussed in more detail in Section 3.2.
Surely, the measures we have suggested are by no
means exhaustive. Therefore, this work should also
serve as a motivation to cover other aspects of the
human component of AL in future research.

Ultimately, selecting an appropriate AL strategy
for some practical use case is a matter of balancing
different needs. The suggested measures make an
important contribution to this, as they enable more
reflective decisions, especially in combination with
common performance measures like the macro Fy
score.

To sum up, AL has the potential to support ML
in scenarios where the annotation budget is limited.
We have argued that in order to assist the transfer
of such methods from research to practice, both the
machine learner and the human annotator must be
taken into account. Considering the frequent use
case of multi-class text classification with imbal-
anced classes, we introduced four measures that
evaluate the acquired examples w.r.t. class-related
requirements from the user’s point of view. These
measures are based on scientific literature and prac-
tical experience. Our results show that as complete
a picture as possible should be considered to avoid
failures in practical application.

The next step will be to conduct a user study
to validate the usefulness of the metrics presented
here. In future work, we will also investigate in
more detail which influencing factors prevent a fast
finding of all classes. This necessitates a study that
investigates, among other aspects, the effect of data
distribution on the class coverage of the different
strategies in order to draw general conclusions.
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Appendix
A Datasets

Table 3 provides a detailed overview of the six

datasets after preprocessing (described in Section

4.1 in the main body of this paper) with respect to

the classes and the different splits (train/val/test).
Class Train Val Test Share

DBPedia
Building 4614 615 1231 30.76%
Village 2307 308 615 15.38%
Album 1538 205 410 10.25%
NaturalPlace 1153 154 307 7.69%
MeanOfTransportation 923 123 246 6.15%
Animal 769 102 205 5.12%
WrittenWork 659 88 176 4.40%
Educationallnstitution 577 T 153 3.84%
Film 512 68 137 3.41%
Artist 461 61 123 3.07%
Company 419 56 112 2.80%
Athlete 384 52 102 2.56%
Plant 355 47 95 2.37%
OfficeHolder 329 44 88 2.20%
20 NEWSGROUPS (20NG)
rec.sport.hockey 699 99 201 27.89%
soc.religion.christian 349 49 101 13.93%
rec.motorcycles 233 33 67 9.30%
rec.sport.baseball 174 25 50 6.95%
sci.crypt 139 20 40 5.56%
rec.autos 116 16 34 4.63%
sci.med 99 14 29 3.96%
comp.windows.x 87 12 25 3.46%
sci.space 77 11 22 3.07%
comp.os.ms-windows.misc 69 10 20 2.76%
sci.electronics 63 9 18 2.51%
comp.sys.ibm.pc.hardware 58 8 17 2.32%
misc.forsale 53 7 16 2.12%
comp.graphics 50 7 14 1.98%
comp.sys.mac.hardware 46 7 13 1.84%
talk.politics.mideast 44 6 12 1.73%
talk.politics.guns 41 6 11 1.62%
alt.atheism 39 5 11 1.54%
talk.politics.misc 37 5 10 1.45%
talk.religion.misc 34 5 10 1.37%
ATIS

flight 2814 397 809 74.01%
airfare 316 44 91 8.30%
ground_service 185 26 53 4.86%
airline 121 17 35 3.18%
abbreviation 89 13 25 2.34%
aircraft 60 9 17 1.58%
flight_time 36 5 11 0.96%
quantity 36 5 11 0.96%
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Class Train Val Test Share
capacity 26 4 7 0.68%
distance 21 3 6 0.55%
airport 21 3 6 0.55%
flight#airfare 19 3 5 0.50%
ground_fare 17 2 5 0.44%
city 16 2 5 0.42%
flight_no 14 2 4 0.37%
meal 8 1 2 0.20%
restriction 3 1 1 0.09%
TREC-50
ind 712 101 204 17.10%
other 565 80 162 13.57%
def 381 54 109 9.15%
count 260 37 75 6.25%
desc 232 33 66 5.56%
manner 194 28 56 4.67%
date 185 26 54 4.46%
cremat 145 20 42 3.48%
reason 138 19 40 3.31%
er 136 19 40 3.28%
country 111 15 32 2.66%
city 103 14 30 2.47%
animal 90 12 26 2.15%
food 75 10 22 1.80%
dismed 73 10 22 1.77%
termeq 70 10 20 1.68%
period 58 8 17 1.40%
exp 55 8 15 1.31%
money 52 7 15 1.24%
state 51 7 15 1.23%
sport 44 6 13 1.06%
event 41 6 11 0.98%
substance 39 6 11 0.94%
dist 35 5 10 0.84%
color 35 5 10 0.84%
product 32 5 9 0.77%
techmeth 27 4 8 0.66%
veh 22 3 6 0.52%
perc 21 3 6 0.50%
title 18 3 5 0.44%
word 18 3 5 0.44%
mount 17 2 5 0.40%
plant 13 2 3 0.30%
lang 13 2 3 0.30%
body 13 2 3 0.30%
abb 12 2 3 0.29%
speed 10 2 3 0.25%
weight 10 2 3 0.25%
temp 9 1 3 0.22%
volsize 9 1 3 0.22%
symbol 8 1 2 0.18%
instru 8 1 2 0.18%
currency 7 1 2 0.17%
letter 6 1 2 0.15%
code 6 1 2 0.15%
ord 4 1 1 0.10%
Congressional Bills Corpus (BILLS)
Health 2157 288 575 14.38%
Domestic Commerce 1765 235 472 11.77%
Government Operations 1739 231 464 11.59%
Defense 1288 172 343 8.59%
Public Lands 1167 155 311 7.78%
Law and Crime 1144 153 305 7.63%
Education 927 123 248 6.18%
Macroeconomics 540 72 144 3.60%
Energy 540 72 144 3.60%
Environment 526 70 141 3.51%
International Affairs 517 69 137 3.44%
Transportation 457 61 121 3.04%
Labor 455 61 121 3.03%
Immigration 344 46 91 2.29%
Social Welfare 339 45 90 2.26%
Civil Rights 266 36 71 1.78%
Technology 265 36 71 1.77%
Agriculture 240 32 64 1.60%
Housing 201 27 54 1.34%
Foreign Trade 123 16 33 0.82%
Cycling Dialogues Bonn (CDB)
new_cycle_path 222 32 64  16.22%
unevenness_flaws_or_cracks 115 16 34 8.41%
cycle_path_permanently_parked 113 16 33 8.26%
unclear_traffic_routing 108 15 31 7.85%
too_narrow_width 98 14 28 7.14%
unfavourable_switching 75 10 22 5.46%
safe_road_crossing_is_missing 66 9 19 4.79%



Class Train  Val Test Share
no_or_too_few_parking_facilities 56 8 16 4.08%
obstruction_due_to_stationary_objects 55 7 16 3.98%
marking_of_cycle_path_missing_poorly_vis..50 7 14 3.62%
ruleadverse_behaviour 45 6 13 3.26%
set_up_road_with_priority_for_cycling 41 6 12 3.01%
signage_of_cycle_path_missing_poorly_vis...37 5 11 2.70%
new_traffic_light_addition 35 5 10 2.55%
lack_of_visibility 32 5 9 2.35%
cycle_path_often_blocked 28 4 8 2.04%
passages_with_excessive_height_differences 24 4 7 1.78%
cycle_path_use_in_both_directions 24 4 7 1.78%
lighting_is_missing 22 3 6 1.58%
open_oneway_street_for_cycling 22 3 7 1.63%
check_mandatory_use_of_cycle_path 20 3 5 1.43%
repeatedly_dirt_or_water_on_cycle_path 18 3 5 1.33%
missing_local_reference 15 2 4 1.07%
unsuitable_parking_facilities 12 2 3 0.8™%
other_notices 10 1 3 0.71%
access_to_cycle_path_only_with_detour 10 1 3 0.71%
speed_limit 7 1 2 0.51%
remove_traffic_light 6 1 1 0.41%
deficiency_report 6 1 2 0.46%

Table 3: Detailed dataset statistics in absolute and per-
centage terms.

B Implementation Details

Hyperparameters The choice of batch size,
number of training epochs, and maximum sequence
length is a tradeoff between model performance,
runtime, and GPU restrictions. We empirically de-
termined that setting the batch size to 12 yielded
good results. As for the number of 30 training
epochs, we found that model prediction benefits
from this increased number especially when there
are only a few labeled examples, but also as the
AL process progresses. Future work may consider
whether the number of epochs can be curtailed as
L grows larger. In consideration with the runtime
due to the chosen number of epochs and the total
number of experiments, as well as with regard to
GPU constraints, we decided on an overall maxi-
mum sequence length of 100. For TREC-50 and
ATIS, the longest encountered sequence comprises
only 41 respectively 52 tokens, so we set the max-
imum sequence length correspondingly lower in
these cases.

Reproducibility Experiments were performed
with the same five random seeds, randomly se-
lected from the range [1,9999], to make them re-
producible.

Computational Costs Table 4 provides the aver-
age duration of each AL experiment. The decisive
factor for the runtime is model fine-tuning.

Full Supervision Models These (c.f. Figure 1 in
the main body) were fit on the full training data of
the respective dataset with AdamW, lr = 2e — 5,
61 =0.9, B> = 0.999, and € = 1e — 8. We trained
for five epochs in case of large datasets (DBPedia,

Random LC BT CAL Core-Set
DBPEDIA 613 672 670 682 675

20NG 466 474 475 475 473
ATIS 422 442 435 447 436
TREC-50 387 422 405 412 411
BILLS 611 712 710 678 665
CDB 545 561 536 560 547

Table 4: Average runtime (seconds) including model
training, inference, batch acquisition, and hold-out test
set prediction.

BILLS) and for 30 epochs in case of small datasets
(20NG, ATIS, TREC-50, CDB), and selected the
best model by validation loss. To obtain reliable
results, we repeated each experiment five times
with different random seeds.
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ARGUMENTATION MINING

Argumentation mining was first characterized by |Palau and Moens| (2009)). The authors
locate the research area at the intersection of natural language processing, argumen-
tation theory, and information retrieval with the goal of automatically recognizing ar-
guments in text documents and classifying their function in the local (i.e., interactions
between different parts within an argument) and global structure of argumentation
(i.e., interactions between arguments). Broadly, argumentation mining can be system-
atized into four sub-tasks (Peldszus and Stede, 2013). These include segmenting text
into argumentative discourse units, classifying these segments based on their function
in the argumentation, identifying relations between argumentative discourse units, and
filling in missing parts of the argument if they are not explicitly stated.

Since its beginnings, argumentation mining has evolved greatly. Researchers have
looked at a variety of domains, such as legal texts (Moens et al., 2007; |Mochales and
Moens, 2011), persuasive essays (Stab and Gurevych| 2014} [2017)), broadcast debates
(Budzynska et al., |2014)), news articles (Ein-Dor et al., [2020)), and microblogging ser-
vices (Schaefer and Stede, 2021)), as well as across different domains (Stab et al., 2018]).
Applications in the realm of argumentation mining have included analyzing support
types of user propositions in online comments (Park and Cardie, 2014)), predicting
the usefulness of product reviews based on their argumentative content (Passon et al.)
2018), and determining rhetorical moves in scientific writing (Alliheedi et al 2019).
Research furthermore focused on retrieving arguments in favor of or against a contro-
versial topic (Levy et al., 2014; Rinott et al., 2015; [Stab et al., 2018; |[Ein-Dor et al.|
2020). A particular interest was also on the generation of argumentative text, like the
synthesis of conclusions (Alshomary et al., 2020), premises (Rajendran et al., |2016))
and counter-arguments (Hua and Wang), 2018; /Alshomary and Wachsmuth| 2023). For
a more detailed overview of research in argumentation mining, we refer the reader to
the surveys of Stede and Schneider| (2018)) and |Lawrence and Reed| (2019).

As remarkable progress has been made in argumentation mining - not least demon-
strated by IBM’s Project Debater (Slonim et al., 2021) - the focus of the research area
has broadened. More and more, the quality of argumentation has become the focus
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of attention because of its potential impact on any application task. According to
Stede and Schneider| (2018), the question of argument quality might be the one that is
ultimately decisive for argumentation mining.

There are different observations about what makes a good argument, such as certain
logical, rhetorical, and dialectical features (Blair, |2012). Computational approaches to
assessing logical quality include the evaluability of arguments (Park and Cardie, 2018)
and their cogency (Saveleva et al., 2021). As for rhetorical quality, research has looked,
for example, at the convincingness (Habernal and Gurevych| 2016 and effectiveness of
arguments (Zhang et al., [2016). Studies of dialectical quality cover persuasion effects
(El Baff et al., 2020) and the myside bias, which describes the tendency to ignore
opposing arguments (Stab and Gurevych, [2016). Taking a more pragmatic approach,
it has also been proposed to compare arguments based on a measure of overall quality
(Toledo et al.,|2019; Gretz et al., [2020). A comprehensive taxonomy of argument quality
dimensions and additional related work can be found in |Wachsmuth et al.| (2017a)).

When it comes to public participation, the domain of our interest, the body of
literature has focused on the first three sub-tasks of argumentation mining, i.e., dis-
course segmentation, segment classification, and relation identification (Kwon et al.
2007}, 2006; Park and Cardie], 2014} |[Park et al.| 2015; [Konat et al., 2016} Liebeck et al.,
2016} |[Fierro et al., [2017; Lawrence et al., 2017; Niculae et al. 2017; Morio and Fujita,
2018b; [Eidelman and Grom), 2019)).

One purpose of argumentation mining is to facilitate decision-making processes in
situations where the sheer amount of data makes manual evaluation challenging or
even impractical. This is exactly in line with our second research goal of analyzing
the public’s reasoning about the issues under discussion in order to inform policy-
making. In this chapter, we therefore look at two relevant aspects of argumentation
mining in support of public participation processes. In Section [5.1) we address basic
structures of argumentation, while focusing on the robustness of models in terms of
their utility for new datasets. In Section we then go a step further and address
the quality of citizen arguments by introducing concreteness as an overall measure. To
be fair to the subjective nature of the task, we furthermore present a first approach in
the field of argumentation mining that integrates multiple perspectives into the input
representation of machine learning.
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5.1 Robust Argument Component Identification and
Classification

Paper: Julia Romberg and Stefan Conrad. Citizen Involvement in Urban Planning
— How Can Municipalities Be Supported in Evaluating Public Participation Processes
for Mobility Transitions? In Proceedings of the 8th Workshop on Argument Mining,
pages 89-99. Association for Computational Linguistics, 2021.

Personal Contribution: The research was conducted entirely by Julia Romberg.
The manuscript was written by Julia Romberg under the supervision of Stefan Conrad.

Status: published

In many of the works on the domain of public participation, noteworthy contribu-
tions have been made to the progress of argumentation mining. However, the important
aspect of model robustness has so far lacked attention for our use case. |Cocarascu et al.
(2020) were the only researchers to conduct a cross-dataset evaluation, with a specific
focus on relation prediction. More generally, machine learning models have been eval-
uated on the same dataset on which they are trained. This renders the estimate of how
the performance of models differs on datasets that were not present during training
difficult. To best support the evaluation of public participation through argumentation
mining, we therefore conclude that one goal should be the development of models that
can perform on a variety of processes without significant loss of predictive accuracy.

The main objective of this paper is thus to develop a generic model that can suc-
cessfully detect argument structures across different datasets of public participation.
We tackle two fundamental tasks in argumentation mining: identifying argumentative
discourse units and classifying them based on their role within the argument. In doing
so, we employ a scheme that distinguishes between major positions (proposed courses
of action and policy options) and premises (attacking or supporting reasons), derived
from [Liebeck et al| (2016). We select promising approaches to computational argu-
mentation for public participation data from the prior work outlined above. Using the
CIMT Argument Components sub-corpus that includes a variety of mobility-related
urban planning processes, we compare them with current pre-trained language models.

Our results indicate that BERT surpasses previous argumentation mining approaches
on German public participation data in both tasks, reaching an average macro F; score
of 0.77 for the identification of argumentative discourse units and an average macro
Fy score of 0.90 for their classification. In a cross-dataset evaluation, we show that
BERT models that were trained on a particular dataset can recognize argument struc-
tures in other public participation processes (which were not part of the training)
with comparable goodness of fit. By empirically demonstrating such model robustness
across different datasets, we take one further step towards the practical applicability
of argumentation mining in the public sector.
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Citizen Involvement in Urban Planning - How Can Municipalities Be
Supported in Evaluating Public Participation Processes for Mobility
Transitions?

Julia Romberg
Institute of Social Sciences
Heinrich Heine University Diisseldorf
julia.romberg@hhu.de

Abstract

Public participation processes allow citizens
to engage in municipal decision-making pro-
cesses by expressing their opinions on specific
issues. Municipalities often only have limited
resources to analyze a possibly large amount
of textual contributions that need to be evalu-
ated in a timely and detailed manner. Auto-
mated support for the evaluation is therefore
essential, e.g. to analyze arguments. In this
paper, we address (A) the identification of ar-
gumentative discourse units and (B) their clas-
sification as major position or premise in Ger-
man public participation processes. The objec-
tive of our work is to make argument mining
viable for use in municipalities. We compare
different argument mining approaches and de-
velop a generic model that can successfully de-
tect argument structures in different datasets
of mobility-related urban planning. We intro-
duce a new data corpus comprising five public
participation processes. In our evaluation, we
achieve high macro F; scores (0.76 - 0.80 for
the identification of argumentative units; 0.86
- 0.93 for their classification) on all datasets.
Additionally, we improve previous results for
the classification of argumentative units on a
similar German online participation dataset.

1 Introduction

In many democratic countries, political decisions
are increasingly developed through the participa-
tion of citizens. Public participation processes al-
low citizens to voice their suggestions and concerns
on specific issues, for example in urban planning,
and thus influence decision-making processes. Par-
ticipation can take place in formats that vary from
on-site events such as citizen workshops, to writ-
ten submissions via letter or e-mail, and to online
platforms where citizens can discuss proposals dig-
itally. Building on Scharpf (1999), we can distin-
guish two main goals of public participation pro-
cesses. On the one hand, the additional input pro-
vided by citizens can influence the decision-making
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process and, potentially, lead to more effective poli-
cies. On the other hand, citizens are assumed to
develop a higher acceptance of the output when
given an opportunity to participate and, ultimately,
the resulting decisions have a higher legitimacy.

In order to be able to include citizen comments
in the further decision-making process, those com-
ments first have to be evaluated. However, both
offline and online participation formats have the
potential to generate a high number of responses
(Shulman, 2003; Schlosberg et al., 2008), e.g., thou-
sands of contributions. Along with stringent sched-
ules in decision-making processes, this often poses
major challenges for municipalities. Still, partici-
pation contributions are commonly evaluated man-
ually with considerable effort. Therefore, if mu-
nicipalities do not have enough resources (human
or monetary) to shoulder this effort, the detailed
evaluation will have to be cut back. As a result,
opinions might be completely omitted or not been
taken into account equally. This in turn can have
a negative influence on the goals of public partici-
pation processes. Filtering out individual or mass
opinions risks loosing important clues for effective
policies. It can also endanger citizens’ confidence
in the opportunity to participate in decision-making
and weaken civic engagement (Mendelson, 2012).
Besides, decision acceptance is influenced by per-
ceived fairness (Esaiasson, 2010).

Automating the evaluation of public participa-
tion processes can help overcome these problems
(OECD, 2004) and has been addressed by research
initiatives such as the Cornell eRulemaking Ini-
tiative (CeRI)! and, more recently, the Citizen
participation and machine learning for a better
democracy project’. Over the years, several tasks
that arise in the evaluation process have been high-

"https://scholarship.law.cornell.edu/ceri/

Zhttps://www.turing.ac.uk/research/research-
projects/citizen-participation-and-machine-learning-better-
democracy



lighted. These include thematic classification and
clustering of citizen contributions (e.g. Kwon et al.,
2007; Purpura et al., 2008; Arana-Catania et al.,
2021; Teufl et al., 2009), summarization of similar
content (e.g Arana-Catania et al., 2021), detection
of duplicates (e.g. Yang et al., 2006), and analysis
of arguments and opinions (e.g. Kwon et al., 2007;
Park and Cardie, 2014; Lawrence et al., 2017).

In this paper, we focus on arguments in pub-
lic participation processes that address sustainable
mobility and land use in Germany. German cities
have involved their citizens in hundreds of decision-
making processes on these issues in recent years.
We look at five of them in detail, four of which are
processes for concrete improvements to cycling in-
frastructure and one of which is a strategic process
for creating a general mobility concept for a city.
At the same time, we consider two very different
participation formats, namely online platforms and
questionnaires.

This paper’s first objective is to analyze the
strengths and weaknesses of previously published
argument mining approaches for public participa-
tion processes when they are applied to different
German datasets. Our attention is focused on the
classification of text segments as argumentative or
non-argumentative, as well as on the downstream
classification of argumentation components. In ad-
dition to our datasets, we include the only other
German public participation dataset (to the best
of our knowledge) for argument mining (Liebeck
et al., 2016) in the evaluation.

Our second objective is to improve the results
obtained on the datasets under consideration by the
previous approaches for both classification tasks.
For this we apply BERT (Devlin et al., 2019) which
is known to perform very well on many tasks in-
cluding argument mining.

In practice, the use of argument mining to evalu-
ate public participation processes only adds value
when the benefits outweigh the effort. Manual
coding of data and the training or fine-tuning of
machine learning models are costly. In addition,
machine learning requires expert knowledge and
usually cannot be performed directly by the munic-
ipalities. An optimal solution would be a univer-
sally valid model that can be applied flexibly to new
datasets. Our third objective is hence to investigate
the extent to which trained models can recognize

3The research project Citizen Involvement in Mobility Tran-

sitions (CIMT) has identified more than 350 processes directly
related to mobility since 2015.

argument structures in other public participation
processes that were not part of the training process.

Our contributions are: (1) We present a new
data corpus of five mobility-related public partic-
ipation processes that vary in content and format.
The German corpus comprises 17, 306 sentences
coded with an argument scheme tailored to infor-
mal public participation processes. (2) We perform
a broad comparison of previously published best
approaches for argument mining in public partic-
ipation processes, which so far have been evalu-
ated mostly on distinct datasets. We compare the
algorithms directly on our data corpus and com-
pare the performances. (3) We show that BERT
surpasses previously published argument mining
approaches for public participation processes on
German data for both tasks. Especially when clas-
sifying argument components, macro F; results
improve by between 0.05 and 0.12 depending on
the dataset. (4) In a cross-dataset evaluation, we
show that BERT models trained on one dataset can
recognize argument structures in other public par-
ticipation datasets (which were not part of the train-
ing) with comparable goodness of fit. This finding
is an important step towards practical application
in municipalities.

2 Related Work

Mining arguments in the domain of citizen par-
ticipation has been the subject of several studies.
Much of this work centers on U.S. e-rulemaking
initiatives, where citizens are given the opportu-
nity for feedback on rule proposals. An early at-
tempt to identify, classify, and relate arguments
in e-rulemaking was made by Kwon et al. (2006);
Kwon and Hovy (2007). Arguments were built
as trees of claims and subclaims or main-support
with support relations. Eidelman and Grom (2019)
extended the detection of generic argument compo-
nents (support and opposition) with corpus-specific
argument types. Niculae et al. (2017), Galassi et al.
(2018) and Cocarascu et al. (2020) differentiate be-
tween five proposition types (fact, testimony, value,
policy, and reference) and evidence or reason rela-
tions. In addition, other research examined specific
properties of argumentation and discourse in pub-
lic participation processes. Park and Cardie (2014)
identified the lack of appropriate justifications as
a common problem in the analysis of citizen con-
tributions and tried to predict whether and by what
means a proposal is verifiable. Subsequent work
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was presented by Park et al. (2015) and Guggilla
et al. (2016). Furthermore, Lawrence et al. (2017)
and Konat et al. (2016) investigated discourse anal-
ysis in more detail and measured controversy and
divisiveness in argument graphs.

Besides e-rulemaking initiatives, informal pub-
lic participation processes were considered. Our
work shares most similarity to Liebeck et al. (2016)
who focused on a German-language process about
the restructuring of a former airport area. The au-
thors developed an argumentation scheme specif-
ically adapted to discursive online public partici-
pation processes. With regard to languages other
than German, Fierro et al. (2017) and in a follow-
up work Giannakopoulos et al. (2019) studied a
corpus consisting of over 200, 000 political argu-
ments in Chilean Spanish dialect, derived from a
participatory process to form a new constitution
for Chile. The arguments were classified themati-
cally according to constitutional concepts and also
as either policies, facts or values. Further work
(Morio and Fujita, 2018a,b) paid attention to the
complex structure of arguments in public online
participation. Relying on a Japanese dataset, the
authors presented an annotation scheme for discus-
sion threads taking care of inner-post relations and
inter-post interactions.

Although the work to date has produced encour-
aging results, most approaches are not yet mature
for practical use (e.g. with German public partici-
pation processes). Only few previous research ad-
dressed the development of general models (see Co-
carascu et al. (2020), who perform a cross-dataset
comparison of baselines for relation prediction).
Therefore, this paper investigates the cross-data
transferability of trained models for the identifica-
tion and classification of argument components in
public participation processes, an investigation that
is highly relevant for practical use.

3 Data Corpus

3.1 Datasets

Our five datasets originate from urban planning
and are concerned with mobility. Four of them
represent very specific processes for improving cy-
cling as a mode of transportation, the fourth dataset
stems from a more general strategic process for
developing a mobility concept. These five datasets
comprise different participation types, i.e., online
platforms and questionnaires.
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Cycling dialogues The cycling dialogues were
a pilot project for improving the cycle traffic in-
frastucture in three German cities, namely Bonn,
Cologne and Moers. During a five-week period
in 2017, citizens were able to participate (make
propositions, discuss and rate propositions or com-
ments) in a map-based online consultation*. While
in Bonn and Moers suggestions for improvement
could be made city-wide, the focus in Cologne was
on a specific city district. As a result, three datasets
of similar online public participation processes
from different local contexts emerged. In the fol-
lowing, these datasets will be referred to as CD_B,
CD_C and CD_M. We focus on the initial text con-
tributions in which citizens make new proposals.
CD_B is the largest dataset comprising 12, 103 sen-
tences from 2, 364 contributions, whereas CD_C
and CD_M are considerably smaller, with 366 and
459 contributions consisting of 1,704 and 2, 193
sentences, respectively. On average, the contri-
butions consist of 4.83, 4.66 and 4.78 sentences
(0 = 2.63, 0 = 3.00 and 0 = 2.61) with 15.94,
15.16 and 15.43 tokens (¢ = 10.92, 0 = 10.45
and o0 = 10.81).

Mobility concept Since 2019, the German city
of Krefeld has been planning how the city’s mo-
bility should look like in the future. In addition to
various on-site events, multiple public participation
processes were carried out online. The here pre-
sented dataset MC_K includes the 2, 008 sentences
of the 337 initial contributions from two interre-
lated online processes. In the first process, citizens
were informed about the drafts of seven citywide
action plans. The fields of action were urban devel-
opment and regional cooperation, flowing motor
vehicle traffic, commercial transport, stationary
traffic, public transport, bicycle traffic, and foot
traffic. As part of the planning process, citizens
were asked to comment on the planned actions.
The second process gave citizens the opportunity
to submit concrete propositions for actions in spec-
ified city districts. Citizens wrote an average of
5.96 sentences (o0 = 5.63), slightly more than in
the processes described above. The average 15.25
words per sentence (o = 10.80) resemble the cy-
cling dialogues.

Citizen questionnaire on cycling Accompany-
ing the cycling dialogues, a postal survey was con-

*In urban planning, propositions usually refer to specific
places. Maps are often used to provide assistance.



CD_B CD_C CD_M MC_K CQ_B

non-arg | 1,153 (11.3%) | 197 (11.9%) | 382 (17.8%) | 431 (22.2%) | 172 (12.4%)

mpos | 2,589 (25.4%) | 556 (33.6%) | 359 (16.7%) | 892 (46.0%) | 960 (69.5%)

prem | 6,438 (63.2%) | 904 (54.6%) | 1,407 (65.5%) | 616 (31.8%) | 250 (18.1%)
total 10,180 1,657 2,148 1,939 1,382

Table 1: Distribution of sentences among the different coding categories per dataset (absolute and percentage).

ducted in a randomized sample of each city’s popu-
lation. The citizens were asked to submit sugges-
tions for improvements to cycling in free-text fields.
Respondents could fill out the questionnaire either
by hand or online. In this paper, we focus on the
1, 386 citizen contributions from the city of Bonn
(CQ_B) which consist of 1, 505 sentences. By com-
paring the length of the survey contributions (1.09
sentences on average (o = 0.37), 7.75 tokens per
sentence (0 = 6.30)) with the online platform con-
tributions, we can clearly see that citizens write
more succinct in surveys of this type.

3.2 Argumentation Model

A key aspect of public participation is that citizens
can submit their own ideas on a given topic, such
as the cycling infrastructure of a city or the devel-
opment of a mobility concept. One contribution
from CD_B, translated into English, e.g. states: “A
new pavement is urgently needed here to be able
to cycle along. The current pavement has grooves
& cracks in the surface, so that cycling between
RingstraBBe & Kreuzherrenstraf3e is very risky, es-
pecially in wet conditions.” The writer proposes
to renew the pavement and substantiates this with
the current poor and dangerous condition of the
pavement. In urban planning processes, causes for
suggested improvements are mostly descriptions
of infrastructure problems or (perceived) planning
deficits, while the propositions are measures to
overcome these issues. Several interviews we con-
ducted in 2020 with local authorities and urban
planning practitioners emphasized the value in au-
tomatically recognizing the problems that citizens
describe and the solutions they propose in text con-
tributions (Romberg and Escher, 2020).

We follow the terminology of Liebeck et al.
(2016), who developed an argumentation model
for informal online public participation processes
based on three argument components: major posi-
tions provide “options for actions or decisions that
occur in the discussion”. In simpler terms, these
are the propositions that citizens make. Premises
are “reasons that attack or support a major position,
a claim or another premise”. Claims are defined

as “pro or contra stance towards a major position”.
In this work, we rely on the concepts of major
positions and premises, as our focus is on the de-
tection of propositions and underlying reasons. We
leave for future work the detection of pro or contra
stances expressed by fellow citizens in the feed-
back comments on initial proposals (in the case of
dialogical processes).

3.3 Annotation Process

Coding guidelines were developed on 201 contri-
butions from the cycling dialogues Bonn, which
were excluded from the subsequent annotation pro-
cess, reducing the sentences to be coded in CD_B
to 10,442. Each sentence was labeled as non-
argumentative (non-arg), major position (mpos) or
premise (prem). In case a sentence contained multi-
ple argumentation components, multi-labeling was
allowed. Since contribution titles often contained
parts of the argument, they were included as addi-
tional sentences.

We measured the inter-coder agreement on 10%
of the contributions of each dataset, which were
respectively annotated by three trained coders. In
a subsequent curation step, disagreements were
resolved by two supervisors to obtain unambiguous
coding of the contributions used to measure the
inter-coder agreement. High Fleiss’ « values
prove the reliability of the codings: 0.76 (CD_B),
0.80 (CD_C), 0.77 (CD_M), 0.73 (MC_K), and
0.76 (CQ_B). During curation, certain edge
cases became obvious. We believe that this
subjectivity is also reflected in a human evaluation,
which is why a small deviation in coding seems
acceptable, also with regard to the training of the
classification algorithms. The remaining 90% of
the contributions were divided equally among the
coders (each 30%) and annotated independently.
These sentences were not curated; however, due
to the high agreement on the over 1,700 sentences
that were coded by all three annotators, we assume
similar reliability on the sentences labeled by one
person only.

Since the approaches we compare in this pa-
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per are tailored to single-label classifications, we
omit sentences containing both major position and
premise to be addressed in future work. This af-
fects 548 sentences (262 in CD_B, 49 in CD_C, 45
in CD_M, 69 in MC_K, and 123 in CQ_B).

Table 1 shows the distribution of classes in-
cluded in the evaluation across the five datasets.
The majority of sentences in all datasets are ar-
gumentative, accounting for between 77.8% and
88.6%. Major positions and premises are dis-
tributed very differently throughout the datasets.
While premises are made more frequently in the
cycling dialogues, major positions are favored
in MC_K and especially in CQ_B. The datasets
are available under a Creative Commons License
at https://github.com/juliaromberg/cimt-argument-
mining-dataset/.

4 Methodology

Argument Mining can be divided into three sub-
tasks: segmentation, segment classification, and
relation identification (Peldszus and Stede, 2013).
First, argumentative text is split into argument dis-
course units (ADUs). Second, ADUs are classi-
fied according to their function in the argument.
Third, relations between ADUs are identified. Peld-
szus and Stede (2013) assume here that it is known
which texts are argumentative or relevant for the
argumentation. Lawrence and Reed (2019) widen
the first task and include the distinction between
argumentative and non-argumentative units.

In this work, we focus on (A) the classification of
discourse units as argumentative (ADU) and non ar-
gumentative (non-ADU) and (B) the classification
of ADUs according to contextual clausal proper-
ties for informal public participation processes. In
the following, these two tasks will be referred to
as Task A and Task B. We define each sentence as
discourse unit, so that both tasks are sentence-level
classification tasks.

4.1 Previously Applied Argument Mining
Approaches for Public Participation

Our first objective is to compare the previously
used approaches for solving Task A and Task B in
public participation processes on our datasets. In
the following, we provide an overview of these al-
gorithms and describe in detail the setups we chose
for our experiments (e.g. input features, hyperpa-
rameter selection). The results of our experiments
are described and discussed in Section 5. For every
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dataset in consideration, we used a 5-fold cross-
validation, dividing the datasets into 80% training
and 20% test data each time. We tuned algorithm
hyperparameters using a grid search with cross-
validation (5 folds) for each split of the (outer)
cross-validation.

4.1.1 Task A

All of the works considering the distinction be-
tween ADUs and non-ADUS have predefined sen-
tences as elementary discourse units, as we do.

SVM Kwon et al. (2006), Liebeck et al. (2016)
and Morio and Fujita (2018a) used support vec-
tor machines (Cortes and Vapnik, 1995) to detect
ADUs with Fy scores between 0.52 and 0.70.

For our experiments, we adopted the best setup
of Liebeck et al. (2016) since their dataset is most
similar to ours. Sentences were represented as
a combination of unigrams and grammatical fea-
tures, more precisely a La-normalized POS-Tag
distribution® and a Lo-normalized distribution of
dependencies®. We used the radial basis func-
tion kernel, and considered C' € {1,10,100} and
v € {0.001,0.01,0.1} in the grid search. We fur-
ther weighted the training samples inversely pro-
portional to the class frequencies to take care of the
strong class imbalance of our datasets.

fastText Eidelman and Grom (2019) suggested
the use of fastText (Joulin et al., 2017) and pro-
posed balancing the training data for highly im-
balanced datasets. By downsampling the majority
class in the corresponding dataset, they improved
the macro F; outcome from 0.80 to 0.90.

In our experiments, we trained two fastText mod-
els per dataset: One on the original, imbalanced
dataset and one on a balanced version of the dataset
where the majority class was undersampled by ran-
domly picking samples. We used pretrained fast-
Text embeddings for German with 50 dimensions,
and included learning rates of 1e — 1, 5e — 1 and
9e — 1, and 5 or 10 epochs of training in the grid
search.

4.1.2 Task B
More attention has been paid to the classification

of ADUs in previous work.

SVM Kwon et al. (2006), Park and Cardie
(2014), Liebeck et al. (2016) and Morio and Fujita

3STTS tagset (Thielen and Schiller, 2011)
®TIGER scheme (Albert et al., 2003)



(2018a) classified argument components in public
participation processes with SVMs. Depending on
the dataset and argumentation scheme, they yielded
macro F; values in the range of 0.56 to 0.77.

For our experiments, we again relied on the
closely related work of Liebeck et al. (2016) and
used the same setup as described in Section 4.1.1.

fastText In Fierro et al. (2017) and Eidelman and
Grom (2019), fastText provided the best results
(0.65 and 0.78). Of particular interest is that, on
the Spanish dataset (Fierro et al., 2017), fastText
surpassed the SVM. We were curious to see if this
behavior applies to our datasets as well.

In our experiments, we replicated the implemen-
tation of Fierro et al. (2017) using pretrained fast-
Text embeddings (we chose 50 dimensions) and
word bigrams in the classification. Grid search con-
sidered learning rates of 1e — 1, 5e — 1 and 9¢ — 1,
and 5 or 10 epochs of training. Similar to Task A,
classes were imbalanced in our datasets, and we
thus trained models with and without undersam-

pling.

ECGA Further deep learning architectures have
been considered by Guggilla et al. (2016) and Gi-
annakopoulos et al. (2019). While Guggilla et al.
(2016) showed that the use of convolutional neu-
ronal networks (CNN) (LeCun et al., 1998) can
marginally improve the results of an SVM, the ad-
vantages of deep learning become more obvious in
the work of Giannakopoulos et al. (2019). Using
an ensemble method called ECGA, a combination
of multiple learners, they improved the results of
Fierro et al. (2017) by 0.07. Each learner is com-
posed of a CNN followed by bidirectional gated
recurrent units (BiGRU) (Cho et al., 2014), con-
nected to an attention layer (Bahdanau et al., 2015).
The class predictions of the multiple learners are
averaged to obtain final predictions. FastText em-
beddings build the input matrix. For argument clas-
sification, Giannakopoulos et al. (2019) proposed
the use of two learners with kernel sizes of 2 and
3 as well as 512 filters in the convolution and 256
GRU units.

Since the proposed architecture failed to produce
reasonable results on our datasets, we reduced the
number of GRU units in our experiments to 64 and
the number of convolution filters in to 128. We
took our cue from the authors’ best model for solv-
ing a different task, textual churn detection, with
a smaller corresponding dataset. Despite the re-

duced model architecture, ECGA still tended to
neglect the minority class in our datasets. To coun-
teract this, we additionally evaluated ECGA with
undersampling. We tried batch sizes of 2, 4, and
8, as well as 1 and 2 kernels or 2 and 3 kernels for
the two learners. The training ran for 200 epochs
with the option of early stopping if the loss did not
improve within 10 epochs.

4.2 Bidirectional Encoder Representations
from Transformers for Argument Mining
in Public Participation Processes

Our second objective is to improve the results ob-
tained by the previous approaches on our datasets
for both classification tasks. To this end, we use
BERT (Devlin et al., 2019) which has already pro-
vided promising results for Task A and Task B in
other text domains, such as on persuasive online
forums (Chakrabarty et al., 2019) and on heteroge-
neous sources of argumentative content (Reimers
et al., 2019). With public participation processes,
BERT has so far only been used to identify rela-
tions between ADUs (Cocarascu et al., 2020).

We expected BERT to also perform well for Task
A and Task B on public participation datasets and to
outperform the other algorithms in the evaluation.
We used case-sensitive German BERT’ with an
additional linear layer for sequence classification.
For fine-tuning, we relied on the suggestions of
Devlin et al. (2019) and included batch sizes of 16
and 32, learning rates of be — 5, 3e — 5 and 2e — 5,
and 1 to 4 epochs of training in the grid search.

4.3 Model Generalizability

This work’s third objective is to investigate model
generalizability in a cross-dataset evaluation. The
previous two evaluation objectives were to deter-
mine which approach generates the best results for
each dataset. To this end, both the training and the
test data stem from the same dataset. In a practi-
cal application, this would mean that a sufficiently
large amount of citizen contributions would have to
be coded manually by local authorities. However,
a more feasible and cost-effective solution would
be to provide a pretrained classification model that
can reliably recognize argument structures in new
participation processes without the need for further
training. Our goal is to provide such a model for
public participation processes of mobility-related
urban planning. The diversity in subjects and for-

"https://www.deepset.ai/german-bert

103



mats in our data corpus is well suited for testing
the transferability to a range of processes.

For the cross-dataset evaluation, we used the
evaluation setup described in Section 4.1 (5-
fold cross validation, hyperparameter tuning) and
trained on CD_B in our experiments. We intention-
ally chose the largest dataset for training to provide
reliable models. For every approach, we then ap-
plied the five resulting models to the remaining
datasets and averaged the results for each dataset
to obtain an average macro F; score. Algorithms
were implemented as described in Sections 4.1 and
4.2.

For Task A, we evaluated SVM, fastText with-
out undersampling (as will be shown in Section
5.1.1, undersampling of CD_B provided no advan-
tage), and BERT. For Task B, we chose to evaluate
models trained on undersampled data and models
trained on the original data alongside. Our deci-
sion was due to the very different distribution of
ADU-types in our datasets: while premises prevail
in the cycling dialogues (62%-80% prem), major
positions are more present in MC_K (59% mpos)
and in CQ_B (80% mpos). We thus wanted to
investigate whether models trained on balanced
data could provide more stable results across the
different datasets. To sum up, we compared the
behavior of eight approaches in the cross-dataset
evaluation for Task B: SVM, fastText, ECGA, and
BERT trained on the original CD_B dataset, and
trained on an undersampled CD_B dataset.

5 Results and Discussion

5.1 Comparison of the Approaches

In the following, we evaluate for both classification
tasks the approaches from previous work (see Sec-
tion 4.1) and BERT (see Section 4.2) on our corpus
from Section 3. For completeness, we also have a
look at the only other German public participation
dataset for argument mining, THF Airport ArgMin-
ing Corpus (Liebeck et al., 2016). THF provides
2,078 argumentative and 355 non-argumentative
sentences for Task A, and 509 major positions,
1,170 premises, and 311 claims for Task B.®

5.1.1 Task A

Results for the classification of ADUs and non-
ADUs are given in Table 2. For each dataset, only
the results of the superior fastText model are listed.

8We evaluate the dataset according to our methodology in-
stead of the suggested train-test split by Liebeck et al. (2016).
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SVM fastText BERT

arg  0.93(0.00)  0.94(0.00)  0.95 (0.00)

CD_B non-arg 0.52(0.04) 0.41 (0.04) 0.57 (0.04)
macro 073 (0.02)  0.68(0.02)  0.76 (0.02)

arg  0.93(0.01)  0.87(0.02)*  0.95 (0.01)

CD_C nonarg 053(0.10)  0.42(0.06)*  0.58 (0.12)
macro 073 (0.06) 0.64 (0.04)* 0.77 (0.07)

arg 090 (0.01)  0.92(0.01)  0.94(0.01)

CD_M nonarg 059 (0.05)  0.51(0.05)  0.67 (0.04)
macro 075 (0.03)  0.71(0.03)  0.80 (0.03)

arg  0.86(0.01)  0.89(0.01)  0.91(0.01)

MC_K nonarg 0.53(0.03)  0.45(0.02)  0.62(0.06)
macro 060 (0.02)  0.67 (0.01)  0.77 (0.09)

arg  0.94(0.02)  0.85(0.02)*  0.96 (0.01)

CQ B nonarg 053(0.07)  0.42(0.04)*  0.56 (0.16)
macro 073 (0.05) 063 (0.03)* 0.76 (0.09)

arg 0.91(0.01)  0.79 (0.03)*  0.92 (0.01)

THF  non-arg 0.48(0.03)  0.37(0.03)*  0.46 (0.05)
macro 0.70 (0.02)  0.58 (0.03)% 0.69 (0.03)

Table 2: Results for Task A on the individual datasets.
Scores are mean F; values of the five test sets, standard
deviation is given in parentheses.

Undersampling models are marked with an aster-
isk. Overall, BERT performed best with macro F;
values up to 0.80, improving most SVM scores
by at least 0.03.° However, on THF the SVM
yielded slightly better results. FastText struggled
with the minority class. The problem was particu-
larly evident in the three datasets with the fewest
non-argumentative samples, where undersampling
could improve the results at least to some degree.

5.1.2 TaskB

Table 3 shows the findings for argument compo-
nent classification. For fastText and ECGA, two
model variants were evaluated (with and without
undersampling), of which the better one is listed.
Undersampling models are marked with an asterisk.
While undersampling slightly increased the macro
performance of ECGA on all datasets, there was
no enhancement with fastText. Contrary to our ex-
pectations, ECGA performed worse than fastText
and could only keep up with the other approaches
for datasets that have sufficient samples in the mi-
nority class. BERT showed outstanding results and
could significantly advance the classification, es-
pecially for the minority classes: Compared to the
also good SVM, the prediction of major positions

“BERT models show a high standard deviation in the mi-
nority classes of CD_C and CQ_B. Variance is due to the small
number of non-arg sentences in the cross-validation for hyper-
parameter tuning. Fixed hyperparameters yield comparable
F1 values and much lower standard deviation.



SVM fastText ECGA BERT

mpos  0.82 (0.01)
CD_B prem  0.93 (0.01)
macro  0.88 (0.01)

0.79 (0.01)
0.93 (0.00)
0.86 (0.01)

0.78 (0.03)
0.92 (0.01)
0.85 (0.02)

0.90 (0.01)
0.96 (0.00)
0.93 (0.01)

mpos  0.77 (0.02)
CD_C prem  0.85 (0.01)
macro  0.81 (0.02)

0.74 (0.02)
0.86 (0.01)
0.80 (0.02)

0.76 (0.03)*
0.84 (0.01)*
0.80 (0.02)*

0.89 (0.02)
0.93 (0.01)
0.91 (0.02)

mpos  0.67 (0.03)
CD_M prem  0.92 (0.01)
macro  0.80 (0.03)

0.58 (0.03)
0.92 (0.00)
0.75 (0.02)

0.52 (0.08)*
0.86 (0.05)*
0.69 (0.06)*

0.84 (0.06)
0.91 (0.04)
0.90 (0.03)

mpos  0.83 (0.03)
MC_K  prem 0.75(0.03)
macro  0.79 (0.03)

0.83 (0.03)
0.74 (0.04)
0.78 (0.04)

0.84 (0.03)*
0.74 (0.05)*
0.79 (0.05)*

0.88 (0.02)
0.84 (0.03)
0.86 (0.03)

mpos  0.93 (0.02)
CQ_B prem  0.70 (0.08)
macro  0.81 (0.05)

0.92 (0.01)
0.58 (0.06)
0.75 (0.04)

0.89 (0.03)*
0.55 (0.10)*
0.72 (0.06)*

0.97 (0.01)
0.88 (0.03)
0.93 (0.02)

05)  0.46 (0.03) (0.04) (0.03)
01)  0.79 (0.01) (0.06)* (0.03)
03)  0.59 (0.06) 0.5 (0.06)* 0.63 (0.06)
02)  0.61(0.03) 0.52 (0.04)* 0.72 (0.04)

mpos  0.53 0.46 (0.04)* 0.68
THF prem 0.78

(
(
claim  0.60 (
(

macro  0.64

Table 3: Results for Task B on the individual datasets.
Scores are mean F; values of the five test sets, standard
deviation is given in parentheses.

(CD_B, CD_C, CD_M, THF) improved by at least
0.08 up to 0.17. Premises were predicted with an
improvement of 0.09 and 0.18 (MC_K, CQ_B).

5.2 Cross-Dataset Evaluation

Next, we look at the generalization performance of
the learned models for both classification tasks.

5.2.1 Task A

Figure 1 shows the cross-dataset results of the
CD_B models on the other datasets. BERT could
consistently achieve good macro F; values (be-
tween 0.75 and 0.79) for all datasets, close to the
score of 0.76 that BERT achieved on the refence
dataset CD_B (o = 0.02). The obtained values are
also comparable to the results of dataset-internal re-
sults from Section 5.1. Equally stable was fastText
(o = 0.02), but results were on average 0.10 points
lower. SVM predictions varied more (¢ = 0.04),
especially when transferring to CQ_B and MC_K.

5.22 Task B

Results for the cross-dataset classification of
argument components are presented in Figure
2. Both BERT model variants generalized very
well and achieved an average macro F; score
of 0.90 across the different datasets. With

= 0.01, the undersampling model predicted
remarkably stable on our datasets (¢ = 0.02 for
the non-undersampling model). SVM, ECGA

SVM
0.8 |- B
0.73
0.7 B
0.6 |- B
0.5 |- B
CDB CD.C CD_M MCK CQ-B
fastText
0.8 |- B
0.7 - 0.68 B
0.6 |- B
0.5 |- B
CDB
08 0.76 1
0.7 B
0.6 : :
B8In-dataset model performance (cf. Table 2)
0.5 |- 0B Cross-dataset model performance
CD_B CD_C CD_M MC.K CQB

Figure 1: Cross-dataset evaluation for Task A. Results
are averaged macro F; values of the five models trained
on CD_B.

and fastText strongly benefited from balanced
training data. With undersampling, the latter
two approaches could surpass the in-dataset
results from Section 5.1 and thus achieved best
values for all datasets. SVM struggled with
generalization on MC_K and CQ_B (o = 0.03).
Likewise fastText showed some weaknesses in
generalization (o = 0.03), which were particularly
noticeable in the performance drop on CQ_B (0.76)
compared to the reference value (0.84). ECGA
achieved more uniform results with an average
macro F; value of 0.83 (¢ = 0.02), which, how-
ever, do not come close to the high values of BERT.

It turned out that the models generalize surpris-
ingly well across the different processes. In both
tasks, BERT showed superior results, but other
methods were also able to provide stable predic-
tions across the different test datasets. This sug-
gests that universally valid patterns of argument
structures could be learned, generalizing to a very
different data type (from deliberative online plat-
forms to questionnaire data), as well as to a process
with a more general topic (from specific cycling to
a comprehensive mobility concept).

6 Conclusion and Future Work

We investigated (A) the distinction of ADUs and
non-ADUs and (B) the classification of major posi-
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Figure 2: Cross-dataset evaluation for Task B. Results are averaged macro F; values of the five models trained on
CD_B. (Note that in-dataset performance of CD_B with undersampling has not been reported in Table 3),

tions and premises for German public participation
processes from urban planning. For this purpose,
we introduced a new data corpus comprising five di-
verse mobility-related processes. Our first objective
was to identify previously published approaches to
solving the two classification tasks on public par-
ticipation processes and test their performance on
our datasets. Among these works, SVM achieved
the best results in both tasks. Our second objective
was to improve the previous results. We proposed
the use of BERT and successfully demonstrated
that the results of both tasks improved. On our
datasets, BERT yielded highly promising macro
F; scores, between 0.76 and 0.80 for Task A and
between 0.86 and 0.93 for Task B. We addition-
ally showed, that our approach outperforms previ-
ous results for Task B on a similar German online
participation dataset. We further argued, that the
use of pretrained models is one way to make ar-
gument mining applicable in municipalities. Our
third objective was to prove the feasibility for pro-
cesses from urban planning that differ in topic or
format. We showed that BERT models outperform
the other approaches, achieving average macro Fy
values of 0.77 (¢ = 0.02) for Task A and 0.90
(o0 = 0.01) for Task B in the cross-dataset evalua-
tion. Our results are very positive and show that
practical support for municipalities in evaluating
mobility-related public participation processes is
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within reach by providing pretrained models.

In future work, we plan to investigate whether
our best model can generalize to non-mobility pub-
lic participation processes in urban planning to
cover a broader range of topics. To further improve
our models, we will concentrate on improving the
detection of argumentative discourse units. Al-
though we were able to achieve promising results,
it has become apparent that distinguishing ADUs
from non-ADUs is a particular challenge. Addition-
ally, we will extend the classification for sentences
that include multiple argument components (major
position and premise) and address stance detection.
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Paper: Julia Romberg. Is Your Perspective Also My Perspective? Enriching Predic-
tion with Subjectivity. In Proceedings of the 9th Workshop on Argument Mining, pages
115-125. International Conference on Computational Linguistics, 2022.

Personal Contribution: Julia Romberg solely designed and implemented this re-
search, and prepared the manuscript.

Status: published

To account for the quality of citizens’ arguments, Park et al| (2015) focused on
evaluability. Specifically, the authors introduced a model of argumentation that classi-
fies propositions according to whether these are backed by a fact (objective evidence), a
value (preference, interpretation, or judgment), a policy (course of action), a statement
(personal state or fact of experience), or a reference (source of objective evidence).

In this paper, we propose an alternative to measuring the quality of arguments
in public participation. Considering the level of concreteness with which propositions
are uttered as a global indicator of quality, we define an overall measure that can
help human analysts accelerate evaluations by prioritizing detailed input and deferring
imprecise ideas until capacity is available.

In doing so, we acknowledge that evaluating the quality of an argument, i.e., how
good it is, is subjective to a certain extent. The reason for such conception of reasoning
that goes beyond mere rationality is rooted in a number of social psychological phe-
nomena. Among other things, people perceive argumentation differently based on their
values (Kiesel et al., 2022 Esau, 2018), their morality (Alshomary et al., [2022)), or how
they react to particular mechanisms of argumentation such as storytelling (Falk and
Lapesa, 2022al, [2023b)). While the underlying causes have been studied, no approach
was taken to directly model the diversity of perspectives in the knowledge representa-
tion step of argumentation mining, as called for by Cabitza et al.| (2023)).

Motivated by this background, we introduce the first “multi-perspectivist” approach
to the field of computational argumentation[l} PerspectifyMe adds subjectivity infor-
mation to conventional text classification workflows that as a rule learn from a single
aggregated ground truth. It translates a given task into two sub-tasks, one of which
refers to the original task of predicting aggregated labels, and one of which refers to
an artificial task for predicting the subjectivity of the input using a subjectivity score.

We train a variety of models on the CIMT Argument Concreteness sub-corpus, rely-
ing on a two-level and a four-level classification of subjectivity. Our results demonstrate
that machine learning of argument concreteness is feasible, with a best accuracy of 0.79
and a macro F; score of 0.67. Regarding the subjective perception of argument con-
creteness, the models correctly distinguish objective from subjective examples in three
out of four cases. Despite the need for further improvement, our findings hold relevance
for practitioners and the onset of multi-perspectivism in argumentation mining.

We use the term “multi-perspectivist” for referring to a machine learning strategy that integrates
different valid perspectives during the knowledge representation step (i.e., in setting the ground truth).
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Abstract

Although argumentation can be highly subjec-
tive, the common practice with supervised ma-
chine learning is to construct and learn from an
aggregated ground truth formed from individ-
ual judgments by majority voting, averaging, or
adjudication. This approach leads to a neglect
of individual, but potentially important perspec-
tives and in many cases cannot do justice to the
subjective character of the tasks. One solu-
tion to this shortcoming are multi-perspective
approaches, which have received very little at-
tention in the field of argument mining so far.

In this work we present PerspectifyMe, a
method to incorporate perspectivism by enrich-
ing a task with subjectivity information from
the data annotation process. We exemplify our
approach with the use case of classifying argu-
ment concreteness, and provide first promising
results for the recently published CIMT PartE-
val Argument Concreteness Corpus.

1 Introduction

The analysis of arguments and especially their prop-
erties is challenging and often subjective, which
renders the creation of suitable language resources
for argument mining difficult (Stab and Gurevych,
2014; Lindahl et al., 2019). Uniform annotation
often requires intensive training, and this costly
approach has been shown to regularly result in at
most moderate agreement among annotators (Aha-
roni et al., 2014; Rinott et al., 2015; Habernal and
Gurevych, 2017; Shnarch et al., 2018). Alternative
approaches such as crowd-sourcing share this prob-
lem, especially for demanding tasks like argument
quality (Toledo et al., 2019).

Although the lack of consensus might clearly in-
dicate that the annotation task is either ambiguous
(Artstein and Poesio, 2008), too complex (Aroyo
and Welty, 2015), or influenced by variables such
as demographics and individual bias (Sap et al.,
2022; Biester et al., 2022), the established proce-
dure is to aggregate the individual judgments into a
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single ground truth at the end of the annotation pro-
cess (by majority vote, averaging, or adjudication).
Learning from aggregated ground truth has sev-
eral drawbacks. Minority voices are ignored, how-
ever valuable they may be, and only those in line
with the mainstream are heeded (Noble, 2012).
This rises also a fairness concern, as certain socio-
demographic groups and their perspectives may be
underrepresented (Prabhakaran et al., 2021). Fi-
nally, it is questionable whether the assumption of
a single truth, i.e., that there is only one correct la-
bel for an example, holds at all for subjective tasks
(Ovesdotter Alm, 2011; Aroyo and Welty, 2015).

Therefore, the question of multi-perspective ap-
proaches arises (Abercrombie et al., 2022). Basile
et al. (2021) introduced the paradigm of data per-
spectivism in order to “integrate the opinions and
perspectives of the human subjects involved in the
knowledge representation step of ML processes”.
One example for perspectivist data is argumenta-
tion (Hautli-Janisz et al., 2022; Romberg et al.,
2022b).

However, many popular algorithms require a sin-
gle ground truth to which the model can adapt.
In this paper, (i) we thus introduce a method that
combines collaborative and subjective viewpoints
by complementing an aggregated label with a sub-
jectivity score. More specifically, PerspectifyMe
proposes to add the prediction of how perspectivist
an input is as an additional sub-task. Providing
this information can for example help a human de-
cide when to rely on their own perspective. (ii) To
exemplify our approach, we draw on a recently pub-
lished perspectivist dataset for argument concrete-
ness in public participation processes (Romberg
et al., 2022b). We provide several baselines based
on our proposed method for this subjective task.
While these are certainly extendable, they already
show promising results for automatic classification
by concreteness. (iii) To the best of our knowledge,
we are the first to automatically classify arguments



in an explicitely perspectivist manner.

2 Related Work

Basile et al. (2021) provide a nice summarization
of the previous work towards perspectivist machine
learning, dividing the field in two groups.

The first aims at building unified ground labels
that involve perspectivism by either only keeping
instances on which a statistically significant major-
ity agrees (Cabitza et al., 2020), by computing a
weighting according to annotator reliability (Hei-
necke and Reyzin, 2019; Cabitza et al., 2020; Hovy
et al., 2013), by replicating or weighting instances
using provided labels or disagreement measures
(Plank et al., 2014; Akhtar et al., 2019), or by par-
ticipatory consensus building (Chang et al., 2017;
Schaekermann et al., 2018).

The second group incorporates the perspectivism
into the core machine learning workflow by either
training an ensemble of models that rely on differ-
ent ground truths (Akhtar et al., 2020; Campagner
et al., 2021), by soft loss learning (Plank et al.,
2014; Uma et al., 2020; Campagner et al., 2021),
or by utilizing multi-task learning (Cohn and Spe-
cia, 2013; Guan et al., 2018; Sudre et al., 2019;
Fornaciari et al., 2021; Davani et al., 2022).

Our approach ties into the latter idea by trans-
forming the original problem into multiple sub-
tasks. However, multi-task learning approaches
for multi-perspectivist tasks have primarily aimed
at improving model performance. To do so, the
aggregated ground truth is learned along with the
distribution of individual labels. Instead, we focus
on outputting an indication of how perspectivist
the model predictions are (namely, by adding a
subjectivity score) to help interpret the results.

The only previous studies that specifically ad-
dress argument mining are, to the best of our
knowledge, two recently published non-aggregated
datasets: QT30nonaggr (Hautli-Janisz et al., 2022)
and the CIMT PartEval Argument Concreteness
Corpus (Romberg et al., 2022b).

3 Use Case: Argument Concreteness in
Public Participation

Public participation is a means regularly used by
democratic authorities to involve citizens in policy-
making processes (Dryzek et al., 2019). The man-
ual evaluation workflow often includes reading the
contributions, detecting duplicates, identifying ar-
guments and opinions, and thematically clustering

content before drawing conclusions from the input
(Romberg and Escher, 2022).

One solution to reduce the workload of human
evaluators is machine learning (OECD, 2003). Al-
though there is a general consensus that such im-
portant democratic processes cannot be fully au-
tomated, automating sub-tasks such as topic clas-
sification or argument detection and analysis can
support the evaluation.

Argument Mining for public participation has
received considerable attention (Kwon et al., 2007;
Liebeck et al., 2016; Lawrence et al., 2017; Park
and Cardie, 2018; Romberg and Conrad, 2021).
While works such as Park and Cardie (2014) and
Niculae et al. (2017) have already addressed the
evidence and verifiability of propositions, there has
been no attempt to automatically classify their con-
creteness. Predicting the concreteness of propo-
sitions can assist a human analyst to speed up
the evaluation by ranking them, since less con-
crete ideas tend to be more laborious to evaluate
(Romberg et al., 2022b).

The CIMT PartEval Argument Concreteness
Corpus (Romberg et al., 2022a) provides argu-
mentative text units (ATU) in German extracted
from mobility-related public participation pro-
cesses. Each ATU consists of one to several sen-
tences, consecutive in the original document, and a
tag that describes the argumentative function (ma-
Jjor positions: proposed courses of action and policy
options or premises: attacking/supporting reasons).
In total, the dataset contains 1,127 ATUs, 614 of
which are major positions and 513 are premises.

These ATUs have been categorised into three
different degrees of concreteness:

* ATUs of high concreteness contain com-
prehensive details that describe the “what”,
“how”, and “where”.

* ATUs of intermediate concreteness contain
only partial specification of the “what”, “how”
and “where”. There is room for interpretation
in inferring specific actions (major positions)
or in evaluating the actual reasons (premises).

* ATUs of low concreteness contain no de-
tailed information of the “what”, “how” and
“where”. A variety of measures could be de-
rived and reasons remain vague.

Table 1 illustrates the three types to provide a
better understanding of the dataset. Example A is a
major position unit of high concreteness: it is clear
what action is desired (protective cycle lanes next
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Ex. Unit text Unit type Concreteness
A If the parking spaces along Friedrich-Breuer-Strafle were removed, there would be  major position  high
enough space for protective cycle lanes next to the rails.
B The connection to the centre of Beuel through Obere WilhelmsstraBe is also not ~ premise intermediate

very pleasant to drive.

C Rules for cycle paths

major position  low

Table 1: Examples of argumentative text units with argument types and concreteness ratings from the CIMT PartEval
Argument Concreteness Corpus. To assist readers understand the content, the texts have been translated into English.
(The examples presented here are cases in which the annotators were in complete agreement on the coding of

concreteness.)

to the rails), where it is to be implemented (along
Friedrich-Breuer-Strafe) and how (free space by
parking space removal). The premise unit in exam-
ple B is of intermediate concreteness: it is clear,
what the issue is and where (connection through
Obere Wilhelmsstrafle not very pleasant to drive).
However, it remains unclear what makes driving
through unpleasant. Example C shows a major po-
sition unit of low concreteness: the claim is very
general and does not refer to specific locations, nor
is it more specific about what rules are required.

The annotation of the data was performed by five
coders. While finalizing the annotation guidelines,
the coders annotated a selection of contributions,
and inconsistencies were discussed in a group with
the coders and two process supervisors. The guide-
lines were adjusted and the coders trained to the
point where it became apparent that the divergent
annotations were different perspectives rather than
incorrect coding: In the discussion, the different
coders were able to argue convincingly for their
stance. Krippendorff’s ay, (Krippendorff, 2013) of
0.46 confirms that the codings, although subjective,
are not arbitrary.

4 PerspectifyMe

Previous work has incorporated perspectivism
through distributions over individual labels. How-
ever, such distributions may be of limited use when
provided to a human as a direct output, e.g. in
human-machine interactions. In particular, provid-
ing such a diversity of perspectives that might apply
(from the annotators’ point of view - not necessar-
ily from the point of view of the particular user)
can be too complex and potentially confusing.

For items that trigger a subjective perception, it
might make more sense (e.g., in a use case like
ours) to inform the user about this and let them
decide whether to make their own assessment or to
go along with the collaborative opinion.

Therefore, we propose to enrich model predic-
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Task Label Support
High 709 (62.9%)
Sub-Task 7x: Concreteness Intermediate 336 (29.8%)
Low 82 (7.3%)
S Objective 478 (42.4%)

244 (21.7%)
275 (24.4%)
130 (11.5%)

Rather objective
Rather subjective
Subjective

Sub-Task 7Tg: Subjectivity

Table 2: Overview of the label distributions for the tasks.

tions for subjective supervised machine learning
tasks with the provision of a subjectivity score.

4.1 General Description

Given a task 7, we assume that there are both
objective and subjective items in a corresponding
dataset. This means that part of the dataset is an-
notated in a very consistent way, while the rest has
elicited different views among coders. Our goal is
then to predict a so-called hard label (aggregated
by some method), and jointly inform on items for
which there might be multiple correct outputs, de-
pending on the perspective. We thus propose Per-
spectifyMe, a method to introduce perspectivism
into the machine learning workflow by translating
T into two sub-tasks Tz and 7s. Ty refers to the
original prediction task using hard-labels as ground
truth. T refers to an artificial task of predicting the
subjectivity of the input using a subjectivity score.

4.2 Application to Our Use Case

The perspectivity of judging argument concrete-
ness is reflected in the CIMT PartEval Argument
Concreteness Corpus through five single annota-
tions. Following the previously introduced method,
we conducted two transformation steps to yield the
target variables for 77 and 7.

Concreteness Score We first built an aggregated
ground truth by calculating the average concrete-
ness per unit. For this, we mapped the categorical
labels to numerical values (high: 3, intermediate:
2, low: 1) and averaged them. To retain the origi-



Concreteness

Subjectivity (4-class)

Subjectivity (2-class)

Macro-F Accuracy Macro-F1 Accuracy Macro-F Accuracy
Majority Baseline 0.26 0.63 0.15 0.42 0.39 0.64
" LR (length) 0.54+0.06 0.74+0.03 0.30+0.02 052+£0.03 068+0.03 0.72+0.02
LR (bow) 0.53+£0.04 0.75£0.02 0.33£0.05 0.50+0.03 0.69+£0.03 0.71£0.03
= LR (length+bow) 0.54+0.04 0.74£0.03 034+0.05 050+0.04 0.69+£0.03 0.72£0.03
S " SVM(length) ~ =~ 059 £0.04" ~0.71£0.02 ~ 0.344£0.03 " 048£0.03° T0.70£0.02° ~0.72+£ 002 ~
SVM (bow) 0.59+0.04 0.74£0.03 037005 049+0.04 0.69+£0.02 0.71£0.03
SVM (length+bow) 0.62+0.05 0.75+0.03 0.37£0.03 0.50£0.03 0.70+0.03 0.724+0.02
"BERT ~ 0.67+0.05 079+0.02 042+0.04 052+£0.03 0.72+0.02 0.74+0.02
Majority Baseline 0.25 0.60 0.14 0.40 0.39 0.64
g LR(length) 0.49+0.06 0.70£0.04 0.27+£0.04 0.46£0.04 059+0.11 0.68+0.04
£ LR (bow) 0.52+0.06 0.69£0.03 0.28+0.06 0424+£0.04 0.60£0.10 0.67=+=0.04
2 LR(lengthtbow) _ 0.52£0.06_ 0.69=004 031+006 044+004 063010 068005
= SVM (length) 0.56 £0.04 0.69£0.04 033+£004 0444+0.04 0.64£0.06 0.67£0.04
% SVM (bow) 0.53£0.07 0.67£0.04 0.28+0.08 0424+£0.04 0.63£0.09 0.67=£0.06
£ SVM (length+bow) 0.55+0.06 0.70£0.04 0.33+0.06 044+0.04 0.64+£0.06 0.68=+0.04
"BERT =~ 0.62+0.07 076+0.04 0.37+£0.06 047+£0.05 0.68+0.06 0.71+0.05
Majority Baseline 0.26 0.65 0.15 0.44 0.39 0.64
" LR (length) 0.57£0.07 0.80+0.02 0.32+0.02 0.56+£0.04 0.73+0.05 0.75+0.04
o LR (bow) 0.52+0.06 0.69£0.03 034+005 054+0.05 0.71£0.03 0.74=£0.03
é’ LR (length+bow) 0.61+0.08 0.80£0.03 0354+0.04 0554+0.04 0.72+£0.04 0.74£0.04
g SVM(length) ~  0.60£0.05 0.75+0.03 0.33+0.04 048£0.05 0.72£0.04 0.74+0.04
2 SVM (bow) 0.67£0.05 0.79£0.03 036+0.05 053+0.05 0.72+£0.04 0.74=£0.04
SVM (length+bow) 0.68 +£0.07 0.81+0.03 0.38£0.07 0.53£0.07 0.71+£0.04 0.74+£0.04
"BERT 0.68+0.06 082+0.03 042+0.05 056+£0.04 0.73+0.04 0.76+0.04

Table 3: Excerpt from the results for the classification of ATUs according to concreteness and subjectivity.

nal concreteness scale, the rounded average scores
were remapped to the original categories.

Subjectivity Score For each unit, we calculated
the pairwise L1 distance of the numerical labels and
summed them up to calculate an overall distance.
We translated the resulting distances into a four-
category and a two-category scheme of subjectivity
(for more details see Appendix A.1).

Table 2 provides an overview of the resulting sub-
tasks. While highly concrete ATUs predominate,
low concreteness is rare. Over sixty percent of
the units elicited a fairly objective perception, a
large proportion of which were even coded in a
completely consistent manner. At the same time,
there is a notable proportion of perspectivist ATUs.

5 Experiments

5.1 Classification Baselines

We evaluate several classification baselines: The
traditional approaches logistic regression (LR), sup-
port vector machines (SVM), and random forests
(RF) were combined with text length (in tokens)
and a bag-of-words as features. The language
model BERT was initialized with a case-sensitive
base model for German (110M parameters) . We
fitted separate classifiers for the two sub-tasks.

"https://huggingface.co/bert-base-german-cased

5.2 Experimental Setup

We evaluated model performance on the dataset
with and without respect to the types of arguments
(major position/premise vs. joint) to see whether
there are differences in predicting concreteness and
subjectivity. To obtain reliable results, we used a re-
peated 5-fold cross-validation setup (Krstajic et al.,
2014) (10 repetitions) and kept 10% for validation
(i.e. splitting the dataset each time in 70/10/20
for train/val/test). The hyperparameters were tuned
with a grid search in each fold (an overview of the
search space is given in Appendix A.2). F; and
accuracy are the evaluation scores.”

5.3 Results

Table 3 shows a selection of the results for the clas-
sification of ATUs. A complete overview, including
class scores, can be found in Appendix A.3.

When predicting degrees of concreteness, BERT
achieved the best results (F; as well as accuracy).
Looking at the other models, it turned out that sim-
ple length was already a good indicator for con-
creteness. When analyzing correlation effects with
Spearman’s rank correlation coefficient this find-
ing was supported by a strong correlation of the
target variables with the text length (concreteness:
p = 0.657, subjectivity: p = —0.525). Adding

2Code available at github.com/juliaromberg/ArgMining2022
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rather rather
objective subjective

LR (length) 0.50 £ 0.08 0.45£0.06

. LR (bow) 0.49 +0.05 0.44 £0.05

B LR (length+bow) 0.51£0.07 0.45+0.05
g " SVM (length)y = 0.64£0.06 0.46 & 0.05

S SVM (bow) 0.61£0.06 0.47+0.05

= SVM (length+bow) 0.64 +0.07 0.49 £ 0.07
"BERT ~ ~ ~  0.70£0.06 0.5140.07

LR (length) 0.80 £0.03 0.62+0.05

>, LR (bow) 0.824+0.03 0.62£0.05

g LR (length+bow) 0.81 +0.03 0.62+0.05
E " SVM(ength) =~ ~ 0.8440.04  0.4940.05

S SVM (bow) 0.83+0.03 0.57£0.05

< svM (length+bow) 0.84 £0.03 0.57 £0.07
"BERT ~ ~ 0.884+0.02 0.63+0.06

Table 4: Differences in predictions (joint classification)
between rather objective and rather subjective ATUs.

semantic information by bag-of-words could nev-
ertheless mostly improve prediction, especially for
SVM and with respect to premises.

We further looked at predicting the subjectivity
of ATUs and considered two granularities. While
in the 2-class case all classifiers scored rather sim-
ilar in the joint evaluation, in the 4-class case the
differences became more obvious: In terms of F;
score, BERT can outperform the other classifiers.
Overall, it appears that our baseline models can
already make some meaningful predictions for the
complex task of whether an ATU triggers a subjec-
tive perception regarding its concreteness.

As for the different types of arguments, it shows
that predicting concreteness and subjectivity is
more difficult for major positions than for premises.

To gain further insight into the relationship be-
tween the task at hand and subjectivity, we ex-
amined the differences in the models’ predictions
of concreteness between “rather objective” and
“rather subjective” ATUs (see Table 4). We found
that all models did significantly better with the ob-
jective ATUs than with the subjective ones. We
therefore hypothesize that the difficulty of assign-
ing a standardized value to subjective ATUs is also
shared by machine learning models due to the per-
spectivist scope.

6 Discussion

The evaluation of public participation can be sup-
ported by machine learning in a human-machine
interaction. Not only machine prediction, but also
pointing out cases where the user might potentially
disagree can help with good evaluation practice.
Perspectives can differ for a variety of reasons.
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First, it is due to the task itself, which is subjective.
In addition, personal biases of the analyst may also
contribute, such as their professional background
(e.g., in our application case, whether they studied
urban planning or administrative sciences). Further-
more, process-related demands on the evaluation
may require the analyst to adjust their view. All
these factors argue for a perspectivist approach.

As exemplified, our method can be integrated
into workflows by adding a model for the sub-task
of predicting subjectivity. While 7z reflects the
prevailing opinion of the crowd, Tg can indicate
how different coders’ perceptions were when rating
the unit - a valuable piece of information that is
lost in non-perspectivist approaches. However, a
potential barrier to applying our method to further
use cases is the need for a non-aggregated dataset.
The publication of annotations on an individual
level is not yet common (Basile et al., 2021).

We found that objective ATUs (regarding their
concreteness) can already be filtered out with an
F; score between 0.73 and 0.80, depending on the
granularity level (cf. Table 7 in Appendix A.3).
However, the distinction between different degrees
of subjectivity yielded weak results. Further re-
search is needed to determine whether the problem
lies in the task of predicting subjectivity, insuffi-
cient classification models, the dataset itself, or the
transfer of the non-aggregated annotations to the
labels for Hg.

Concerning the original task of classifying the
concreteness of arguments, the degree of concrete-
ness (hard label) could be predicted with an accu-
racy of 0.80 and an F; of 0.67, which can already
be helpful for supporting the manual evaluation of
public participation processes.

7 Conclusion & Future Work

We introduced PerspectifyMe, a simple method to
include perspectivism in machine learning work-
flows. Using argument concreteness as an example,
we have shown that our baseline approaches can
assess the subjective perception of ATUs.

In future work, we plan to apply advanced multi-
task learning models as previous work has shown
that they can lead to an increase in performance
(Davani et al., 2022). Furthermore, we have tai-
lored the transformation of the spectrum of anno-
tations into a subjectivity score specific to the use
case at hand. It would be of great interest to de-
velop a more general (task-independent) algorithm.
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A Appendix

A.1 Details on the Dataset Transformation

Table 5 gives further insights into the generation of
the subjectivity scores for the dataset.

High Interm. Low # L1 Subjectivity
4-class 2-class
0 439 0 O RO
0 162 8 RO RO
0 90 12 RS RS
0 57 12 RS RS
1 43 20 S RS
1 38 16 RS RS
2 38 12 RS RS
1 37 20 S RS
3 31 12 RS RS
4 29 8 RO RO
1 28 8 RO RO
2

0

0

5

1

3

2

4

3

2

26 20 S RS
25 8 RO RO
20 O (0] RO
19 0 O RO
18 16 RS RS
11 20 S RS
9 24 S RS
3 16 RS RS
2 24 S RS
2 24 S RS

WP, N~ BROOFR,~,OOOWORFDNNWAERWL
S OO R P OO A NDPE~L, N~ WLWWNDWND—O

Table 5: Overview of the different combinations of in-
dividual annotations, their occurence, the overall L1
distance and the mappings to subjectivity categories for
both the 4-class and the 2-class schema. (O: Objective,
RO: Rather Objective, RS: Rather Subjective, S: Sub-
jective)

A.2 Hyperparameter-Tuning

For LR we tested the L1 and L2 norms for the
penalty and set the regularization parameter C' to
take a value from [0.001, 0.1, 1, 10, 100]. Further-
more the classes were either weighted to simulate
a balanced distribution or not weighted at all. We
used an SVM with RBF kernel and a balanced class
weighting. The regularization parameter C was set
to be from [0.001,0.1, 1,10, 100] and the kernel
coefficient to be from [1,0.1,0.01,0.001]. In RF
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the split quality was either measured with the Gini
index or the Shannon information gain. Regarding
the imbalance of the classes, we tested balancing
weights and none.

For fine-tuning BERT we used the AdamW opti-
mizer with beta coefficients of 0.9 and 0.999, and
an epsilon of 1e—8, and set the maximum sequence
length to 128. We further trained for 5 epochs with
a batch size from [16, 32] and a learning rate from
[5e — 5,4e — 5, 3e — 5]. For reproducibility of the
experiments, we fixed the random seeds.

A.3 Full Overview of the Results

Table 6 and Table 7 list the full overview of results
from the experiments.
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low intermediate high macro-Fy accuracy
Baseline Majority 0.00 0.00 0.75 0.25 0.60
"RF (length) | ( 0.19+£0.17 0.50+£0.07 0.814£0.03 | 0.50£0.07 0.69+0.04
RF (bow) 0.22+£0.13 0.58+0.06 0.81=£0.03 0.54£0.06 0.714+0.04
RF (length+bow) 0.17£0.14 0.57+0.06 0.82=£0.03 0.52£0.06 0.714+0.04
LR (length) | ¢ 0.13+£0.19 0.52+£0.08 0.814+0.04 | 0.49+0.06 0.70+0.04
major position LR (bow) 0.20£0.13 0.55+0.06 0.80=+0.03 0.52£0.06 0.69+0.03
LR (length+bow) 0.22£0.17 0.54+0.06 0.80=£0.04 0.52£0.06 0.69+0.04
" SVM (length) | 0.45+£0.08 0.39+£0.09 0.83+0.04 | 0.56+0.04 0.69+0.04
SVM (bow) 0.28£0.16 0.52+0.11 0.79£0.04 0.53£0.07 0.67+0.04
SVM (length+bow) | 0.33+0.13 0.50£0.09 0.824+0.03 0.55£0.06 0.70 +£0.04
"BERT | ( 0.38+0.18 0.63+£0.07 0.86+0.02 |0.62+0.07 0.76+0.04
Baseline Majority 0.00 0.00 0.79 0.26 0.65
“RF (length) | ( 0.21+£0.18 0.63+£0.07 0.884+0.02 | 0.57+0.07 0.78£0.03
RF (bow) 0.32+£0.17 0.63+0.06 0.89+0.02 0.61£0.06 0.794+0.03
RF (length+bow) 0.26 £0.17 0.68+£0.05 0.90=£0.02 0.61£0.06 0.814+0.03
LR (length) | ( 0.16£0.21 0.67+£0.04 0.90+£0.02 | 0.57+£0.07 0.80+0.02
premise LR (bow) 0.20£0.13 0.55+0.06 0.80=£0.03 0.52£0.06 0.69+0.03
LR (length+bow) 0.25+0.23 0.67+0.05 0.90=£0.02 0.61 £0.08 0.80+0.03
" SVM (length) | ( 0.43+£0.09 047+0.08 0.894+0.02 | 0.60£0.05 0.75+0.03
SVM (bow) 0.50£0.12 0.63+0.06 0.89=£0.02 0.67£0.06 0.794+0.03
SVM (Iength+bow) | 0.51 +0.15 0.64£0.08 0.90 £ 0.02 0.68 £0.07 0.81+0.03
"BERT | ( 0.45+0.16 0.68+0.06 0.91+0.02 | 0.68+0.06 0.82=+0.03
Baseline Majority 0.00 0.00 0.77 0.26 0.63
"RF (lengthy | ( 0.15+0.11 0.59+£0.05 0.86+£0.02 | 0.53+£0.04 0.75+0.02
RF (bow) 0.22+0.13 0.61+0.04 0.85£0.02 0.56 £0.05 0.754+0.02
RF (length+bow) 0.28£0.11 0.62+0.04 0.86£0.02 0.59 £0.05 0.76 +0.02
LR (length) | ( 0.16 £0.18 0.61+£0.04 0.844+0.02 | 0.54£0.06 0.74+0.03
joint LR (bow) 0.11£0.11 0.62+0.04 0.85£0.02 0.53£0.04 0.754+0.02
LR (length+bow) 0.16 £0.13 0.61+0.05 0.85£0.02 0.54£0.04 0.744+0.03
" SVM (length) | ( 0.45+0.07 046+0.06 0.85+0.02 | 0.59+0.04 0.71+£0.02
SVM (bow) 0.35+0.10 0.58+0.06 0.85=£0.02 0.59£0.04 0.744+0.03
SVM (length+bow) | 0.424+0.11 0.58 £0.08 0.86 +0.02 0.62£0.06 0.75+0.03
"BERT | 047+0.12 066+0.04 088+0.02 |0.67+0.05 0.79+0.02

Table 6: Complete overview of all experiment results for sub-task 7z : Concreteness.
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4-class

objective  rather objective rather subjective  subjective macro-F; accuracy
Baseline Majority 0.57 0.00 0.00 0.00 0.14 0.40
"RF (length) | ( 0.61+0.04 021+006  0.30£0.08 0.30£0.11 | 0.36£0.05 0.42+£0.04
RF (bow) 0.65 4+ 0.04 0.16 +0.08 0.37 +0.08 0.18+0.11 | 0.34+0.04 0.45+0.04
RF (length+bow) 0.65 £ 0.04 0.12 £0.07 0.35 £ 0.08 0.20£0.11 | 0.33+0.04 0.46 =0.04
"LR (length) | ( 0.65+0.04 0.00+£0.00  0.39+£0.11  0.02£0.07 | 0.27£0.04 0.46+=0.04
major position LR (bow) 0.61 +0.05 0.10+0.11 0.31+0.13 0.11+0.12 | 0.284+0.06 0.42+0.04
LR (length+bow) 0.64 £0.05 0.11+£0.11 0.34 £0.10 0.15+£0.14 | 0.31 +£0.06 0.44 +0.04
" SVM (length) | ( 0.64+£0.05 0.094+010  023£0.11 0.34+0.10 | 0.33+0.04 0.44+0.04
SVM (bow) 0.62 4+ 0.05 0.10+0.10 0.18 £ 0.15 0.23+0.15 | 0.284+0.08 0.42+0.04
SVM (length+bow) | 0.64 £ 0.05 0.11 +0.09 0.26 +0.11 0.29+0.11 | 0.33+0.06 0.44+0.04
"BERT | 0.69+0.05 024+£0.10  034£0.08 0.22+0.15 | 0.37 £0.06 0.47 £0.05
Baseline Majority 0.62 0.00 0.00 0.00 0.15 0.44
"RF (length) | ( 0.68+£0.05 0.19+0.08  046+0.08 0.05£0.10 | 0.35+0.04 0.49+0.04
RF (bow) 0.74+0.04 0.10 +£0.07 0.50 = 0.06 0.19+0.12 | 0.38+0.05 0.56 £0.04
RF (Iength+bow) 0.74 +0.04 0.10 +0.08 0.51 +0.06 0.18+0.14 | 0.38+0.05 0.57 £0.04
LR (length) | ( 0.74+£0.04 0.01£0.02  0.53+£0.06 0.00£0.03 | 0.32£0.02 0.56+0.04
premise LR (bow) 0.724+0.05 0.09+0.10 0.51+0.07 0.05+0.08 | 0.34+0.05 0.54+£0.05
LR (length+bow) 0.73 £0.05 0.10 £ 0.09 0.52 £ 0.06 0.06 £0.09 | 0.35+0.04 0.55+0.04
" SVM (length) | ( 0.71+£0.07  020+0.10  0.194£0.14  0.24£0.10 | 0.33£0.04 0.48+£0.05
SVM (bow) 0.73+0.05 0.11+0.07 0.38 +0.20 0.21+0.14 | 0.36 £0.05 0.53 £0.05
SVM (length+bow) | 0.72 £0.11 0.13+£0.10 0.40 £0.16 0.27 £0.12 | 0.38+0.07 0.53£0.07
"BERT ] 0.77£005 0.25+£0.09  051£006 0.15+0.13 | 0.42£0.05 0.56£0.04
Baseline Majority 0.60 0.00 0.00 0.00 0.15 0.42
"RF (length) | 0.67£0.03 0.15+£0.05  041£0.05  0.14+0.12 | 0.34£0.04 0.47+£0.03
RF (bow) 0.70 +0.03 0.12 4+ 0.04 0.47 + 0.06 0.18+0.08 | 0.37£0.04 0.51+£0.03
RF (length+bow) 0.714+0.03 0.09 +0.05 0.48 +0.06 0.18+0.09 | 0.36+0.03 0.52=+0.03
LR (length) | 0.71+£0.03  0.00+£0.00  0.49+0.05 0.01£0.05 | 0.30+0.02 0.52+0.03
joint LR (bow) 0.68 +0.04 0.09+0.11 0.46 + 0.05 0.07+0.11 | 0.33+0.05 0.50£0.03
LR (length+bow) 0.69 +0.04 0.11+0.10 0.47 +0.06 0.10+0.12 | 0.34+0.05 0.50£0.04
" SVM (length) | 0.70+£0.04 0.13+£0.08  024+£0.09 0.30£0.06 | 0.34+0.03 0.48+0.03
SVM (bow) 0.69 +0.03 0.154+0.07 0.35+0.14 0.27+0.07 | 0.37£0.05 0.49+£0.04
SVM (length+bow) | 0.70 £0.03 0.14 +0.07 0.37 +0.09 0.28 £0.08 | 0.37+0.03 0.50£0.03
"BERT | 0.73£003 0.27+£008  044£005 025+0.09 | 0.42£0.04 0.52=£0.03
2-class
rather objective rather subjective macro-F; accuracy
Baseline Majority 0.78 0.00 0.39 0.64
"RF (length)y | 070005 049+009 | 0.59+£0.05 0.62+0.04
RF (bow) 0.76 £ 0.03 0.58 £0.07 0.67£0.05 0.70 £0.04
RF (length+bow) 0.77 £ 0.03 0.58 +0.06 0.68£0.04 0.70£0.04
"LR (length) | 077004 042+0.22 | 0.59+0.11 0.68+0.04
LR (bow) 0.75+£0.04 0.45 +0.23 0.60+0.10 0.67£0.04
major position - L Jensthtbow) | 0r5+0.04 052+£020 | 0.63+0.10  0.68+0.05
SVM (length) 0.74 £0.04 0.54 £0.10 0.64£0.05 0.67+£0.04
SVM (bow) 0.73+0.11 0.54 +£0.16 0.63+0.09 0.67£0.06
SVM (length+bow) 0.75+0.04 0.53+£0.12 0.64+0.06 0.68£0.04
"BERT | 0r8+004 0.58+£0.09 | ( 0.68 £0.06 0.71+0.05
Baseline Majority 0.78 0.00 0.39 0.64
"RF (length)y | 078004 0.65£0.04 | 0.71£0.03 0.73£0.03
RF (bow) 0.81 £0.03 0.64 £ 0.06 0.73+0.04 0.75+£0.04
RF (length+bow) 0.82 +0.03 0.65 £ 0.06 0.73£0.04 0.76 +0.04
"LR (length) | 081+0.03 0.64+0.07 | 0.73+£0.05 0.75+0.04
premise LR (bow) 0.79 £0.04 0.63 £0.05 0.71+£0.03 0.74£0.03
LR (length+bow) 0.79 £ 0.03 0.65 £ 0.05 0.72+0.04 0.74+£0.04
“SVM (length)y | 080+0.04 0.64+£0.05 |1 0.72+0.04 0.74+0.04
SVM (bow) 0.79 £0.04 0.64 £0.05 0.72+£0.04 0.74+£0.04
SVM (length+bow) 0.80 £ 0.03 0.63 £ 0.06 0.71+£0.04 0.74£0.04
"BERT | 081+0.03 0.66 +0.06 | ( 0.73+£0.04 0.76 +0.04
Baseline Majority 0.78 0.00 0.39 0.64
"RF (length) | 076 £0.03 0.58+£0.03 | 0.67£0.02  0.70£0.02
RF (bow) 0.79 £0.02 0.63 £ 0.03 0.71+£0.02 0.73+£0.02
RF (length+bow) 0.80 £ 0.02 0.62 £0.03 0.71+£0.02 0.74 £0.02
"LR(length) | 0.78+t0.02 0.58+£0.06 | 0.68+£0.03 0.724£0.02
joint LR (bow) 0.77 £ 0.03 0.60 £ 0.05 0.69+£0.03 0.71£0.03
LR (length+bow) 0.77 £0.03 0.61 £0.04 0.69+£0.03 0.72+£0.03
“SVM (length)y | 0.78+t0.02 0.63+£0.03 | 0.70£0.02  0.72£0.02
SVM (bow) 0.77 £ 0.03 0.62 +0.04 0.69+0.02 0.71+£0.03
SVM (length+bow) 0.78 £ 0.02 0.61 £0.04 0.70£0.03 0.72+£0.02
"BERT | 0804002 0.64+0.04 | ( 0.72+0.02 0.74+0.02

Table 7: Complete overview of all experiment results for sub-task 7g: Subjectivity.
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CONCLUSION

Within the scope of this dissertation, we investigated how the evaluation of public
participation processes can be supported through text classification algorithms. In
this concluding chapter, we summarize the different aspects we have researched as part
of the main research question. We discuss the contributions to each substantive focus
and review our findings in an overarching light. In doing so, we highlight aspects
where the presented work could be further improved and outline promising directions
of future research.

6.1 State of Research and Data Foundation

We started with a systematic literature review about machine learning approaches
to support the evaluation of textual contributions from public participation processes
(R5). Taking into account the interdisciplinary nature of the field, which includes
research from computational linguistics as well as from digital government, we have
provided an overview of its current state by reviewing the strengths and weaknesses of
existing approaches to offer guidance for further research. In our endeavor, we sharply
focused by only accepting studies that referred to top-down consultations, directly
initiated by public authorities to seek public input, and by limiting the selection to
those studies that specifically examined the step of evaluation. While some promising
approaches exist, such as for grouping data thematically and analysing arguments
and opinions, there are still important hurdles to overcome before these can provide
reliable support in practice. Major challenges that remain include the need to improve
the quality of results, the suitability of methods for non-English language datasets, and
the provision of ready-to-use software for practitioners.

Complementary to the studies our focused literature review found, future research
can certainly learn from selected studies outside the search scope. For example, self-
initiated citizen engagement through so-called bottom-up participation, conducted via
petitions or online discussions in social media, among others, and its evaluation has
attracted some interest (Belkahla Driss et al| 2019 [Simonofski et al 2021)). Despite

121



conceptual and methodological differences (e.g., induced by particular characteristics
of social media content), the consideration of research on such additional forms of par-
ticipation could potentially contribute to the development of methods for evaluating
top-down consultations. In addition, it may be worthwhile to look at studies that
center on the deliberative processes that are often used to generate the public input.
There are a number of similarities here with the downstream evaluation of a collection
of previously gathered contributions, especially with regard to the analysis of argu-
mentation (Falk and Lapesal, [2022b, [2023a)). Moreover, research on machine learning
for discussion and discourse data in general can provide helpful hints on methods to
explore (Lei and Huang, [2022; Dutta et al., [2022; Hessel and Lee, 2019)).

We then presented the publicly available CIMT PartEval Corpus (R6), which was
motivated by the lack of German-language resources for developing text classification
models in our application domain. Comprising several thousand citizen contributions
from six mobility-related planning processes with different goals and formats, the cor-
pus forms the basis for four evaluation tasks. For these tasks previously either no
annotated data was available at all or existing datasets were subject to limitations
that we considered essential: In contrast to previous work on the recognition of ar-
gumentative text units and their classification for German, we covered a multitude of
public participation processes, which allows researchers to evaluate how robustly ma-
chine learning models generalize to new datasets. With the annotation of argument
concreteness, we have introduced a new scheme for assessing the quality of arguments
that is particularly suitable for public participation processes with a spatial focus.
The created sub-corpus for text-based document geo-location has established a new
application domain. Lastly, we developed a generic schema of mobility for thematic
categorization of contributions. The annotated contributions serve as a basis to build
models that can universally aid in the topic classification of mobility-related planning
processes.

A distinctive feature of our corpus is that the processes collected all deal with
mobility-related goals. This is due to the fact that the dissertation at hand was writ-
ten as part of a research project that examines citizen participation specifically with
regard to the transformation of transport. Consequently, models may develop a specific
preference for vocabulary associated with mobility during training. As the potential of
supervised machine learning to support the evaluation of citizen input extends beyond
mobility issues to other sectors such as environment, climate, housing, and education,
it can therefore be desirable that trained models not only fulfill their primary applica-
tion role, but may also be used more generally. To this end, we suggest that additional
test datasets with more thematic variance should be added to validate the usefulness of
models across sectors. What is more, we have specifically focused on informal partici-
pation. These processes are not mandated by law, so their design usually deviates from
legally prescribed procedures, which can affect the structure of public input, such as the
length and detail of comments. The corpus could thus benefit from expansion in this
respect as well. In terms of process formats included, we already covered two prominent
sources of written input, namely questionnaires (filled in digitally or handwritten) and
comments from online participation platforms. For the sake of completeness, future
work may consider other means of textual participation such as paper mail and e-mail
(Shulman, 2009), although we suspect that these will play a lesser role in the future.

Reflecting on the size of the respective sub-corpora, the current focus is on argu-
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mentation mining. In particular, the amount of data available for the task of thematic
categorization, aimed at developing an approach to classify mobility-related contribu-
tions into transportation categories, is sparse in the released version of the corpus. For
example, the classes “public transport (long-distance)” and “inter- and multimodality”
each contain only one contribution, turning their classification into an extreme few-shot
problem. Notably, these classes need to be populated with examples so that common
patterns can be derived from them. Therefore, we continued our work on the sub-
corpus after publication, resulting in a current expansion that more than doubled its
size. It is planned to make this follow-up version publicly available in the near future.

A further aspect worth thinking of when it comes to the practical usefulness of
models developed on the presented corpus lies in the annotation process itself. To
perform the annotation tasks, we employed non-expert annotators who were trained
using guidelines, some of which were developed in consultation with practitioners.
While this corresponds to a common approach to annotating data in natural language
processing, the question arises to what extent non-experts can cover the realities of
public authorities when assessing given input, especially during the more advanced
stages of evaluation. However, using experts with practical experience for downstream
annotation seems more than unrealistic in terms of cost and availability. Decisions
made as part of actual policy-making processes would provide the best data basis,
but are usually not tracked or explicitly noted in the manner required for research
purposes. It would therefore be of great interest for advancing the field to negotiate
an agreement with public authorities and contracted service providers in order to be
able to learn directly from the human evaluation efforts and, in conclusion, to be able
to offer solutions that more closely resemble the working reality.

Finally, it should be noted that the annotation schemes still leave room for improve-
ment. In this respect, the annotation of argument components shows the greatest po-
tential. As of now, they follow the tried and tested classic premise-conclusion scheme.
However, the dialogue with practitioners has since revealed that their requirements go
beyond this basic concept. Rather, a supplementary classification according to factual
evidence and personal opinion seems desirable. For German-language datasets from
the field of public participation, no such annotation exists yet. However, Park et al.
(2015) introduced a corresponding scheme in the context of U.S. eRulemaking, which
can be referred to. What is more, we decided to postpone for the time being the rela-
tionships between individual argument components. In the long run, these links must
be considered, as they are essential for a full understanding of the argument.

6.2 Empowering Topic Classification with Active
Learning

With regard to the first focus of this work, the support of thematic pre-structuring by
text classification, we specifically addressed the need for models that can be individu-
ally tailored to the processes in question. A prerequisite for such process-specific indi-
vidualization of models to become practically useful is to keep manual effort low. We
therefore emphasized the concept of active learning, which we consider a key methodol-
ogy for a beneficial application of topic classification. In a case study, we demonstrated
the potential of recent approaches for the domain of public participation (R4). Our
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BERT-based solution yielded higher accuracy and a significant reduction in annotation
overhead compared to previous work, while keeping model runtime affordable.

In detail, we were able to demonstrate the methodological potential for categorizing
a collection by main topics (eight in our use case), resulting in an average accuracy of
0.77 and a reduction in annotation effort of up to 80% compared to a purely manual
evaluation. As demonstrated in the study through an illustrative calculation, the
savings are substantial even when misclassifications are taken into account. These very
encouraging results signal a clear relief in pre-structuring according to the relevant fields
of discussion. In addition to further improving performance, an upcoming direction
for research would be to classify the contributions within each identified discussion
area into more detailed subtopics. For example, the main categories of the three
public participation processes that we considered in the case study can be subdivided
into 30 subcategories. Initial research on the question whether active learning-based
topic classification can also support a finer categorization of public participation input
yields a mixed picture (Purpura et al., 2008} Thome, [2022). The increased number
of classes and the simultaneously low occurrence of many classes in the training data
pose difficulties for both traditional models and advanced language models. More
in-depth research is needed to explore the potential of recent methods to handle such
scenarios of data scarcity and imbalance. Here, the work of Dayanik et al.| (2022) offers a
promising approach that exploits hierarchical relations between categories to overcome
the problems arising from the rare occurrence of fine-grained classes. Likewise, the
SetFit classifier and its extensions (Tunstall et al., 2022; Bates and Gurevych, 2023),
which are geared towards few-shot learning, could prove useful.

While we have successfully showcased the methodological possibilities, the feasi-
bility of implementing active learning with large-scale language models in municipal
settings still raises concerns as it has been found that the application of advanced
technologies in public administrations is regularly hampered by a lack of technological
expertise and capacity (Giest|, [2017; Poel et al., 2018). Our study was conducted un-
der the assumption of a well-equipped computing infrastructure including a graphics
processing unit. Due to the model size (i.e., 110 million parameters) and the iterative
approach of active learning, where the model is repeatedly fit to the pool of labeled
data, fast computations are a necessity. Thus, it remains to be clarified which com-
puting infrastructure can be used in municipalities or, in the case of outsourcing to
service providers, which additional costs are indicated and whether these are bearable.
This is where another difficulty comes into play: There are data protection regulations
that must be complied with (e.g., the European Union’s GDPRED. For example, the
transmission of data to third parties, such as external servers running software solu-
tions, can only take place if there is a legal basis for the transfer, such as the consent of
the affected individual. Overall, current laws remain inadequately clarified in many as-
pects for dealing with automated decision-making (Cobbe, |2019; |Busche, |2023), placing
considerable pressure on the responsible public officers.

In the further course of the thesis, we turned more specifically to the evaluation of
active learning and the demands of real-world applicants on query strategies, empha-
sizing practical utility as the primary goal of development (R2). For this purpose, we

'Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the
protection of natural persons with regard to the processing of personal data and on the free movement
of such data, and repealing Directive 95/46/EC (General Data Protection Regulation)
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have taken the input from practitioners and translated it into four measures that can
be helpful in selecting a suitable strategy for specific use cases. We revealed that the
common measure for imbalanced text classification scenarios, the macro F; score, can-
not sufficiently account for class-related requirements in data selection that users may
place on active learning in practice. As a consequence, we insisted that the measures
currently in use for evaluating research setups of active learning need to be amended
to more accurately simulate the needs of practitioners.

Our metrics draw their rationale from interviews with public authorities and service
providers as well as from the literature. As a first step, our study focused on empirical
evidence of the additional gain of information from the proposed measures in contrast
to standard measures of evaluation. In the end, the pertinent question is how the choice
of an active learning strategy supported by the user-centric measures affects the user
experience and, thus, the evaluation process. A user study examining these aspects is
therefore planned as a second step to prove the benefits of the additional measures.

With respect to our two publications on topic classification, it is worth noting that
modifications in active learning experiments are particularly expensive due to the in-
herent repeated training of models over multiple iterations, especially in the era of
large language models. As a result, the versatility of the experimental design is sig-
nificantly curtailed given a natural limitation in computational capacity and available
time. Thus, a meaningful simulation of active learning poses immense challenges to the
entire field. Margatina and Aletras (2023)) give a comprehensive overview of the many
factors that count in. These include considerations of the active learning setup such
as the choice of seed dataset, the number of iterations (i.e., the assumed acquisition
budget), the choice of query strategy, and the choice of machine learning model includ-
ing training specifics. Due to the intertwining of many different aspects, which mostly
influence each other, experiments often provide only a limited understanding of the an-
ticipated performance in real-world scenarios. The question arises as to the significance
for practical application when, for example, basic settings are changed. This is why, in
our experiments, we were careful to create a realistic environment by selecting small
annotation batches (20 to 50 documents) and accounting for the waiting time between
annotation cycles. In our work, hyperparameter tuning could be performed to a very
limited extent only, but once the classifier and active learning strategy are determined,
more effort can be devoted to this aspect in practical deployment. We therefore believe
that the results of our experiments show a lower bound of the performance possible,
leaving space for enhancement in practical applications.

Another aspect that can impact the success of active learning based methods is
the human component. There has been little focus on this in computational linguis-
tics research to date, as experiments are usually simulations using existing annotated
datasets. However, this approach makes several assumptions that are generally not
the rule in the real-world, such as the gold standard quality of human annotation,
the inevitability of making annotation decisions, and the equal cost associated with
each annotation decision (Donmez and Carbonell, [2008)). It has been shown that hu-
mans in their role as annotators can influence active learning performance differently.
For example, strategic sampling (i.e., query strategies that go beyond random sam-
pling) can result in examples that are more difficult and time-consuming to annotate
(Hachey et al., 2005). In addition, the effectiveness of active learning strategies may
depend heavily on the expertise of the annotators (Baldridge and Palmer, 2009). To
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incorporate such factors into active learning simulations, the costs associated with the
annotator need to be taken into account (e.g., Donmez and Carbonell| 2008; [Tomanek
and Hahn|2010; Calma and Sick|/[2017)). Our work has focused on another facet, namely
the expectations that humans, as practical users, have of the behavior of active learning
strategies. In order to comprehensively consider real-world conditions in the simula-
tion of active learning to increase the validity of the findings, it is critical to thoroughly
control for all effects arising from the human factor. Despite their significance, these
aspects are still largely overlooked. Therefore, future work on active learning must ur-
gently address this issue to make meaningful progress — both in general and specifically
in the topic classification of citizen input.

On a general note, assigning textual contributions to topics can be approached in
different ways. In our work we have emphasized supervised machine learning with a
reduced training data expense through active learning. We chose this approach because
we believe it resembles the natural workflow in public administration, where there is
usually prior knowledge of the topics discussed. The literature, however, also stresses
unsupervised solutions such as k-means and k-medoids clustering (Yang and Callan,
2009; |Simonofski et al| |2021)), non-negative matrix factorization (Arana-Catania et al.),
2021a), associative networks (Teufl et al., 2009), and latent Dirichlet allocation (Hagen
et al., 2015; Hagen, 2018; |Arana-Catania et al., 2021al). While the primary challenge
in using supervised machine learning is the necessary amount of training data, the fun-
damental problem with unsupervised machine learning methods is that the discovered
topic clusters often do not align with the user’s requirements. In order to use the latter
in a useful way, it was suggested to provide human supervision for the adaptation of
the clustering to a user’s needs via interactive topic modeling (Cai et al., [2018).

To make automation attractive to practitioners, this means that either the required
supervision in supervised approaches must be reduced or that supervision must be
introduced in unsupervised approaches. Despite the drastic reduction of manual effort
that we could demonstrate in our studies, it would be fair to shed light on the potentials
of the other side as well. Unsupervised machine learning methods like structural topic
models (Roberts et al.| [2013), which have shown promising results in a variety of social
science applications (e.g. [Lucas et al 2015; Chen et al., 2020; |[Ferrario and Stantcheva,
2022), should be examined for their performance and the required additional manual
effort for adaptations. A direct comparison of the two strands should then be carried
out by means of a user study. It is of particular interest here to investigate what
impact solutions initiating collaboration between humans and machines can have in
public administration — possibly even beyond the mere goodness of topic assignment.
For example, it is conceivable that such close interaction makes it easier for users to
develop trust in machine predictions. A — at least perceived — direct influence on
the automated processes could possibly create a sense of greater controllability, which
might increase the acceptance of the new technologies. These qualities can provide an
additional incentive to deploy interactive machine learning solutions.

6.3 Robust and Subjective Argumentation Mining

The second major focus of this thesis was on the detailed analysis of input by means of
arguments. Here, we had a look at machine learning methods for argument component
identification and classification regarding their in-dataset performance, as well as their
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performance across different public participation datasets that were not part of the
training process (R3). We found remarkable and robust performance of pre-trained
language models that generalizes to further datasets with little deviation. This con-
stitutes an important leap towards practical applicability. In particular, BERT-based
solutions demonstrated a strong performance in the classification of argumentative sen-
tences as either major positions or premises on data from our domain of application,
yielding an average macro F; value of 0.90.

Conversely, the identification of sentences as argumentative or not argumentative
continues to require major attention in order to further improve the current average
macro F; value of 0.77 that we were able to achieve. One reason why the models have
particular difficulty learning to distinguish between non-argumentative and argumen-
tative sentences may be the strong imbalance between these two classes (15% versus
85%). For this reason, methods that take greater account of the challenges associ-
ated with imbalanced datasets appear promising for improving our approach in future
research, such as augmenting the minority class with additional data or making use
of specific loss functions. |Henning et al.| (2023) provide an extensive survey of such
methods aimed at enhancing the adaptation of deep learning to imbalanced datasets,
from which one can draw motivation.

Moreover, we proposed future research directions for improving the machine-assisted
analysis of fundamental argumentation structures in public input in the discussion of
the CIMT PartEval Corpus in Section These include improving argument com-
ponent classification through an argumentation scheme that is even more tailored to
practitioners’ needs and exploring the relations between different parts of the argument.

In addition to fundamental argument structures, we focused on assessing the overall
quality of citizens’ arguments in spatial planning by accounting for the degree of con-
creteness propositions exhibit (R1). Our experiments demonstrated the potential that
BERT holds for determining the concreteness of arguments, with a pleasing average
accuracy of 0.79. Nevertheless, the correspondingly reached averaged macro F; value
of 0.67 is somewhat sobering. The similar performance across the different subsets of
the data (i.e., joint or split by the different types of argument components) that we
found indicates that it is not the small overall size of the dataset that is causing the
problem. Instead, the problem seems to rather lie in adapting BERT to the extreme
data imbalance between the three classes (63% high, 30% intermediate, and 7% low
concreteness). Notably, the smallest class occurs only 82 times in the entire dataset.
Once again, as with argumentative sentence detection, attention in follow-up work
should therefore be paid to corresponding techniques, such as data augmentation or an
exchange of loss functions.

On top of argument concreteness, other quality traits of argumentation may also
provide guidance for the human analysts when evaluating public input. Existing work
could be exploited here, for example, on the global relevance of arguments (Wachsmuth
et al.,[2017b). This approach is of particular interest for our scenario because it does not
base the relevance assessment on human judgments (i.e., transferred to our use case,
how public authorities or service providers perceive argument relevance), but more
objectively considers the structural prevalence of arguments in a collection (i.e., trans-
ferred to our use case, how strongly these arguments are represented in the citizenry).
Thus, such a relevance ranking reflects the arguments to which citizens themselves
collectively attach more importance. It might also be helpful to examine the validity
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and novelty of argumentative conclusions (Heinisch et al., [2022) in order to get clues
about the conclusiveness of the argument and the added value of the content. All these
indicators, just like the concreteness of arguments, can be used to pre-structure the
citizens’ reasoning for manual analysis.

What is more, we addressed the subjective nature of argumentation using the per-
ception of concreteness as an example. While related work has explored the backing
mechanisms that lead to different perspectives in argumentation (Ajjour et al., 2019}
Kobbe et al.| 2020; [Kiesel et al.| 2022; |Alshomary et al., [2022; Falk and Lapesal, 2022a/,
2023b)) or has covered the range of perspectives in the output, e.g., by retrieving a
variety of valid stances for a given claim (Chen et al., |2019), we contributed the first
approach to the field of argumentation mining that integrates multiple perspectives as
knowledge into the machine learning process itself. In doing so, our method Perspecti-
fyMe predicts a value of subjectivity in parallel to an aggregated ground truth in order
to inform the user about possible valid variations in label decisions.

In our use case of argument concreteness, we could see that predicting whether an
argumentative text unit triggers different perspectives is feasible by machine to a certain
extent. In particular, we found that length was a good indicator, but surprisingly, pre-
trained language knowledge had a very limited effect. It remains an open question
which characteristics constitute the perception of examples that could not be correctly
classified as subjective or objective so far. At this stage, it is still unclear whether the
task of subjectivity prediction can be solved at all based on the textual representation
of arguments alone, or whether further information is required to do so. There is an
urgent need to fill this knowledge gap in future work. The exploration of correlations
between variation in labeling behavior and individual traits like personal experiences or
socio-demographic characteristics is also relevant in this context, as these may provide
clues to the causes of differing perspectives.

Especially when assessing the quality of argumentation, multiple perspectives are
often permissible, the suppression of which cannot be purposeful in the long run. Per-
spectifyMe is a first attempt to integrate human label variation into machine learning
workflows of argumentation mining with the strength of complementing existing ma-
chine learning workflows with a second model for predicting subjectivity. So far, we
made use of two classification models in this process that were separately trained. How-
ever, subsequent work should also look at whether learning both tasks simultaneously
through multi-task models can lead to improved performance. The benefits arising
from such synergies have been identified as helpful in previous work on argumentation
mining (Schulz et al., 2018; Morio et al., 2022)). An important next step towards the
inclusion of perspectives in argumentation mining will furthermore consist in applying
multi-annotator models that explicitly learn from the non-aggregated ground truth, as
suggested by Davani et al.| (2022)).

The framework we presented offers many possibilities. It is not limited to classifi-
cation tasks, but can also be extended to regression tasks. Likewise, the approach is
not restricted to the field of argumentation mining, but is in principle conceivable for
any other subjective task, either in the context of supporting the evaluation of public
participation or beyond. Consideration may also be given to using this approach with
objectives other than pointing out subjective items to an end user. For example, the
prediction of potentially subjective label decisions may be used in low-resource dataset
creation scenarios to identify items that should be reviewed by multiple annotators.
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6.4 Concluding Remarks

Following the comprehensive analysis of individual contributions and suggesting future
research avenues for each part of the thesis, we now draw an overall conclusion on the
goal of machine-assisted text classification of citizen contributions, and the potential
of machine learning for public participation in general.

We have emphasized research questions of practical relevance, such as the condi-
tions under which active learning-embedded text classification can be profitable, the
much needed robustness of models in practical use, and the explicit consideration of
subjective label decisions inherent in human natural language understanding. As a
means to achieve this, we utilized selected machine learning methods that are known
for their good performance in text classification tasks (i.e., BERT). To further improve
the results obtained, future work might want to consider a broader range of approaches.
In this context, student work (Thome| 2022; |Padjman) 2022) in continuation to our
publications R3 and R4 has taken a look at the parameter-reduced model variant
DistilBERT (Sanh et al., 2019)). In both tasks, topic classification and argument com-
ponent classification, DistilBERT was able to keep up with the predictive performance
of BERT with only little deviation, while cutting down significantly on the amount of
time required for training and inference. This insight is particularly important for the
iterative and thus expensive methodology of active learning. Furthermore, it became
apparent that GPT-2 (Radford et al.,|2019), as an alternative topic classification model,
fell off considerably compared to BERT (Thome, 2022). The decisive factor is presum-
ably the model size, which seems to require more training data for a good fine-tuning
than is provided by the public participation processes considered here, especially when
concurrently aiming at minimizing manual annotation effort. This limitation could
likely apply to other models with an excessive number of parameters as well, such as
the subsequent GPT versions. Nevertheless, it would be intriguing to investigate what
advantage, for example, the large general knowledge of the highly praised ChatGPTf]
can provide for text classification tasks in our application domain. This might in-
clude exploring whether a prompt-based approach with human annotation guidelines
provided could enhance the identification of argumentative sentences.

To evaluate the performance of the applied text classification methods, we have
given priority to statistical measures within the scope of this thesis. This course of
action has provided us with valuable insights, especially with regard to prediction
accuracy. In the interest of practical orientation, in the long term we plan to evaluate
the methods directly in practice by users. In this way, additional insights into the
methods’ weaknesses and strengths can be gained, which may not have been considered
or noticed during development. The positive findings of such a user study can drive
progress and, furthermore, provide confirmation of existing concepts. The negative
findings can in turn be used to address important issues in improving approaches, for
example, by means of practice-oriented measures as we suggested in publication R2.
In the end, a variety of aspects matter for methods to be effective in practice and for
users to also want to use them. These can only be uncovered in the best possible way
using different evaluation angles that complement each other.

Within the manual evaluation cycle, there are generally a number of starting points
where machine learning can assist human analysts. As part of this thesis, we have

’https://openai.com/blog/chatgpt
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specifically concentrated on two key tasks, namely the thematic categorization of con-
tributions and the analysis of arguments. There is also active, albeit less, research
on the summarization of public input (Arana-Catania et al., 2021b|) and the analysis
of citizens’ sentiment and emotion in comments (Aitamurto et al., 2016} |Jasim et al.|
2021). Further tasks along the way to support practice include detecting duplicate
contributions (Yang and Callan, 2005, 2006} Yang et al.. 2006), identifying stakehold-
ers (Arguello and Callan, 2007), assessing the urgency of urban issues (Masdeval and
Veloso, 2015)), or detecting the textual description of locations in public participation
processes with spatial reference (Padjman|, [2021}; using the CIMT Geographic Location
sub-corpus). What all these works have in common is that they focus on contributions
available in textual form. We are not aware of any work that explicitly attempts to
support the evaluation of participation that is collected in other formats, such as im-
ages, videos, or audio recordingsﬂ However, the public can utter its opinion in very
different ways. For example, a common means of participation is through workshops,
either on-site or online, where ideas are expressed primarily verbally. When it comes to
asking citizens for help in identifying road hazards or other infrastructure deficiencies,
photographs are a viable tool for getting information quickly. As these examples make
clear, it would be highly beneficial not only to focus on the possibilities of machine
learning support for (digitized) texts, but to broaden the picture in order to arrive at
a more holistic assistance. And even if spoken language may be converted to written
text with little loss using transcription software, image and video data do require their
own unique solutions.

Future work should also address the interplay of different communication media
(i.e., multimodality) within formats of participation instead of developing isolated so-
lutions in such cases. For example, the chat function in web services deployed for
online workshops can be used to intervene in the ongoing verbal discussion through
textual input, on-site workshop organizers often resort to additional resources such as
whiteboards or maps to summarize discussion points, and citizens can back up their
textual statements on online participation platforms with images to substantiate them.
In these situations, a joint machine learning solution seems logical and can even be a
necessity in order to provide the best possible support. Starting points for research on
multimodal argumentation mining, for example, are provided by Mestre et al.| (2021,
2023)’s work using presidential debates in text and audio to detect arguments and
classify argument relations, and |Liu et al.| (2022)’s work on predicting stance and per-
suasiveness of a tweet in consideration of accompanying images.

Further, of course, it is not only the machine support of evaluating the final collec-
tion of input gathered through public participation processes that is rewarding. The
support at other stages of the process is equally essential. On the one hand, this in-
cludes the preparation and organization of the participation. For example, machine
learning could be used to advertise public participation to specific audiences, poten-
tially improving the representation of different socio-demographic groups in the process,
which constitutes a frequent problem in participation efforts (Verba et al., 1995; Marien
et al. |2010). Another application scenario is the design of public participation pro-
cesses, in which the extensive knowledge of models such as ChatGPT can be helpful in
selecting the most appropriate participation formats for a given context. On the other

3We hereby refer to audio recordings in their raw form and not as transcriptions, which we consider
to be in textual format.
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hand, the phase of active participation, e.g. through deliberative events, offers great
potential for machine support. This includes improving the experience of citizens on
online platforms (Arana-Catania et al) 2021a)) and assistance with the moderation of
discussions (Falk et al |2021]). Related work reveals the many methodological overlaps
with the step of subsequent evaluation: Techniques for structuring debates themati-
cally find favor as do argumentation mining methods, which have shown potential in
improving online citizen debates (Ito et al., |2022; Anastasiou and De Liddo} 2021).
The approaches are often quite similar, although they are applied in distinct contexts
(supporting the ongoing participation or the evaluation of completed participation)
and with different goals (supporting the analyst, the moderator, or the citizen). This
is why future research could benefit from exploiting these synergies to a greater extent.

Apart from all these opportunities to further advance research on automated sup-
port for public administration in the evaluation of public participation processes and
beyond, however, the most critical issue remains the transfer into practiceﬂ As we
discovered during our literature review, in many research projects, the final step to-
wards the explicit implementation of the often promising research results is not carried
out at all or does not succeed. This applies in particular to the desirable open source
solutions that prioritize transparency and free use as licensed, making them accessi-
ble to a wide range of users. Research initiatives usually seem to fail in getting to a
finished product that meets the needs of end users because of the level of effort and
cost required. The reasons can be manifold, such as a lack of expertise in ready-to-use
software deployment, the usually short periods of project funding or the prioritization
of research (often due to the employment of doctoral students that are under pressure
to perform within their own discipline). However, if public participation is to be sus-
tainably strengthened in the coming decades through the use of machine learning, it
is crucial to meticulously contemplate long-term funding for initiatives and a strategic
emphasis on roles like proficient software engineers responsible for effective implemen-
tation. A potential approach to realize this goal might involve establishing binding
partnerships between research institutions, public authorities and service providers.
In this collaborative framework, the tasks involved in developing the final software
could be distributed, allowing the different parties to leverage each other’s specialized
knowledge and skills.

In conclusion, the mechanism of public participation holds a significant role within
the democratic framework. By involving citizens in political decision-making, it pro-
motes a well-informed process and provides an opportunity to increase public accep-
tance. Empirical research has demonstrated that involving the public can positively
impact decision-making processes (Dietz and Stern| 2008; Hudson, 2018; Chen and
Aitamurto|, 2019; Jager et al.l [2019), but the manual evaluation of collected input is
regularly challenged by the amount of contributions and temporal restrictions. At the
same time, it is important to maintain the high standards of democratic procedures.
As we were able to confirm, machine learning offers great potential to escape this
dilemma by fulfilling an assisting role in the various sub-tasks of evaluation. Specif-
ically, the pre-structuring of citizen input greatly benefits from text classification al-
gorithms, as demonstrated by our different studies. However, as soon as it comes to
more far-reaching support, such as actual decision-making, the possibilities that ma-

4The methods developed as part of this thesis will also eventually be made available as open source
software.
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chine learning offers are strongly curtailed by the fundamental democratic principles to
which public participation is subject. A concern that arises in this context is certainly
whether the use of such technologies for governmental procedures with important im-
plications for the democratic process is ethically justifiable. Decisive factors in this
regard include the transparency with which algorithms arrive at their results (Daniell
et al., |2016]), the question of accountability for machine decisions (Konig and Wenzel-
burger, [2020), and the (perceived) fairness of these (Starke et al., [2022). From the
public authorities’ point of view, it is therefore essential that each contribution is re-
viewed at least once by a human analyst and that the ultimate step of decision-making
remains under human control in order to ensure a transparent treatment in which all
opinions are given equal consideration (Dahl, 1989). Only if it is ensured that machine
solutions meet these high requirements, if they can arrive at fair decisions and justify
them to citizens and authorities, is an expansion of support conceivable.

On the one hand, there thus remains a significant need for further research, en-
compassing efforts to enhance the transparency and fairness of the already powerful
language models. On the other hand, society must also take a step toward the “artifi-
cial intelligence”. Establishing more trust in machine solutions is of utmost importance
(e.g., through interaction and collaboration as discussed in Section [6.2)). Society needs
to open up to technological progress, especially if these methods are meant only as
a support and not as a substitute for human labor. Ultimately, the power of artifi-
cial intelligence, and consequently machine learning, for society lies in the individual
strengths of humans and machines that can complement each other. The use case
highlighted in this thesis, namely the machine-assisted text classification of public par-
ticipation contributions, serves as an excellent example of this symbiotic potential.
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