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Zusammenfassung 

Die außergewöhnliche chemische Vielfalt der Natur macht Naturprodukte zu einer wertvollen 

Quelle für bioaktive Verbindungen mit therapeutischem Potenzial. Diese Arbeit konzentriert 

sich auf die Untersuchung zytotoxischer Naturstoffe und halbsynthetischer Substanzen als 

potenzielle Krebsmedikamente für Leukämie und Lymphome. Dazu wurden zwei Naturstoffe, 

Viriditoxin (VDT) und Bromoxib, sowie die halbsynthetischen Meriolin-Derivate Meriolin 16 und 

36, als Substanzen mit vielversprechenden krebsbekämpfenden Eigenschaften identifiziert 

und auf ihre molekularen Mechanismen hin untersucht.  

Die Bioaktivität des Mykotoxins VDT wurde in dieser Arbeit im Rahmen der umfassenden 

Überarbeitung eines Manuskripts untersucht. In diesem Manuskript wurde gezeigt, dass VDT 

eine ausgeprägte Wirkung auf Leukämie- und Lymphomzellen hat und Apoptose induziert, 

indem es direkt den intrinsischen mitochondrialen Todesweg aktiviert, selbst in Anwesenheit 

von anti-apoptotischem Bcl-2-Protein. Die mitochondriale Toxizität von VDT wurde durch die 

Hemmung der mitochondrialen Atmung, den Abbau des mitochondrialen Membranpotenzials, 

die Freisetzung von mitochondrialem Cytochrom c, die Bildung reaktiver Sauerstoffspezies 

und die anschließende Degradierung von Mitochondrien bestätigt. Zur Target-Identifizierung 

mittels des thermal-proteome-profiling wurden 20 mitoribosomale Proteine nach VDT-

Behandlung ermittelt. Daher wurde in dieser Arbeit die Wirkung von VDT auf die 

mitoribosomale Translation weiter untersucht, konnte aber nicht bestätigt werden. Insgesamt 

könnte die gezielte Beeinflussung der mitochondrialen Atmung durch VDT einen 

vielversprechenden therapeutischen Ansatz für die Behandlung von Leukämie und 

Lymphomen darstellen. 

Bromoxib gehört zur Verbindungsklasse der polybromierten diphenylether (PBDEs), und die 

Autorin dieser Dissertation hat im Rahmen eines umfassenden Übersichtartikels über PBDEs 

eine erste Struktur-Aktivitäts-Beziehungsanalyse für Bromoxib vorgelegt. In früheren Studien 

wurde Bromoxib als ein Naturprodukt mit therapeutischer Bedeutung für Leukämiepatienten 

identifiziert, da es im Gegensatz zu gesunden Zellen vor allem leukämische Zellen angreift. 

Diese Ergebnisse machten Bromoxib zu einem interessanten Kandidaten, der im Rahmen 

dieser Arbeit hinsichtlich seines molekularen Mechanismus weiter untersucht wurde. Bromoxib 

wirkt selektiv auf Lymphome, indem es den intrinsischen mitochondrialen Apoptoseweg 

aktiviert. In dieser Arbeit wurde Bromoxib als Protonophor identifiziert, das den sofortigen 

Kollaps des mitochondrialen Membranpotenzials induziert und den intrazellulären ATP-

Spiegel durch Hemmung der oxidativen Phosphorylierung und durch Reduktion der Glykolyse 

senkt. Dadurch wird ein Zusammenbruch der Zellatmung ausgelöst, der zu einer 

energetischen Katastrophe innerhalb der Krebszelle führt. Darüber hinaus wurde festgestellt, 
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dass dieses energetische Desaster durch den verstärkten Abbau von Fettsäuren kompensiert 

wird. Es wurde gezeigt, dass Bromoxib ausgewählte Proteine der mitochondrialen Fettsäure-

β-Oxidation stabilisiert, um ATP aus dem Abbau von Fettsäuren zu generieren, als schneller 

Rettungsmechanismus. Schließlich wurde festgestellt, dass die anhaltende Schädigung durch 

Bromoxib die intrinsische mitochondrien-abhängige Apoptose aktiviert. Zusammenfassend 

lässt sich sagen, dass Bromoxib in der vorliegenden Arbeit als ein potenzielles Therapeutikum 

identifiziert wurde, das auf den ‘deregulierten Zellstoffwechsel‘ von Lymphomen abzielt. 

Die halbsynthetischen Verbindungen, Meriolin 16 und 36, haben sich in dieser Arbeit als 

multifunktionale Krebsmedikamente erwiesen, die auf verschiedene Krebsmerkmale abzielen. 

Merioline sind hochgradig zytotoxisch und aktivieren den intrinsischen mitochondrialen 

Apoptoseweg selbst in Gegenwart von anti-apoptotischem Bcl-2-Protein. Diese Substanzen 

sind nicht nur potente Apoptoseinduktoren, sondern auch wirksame Kinaseinhibitoren, 

insbesondere der CMGC-Familie (CDKs, MAPKs, GSK3s und CLKs). Es wurde gezeigt, dass 

Merioline den Zellzyklus hemmen, die Proliferation verringern und wichtige regulatorische 

Proteine des Zellzyklus verändern. Darüber hinaus induzieren sie DNA-Schäden und 

verringern die de novo RNA-Synthese. Viele der molekularen Signalwege, auf die die Merioline 

abzielen, sind in chemotherapieresistenten Tumoren verändert. Die untersuchten 

unterschiedlichen Effektormechanismen, die durch Merioline induziert werden, unterstreichen 

somit ihr therapeutisches Potenzial für die Behandlung von Leukämie und Lymphomen. 

Zusammenfassend lässt sich sagen, dass die enorme chemische Vielfalt der Natur noch 

immer eine wertvolle Ressource an bioaktiven Verbindungen mit therapeutischem Potenzial 

bietet, um eine der weltweit häufigsten Todesursachen – Krebs – zu bekämpfen. 
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Summary 

The exceptional chemical diversity in nature provides natural products as a valuable source of 

bioactive compounds with therapeutic potential. This work focuses on the investigation of 

cytotoxic natural products and semisynthetic substances as potential anticancer drugs in 

leukemia and lymphoma. The aim of the present work as a subproject of the Research Training 

Group 2158 (RTG 2158) was the identification and characterization of natural products in order 

to eliminate chemotherapeutic-resistant tumors by natural product-induced cell death. For this 

objective, two natural products, Viriditoxin (VDT) and Bromoxib, and the semisynthetic Meriolin 

derivatives, Meriolin 16 and 36, were identified as substances with promising anticancer 

properties and investigated concerning their molecular mechanisms.  

The bioactivity of the mycotoxin VDT was investigated within this thesis in context of the 

comprehensive revision of a manuscript. In this manuscript it was shown, that VDT exhibited 

a pronounced effect on leukemia and lymphoma cells and induces apoptosis by directly 

targeting the intrinsic mitochondrial death pathway even in the presence of anti-apoptotic  

Bcl-2 proteins. The breakdown of mitochondrial membrane potential and respiration, the 

generation of reactive oxygen species and the release of cytochrome c with fragmentation of 

the mitochondria confirmed the mitochondrial toxicity of VDT. For target-identification, the 

thermal proteome profiling approach rendered 20 mitoribosomal proteins upon VDT treatment. 

Consequently, within this thesis the effect of mitoribosomal translation was further investigated 

but could not be confirmed. Taken together, the treatment of leukemia and lymphoma by 

targeting the mitochondrial respiration with VDT, might be a promising therapeutic approach. 

Bromoxib belongs to the compound class of polybrominated diphenyl ethers (PBDEs) and the 

author of this thesis presented within an extensive literature review of PBDEs, a first structure-

activity-relationship analysis for Bromoxib. In previous studies, Bromoxib was identified as a 

natural product of therapeutic relevance for patients with leukemia, since it affected primarily 

leukemic cells in contrast to their healthy counterparts. These results rendered Bromoxib as 

an interesting candidate for further investigation in this thesis in terms of its molecular 

mechanism. Bromoxib targets selectively lymphomas, by activating the intrinsic mitochondrial 

apoptosis pathway. In this thesis, Bromoxib was discovered as a protonophore, inducing the 

rapid breakdown of mitochondrial membrane potential, reducing intracellular ATP-levels by 

inhibiting oxidative phosphorylation and impairing glycolysis, thereby inducing a breakdown of 

cellular respiration leading to an energetic disaster within the cancer cell. Moreover, this 

energetic disaster was found to be compensated by increased degradation of fatty acids during 

mitochondrial β-oxidation. Bromoxib was found to stabilize selected proteins of the 

mitochondrial fatty acid β-oxidation in order to generate ATP from fatty acids as a rapid rescue 
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mechanism. Finally, the prolonged damage was found to activate intrinsic mitochondria 

dependent apoptosis. In summary, Bromoxib was identified in the present work as a small 

molecule targeting the hallmark of ‘deregulated cellular metabolism’ in lymphoma.  

The semisynthetic compounds Meriolin 16 and 36 were proven in this thesis to be 

multifunctional drugs targeting different hallmarks of cancer. Meriolins exhibit a high level of 

cytotoxicity and trigger the intrinsic mitochondrial apoptosis pathway, despite the presence of 

anti-apoptotic Bcl-2 protein. These substances are not only potent apoptosis inducers but also 

effective kinase inhibitors, especially of the CMGC family (CDKs, MAPKs, GSK3s and CLKs). 

Meriolins were shown to inhibit the cell cycle, reduce proliferation and alter key regulatory 

proteins of the cell cycle. Moreover, they induce DNA damage and reduce de novo RNA 

synthesis. Many of the molecular pathways targeted by Meriolins are altered in 

chemotherapeutic-resistant tumors. Thus, the investigated different effector mechanisms 

induced by Meriolins underscores their therapeutic potential for the treatment of leukemia and 

lymphoma. 

In conclusion, the utilization of the vast chemical diversity found in nature still offers a valuable 

resource of bioactive compounds with therapeutic potential in order to fight one of the world’s 

leading causes of death – cancer.  
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Abbreviations, Prefixes, Units 

ACADVL  Acyl-CoA dehydrogenase very long 
   chain 

ACSL  Acyl-CoA syntethase long chain 

ADP  Adenosine diphosphate 

AIF  Apoptosis inducing factor 

ALDO  Fructose biphosphate aldolase 

ALL  Acute lymphoblastic leukemia 

AML  Acute myeloid leukemia 

ANT  Adenine nucleotide translocator 

ASSP  Apoptosis-stimulating protein of p53 

ATF  Activating transcription factor 

ATM  Ataxia telangiectasia mutated 

ATP  Adenosine triphosphate 

ATR  Ataxia telangiectasia and Rad3 
   related protein 

APAF  Apoptotic protease activating factor 

APC/C  Anaphase-promoting 
   complex/cyclosome 

APEX  Apurinic apyrimidinic endonuclease 

BAD  Bcl-2 associated agonist of cell death 
   protein 

BAK  Bcl-2 antagonist killer 1 

BAX  Bcl-2-associated x protein 

Bcl-2  B cell lymphoma 2 

Bcl-w  Bcl-2 like protein 2 

Bcl-XL  Bcl-2-related gene long isoform 

BER  Base excision repair 

BH3  Bcl-2 homology (BH) domain 

BID  BH3-interactig death domain agonist 

BIM  Bcl-2 interacting mediator of cell death 

BIRC2  Baculoviral IAP repeat-containing 
   protein 2 

BMF  Bcl-2 modifying factor 

BOK  Bcl-2-related ovarian killer 

BRCA  Breast cancer type 1 susceptibility 
   protein 

Ca2+  Calcium 

CACT  Carnitine/acyl-carnitine translocase 

CAD  Caspase-activated DNase 

CAP  Chloramphenicol 

Caspase/Casp Aspartate-specific cysteine protease 

CARD  Caspase recruitment domain 

CCCP  Carbonyl cyanide m-chlorophenyl 
   hydrazone 

CD95  Cluster of differentiation 95 

CDK  Cyclin-dependent kinase 

CE  Cholesterylester 

c-FLIP  Casp8 and FADD-like apoptosis 
   regulator  

caMK  Calmodulin-dependent protein kinase 

CDC  Cell division control 

CHK  Checkpoint kinase 

CHX  Cycloheximide 

c-IAP  Cellular inhibitor of apoptosis protein 

CLK  CDC-like kinase 

CLN  Cardiolipin 

CoA  Coenzyme A 

COX  Cytochrome c oxidase 

CMGC family CDKs, MAPKs, GSKs and CLKs 

CPT  Carnitine palmitoyl transferase 

CsA  Cyclosporine A 

CTD  C-terminal domain 

CTZ  Clotrimazol 

CypD  Cyclophilin D 

DD  Death domain 

DDR  DNA damage response 

DDRNA  DNA damage response RNA 

DRP(1)  Dynamin-related protein 1 

DRP  DNA repair pathways 

DED  Death effector domain 

DG  Diglyceride 

DIABLO  Direct IAP binding protein with low PI 

DICER  Endoribonuclease Dicer 

dilncRNA  Damage-induced long non-coding 
   RNA  

DISC  Death-inducing signaling complex 

DSB  Double strand break 

DMSO  Dimethyl sulfoxide 

DNA  Deoxyribonucleic acid 

DNA-PK  DNA-dependent protein kinase 

DR  Death receptor 

DROSHA  RNAse III Drosha 

DRP  Dynamin-related protein 

ECH  Enoyl-CoA hydratase 

ENDOG  Endonuclease G 

ENO  Phosphopyruvate hydratase 

ER  Endoplasmic Reticulum 

ERK  Extracellular signal-regulated protein 
   kinase 

ETC  Electron transport chain 

ETO/ETOPO Etoposide 

EXO  Exonuclease 
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FA  Fatty acid 

FAO  Fatty acid β-oxidation 

FADD  FAS-associated death domain protein 

FAD/FADH2 Flavin-adenine dinucleotide 

FeS  Iron-sulfur 

FFA  Free fatty acid 

FIS  Fission protein 

FMN  Flavin mononucleotide 

FOXM  Forkhead box protein M 

G-3-P  Glucose-3-phosphate 

G-6-P  Glucose-6-phosphate 

GADD  Growth-arrest- and DNA-damage 
   inducible gene 

GAPDH  Glyceraldehyde-3-phosphate 
   dehydrogenase 

GG-NER  General-genome nucleotide excision 
   repair 

GLUT  Glucose transporter 

GRSF  G-rich sequence factor 

GSK  Glycogen synthase kinase 

HADHA/B Hydroxyacyl-CoA dehydrogenase 
   trifunctional multi-enzyme complex 
   subunit α/β 

HK  Hexokinase 

HIF  Hypoxia-inducible factor 

HR  Homologous recombination 

HRK  Harakiri Bcl-2 interacting protein 

HN  Hypodiploid nuclei 

IAP  Inhibitor of apoptosis 

ICL  Inter-strand crosslinks 

IDH  Isocitrate dehydrogenase 

ICR  Interstrand crosslink repair 

IMM  Inner mitochondrial membrane 

IMS  Intermembrane space 

IR  Ionizing radiation 

IP3R  Inositol triphosphate receptor 

IRE  Inositol-requiring enzyme 

JNK  c-Jun N-terminal kinase 

KSRP  KH-type splicing regulatory protein 

LDH  Lactate dehydrogenase 

lncRNA  Long non coding RNA 

Loni  Lonidamine 

LRPPRC  Leucine-rich PPR motif-containing 
   protein 

LPC  Lisophosphatidylcholine 

MAM  Mitochondria associated membrane 

MAPK  Mitogen-activated protein kinase 

MAPL  Mitochondria-associated SUMO E3 
   protein ligase 

MCL  Myeloid cell leukemia 

MERC  Mitochondria-ER-contact site 

MFF  Mitochondrial fission factor 

MFN  Mitofusin 

MGMT  6-O-methylguanine-DNA 
   methyltransferase 

MLH  MutL Homolog 

MMR  Mismatch repair 

MOMP  Mitochondrial outer membrane 
   permeabilization 

mPTP  Mitochondrial permeability transition 
   pore 

MRN  MRE11-RAD50-NBS1 complex 

MRP  Mitoribosomal protein 

MSH  MutS Homolog protein 

mtDNA  Mitochondrial DNA 

NAC  N-Acetylcysteine 

NAD/NADH Nicotinamide adenine dinucleotide 

NER  Nucleotide excision repair 

NHEJ  Non-homologous end-joining 

NOD  Nucleotide-binding and oligomerization 
   region 

NOS  Nitric oxygen species 

NOXA  Phorbol-12-myristate-13-acetate 
   induced protein 1 

NSCLC  Non-small cell lung cancer 

O2  Oxygen 

OCR  Oxygen consumption rate 

OMA  Metalloendopeptidase OMA 

OMI  Serine protease HTRA2 

OMM  Outer mitochondrial membrane 

OPA  Optic atrophy 1 protein 

OXPHOS  Oxidative phosphorylation 

p53  Tumor antigen p53 

PARP  Poly ADP ribose polymerase 

PBDE  Polybrominated diphenyl ether 

PC  Phosphatidylcholine 

PCNA  Proliferating cell nuclear antigen 

PDH  Pyruvate dehydrogenase 

PE  Phosphatidylethanolamine 

PERP  p53 apoptosis effector related to PMP 
   22 

PFK  Phosphofructokinase 

PGI  Glucose-6-phosphate isomerase 

PGK  Phosphoglycerate kinase 

PGM  Phosphoglycerate mutase 

PI  Phosphatidylinositol 

PIKK  Phosphatidylinositol 3-kinase (PI3K) 
   like kinases 



 
 

  VII 
 

PK  Pyruvate kinase 

PKA  Protein kinase A 

PLK  Serine/threonine-protein kinase 

PPP  Pentose-phosphate pathway 

PS  Phosphatidylserine 

P-TEFb   Positive transcription elongation 
   factor 

PTEN  Phosphatase and tensin homolog 

PUMA  p53 upregulated modulator of 
   apoptosis 

QVD  Q-VD-OPh (broad-range caspase 
   inhibitor) 

RAD  DNA repair protein RAD51 homolog 1 

Rb  Retinoblastoma protein 

Rb1  Retinoblastoma-associated protein 

RDDR  RNA-dependent DNA repair 

RER  Rough Endoplasmic Reticulum 

RG  Research group 

RNA pol II RNA polymerase II 

ROCK1  Rho-kinase 1 

ROS  Reactive oxygen species 

RPA  Replication protein A 

RTG  Research training group 

SD  Standard deviation 

Ser  Serine 

SER  Smooth endoplasmic reticulum 

SERCA  Sarco- and endoplasmic reticulum 
   Ca2+-ATPase 

siRNA  Small interfering RNA 

SMAC  Second mitochondria derived activator 
   of caspases 

sncRNA  Small non-coding RNA 

SNP  Single-nucleotide polymorphism 

SRC  Spare respiratory capacity 

SSB  Single strand break 

STS  Staurosporine 

TBP  TATA-binding protein 

TCA  Tricarboxylic acid cycle 

TC-NER  Transcription-coupled nucleotide 
   excision repair 

TERT  Telomerase reverse transcriptase 

TF  Transcription factor 

TG  Triglyceride 

Thr  Threonine 

TIG  Tigecycline 

TLS  Translesion synthesis 

TNF  Tumor necrosis factor 

TPI  Triosephosphate isomerase 

TPP  Thermal proteome profiling 

TRAIL  TNF-related apoptosis-inducing ligand 

UPR  Unfolded protein response 

UV  Ultraviolet 

VDAC  Voltage-dependent anion channel 

VDT  Viriditoxin 

γh2ax  Histone variant H2A.X 

YME1L1  YME1 like 1 ATPase 

3-BP  3-Bromopyruvate 

53BP1  P53-binding protein 1

 

 

 

 

IC50  Half maximal inhibitory concentration 

ΔΨm  Mitochondrial membrane potential  

kilo (k)  103   

micro (µ)  10-6 

milli (m)  10-3 

nano (n)  10-9 

A  Ampere 

Da  Dalton 

g  Gram 

g  Gravitational field strength  

h  Hour 

 

 

 

 

 

 

 

l  Liter 

m  Meter 

M  Molar 

min  Minute 

rpm  Revolutions per minute 

s  Second 

V  Volt
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Introduction  
 

1 

1 Introduction 

In our unique world, everything is balanced in the circle of proliferation, birth, life and death. 

This thesis presents an interdisciplinary work composed of a molecular analysis of potential 

anticancer therapeutics of natural or semisynthetic origin aiming to overcome therapy 

resistance in cancer. Selective hallmarks of cancer will be targeted with the therapeutics, 

therefore the topics of controlled cell death, cell cycle regulation, deoxyribonucleic acid (DNA) 

damage and repair and cellular metabolism will be introduced in detail below. 

1.1 Apoptosis 

In multicellular organisms, a regulated form of cell death is essential for many homeostasis 

ensuring processes, such as embryogenesis, development and tissue homeostasis 3, 4. 

Apoptosis is an evolutionarily conserved programmed form of cell death that is tightly regulated 

and executed through strictly controlled signaling pathways 5. The regulated destruction of a 

cell ensures the degradation and disposal of potentially damaged and oncogenic cells, of 

pathogen-infected cells and normal cell turnover 3, 4. The term apoptosis was introduced in 

1972 by John Kerr, Alastair Curie and Andrew Wylie and it originates from the Greek terms 

‘apo’ and ‘ptosis’, meaning ‘falling off’ like fruits or leaves falling from a tree in autumn 6. 

Apoptosis is characterized by many morphological and biochemical features, such as 

chromatin condensation (pyknosis; irreversible process in the nucleus 7) , subsequent nuclear 

fragmentation (karyorrhexis), protein cleavage and cytoplasmic shrinkage 6. These processes 

are followed by membrane blebbing and nuclear fragmentation with separation of membrane 

enclosed cell fragments into apoptotic bodies 3 and the externalization of phosphatidylserine 8, 

Annexin I 9, 10 or calreticulin 11 to the surface of apoptotic cells as a signal (‘eat me’) for other 

cells to clear the apoptotic cells 8. The charm of this process is, that the cells dying by apoptosis 

will be phagocytosed and digested by macrophages, phagocytes or neighboring cells without 

the release of the cellular content which prevents an inflammatory response and thus without 

inflicting any harm to surrounding tissues 12, 13.  

Finally, the pro-active decision for programmed self-destruction can be triggered by 

neighboring cells or decided by the condemned cell itself 3, 4. Two major pathways have been 

described to regulate apoptosis and will be further distinguished as extrinsic and intrinsic 

apoptosis pathway. Both forms of apoptosis rely on the activation of evolutionary conserved 

members of the aspartate-specific cysteine protease (caspase) family 14. The name originates 

from cysteine-aspartic protease, which means, that they always carry a cysteine residue in 

their active center and cleave their substrates after an aspartic acid residue 15. Caspases are 

present in cells as inactive zymogens and get activated by proteolytic processing. Once they 
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are activated they are involved in the execution of apoptosis by cleaving proteins required for 

cell degradation, such as signal transduction proteins, nuclear matrix and cytoskeletal proteins, 

DNA repair proteins and chromatin modifying proteins such as PARP1 (poly (ADP ribose) 

polymerase 1) 3, 16, 17. Dependent on the function of the caspase, they are divided into two 

groups, initiator caspases (caspase-2, -8, -9,-10) and effector caspases (caspase-3, -6, -7) 18. 

The main function of initiator caspases is to activate effector caspases, while the effector 

caspases are mainly responsible for the partial proteolysis of apoptosis substrates to either 

generate a gain-of-function or induce a loss-of-function 19, resulting in cell death.  

Another feature of initiator caspases is, that they contain specific protein interaction domains 

(caspase recruitment domain (CARD) or death effector domains (DED)) at the N-terminus, 

which are indispensable for the recruitment and multimerization of the inactive monomeric 

procaspases 18. Within the heteromeric complex, initiator caspases are activated by induced 

proximity 20. In contrast to initiator caspases, the effector caspases are not activated by 

dimerization, they get activated by the initiator caspases via cleavage between the small and 

the large subunit, this results in a conformational change. Thereby, the two active sites are 

exposed to spatial proximity and can form an active effector caspase. A pro-apoptotic 

amplification loop is generated by the fact that active effector caspases can also activate other 

effector caspases as well as initiator caspases 21. As main function, effector caspases 

(caspase-3 and -7) cleave a variety of substrates, preferably at the recognition sequence of 

aspartic acid - glutamic acid - valine - aspartic acid (amino acid code: DEVD), which is also 

present in PARP1 17 as one of the best characterized caspase substrates 22. Caspase-6 

cleaves preferably at the sequence amino acid code VEHD 23. 

The substrates of effector caspases can be divided into two groups, (i) proteins that are 

involved in pro-survival signaling or high energy consuming processes, such as DNA repair 

and (ii) proteins which are directly promoting the execution of apoptosis. Examples for the first 

group are PARP1 (involved in DNA repair) and the retinoblastoma-associated protein  

(Rb) 19, 24 or the DNA-dependent protein kinase (DNA-PK), the latter two are involved in 

proliferation 25. Examples for the second group are caspase-activated DNase (CAD), which is 

an endonuclease facilitating DNA breakup 26, Rho-kinase 1 (ROCK1) which is a key regulator 

of membrane blebbing 27, α-fodrin an actin-binding cytoskeletal protein 28 and  

others 3, 19, 22, 24, 29. The two major apoptosis signaling pathways differ in their way of activation 

and execution – the signaling of extrinsic and intrinsic apoptosis will be introduced in the 

following. 
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1.2 Extrinsic apoptosis pathway  

The extrinsic pathway of apoptosis is important for regulating cell death in a variety of cell 

types, including neurons and immune cells 3. In the immune system, the extrinsic pathway is 

critical for eliminating infected or damaged cells, and for the regulation of immune cell 

populations 30. In neurons, the extrinsic pathway is involved in regulating programmed cell 

death during development. It can also be activated in response to injury or disease, leading to 

the elimination of damaged or dysfunctional neurons 31. In multiple cell types, the extrinsic 

pathway of apoptosis plays a crucial role in signaling, ensuring tissue homeostasis, and 

controlling cell populations. 

The extrinsic signaling pathway is activated via the binding of death receptor ligands to their 

respective death receptors, which results in the intracellular activation of the signaling cascade 

leading to execution of apoptosis (Figure 1). In more detail, a pro-apoptotic ligand, named 

death ligand, secreted by immunocompetent cells (macrophages, dendritic cells or T cells) 

binds to its receptor, named death receptor (DR) 32, 33. Well characterized DRs and their ligands 

are tumor necrosis factor (TNF, formerly named TNF-α) binding to tumor necrosis factor 

receptor 1 (TNFR1), TNF-related apoptosis-inducing ligand (TRAIL) binding to death receptor 

4 (DR4, TRAIL-R1) or death receptor 5 (DR5, TRAIL-R1) and cluster of differentiation 95 ligand 

(CD95L, FASL, APO1L), binding to (CD59, FAS or APO1) 34-37. After transmission of the 

extracellular signal via the transmembrane receptor into the cell, caspase-8 gets activated 

resulting in the activation of the effector caspases 14, 38. The CD95 pathway is the best 

characterized mechanism of death receptor dependent activation of caspase-8. The binding 

of CD95L to its receptor induces the formation of receptor trimers, resulting in a conformational 

change leading to the exposition of their death domains (DD). The DDs function as binding site 

for the cytosolic adapter protein, whose N-terminal death-effector domain (DED) builds the 

recruitment site for procaspase-8, which binds to the adapter proteins DED via its own DED 

site 14, 38. In the CD95 pathway, the only adapter protein required for the recruitment of 

procaspase-8 to CD95 is the FAS-associated death domain protein (FADD) that comprises a 

DD and a DED 39. Via dimerization of the DED, FADD associates with procaspase-8, thereby 

forming the death-inducing signaling complex (DISC) 40. The local enrichment of  

procaspase-8 in this multi-protein complex is composed of death receptor, adapter protein and 

procaspase-8, and leads to the autoproteolytic caspase activation according to the so-called 

‘induced proximity model’ 32. A stoichiometric study showed that six procaspase-8 molecules 

bind on average to one single FADD protein 41. This activation process is tightly regulated, 

since inhibitory proteins such as Baculoviral IAP repeat-containing protein 2 (known as BIRC2 

or CIAP1) and caspase-8 and FADD-like apoptosis regulator (known as CFLAR or c-FLIP) can 

be recruited to the DISC, thereby inhibiting procaspase-8 activation 42, 43. The inhibitory protein 
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BIRC2 causes a higher CFLAR expression, which in turn directly inhibits procaspase-8 

processing at the DISC 14, 44. Once caspase-8 is activated, it cleaves the downstream effector 

caspases resulting in apoptotic cell death 14. The effector caspase, caspase-3 is a dimeric 

protein that gets activated by cleavage – in the extrinsic pathway by cleavage of caspase-8 

between the large and small subunit 14. Another caspase-8-substrate is BH3-interacting death 

domain agonist (BID), which gets cleaved by caspase-8 (truncated BID, t-BID) and 

translocates to the mitochondria. There, tBID causes an amplification of the apoptotic signal 

by causing the release of pro-apoptotic factors and the cytochrome c dependent activation of 

procaspase-9 45, 46. To which extent this lateral axis mediating a crosstalk between extrinsic 

and intrinsic apoptosis is indispensable or only supportive for the extrinsic apoptosis pathway 

induced by the death ligand depends on the cell type 38. In Figure 1 the extrinsic and intrinsic 

apoptosis pathway are depicted schematically.  

1.3 Intrinsic apoptosis pathway 

Mitochondria are known to have a dual role, one as cellular powerhouse and another as 

signaling organelle (Figure 1). The organelle is surrounded by two membranes, the inner 

mitochondrial membrane (IMM) and the outer mitochondrial membrane (OMM) that can be 

distinguished by different composition and function 47. The intrinsic apoptosis pathway can be 

induced by a multitude of non-receptor-mediated stimuli activating intracellular signals, acting 

directly on targets within the cell – the mitochondria – in more detail, acting on the OMM 3. 

Thus, intrinsic apoptosis is also referred to as mitochondria-dependent apoptosis pathway, 

since central initiation steps of this pathway are located in the mitochondria. However, the 

OMM is the place, where anti- and pro-apoptotic signals get integrated upon stimuli, deciding 

the cell’s destiny (Figure 1). 
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Figure 1 Apoptosis is a form of programmed cell death, it is distinguished between the extrinsic 
and intrinsic apoptosis pathway. The main signaling pathways of apoptosis are the death receptor 
(DR) dependent extrinsic pathway and the mitochondria dependent intrinsic pathway, differing in the 
either external or internal trigger and the proteins executing the apoptosis signaling. The DR pathway is 
activated upon binding of a ligand to the corresponding death receptor, such as binding of CD95L to the 
receptor CD95 or TRAIL to TRAIL-R. This binding induces a trimerization of the receptor, allowing the 
adaptor protein FADD to bind to the receptor, thereby building a platform for the recruitment of the main 
initiator caspase of the DR pathway, procaspase-8, which forms the so-called DISC (death inducing 
signaling complex). The enrichment of procaspase-8 at the DR leads to its autoproteolytic activation, 
which can be inhibited by c-FLIP or CIAP1. The intrinsic mitochondria dependent pathway gets activated 
upon intrinsic stress stimuli, for example ER stress, DNA damage, mitochondrial damage or growth 
factor depletion. With the mitochondria mostly being the primary target of intrinsic cellular damage, the 
main platform for the integration of internal stress signals is the outer mitochondrial membrane (OMM). 
As soon as a certain level of damage occurs, mitochondrial outer membrane permeabilization (MOMP) 
and/or mitochondrial permeability transition pore (mPTP) is formed regulated by the interconnected 
network of BH3-only proteins with pro- and anti-apoptotic BCL2 proteins. The BH3-only proteins activate 
Bax and Bak which oligomerize in the OMM forming the MOMP. This process can be inhibited by anti-
apoptotic Bcl-2 proteins. When DNA damage occurs as intrinsic stimulus, tumor antigen p53 (p53) gets 
activated, which promotes MOMP formation by acting on BH3-only proteins, inhibiting anti-apoptotic 
Bcl-2 proteins or directly acting on Bax and Bak. The formation of the apoptotic pore, MOMP, leads to 
the release of pro-apoptotic factors from the mitochondrial intermembrane space (IMS), such as AIF, 
cytochrome c, SMAC or OMI. Once in the cytosol, cytochrome c assembles with dATP and Apaf-1 
forming the so-called apoptosome, a multi-protein complex, which has the main function to activate 
initiator caspase-9 of the intrinsic pathway to further enhance the caspase cascade. The pro-apoptotic 
proteins SMAC and OMI counteract the IAPs function in inhibiting initiator caspase-9 and effector 
caspase-3 and -7. Both pathways, extrinsic as intrinsic, culminate in the activation of effector caspases 
(-3 and/or -7), which ultimately lead to the destruction of the cell accompanied by cell shrinkage, 
chromatin condensation, nuclear fragmentation, membrane blebbing and formation of apoptotic bodies. 
(This figure was created with Biorender.com, according to information in 3, 16, 48). 

Once the pro-apoptotic signals prevail, mitochondrial outer membrane permeabilization 

(MOMP) takes place, leading to a release of second messengers, such as cytochrome c from 
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the mitochondrial intermembrane space (IMS) into the cytosol 49. Other pro-apoptotic 

molecules, that get sequestered into the cytosol are SMAC/DIABLO 50 or the serine protease 

HtrA2/OMI 51. SMAC for example enhances apoptotic signaling by inhibiting anti-apoptotic 

proteins of the inhibitor of apoptosis (IAP) family such as XIAP 52. However, irreversible 

induction of MOMP or mPTP induces the breakdown of the mitochondrial inner membrane 

potential (ΔΨm), subsequent inhibition of mitochondrial respiration and ΔΨm-driven ATP 

production. Along with these mitochondria-limited effects, also energy-dependent protein 

transport processes are inhibited. With activation of the caspase-cascade, a suicidal 

amplification loop is created with the release of pro-apoptotic factors from the mitochondria 

IMS interconnecting the mitochondria with the nucleus: Apoptosis-inducing factor (AIF) 53 and 

endonuclease G (ENDOG) 54 translocate into the nucleus where they activate caspase-

independent DNA-fragmentation. 

Finally, the mitochondrial key molecule for intrinsic apoptosis, cytochrome c, once released 

into the cytosol, binds and activates the apoptotic protease activating factor 1 (Apaf-1), 

together with deoxyadenosine triphosphate (dATP) and activates procaspase-9, forming the 

so-called apoptosome 55, 56. The apoptosome is a multi-molecular wheel-shaped heptameric 

complex with sevenfold symmetry structure, the wheel has a central hub seven spokes, the 

distal region of the wheel spoke has a Y-shape 57. Apaf-1 has structurally important regions: 

N-terminal CARD region, central nucleotide-binding and oligomerization region (NOD) and a 

C-terminal WD40 region 57. Under normal conditions, Apaf-1 exists in a monomeric form, where 

the WD40 domain is folded onto the protein, thereby keeping the protein in an autoinhibited 

state 58. Under pro-apoptotic conditions cytochrome c binds to the WD40 domain of Apaf-1 and 

upon hydrolysis of dATP/ATP the CARD region of Apaf-1 is exposed and enables binding to 

the CARD of procaspase-9 58, 59. Each Apaf-1 CARD domain interacts with a procaspase-9 

CARD domain (1:1) mediated by homotypic interactions 60 and the conformational changes 

during Apaf-1 assembly allow procaspase-9 activation 59. The oligomerization occurs only in 

the presence of seven Apaf-1 proteins together with seven cytochrome c molecules and 

sufficient dATP/ATP 56. 

Apaf-1 was discovered by Xiaodong Wang et al. in 1996, where they showed that dATP 

induced caspase activation involving three apoptotic protease-activating factors 51, 61. These 

three factors (termed Apaf-1-3), were later identified as Apaf-1, cytochrome c (Apaf-2) and 

caspase-9 (Apaf-3) 62, 63, which are now known to be the core components of the apoptosome. 

In response to diverse stimuli, this huge multi-subunit caspase-activating scaffold of the 

apoptosome (ca. 700-1400 kDa) assembles 51, 64. The stoichiometric ratio of procaspase-9 to 

Apaf-1 is approximately 1 to 1 in the complex and as soon as caspase-9 is activated it 

dissociates from the complex and activates downstream effector caspases such as  
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caspase-3 56. Subsequently, the caspase cascade is initiated that is responsible for the final 

execution of apoptosis 51 (Figure 1). 

The activation of the intrinsic suicide program is regulated by the family of B cell lymphoma 2 

(Bcl-2) proteins, which are master regulators in the maintenance of cellular homeostasis 65. 

The Bcl-2 protein family comprises approximately 20 members acting either anti- or pro-

apoptotic 66. The Bcl-2 family members share at least one of four homology regions within their 

sequence, which are termed Bcl-2 homology (BH) domains (1 - 4) 65. A comprehensive review 

about apoptosis regulation at the mitochondria membrane level is given in 65. Subgroups within 

the Bcl-2 protein family are classified depending on their structure and subsequent function: (i) 

BH-3 only proteins are pro-apoptotic and contain only the BH3 domain (such as Bcl-2 

interacting mediator of cell death (Bim), BH3 interacting domain death agonist (Bid), p53 

upregulated modulator of apoptosis (Puma), phorbol-12-myristate-13-acetate-induced protein 

1 (Noxa), Bcl-2 interacting killer (Bik), Harakiri Bcl-2 interacting protein (Hrk), Bcl-2 modifying 

factor (Bmf) and Bcl-2 associated agonist of cell death protein (Bad)); (ii) The multi-domain 

effectors are either pro-apoptotic and contain BH domain 1 to 4 (Bcl-2 antagonist killer 1 (Bak), 

Bcl-2-associated x protein (Bax) and Bcl-2-related ovarian killer (Bok)) or (iii) anti-apoptotic 

proteins containing also BH domain 1 to 4 (Bcl-2-related gene A1 (A1), Bcl-2, Bcl-2-related 

gene long isoform (Bcl-XL), Bcl-2 like protein 2 (Bcl-W) and myeloid cell leukemia 1 (Mcl-1) 67. 

Thus, the balanced interaction between members of the Bcl-2 proteins in response to a pro-

apoptotic stimulus determine whether MOMP occurs or not. Therefore, MOMP is also 

considered as ‘point of no return’ since the cell is committed to die as soon as the threshold is 

reached 65. There are different models and drivers discussed in the literature regarding MOMP 

formation as shown schematically in Figure 2. 

 

Figure 2 Different models of mPTP and MOMP regulation. On the left, the model for an opened 
mPTP (mitochondrial permeability transition pore) is shown, with hexokinase bound to the mitochondrial 
VDAC-ANT-CypD complex coupled to ETC (electron transport chain) complex V (ATP-Synthase) to 
release solutes and ions. This mPTP gets induced by high calcium (Ca2+) levels, high reactive oxygen 
species (ROS) or decreased membrane potential (ΔΨm) resulting from ETC dysfunction or 
accumulating phosphate (Pi). These stimuli cause an opening of the mPTP, which allows an influx of 
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ions and water into the matrix, thereby causing matrix swelling which leads to membrane rupture and 
the release of IMS proteins like cytochrome c 51, 68-71. On the right, another model proposes the MOMP 
opening relies solely on pore-formation by Bax and Bak. Proteins from the Bcl-2 family, including Bax 
and Bak, that contain BH3 can come together and form pores in the outer mitochondrial membrane 
(OMM), resulting in the discharge of cytochrome c. BH3-only proteins, such as Bid, are thought to 
contribute in pore formation by interacting with Bax and Bak. Some other members of the BH3-only 
family act as detectors of cellular stress and are linked to different cellular membranes or need 
modification at the transcriptional or post-translational level to become active. The MOMP pores mediate 
the release of proteins including cytochrome c, SMAC and OMI from the intermembrane space. (This 
figure was created with Biorender.com according the information and figures shown in 51, 69-75). 

One model postulates that the permeabilization of OMM is mediated by a pore – the 

mitochondrial permeability transition pore (mPTP) – between OMM and IMM 76. The 

supramolecular pore between the contact sites of IMM and OMM is composed of voltage-

dependent anion channel (VDAC) in the OMM, adenine nucleotide translocator (ANT) in the 

IMM, cyclophilin D (a peptidoyl-prolyl-isomerase in the matrix; CypD) and hexokinase (HK) 51, 

77, 78. Cyclosporine A (CsA), an inhibitor of the enzymatic activity of CypD, was found to 

correlate its CypD inhibition with inhibition of the mPTP-opening (CsA binds matrix CypD) 79-

82. Stimuli inducing opening of the mPTP are oxidative stress, ceramide, low ATP levels or 

most important high calcium (Ca2+) levels. Opening of the mPTP allows molecules of low 

molecular weight up to ~ 1.5 kDa to diffuse through the IMM 51 (Figure 2). It is known that the 

IMM is an impermeable barrier and the OMM is permeable to molecules up to 5 kDa 51. The 

opening of mPTP induces a depolarization of the mitochondria, swelling of the matrix and 

causes damage to the OMM and thereby releasing IMS proteins, for instance cytochrome c 51, 

77. Cell-free systems have shown that Bid, Bax and lipids form supramolecular openings in the 

OMM, which allows the passage of up to 2000 kDa molecules 83, which can be inhibited by 

Bcl-XL 77.  

Another model postulates that pore-forming proteins of the Bcl-2 family (Bax and Bak) are 

responsible for MOMP formation. Under normal conditions, monomeric Bax is localized in the 

cytoplasm, while Bax translocates at pro-apoptotic conditions to the mitochondria 84, 85. Bax 

undergoes conformational changes, which lead to oligomerization 86 and colocalization at the 

mitochondrial membrane 77. Contrary to Bax, Bak resides at the mitochondria under normal 

conditions and under pro-apoptotic conditions it undergoes a series of conformational changes 

leading to oligomerization 87 (Figure 2). Bax and Bak are the main targets of the regulatory 

machinery determining the cell's fate since BH3-only proteins and anti-apoptotic Bcl-2 proteins 

regulate Bax and Bak in a positive and negative way. However, neither activation of BH3-only 

proteins nor suppression of anti-apoptotic Bcl-2 proteins is sufficient to kill cells in the absence 

of Bax and Bak 77, 88. 

For the mechanism of MOMP formation (via Bax/Bak activation by BH3-only proteins), three 

models are discussed in the literature 65, 77. (i) The first model is known as the direct activation 

model 65, 77, 89. This model states that Bax and Bak get directly activated by tBid, Bim, Puma or 
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other BH3-only proteins after the release from their association with anti-apoptotic Bcl-2 

proteins 65, 77, 89. Thus, tBid, Bim or Puma bind with their BH3-domain into the hydrophobic 

groove of Bax and Bak, thereby inducing a conformational change and their activation 90. (ii) 

The second model proposes an indirect activation (indirect activation model or displacement 

model). Bax and Bak get indirectly activated when anti-apoptotic Bcl-2 proteins are bound by 

BH3-only proteins 91. The role of BH3-only proteins to displace Bax and Bak from anti-apoptotic 

proteins allowing MOMP is supported by live cell studies, demonstrating that Bax is in a 

dynamic equilibrium between cytosol and mitochondria, constantly removed from OMM by  

Bcl-XL 65, 92-94. (iii) The third model is an ‘embedding together model’, where the insertion of Bax 

and Bak via their C-terminal transmembrane domain into the OMM was identified as a 

prerequisite for MOMP 65, 95. It shows membrane permeabilization by the stepwise activation 

of Bax via tBid, since tBid and Bax get inserted into the membrane 65, 96. Besides Bax, Bcl-XL is 

also capable of inserting into the OMM, but the difference is that Bcl-XL cannot form long-lived 

pores to induce MOMP, otherwise it can inhibit Bax oligomerization 65, 97, 98. (iv) A fourth model 

integrates factors from all models described above and is termed ‘integrated model of 

apoptosis regulation’ 65. The interplay between Bcl-2 proteins, either directly or indirectly 

activated, dictates the formation of Bax/Bak pores resulting in permeabilization of the OMM 96. 

In more detail, Bax and Bak undergo conformational changes and oligomerize. The N-terminus 

is opened up by these conformational changes and releases an α9 transmembrane helix for 

insertion into the OMM, with exposure of the BH3 domain 65. The BH3-into-groove dimer 

formation between α-helices (α2- α5) initiates pore formation, this is followed by another dimer 

interface within the membrane (formed by an α9 helix from another Bax molecule) and thereby 

the pore is formed 65, 99. Recent studies showed that lipids have been observed at 

oligomerization interfaces of membrane proteins 100 and were reported to promote stability of 

the membrane protein oligomers 101. Another study supports the importance of lipids in the 

Bax/Bak pore formation and proposes that the interfaces are primarily mediated by lipids, 

leading to flexibility between the oligomeric components 102. In summary, mitochondrial lipid 

composition, mitochondrial dynamics and the membrane environment regulate the apoptosis 

executive function of Bax and Bak 65.  

1.3.1 Mitochondrial dynamics in apoptosis regulation  

Mitochondria are highly dynamic structures, building an interconnected tubular network within 

the cell, which continuously undergoes fusion and fission processes by the action of dynamin-

related proteins (DRPs), a group of GTPases whose main function is to shape biological 

membranes 47, 65 (Figure 3). The IMM delimits the matrix (mitochondrial lumen) and can be sub-

grouped into two further compartments, the inner boundary membrane (parallel to OMM) and 



Introduction  
 

10 

the cristae (pleomorphic, convoluted invaginations providing an expansion of the surface area 

required for mitochondrial respiration) 47. The OMM and IMM are composed of different lipids 

with an unequal distribution of phospholipids. Cardiolipin (CLN) is the characteristic 

phospholipid of the IMM, generally of energy-transducing membranes, where it constitutes 

approximately 15-20% of the total mitochondrial phospholipids 103. Structurally it differs from 

all phospholipid species, since it exhibits a dimeric structure with four acyl chains and two 

phosphatidyl moieties that are connected to a glycerol. This exclusive constitution of CLN 

yields a conical shape, which enables CLN to promote the curvature of the IMM 103-105. CLN is 

involved in several processes and reactions such as mitochondrial respiration and energy 

production, mitochondrial cristae morphology and stability, mitochondrial quality control and 

dynamics through fusion and fission and serves as binding partner in the recruitment of 

apoptotic factors 103, 105-111. Regarding permeability, the OMM is permeable and only limits 

diffusion of molecules bigger than ~5 kDa, it represents a platform where signaling pathways 

interconnect and get transmitted into the mitochondria 47. The IMM is mostly implicated in 

mitochondrial energy generation, since the cristae of the IMM are hosting all the electron 

transport chain (ETC) complexes (mitochondrial respiratory chain and F1F0-ATP synthase) that 

mediate oxidative phosphorylation (OXPHOS) 47, 112, 113. Also the pro-apoptotic protein 

cytochrome c is localized mainly in the intracristal compartment, it is also the only soluble 

OXPHOS member 114, 115. However, the main function of IMM is to harbor the ETC, thereby 

converting the free energy stored in reducing equivalents produced in the Krebs cycle into 

ATP, the energy currency of the cell 47. Regarding membrane dynamics, the IMM undergoes 

dramatic structural changes during cell death, which are referred to as cristae remodeling. 

Cytochrome c needs to be redistributed intramitochondrial from the cristae to the IMS, followed 

by its release through pores within the OMM into the cytosol where it initiates apoptosome 

formation 47, 114.  
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Figure 3 Key components of mitochondrial dynamics and communication between the 
Endoplasmic Reticulum (ER) and mitochondria. Fusion: Tethering of the OMM is mediated by 
mitofusin 1 and 2 (MFN1; MFN2). Fusion of the IMM is mediated by cardiolipin and L-OPA1 interactions. 
Fission: Mitochondrial division is initiated by the DRP1 GTPase, which is recruited to the mitochondria 
via interactions with receptor proteins such as MFF1, MID49, MID51 and FIS1. The oligomerization of 
DRP1 leads to a wrapping around the mitochondria and a constriction of DRP1 filaments, with the 
subsequent OMA1 or YMEL1L1 dependent cleavage of OPA1 as characteristic feature of mitochondrial 
fragmentation 116-118. The key components of mitochondrial dynamics and ER communication are main 
contributors to cellular physiology. As shown, the mitochondria undergo fusion and fission depending 
on the cellular environment and stress levels. Distinguishing between mild and severe stress, different 
processes are activated. Under mild stress, the mitochondria form an elongated network to adapt, 
whereas under severe stress, the mitochondria fragment. These processes mainly involve the 
membranes. Since mitochondria and ER are in close proximity to each other, they are termed 
mitochondria associated membranes (MAMs) or mitochondria-ER-contact sites (MERCs). These areas 
allow exchange of Calcium (Ca2+) via 1,4,5-trisphosphate receptor (IP3R) and voltage dependent anion 
cannel (VDAC). MFN2 is located on both organelles, mediating the tethering of both 119. (The figure was 
created with Biorender.com according the information and figures in 47, 116-119). 

The bidirectional crosstalk between mitochondrial dynamics and apoptosis signaling is an 

excellent example to visualize the dual role of mitochondria and especially the OMM as 

platform of mitochondrial integration within cellular signaling 47. The two main processes of 

mitochondrial membrane dynamics are known as fusion and fission of OMM and IMM and 

delineated in (Figure 3). 

Fusion is regulated by proteins of the dynamin-related family of large GTPases: Mitofusin 1 

and 2 (MFN1 and MFN2), which regulate fusion of the OMM 120, whereas optic atrophy 1 

protein (OPA1) mediates fusion of the IMM (dependent on MFN1) 65, 121 (Figure 3). For OPA1 

it is known, that the protease-cleaved, soluble, OPA1-form (short OPA1; S-OPA1) is present 
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in the intermembrane space serving as a bridge to the unprocessed, membrane-bound OPA1 

(long OPA1; L-OPA1) 47. However, fusion depends on the balance between S- and L-OPA1 47. 

OPA1 is processed by several enzymes with the YME1 like 1 ATPase (YME1L1) as the key 

enzyme for generating S-OPA1 122. In addition to IMM fusion, OPA1 also regulates the 

formation, size and maintenance of cristae junctions 47. An aspect of the mitochondrial 

morphological shape that changes during apoptosis is OPA1-dependent cristae remodeling, 

whereby the neck of the cristae enlarges facilitating cytochrome c release 123-125. Another 

mechanism how OPA1 gets cleaved, is the hyperactivation of the OMA1 protease via 

accumulation of reactive oxygen species (ROS) 126, 127.  

Fission is regulated also by dynamin-related protein 1 (DRP1) 128, which translocates from the 

cytosol to the mitochondria, binding to its OMM receptors (mitochondrial dynamics protein of 

49 kDa and 51 kDa (MID49 and MID51), mitochondrial fission factor (MFF1) and mitochondrial 

fission 1 protein (FIS1) 129-131 (Figure 3). Resulting from this binding, DRP1 oligomerizes and 

drives membrane scission 47, 132. The translocation of DRP1 to the mitochondria is regulated 

by two mechanisms: (i) Phosphorylation of Ser637 by protein kinase A (PKA), decreasing 

DRP1 GTPase activity 133, 134 (mediating mitochondrial elongation and fusion), (ii) 

dephosphorylation of Ser637 by the Ca2+-dependent phosphatase calcineurin (driving DRP1 

association to mitochondria and their subsequent fission) 135. In the process of fission, the IMM 

peptidase OMA1 processes OPA1, inducing mitochondrial fragmentation and  

dysfunction 136-138.  

Homeostasis of the mitochondrial network is closely interconnected with intrinsic mitochondria 

dependent apoptosis, since many studies showed the interplay between fusion and fission 

regulating proteins (MFN1, MFN2 and DRP1) with Bcl-2 family members (Bax, Bak, Bcl-XL and 

Bcl-2) 65, 139-141. Such an example is the SUMOylation of DRP1 by the mitochondria-associated 

SUMO E3 protein ligase (MAPL) 142, 143, which leads to the stabilization of DRP1 on the 

mitochondrial membrane and a colocalization with MFN2 and Bax (but not other mitochondria-

shaping proteins 47). This colocalization was associated with a block of fusion, which results in 

apoptotic mitochondrial fragmentation 144. Bax and Bak promote DRP1 stabilization at fission 

sites, blocking the translocation between cytosol and mitochondria, thereby ultimately inducing 

apoptotic fragmentation 145. During cell death, the modification of DRP1 also stabilizes contact 

sites between the Endoplasmic Reticulum (ER) and the mitochondria, building a stabilized 

functional network for cristae remodeling and cytochrome c release 65, 141, 146. In addition to that, 

the platform for the transmission of Ca2+ signals from ER to mitochondria is stabilized, by 

subsequent cristae remodeling and an amplification of cytochrome c release und enhanced 

mitochondrial apoptosis 141, 145 (Figure 3). Another example is that under normal conditions, 

Bax and Bak facilitate MFN2 oligomerization while under pro-apoptotic conditions, Bak 

dissociates from MFN2 and associates with MFN1. Moreover, under pro-apoptotic condition a 
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phosphorylation of MFN1 facilitates Bak oligomerization and subsequently cytochrome c 

release and the execution of intrinsic apoptosis 65, 147. Besides the regulation of IMM and OMM 

structures, the mitochondrial cristae remodeling is of importance since it plays a major role in 

the release of cytochrome c during MOMP 148. 

1.3.2 Interactions with other organelles – ER-mitochondria interactions 

The ER is an interconnected network composed of the rough endoplasmic reticulum (RER) 

and the smooth endoplasmic reticulum (SER). The RER has ribosomes attached to its surface 

and is involved in protein synthesis and folding, whereas the SER is involved in metabolic 

processes 119. Protein synthesis takes place at the ribosomes and subsequent folding and 

modifications take place in the ER 149-151. The ER is involved in lipid and steroid synthesis, 

carbohydrate metabolism and functions as central Ca2+ storage of the cell 152-155. The 

extracellular Ca2+ concentration is ~2 mM, the typical cytosolic Ca2+ concentration is ~100 nM 

and in the ER lumen it is 100-800 µM 154, 156. Mitochondria are able to store Ca2+ in mM 

concentrations but Ca2+ homeostasis in mitochondria is distinctly regulated 154. The interaction 

between the ER and mitochondria was first discovered when ER membrane patches were 

biochemically isolated attached to OMM 157. These interactions between mitochondria-

associated ER membranes and the mitochondria themselves are termed mitochondria-ER-

contact-sites (MERCs) mediated by connecting protein bridges shown schematically in  

Figure 4 158, 159. Here, MFN2 acts as a key MERC since it localizes both on the ER membrane 

and the OMM with an ability to homo-oligomerize 47. MERCs are also the place where 

mitochondrial fission occurs. They are in close proximity to the smooth ER, which wraps around 

mitochondria. These MERCs permit transfer of Ca2+ to mitochondria, thereby activating DRP1-

independent IMM constriction, subsequent fission 160 and push mitochondrial apoptosis. 

Besides the regulation of fission, MERCs are involved in the exchange of lipids between the 

mitochondria and the ER 161. Interestingly, a disturbance or loss of lipid homeostasis at MERCs 

was shown to result in damage to mitochondrial network, meaning shortened cristae, 

mitochondrial hyperfusion and subsequent dysfunctional respiration 162. Besides ER-

mitochondria interactions, also plasma membrane-mitochondria interactions are involved in 

the regulation of Ca2+ influx from the extracellular space and found to be regulated by  

MFN2 163. 
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Figure 4 Key aspects of Calcium signaling in the Endoplasmic Reticulum and the mitochondria 
with links to unfolded protein response (UPR) and apoptosis induction. Membranes of the ER and 
mitochondria are linked at mitochondria associated membranes (MAMs) and mitochondria and ER 
contact sites (MERCs) via tethering proteins such as VDAC and inositol 1,4,5-trisphosphate receptor 
(IP3R) forming a complex via glucose-regulated protein 75 (GRP75), fetal and adult testis expressed 1 
(FATE1), the protein kinase RNA-like ER kinase (PERK) and MFN2. Generally, Ca2+ has to cross two 
membranes to enter the mitochondria. It passes the OMM via the non-selective channel VDAC and the 
IMM via more Ca2+ specific transporters such as H+/Ca2+ exchanger (mHCX), permeability transition 
pore (PTP), mitochondrial Ca2+ uniporter (MCU) or Na+/Ca2+ exchanger (NCLX) 164. Depicted here are 
the major UPR pathways initiated from the ER. Under ER stress PERK is activated and phosphorylates 
the eukaryotic translation initiation factor 2 subunit-α (eIF2α), leading to an overall reduction of mRNA 
translation. Under ER stress, activating transcription factor 4 (ATF4) gets translated, which promotes 
the transcription of UPR target genes involved in apoptosis such as Puma, Noxa and Bim. The RNase 
IRE1α leads to caspase-2 and -8 dependent or Bax/Bak dependent apoptosis through TRAF2–JUN N-
terminal kinase (JNK) signaling 165. Another stress induced ER response acts on SERCA pumps and 
gets signaled via p53 166. (The figure was created with Biorender.com according the information and 
figures in 164-166).  

Ca2+ homeostasis, ER stress and apoptosis 

Another possible trigger for MOMP induction is ER stress, which is also shown schematically 

in the upper right part of Figure 4. ER stress can be triggered by ROS, since they increase 

intracellular Ca2+ levels by acting on the activity of inositol triphosphate receptor (IP3R) of the 

ER, on Ca2+ channels and the sarco- and endoplasmic reticulum Ca2+-ATPase (SERCA 

pumps) on ER and sarcoplasmic reticulum (SR) 167. The main contribution of Ca2+ to apoptosis 

is taking place at the interface between ER and mitochondria, where an apoptotic 

mitochondrial Ca2+ overload leads to cristae remodeling that depends on the mPTP 141, 168, also 

referred to as a Ca2+ dependent high-conductance IMM channel, schematically drawn in Figure 
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4 47, 169. Cellular Ca2+ overload leads to membrane hyperpolarization, increase of intracellular 

ROS production by inhibition of the respiratory complexes followed by release of cytochrome 

c 169, 170. An impaired regulation of Ca2+ gradient decreases also the protein folding capacity of 

the ER, consequentially misfolded proteins accumulate in the ER lumen, a condition called ER 

stress, then the unfolded protein response (UPR) is induced as depicted in  

Figure 4 154, 171. The UPR integrates diverse pathways signaled by tumor antigen p53 (p53) 

apoptosis effector related to PMP-22 (PERP), activating transcription factor 6 (ATF6) and 

inositol-requiring enzyme 1 (IRE1) – if the stress prolongs or the adaptive response fails, 

apoptotic cell death will be triggered by these proteins 172. However, they do not directly cause 

cell death, they rather initiate the downstream activation of CHOP (known as growth-arrest- 

and DNA-damage-inducible gene 153 (GADD153)) or c-Jun N-terminal kinase (JNK), which 

further trigger cell death execution, as shown in Figure 4 172. For JNK, which is activated by 

IRE1α-TRAF2-ASK1 pathway of the UPR, it is known to regulate Bcl-2 proteins by 

phosphorylation. Moreover, JNK can target the BH3-only members of the Bcl-2 family, such 

as Puma, Noxa and Bim, which have been reported to be involved in ER stress 172. Taken 

together, JNK gets activated by ER stress and targets Bcl-2 proteins, allowing the activation 

of Bax/Bak leading to the execution of apoptosis, which is also shown in Figure 4 172. Another 

mechanism how Ca2+-dependent ER stress induces apoptosis was discovered recently. The 

regulation of the Ca2+ pump on the ER/SR – SERCA2 – modulates the sensitivity to apoptosis; 

its activity is regulated by the apoptosis modulator p53, which activates SERCA2 to promote 

Ca2+-dependent apoptosis 166. Furthermore, it was shown that PERP-SERCA2b interaction 

mediates apoptosis by mitochondrial Ca2+ overload 166, which is supported by the finding that 

PERP induces apoptosis via increased OMM permeability and cytochrome c release 173. 

1.4 Cell cycle  

This dissertation was introduced by the circle of life and death with a subsequent review of 

controlled cell death. In this chapter, other aspects of cellular life, namely proliferation and cell 

division, will be summarized with the main focus on cell cycle regulation. The cell cycle is a 

series of events that take place in a cell causing it to divide into two daughter cells. These 

events include DNA-replication, organelle-replication and the respective portioning of DNA, 

cytoplasm and organelles into two daughter cells by cell division 174. The cell cycle consists of 

four phases, the G1 phase, S phase and G2 phase (together called the interphase) and M 

phase, which consists of mitosis and cytokinesis 175, 176 (Figure 5). Cells that temporarily or 

reversibly stop dividing enter a state of quiescence called G0 phase. A brief description of each 

phase can be found in Table 1. The most important protein families involved in the cell cycle 

are (i) Cyclin-dependent kinases (CDKs; kinases that bind Cyclin-like proteins, responsible for 
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transition between cell cycle stages), (ii) the respective Cyclins, (iii) interconnected complexes 

containing transcription factors (E2F, B-MYB and Forkhead box protein M1 (FOXM1)), (iv) 

Aurora kinase family (controls chromatid segregation, formation of mitotic spindle and 

centrosome separation) and (v) kinases of the anaphase-promoting complex/cyclosome 

(APC/C; multiprotein E3 ubiquitin ligase complex targeting mitotic proteins for degradation and 

promoting anaphase) 47, 176. The expression of cell cycle regulators follows a periodic pattern 

that consists of two main waves, with maximum expression during transitions between the 

G1/S and G2/M phases (Figure 5). They are governed by a series of interconnected complexes 

containing transcription factors (E2F, B-MYB, FOXM1) and Rb tumor suppressors, which 

function as transcriptional repressors. These networks regulate each other by forming 

feedback loops and redundancies, with collectively creating an almost fail-save system for cell 

cycle progression 176.  

Table 1 Description of each cell phase in brief with the respective checkpoints. 

State Phase Description 
Resting G0 A phase where the cell has left the cycle and stopped dividing. 
Interphase G1 Cell growth. G1 checkpoint ensures that everything is ready for DNA 

synthesis. 
S DNA replication. 
G2 Growth and preparation for mitosis. G2 checkpoint ensures that everything is 

ready to enter M phase to divide. 
Cell 
division 

M Cell division occurs. Metaphase checkpoint ensures that cell is ready to 
complete cell division. 

 

A fundamental aspect of cancer is dysregulated cell cycle control. This control is mainly 

focused on two events: The replication of genomic DNA and its segregation between daughter 

cells 175. As Matthews et al. 175 reviewed extensively, cancer cells continue to divide because 

specific mutations allow the cell cycle to proceed and prevent the cell from exit. In consequence 

cancer cells depend on continuous cell division and many become increasingly dependent on 

remaining cell cycle control mechanisms preventing the excessive accumulation and 

propagation of genomic instability 175. First high-throughput screenings in 2002 identified genes 

periodically expressed in the human cell cycle (and expression in tumors). Based on their 

expression profiles during the cell cycle, these genes were classified as Cyclins 177. The 

progression of the cell cycle is propagated by the accumulation of CDK activity during inter- 

and M phase as drawn schematically in Figure 5. 

Regulation of the cell cycle involves processes which are crucial to survival, such as detection 

and repair of genetic damage as well as the prevention of uncontrolled division. Two key 

classes of regulatory molecules, Cyclins and CDKs determine a cell’s progress through the 

cell cycle 174, 178. Cyclins are the regulatory subunits and CDKs the catalytic subunits of an 

activated heterodimer. The Cyclins have no catalytic activity and CDKs are inactive in absence 

of their Cyclin partner 174. Briefly, Cyclins accumulate in specific stages of the cell cycle and 
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this process is regulated by transcription and inhibition of protein degradation. Whereas in turn, 

this transcription is regulated by CDK activity and this regulatory network establishes an 

interdependence that guarantees that cell cycle progression follows a sequential and 

unidirectional pattern 175, 179, 180. In more detail, in pre-replicative G1, CDK activity is needed to 

initiate DNA replication; whereas in the post-replicative G2, CDK activity is needed to prepare 

for chromosome segregation (initiation of condensation, permeabilization of nuclear envelope 

and alignment of replicated chromosomal DNA). The complex responsible for the inactivation 

of CDKs is the anaphase-promoting complex/cyclosome (APC/CCDC20) 175, 181. The degradation 

of Cyclins and a return to interphase occurs when this activity is lost through APC/C in 

association with the activator protein CDC20 (APC/CCDC20) during mitosis and subsequently 

with CDH1 (APC/CCDH1) during G1. To prevent cell cycle exit, accumulation of  

CDK4/6/Cyclin D is necessary for entry into the cell cycle (Figure 5). S phase entry and 

replication initiation are tightly dependent on the activity of the E2F-transcriptional network and 

their dimerization partner proteins 182. The E2F family is composed of transcriptional E2F 

members (E2F-1, E2F-2, E2F-3A) or members with repression-activity (E2F-3B, -4, -5, -6, -7, 

-8), which is reviewed extensively in 182. Upstream, this network is regulated by the MAPK 

pathway (composed of RAS-RAF-MEK-ERK), which acts together with the transcriptional 

regulator myc, controlling expression of positive cell cycle regulators. Subsequently, this 

growth signal and mitogen dependent signaling acts on CDK activity by antagonizing CDK 

inhibitor activity and thereby mediating E2F-dependent transcription 175, 182. E2F-dependent 

transcription leads to the accumulation of Cyclin E and A, creating a decision point to enter S 

phase (Figure 5). CDK2/Cyclin E activity further activates E2F-dependent transcription, 

resulting in an increase in CDK2/Cyclin E and CDK2/Cyclin A activity through a positive 

feedback loop. The subsequent increase in CDK2/Cyclin A activity initiates replication and 

entry into S phase by inactivating APC/CCDH1 activity. Post S phase completion, the increase 

of CDK1/Cyclin A/B activity drives mitotic entry (Figure 5), allowing APC/CCDC20 activation, 

which is necessary for mitotic exit and targeted degradation of Cyclins in order to complete a 

full cycle 175. After each division, the daughter cell begins a new cycle with the interphase. 

However, the CDKs get activated by binding to their Cyclin partner in order to phosphorylate 

their target proteins, e.g.: RNA polymerase II (RNA pol II) or retinoblastoma protein (Rb) as 

shown in Figure 5. The E2F suppressor Rb has a major role in the cell cycle, especially in the 

decision to re-enter a new cycle 183, 184 and this role through the cell cycle is summarized in the 

following. Rb was the first tumor suppressor to be identified and is absent in one-third of all 

human cancers 185, 186. This protein exists mainly in two major forms of phosphorylation state, 

CDK4/6/Cyclin D can monophosphorylate Rb on any of 14 known phosphosites, whereas 

CDK1 and CDK2 are the main contributors to the multi- or hyperphosphorylation of Rb as 

shown in Figure 5 176, 187. 
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Figure 5 CDK activity and periodic expression of Cyclins are the main regulators of cell cycle 
progression and act via phosphorylations on key mediators of the cell cycle. The cell cycle is 
separated in G1, S, G2 and M phase, the depicted CDKs in complex with their Cyclin binding partners 
mediate progression of the cell cycle by phosphorylating their downstream targets. These downstream 
targets are for example RNA polymerase II (RNA pol II) or retinoblastoma protein (Rb), which get 
phosphorylated by different CDK/Cyclin complexes: CDK9/Cyclin T phosphorylates RNA pol II at Ser2 
in G1 to initiate transcription, whereas CDK1/Cyclin B phosphorylates RNA pol II at Ser5 in M to inhibit 
transcription. The Rb protein is the main regulator protein for gene expression, since it suppresses in its 
hypo- or mono-phosphorylated form in a complex with the transcription factor DP, E2F-dependent gene 
expression during G1. This complex dissociates from E2F regulated genes, as soon as Rb gets 
phosphorylated by CDK4/6/Cyclin D on Ser249/Thr252, further phosphorylations take action on the 
protein such as CDK2/Cyclin E in early S phase on Thr821 or CDK2/Cyclin A in late S-/G2 phase on 
Ser612 and many more, since the Rb protein has in total 14 in vivo CDK phosphorylation sites 188. (This 
figure was created with Biorender.com according to figures in 175, 189-195). 

G1-phase  

The different phosphorylation states of Rb decipher its activity and role in progression of the 

cell cycle. Rb is hypophosphorylated during G0 and early G1 and this hypophosphorylated form 

binds and thereby inhibits E2F (Figure 5). In pre-replicative G1, Rb holds E2F-dependent 

transcription in an inactive state. The phosphorylation of Rb is regulated by CDKs (1, 2 and 

4/6), inactivates Rb which leads to the dissociation from E2F genes thereby allowing activated 

E2F-dependent transcription (Figure 5). An important example for an E2F-dependent gene, is 

Cyclin E, since its expression leads to an increase in overall CDK activity 175. Increased CDK 

activity then in turn induces further phosphorylation of Rb, which leads to the complete 

inactivation of Rb with its E2F inhibitory function and thus to the full expression of E2F-

dependent genes. Examples for E2F-dependent genes are the Cyclins, DNA replication factors 
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such as DNA polymerase, DNA ligase and MCM proteins (involved in DNA synthesis), DNA 

repair genes like DNA repair protein RAD51 homolog 1 ((RAD51); required for homologous 

recombination) and apoptosis regulators such as Bax 181. In G1 phase, CDK4 and CDK6 are 

the primary CDKs promoting the transition from G1 to S phase 175, 181. In G1 the cell fulfills its 

normal functions with some exemplary key events: Protein synthesis for growth, mitochondria 

and ribosome duplication in order to support growth, cell growth itself by increase in size, 

nutrient and energy accumulation to support upcoming S phase; and checkpoint control 

(referred to as restriction checkpoint) to ensure that the conditions are favorable to enter S 

phase and perform DNA replication and finally cell division 181 (Figure 5).  

S-phase  

The feedback loop created in G1, allows to enter S phase with the increase of Cyclin E- and A-

dependent CDK activity and following initiation of DNA replication 175, 196. Along with S phase 

goes the replication of DNA, which depends on CDK2/Cyclin A activity. Here, CDK activity also 

has the role in ensuring a replication of the genome, especially only one per cell cycle 175. Thus, 

the sequential phosphorylation as shown in Figure 5 inactivating the Rb suppressor activity 

allows cell cycle progression. At the end of S phase, Cyclin A replaces Cyclin E by forming a 

new complex with CDK2, then Cyclin E is degraded 191. The CDK2/Cyclin A complex is 

responsible for the termination of S phase, driving the transition from S phase to G2, with 

subsequent activation of CDK1 by Cyclin A leading the cell to enter the transition to M 

phase 191. 

G2-phase  

During G2, the cell continues to grow and prepares for division. Moreover, the cell checks 

successful DNA replication in S phase, synthesizes proteins needed for division, duplicates 

organelles and grows in preparation for division 181. CDK1 activity leads to the condensation 

of chromosomes, the assembly of the mitotic spindle and the breakdown of the nuclear 

envelope 197.  

Mitosis  

The decision to enter mitosis is mainly regulated by CDK1 and its activity is linked to Cyclin A 

or B, which accumulate in S phase (extensively reviewed in 198). The entry into mitosis takes 

place once a threshold for CDK1 activity is reached, then mitosis is activated by CDK1-

mediated phosphorylation of thousands of substrates (listed in 199-201). A wave of mitotic 

phosphorylation (mediated by activation of serine/threonine-protein kinase 1 (PLK1), Aurora A 

and B) activates structural changes and primes the cell for DNA separation and division 199, 202. 

The main CDK regulating mitosis is the CDK1/Cyclin B complex and with decreasing levels of 

Cyclin B, the CDK activity simultaneously going down, which effectively prepares the cell for 

pre-replicative G1 again 175.  
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The genomic integrity and cell cycle progression is safeguarded by cell cycle checkpoints that 

monitor and regulate the progress and success of each phase in the cell cycle at several stages 
203. They prevent progression of the cycle at a specific point, allowing verification of necessary 

phase processes and DNA-damage repair, respectively. There are several checkpoints to 

ensure that damaged or incomplete DNA is not passed on to daughter cells. Three main 

checkpoints exist: G1/S, G2/M and M checkpoint as depicted in Figure 5 (another one is G0 

where maturity is checked). During interphase, DNA damage is monitored as well as a loss of 

replication fork integrity in S phase and in M phase the cell is checked for correct spindle 

assembly 175. In the following the cell's response to DNA damage and replication stress will be 

reviewed, whereas the different types of DNA damage and mechanisms for DNA damage 

responses are introduced afterwards in detail. 

Checkpoints 

Regardless of the type of DNA stress that a cell experiences, its response at checkpoints is to 

decelerate the cell cycle by inhibiting CDKs and the APC/C complex. The DNA damage 

checkpoint gets activated upon double strand breaks (DSBs) in the DNA, subsequently the 

checkpoint kinases ataxia telangiectasia mutated (ATM) and checkpoint kinase 2 (CHK2) block 

propagation of the cycle. The time of error, in the beginning or ending of S phase, determines 

which of the proteins blocks the cell cycle progression. In the beginning of S phase, p53 and 

p21 lead to inhibition of CDK/Cyclin E/A blocking replication initiation. At the end of S phase, 

ATM acts via CHK2 on the phosphatase cell division control 25 (CDC25) acting on 

CDK1/Cyclin B resulting in block of mitotic entry during S phase and G2. If damage like single 

strand breaks (SSBs) occurs during S phase/replication, the replication checkpoint gets 

activated mediated by ataxia telangiectasia and Rad3-related protein (ATR) and checkpoint 

kinase 1 (CHK1). These two checkpoint kinases act downstream on CDK1/2/Cyclin A/B 

activity, blocking mitotic entry 175.  

However, the severity of the damage mediates the cells destiny. A threshold of what is too 

severe is depending on the environment and also on the cell type. In S and G2 phase, a long-

term cell cycle arrest results in an irreversible cell cycle arrest finalized in senescence or 

apoptosis. In G1 phase, if the cell does not exit the cell cycle and activates the apoptosis 

cascade, the cell either enters the reversible cell cycle arrest, called quiescence, or irreversible 

arrest ending up as senescent cell 175, 204, 205. 

1.5 DNA- and RNA-Damage 

On a daily basis, we are exposed in our life to endo- and exogenous DNA-damaging stimuli, 

which, if left unrepaired, cause genomic instability as these errors are perpetuated over 
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subsequent cellular divisions 206, 207. Approximately 105 spontaneous DNA lesions are 

generated daily in the mammalian genome 208. First, exemplary endogenous sources of DNA 

damage are ROS or NOS (nitric oxygen species) originating from OXPHOS, endogenous 

alkylating agents, byproducts of lipid peroxidation, metabolites such as estrogen, free 

cholesterol or reactive carbonyl species, also spontaneous hydrolysis, oxidation and non-

enzymatic methylation of DNA 207, 209, 210. Second, exemplary exogenous sources of DNA 

damage are ultraviolet (UV) light, ionizing radiation (IR), genotoxic chemicals such as 

benzo[α]pyrene, Aflatoxin B1, Cisplatin, Etoposide, Mitomycin C (full list in 211) and more which 

are used as chemotherapeutics 207, 212. 

If the DNA damage remains unrepaired, mutations occur resulting in carcinogenesis, 

senescence or cell death. More detailed, these mutations can cause transcription- or 

replication-blocks, they alter the epigenetic landscape of the cell and induce cell cycle 

dysregulation. Depending on the type of DNA damage, different phenotypes and subsequent 

different repair mechanisms get activated 207 (drawn schematically in Figure 7). The 

maintenance of genomic stability has highest priority, therefore the cell focuses on activating 

signaling pathways depending on the type of lesion and repair mechanisms: DSB, SSB, inter-

strand crosslinks (ICL), activation of damage-sensing proteins and signaling kinases by 

phosphorylation, activation and recruitment of repair proteins to lesion areas, cell cycle 

checkpoints and the activation of either senescence or apoptosis 207, 213.  

In the following the DNA damage response (DDR) and DNA repair pathways (DRP) will be 

summarized. This signaling route consists of proteins that are divided in damage-sensing, 

response-mediating, and transducing-proteins enabling downstream signaling of effector 

proteins 207. IR, chemotherapy and free radicals are known to cause DSBs 214 and they are 

considered to be the greatest threat to genomic stability of the healthy cell 215. Two repair 

pathways exist for DSBs: Homologous recombination (HR), which is less efficient and less 

error-prone and non-homologous end-joining (NHEJ), which is more efficient but more error-

prone 216, 217, both pathways will be introduced in the following.  

DSB repair 

NHEJ occurs during G1 phase of the cell cycle and repairs lesions by combining free ends. 

Activation of NHEJ requires the recruitment of the phosphatidylinositol 3-kinase (PI3K)-like 

kinases (PIKKs) like ATM and the DNA-PK to the sites of DSBs, inducing the phosphorylation 

of the histone variant H2A.X (γh2ax) next to the DSBs, building γh2ax DNA damage  

foci 207, 218, 219. The phosphorylation of γh2ax is used in research as a central marker for DDR 

signaling. Subsequent, the PIKK-dependent phosphorylation of checkpoint kinases, such as 

checkpoint kinase 1 and/or 2 (CHK1, CHK2) and p53 mediates the overall cellular response, 

including cell cycle arrest and upregulation of genes associated with repair 220-222, inducing 
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cellular senescence or apoptosis 223 (Figure 6). Following PIKK activation, γh2ax gets 

polyubiquitinated and p53-binding protein 1 (53BP1) is recruited to the ubiquitin modifications 

on γh2ax, where 53BP1 then facilitates NHEJ or once it’s removed, HR is facilitated 224-226. A 

well characterized key mediator of DNA damage is p53, it is known to induce expression of a 

wide array of death effectors and these p53-inducible genes were shown to contribute to 

induction of both apoptosis pathways, the extrinsic death-receptor pathway and the intrinsic 

mitochondria dependent pathway 223 (Figure 6). Depending on the phosphorylation state of 

p53, the decision for either pro-survival or pro-apoptosis, is taken 223. 

 

Figure 6 Overview of p53 activation, regulation and transcriptional signaling.Cellular stress 
signals such as DNA damage, hypoxia, oxidative or ribosomal stress, oncogene activation and telomere 
erosion lead to the activation of p53. For example, via the sensor proteins ATM and ATR, which then 
phosphorylate the checkpoint kinases CHK1 or CHK2. These kinases phosphorylate and activate p53, 
leading to its stabilization and oligomerization. The stability of p53 is regulated by MDM2. The multi-step 
regulation of p53 activation defines output on target gene transcription and the cells response to diverse 
stressors 227. (This figure was created with Biorender.com according to figures in 215, 227). 

Moreover, p53 was shown to activate expression of genes that also inhibit survival signaling 

and is involved in mitochondrial cytochrome c and SMAC release 228. Exemplary pathways that 

are p53-induced are nicely illustrated in 223 and briefly summarized: (i) DR-pathways: DR5 and 

CD95 (ii) Inhibition of survival signaling occurs via insulin-like growth factor 3 (IGF), binding 

protein 3 (BP3) and phosphatase and tensin homolog (PTEN) (iii) mitochondrial pathways: 

Apaf-1, Bax, Noxa, Puma 223. 

Another mechanism of DNA damage repair of DSBs is HR (Figure 7), which occurs during G2 

and S phase of the cell cycle and a sister chromatid is needed as template for correct alignment 

and annealing of the DSBs during HR. For the phosphorylation of γh2ax, the PIKK protein ATR 

is needed and recruits key proteins such as breast cancer type 1 susceptibility protein 1 and 2 

(BRCA1 and BRCA2) to the replication fork to perform HR 207, 229. The various inducers of DNA 
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damage, with the different types of DNA damage and the subsequent repair mechanisms are 

shown in Figure 7. 

 

Figure 7 Common causes of DNA damage with the respective DNA repair mechanisms. A variety 
of cellular stressors such as ionizing radiation, chemotherapeutics, oxygen radicals, polycyclic aromatic 
hydrocarbons, UV light or replication stress can induce DNA damage in cells, represented by the 
symbols shown in red. The respective kinds of DNA damage are double-strand breaks (DSBs), single-
strand breaks (SSBs)/ single-base damage, bulky adducts or interstrand crosslinks (CL) or base 
mismatches. The lower panel summarizes the specific DNA repair pathways that are instigated to repair 
the damages shown above the respective pathway. DSBs are repaired either via homologous 
recombination (HR), where the gene is corrected or inserted by recombination, or by non-homologous 
end-joining (NHEJ), where nucleotides are deleted or added into the damaged gene, resulting in a gene 
disruption and mutation. Base excision repair (BER) repairs SSBs in the DNA backbone. Nucleotide 
excision repair (NER) removes bulky lesions from the DNA strand. Mismatch mediated repair (MMR) 
corrects base mismatches or replication errors 214. (This figure was created with Biorender.com 
according to figures in 206, 214, 230). 

Nucleotide excision repair and base excision repair 

One repair pathway for SSBs is the nucleotide excision repair (NER) pathway (Figure 7). NER 

has broad substrate specificity and takes care of lesions (SSBs) caused by UV light, crosslinks, 

and oxidized bases or chemical-induced DNA adducts 231. The NER pathway reacts to distinct 

types of DNA lesions: (i) The transcription-coupled NER (TC-NER) exclusively repairs lesions 

on single-stranded DNA templates during transcription and obliges the recruitment of the 

proteins Cockayne Syndrome A and B to the stalled RNA polymerase II at lesion sites 207, 232-

234. (ii) The general-genome NER (GG-NER) responds to genome-wide DNA damage which is 

recognized by the protein group of xeroderma pigmentosum C (XP)/ Human Homolog of 



Introduction  
 

24 

Rad23 B (XPC/HHR23B) complex 207, 235. Another mechanism which recognizes and repairs 

SSBs is the base excision repair (BER) (Figure 7) and it also responds to DNA damage 

originating from cellular metabolism such as damaged nucleotide bases induced by ROS, 

methylation, hydroxylation or deamination 207, 236, 237. 

Mismatch repair 

The mismatch repair (MMR) system removes biosynthetic errors from newly synthesized DNA 

caused by DNA polymerase, such as wrong base-pairing or in-frame deletions caused by 

polymerase misincorporation errors between heteroallelic DNAs and chemical damage to 

nucleotides 238, 239 (Figure 7). To ensure correct replication, mismatches are repaired by a 

protein complex comprising the proliferating cell nuclear antigen (PCNA) ring protein 240, MutS 

Homolog proteins 2, 3 and/or 6 (MSH2, MSH3 and/or MSH6), MutL Homolog 1 (MLH1), 

exonuclease 1 (Exo1) and DNA polymerase forming the MMR assembly complex 239, 240. 

Interstrand crosslink repair 

To perform interstrand crosslink repair (ICR), a multitude of proteins are required, since this 

repair mechanism connects crosslinks between two strands, leading to roadblocks for 

replication and transcription, inducing replication and/or transcription-stress 241, 242 (Figure 7). 

Interstrand DNA crosslinks are formed in presence of bifunctional alkylating agents 243-246. It 

was shown, that ICR-inducing agents introduce DSBs in S-phase cells associated with DNA 

replication forks 247-249, which are repaired predominantly by HR and not NHEJ 248, 250. In 

summary, many proteins of NER, HR, structure-specific endonucleases, translesion DNA 

synthesis and factors responsible for Fanconi anemia (FA) are involved in ICR 207. 

RNA-damage 

Additional to DNA damage there exists a role of RNA in DNA DSB repair and also RNA  

damage 251. A growing body of evidence suggests that RNA has a major impact in the repair 

of DNA damage through up to now unsolved pathways 251-259. It is believed, that understanding 

the contribution of RNA to DDR will provide new insights into genome maintenance, since an 

emerging role of transcription, RNA-interacting and processing proteins and the RNA itself in 

the repair of DNA is becoming increasingly evident 251, 260-263. To understand RNA-dependent 

DNA repair (RDDR) mechanisms could lead to the development of novel treatment strategies 

in cancer research, considering the recent emergence of RNA therapies such as for triple-

negative breast cancer 264, lung cancer 265 and rare metabolic diseases 251, 266-269. The novel 

role for RNA in the DNA damage signaling is that RNA pol II is recruited to DSBs, where it 

synthesizes damage-induced long non-coding RNAs (dilncRNAs) 270, 271. To promote DDR 

signaling, these dilncRNAs are processed to generate DNA damage response RNAs 

(DDRNAs) 254, 261, 270-273. The different types of RNA and their structure are schematically shown 

in Figure 8 with a form of RNA damage, the RNA loop formation. 
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Figure 8 Different types of RNA with their secondary structure and the formation of R-loops. 
Different types of RNA are produced in a cell with various functions and secondary structure. Similar to 
DNA, also RNA can be damaged, upon different stimuli, such as replication stress, also during DNA 
damage, replication fork collapse or dysfunctions of RNA pol II. As response, R-loops are formed, where 
partially un-annealed double stranded DNA allows complementary single stranded RNA to anneal 
partially. These loops can be removed by helicases, topoisomerases or RNases. Upon DSBs, RNA pol 
II and the MRN complex get recruited to the damaged sites, where dsRNA and dilncRNA get 
synthesized, recruiting DICER and DROSHA which then enhance the recruitment of DDR factors like 
53BP1 and ATM. (This figure was created with Biorender.com according to figures in 251, 254, 261, 270, 274). 

It was proposed by several groups, that the endoribonucleases DICER and DROSHA promote 

DDR activation by generating small non-coding RNAs (sncRNA) with the sequence of the DNA 

site of the DSB 253-255, 275, 276. Following the DDR, ATM phosphorylates the KH-type splicing 

regulatory protein (KSRP) 277, which is a multifunctional RNA-binding protein that interacts with 

DICER and DROSHA 273, 278, 279. Next in the DNA damage response, RNA pol II is recruited to 

DSBs, binds to MRE11-RAD50-NBS1 (MRN) complex and synthesizes dilncRNAs from and 

towards DNA ends 270. Thereby the dilncRNAs act as DDRNA precursor and DDRNA recruiter 

through RNA-RNA pairing 270 (Figure 8). The MRN complex plays a major role in sensing and 

repairing DNA damage. Mutations in any of this complex members lead to hypersensitivity to 

genotoxic agents and predisposition to malignancy 280. MRN triggers cell cycle checkpoint 

response via its interaction with ATM and ATR 281. The data showed, that dilncRNAs together 

with DDRNAs drive DDR foci formation and that they associate with 53BP1 270. Subsequently, 

an inhibition of the RNA pol II prevents DDRNA recruitment, DDR activation and DNA damage 

repair 270.  

R-Loops 

An RNA:DNA hybrid interactome study showed a strong correlation between RNA-processing 

proteins and R-loops (composed of RNA:DNA hybrids and a single strand of DNA) 282 and that 

RNA:DNA hybrids directly connect RNA- and DNA-related processes, such as contribution of 

RNA species to DNA repair 258, 259, 272 (Figure 8). DilncRNAs get transcribed from damaged 
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DNA ends and thereby contribute to DDR signaling and repair by HR 272. The dilncRNAs are 

involved in the recruitment of BRCA1, BRCA2 and RAD51 during HR without affecting DNA-

end resection 272. In detail, during S/G2-phase the dilncRNAs pair with resected DNA ends and 

form RNA:DNA hybrids, which get recognized by BRCA1 and BRCA2. These RNA:DNA 

hybrids mediate the recruitment of RNAse H2 to induce their degradation, ensuring efficient 

HR-mediated repair 272. This study also showed, that the production of dilncRNAs is dependent 

on RNA pol II 261, 271 and that RNA:DNA hybrid accumulation at the damaged site is dependent 

on RNA pol II 272. Additionally, lncRNAs can also acts as indirect regulators of DNA repair, a 

list of lncRNAs and their functions in DNA repair can be found in 283. However, R-loops do not 

cause genome instability directly 284 and their involvement in DNA repair is now increasingly 

investigated to preserve genomic stability 258, 274, 285. The concept of RNA-dependent DNA 

repair has the potential to develop novel RNA therapeutic strategies in cancer.  

1.6 Cancer metabolism 

The processes of regulated cell death, sustained proliferation, cell division and DNA damage/ 

repair are all dependent on a functional cellular metabolism, since these processes are ATP-

dependent. Thus in the following chapter, the cell's pathways of energy production as 

glycolysis, Krebs cycle and mitochondrial respiration will be reviewed. The utilization of 

carbohydrates, proteins and fats to synthesize energy is a process of cellular metabolism that 

occurs in both normal cells and cancer cells 286. Especially, the alteration of anabolic or 

biosynthetic pathways is important for cancer metabolism since their manipulation enables 

cancer cells to produce substrates essential for enhanced division, proliferation and tumor 

growth. Generally, simple nutrients such as amino acids and glucose are imported into the cell. 

There, the conversion into usable intermediates via key metabolic pathways such as 

glycolysis, tricarboxylic acid (TCA) cycle, pentose-phosphate pathway (PPP) and non-

essential amino acid synthesis takes place in addition to the formation of macromolecules via 

ATP-dependent processes 287. The substrates can be grouped in lipids, proteins and nucleic 

acids 287. The following chapter introduces the metabolic processes glycolysis and pyruvate 

oxidation, metabolization of fatty acids through fatty acid β-oxidation and the function of the 

electron transport chain, whereas detailed macromolecule synthesis and amino acid 

processing through oxidative deamination and transamination can be found in other 

sources 287-289. 
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1.6.1 Glycolysis 

The oldest metabolic pathway that provides the cell with energy in form of ATP is glycolysis. 

Glycolysis was first investigated by Louis Pasteur around 1800, after decades of research it 

was fully elucidated with the complete pathway proposed by Embden, Meyerhof and Parnas 

in the 1940s 290, 291. In general, there exist three glucose metabolism processes, glycolysis 

(anaerob), complete oxidation (aerob) and the PPP 292. Glycolysis takes place in the cytosol 

without the need for oxygen, where glucose is converted into pyruvate and thereby ATP is 

produced. In sum, 10 steps catalyzed by 10 enzymes are involved in this process: Hexokinase 

(HK), glucose-6-phosphate isomerase (PGI), phosphofructokinase-1 (PFK), fructose-

biphosphate aldolase (ALDO), triosephosphate isomerase (TPI), glyceraldehyde-3-phosphate 

dehydrogenase (GAPDH), phosphoglycerate kinase (PGK), phosphoglycerate mutase (PGM), 

phosphopyruvate hydratase (enolase) (ENO) and pyruvate kinase (PK) 292 (Figure 9). In normal 

cells, two molecules ATP are utilized and four ATP generated. Oxidizing glucose yields around 

30-32 ATP molecules theoretically, originating two molecules from glycolysis 293. Besides ATP, 

glycolysis produces many relevant molecules for other metabolic processes, for example 

glucose-6-phosphate (G-6-P) can enter the PPP producing pentose sugars and NADPH for 

the synthesis of fatty acids and cholesterol 294, pyruvate, which gets transported into the 

mitochondria for the subsequent incorporation into the TCA cycle 295. G-6-P serves as starting 

point for glycogen and also lipid synthesis, since glucose-3-phosphate (G-3-P) produces 

glycerol used for the production of triglycerides and phospholipids 294. Finally, the main 

regulators of glycolysis in cancer are HK, PFK and PK which are reviewed extensively in 292. 

How glycolysis dysregulation in cancer can be targeted with therapies can be found in 1.7.4 

Deregulating cellular metabolism. An overview about the main metabolic pathways contributing 

to ATP production is schematically drawn in Figure 9 and shows glycolysis, the electron 

transport chain coupled to oxidative phosphorylation and the Krebs cycle. 
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Figure 9 The main metabolic pathways procuring energy in the cell are glycolysis, the electron 
transport chain (ETC) coupled to oxidative phosphorylation (OXPHOS) and the Krebs cycle 
(tricarboxylic acid (TCA) cycle).Glycolysis takes place in the cytosol, where glucose is converted into 
pyruvate and thereby ATP is produced. In sum, 10 steps catalyzed by 10 enzymes are involved in this 
process: Hexokinase (HK), glucose-6-phosphate isomerase (PGI), phosphofructokinase-1 (PFK), 
fructose-biphosphate aldolase (ALDO), triosephosphate isomerase (TPI), glyceraldehyde-3-phosphate 
dehydrogenase (GAPDH), phosphoglycerate kinase (PGK), phosphoglycerate mutase (PGM), 
phosphopyruvate hydratase (enolase) (ENO) and pyruvate kinase (PK). Glycolysis produces relevant 
molecules for other metabolic processes, like pyruvate, which gets transported into the mitochondria for 
the subsequent incorporation as acetyl-CoA into the TCA cycle. The TCA takes place mainly in the 
mitochondrial matrix and consists of eight enzymes. The only enzyme participating in ETC, which is 
associated with the IMM is the succinate dehydrogenase. The TCA is supplied with pyruvate from 
glycolysis and once pyruvate is transported into the mitochondria, it gets converted to acetyl-CoA and 
CO2, with each molecule of acetyl-CoA yielding 12 ATP molecules 295. The electron transport chain 
(ETC) is located in the IMM with its main function to generate ATP via the transfer of electrons leading 
to and coupled with an electrochemical proton gradient driving ATP synthesis via oxidative 
phosphorylation (OXPHOS). The ETC is composed of four protein complexes (I-IV) and two electron 
carriers (coenzyme Q and cytochrome c), and the ATP synthase is (complex V). (This figure was created 
with Biorender.com according to information and figures in 286, 287, 296, 297). 

1.6.2 TCA cycle  

Closely connected to glycolysis is the tricarboxylic acid (TCA) cycle, which is also known as 

Krebs cycle or citric acid cycle that takes place in the mitochondria. Hans Adolf Krebs 

discovered this pathway in 1937 and marked a milestone in biochemistry 298. The TCA cycle 

consists of eight enzymes, with all of them being present in the mitochondrial matrix except for 

succinate dehydrogenase, which is associated with the IMM and participates in the ETC. The 

TCA is supplied with pyruvate from glycolysis and once pyruvate is transported into the 
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mitochondria, it gets converted to acetyl-CoA and CO2, with each molecule of acetyl-CoA 

yielding 12 ATP molecules 295. In detail, acetyl-CoA undergoes oxidation to CO2 in eight steps 

and the reactions yield NADH+H+, FADH2 and GTP 295 (Figure 9). Finally, NADH+H+ and 

FADH2 are provided for the ETC complex I (NADH dehydrogenase) and complex II (succinate 

dehydrogenase) 295, 297, 299. Regulation of the TCA cycle is performed through three enzymatic 

reactions by citrate synthase, isocitrate dehydrogenase and α-ketoglutarate dehydrogenase, 

whereas the availability of substrates like NAD+ and FAD also control the cycle 295. However, 

a continual interplay between glycolysis, TCA and OXPHOS is crucial to maintain the cells in 

a stable equilibrium ensuring continuous energy supply.  

1.6.3 Electron transport chain and OXPHOS 

The mitochondrion was initially branded in 1957 by Peter Siekevitz the ‘powerhouse’ of the  

cell 300. Peter Mitchell stated in the chemi-osmotic theory in 1961 301 that substrate oxidation 

and the resulting electrons are linked to ATP synthesis coupled in mitochondrial ETC 302. Later 

in 1966, Jensen reported that mitochondria generate ROS as a byproduct of cellular 

respiration 303. It is now widely recognized that mitochondria, as highly dynamic organelles, 

play a significant role in maintaining cellular homeostasis by producing ROS for intracellular 

signaling and ensuring a continuous supply of ATP 286. Mitochondrial ATP generation and ROS 

production are linked through function of the ETC 286.  

As already introduced in the first chapter, the ETC is a process that occurs in the IMM in order 

to generate ATP (Figure 9). The ETC is a series of electron transfer reactions in which electrons 

are passed along a chain of protein complexes and co-factors, ultimately leading to the 

generation of an electrochemical proton gradient across the membrane. The process of 

electron transfer is coupled to the pumping of protons from the mitochondrial matrix to the IMS, 

creating a gradient of protons that is then used to drive ATP synthesis via an ATP synthase. 

The ETC is composed of four protein complexes (I-IV) and two electron carriers (coenzyme Q 

and cytochrome c), where the ATP synthase is commonly referred to as complex V. 

Mitochondrial respiration via the ETC involves the transfer of electrons from NADH and FADH2 

to oxygen (O2), which is the final electron acceptor, byproduct of the ETC and reason for the 

name ‘mitochondrial respiration’ 286, 288, 289, 302. The function and structure of each complex will 

be introduced in the following. 

Complex I 

The NADH-ubiquinone oxidoreductase - complex I - transfers electrons from matrix NADH to 

ubiquinone. Structural analysis showed that complex I has two domains, a matrix arm 

protruding into the matrix and an inner arm which is embedded in the inner membrane 304. A 

series of co-factors, including flavin mononucleotide (FMN) and seven iron-sulfur (FeS) 
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clusters with varying potential, facilitate the transfer of electrons from NADH (produced in TCA) 

to ubiquinone (CoQ) in complex I. This transfer process, known as the Q cycle, leads to the 

reduction of CoQ to ubiquinol (QH2) while also triggering the movement of protons from the 

matrix to the IMS via complex I 286, 304-306.  

Complex II 

The succinate dehydrogenase – complex II – is part of the ETC and also a component of TCA 

cycle, OXPHOS and metabolism. In the TCA, complex II catalyzes the oxidation of succinate 

to fumarate 295. In the ETC, complex II is another entry complex for electrons, transferring them 

from succinate to coenzyme Q via iron-sulfur clusters. Structurally, complex II consists of two 

subunits. First is composed of two membrane-integrated proteins serving as anchor to the 

inner membrane, which additionally contain the coenzyme Q binding site. Second is composed 

of two subunits located on the matrix of the IMM, containing a succinate binding site, iron-sulfur 

cluster and a flavoprotein bound to FAD. With receiving electrons from succinate, FAD is 

reduced to FADH2, which then transfers the electrons to the iron-sulfur clusters. Subsequently 

coenzyme Q obtains electrons from the FeS cluster and gets reduced to QH2 302, 307-310. 

Complex III 

The coenzyme Q-cytochrome c reductase – complex III – transfers electrons carried by QH2 

to cytochrome c. Structurally, complex III has a dimeric structure with each monomer consisting 

of 11 subunits 311. The catalytically active subunits are cytochrome b, cytochrome c, an iron-

sulfur cluster enveloped by an iron-sulfur protein 312. Two coenzyme Q binding sites are 

embedded in the IMM and located on both ends of cytochrome b. The QH2 oxidation site (QO) 

is situated at the cytoplasmic side, while the Q-reduction site (Qi) is located on the matrix 

side 313. The electron transport process begins in complex III at QH2 being oxidized to 

ubisemiquinone (QH-) after an electron is transferred to the iron-sulfur cluster with the 

subsequent release of two protons into the IMS 314. The iron-sulfur cluster transfers this 

electron to cytochrome c and the reductive QH- transfers the second electron to cytochrome b. 

The reduced cytochrome b then transfers this electron to coenzyme Q. To complete the Q-

cycle, the second QH2 is oxidized while releasing the two other protons. Similarly, one electron 

is transferred to the iron-sulfur cluster, while the other is transferred to cytochrome b and then 

QH- to produce QH2 286, 302, 310. 

Complex IV 

The cytochrome c oxidase – complex IV – transfers electrons from cytochrome c to oxygen as 

the terminal electron acceptor to generate water H2O 302. Complex IV has a very complicated 

structure and is composed of 13 subunits, each of which contains four redox-reactive metal 

centers: CuA, heme a (Fea) and a binuclear center consisting of heme a3 (Fea3) and  

CuB 302, 315, 316. The 13 subunits are composed of 10 nuclear encoded accessory and three 
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subunits encoded by mitochondrial DNA (mtDNA) which are the key subunits 302, 317, 318. 

Subunit I contains two copper centers and two heme groups that are responsible for oxygen 

binding and oxygen reduction. Heme groups are also attached in subunit II and are involved 

in electron transfer processes from cytochrome c to subunit I. Subunit III stabilizes the whole 

complex during electron transfer. Additional to the core subunits (IV, Va, Vb, VIa), the accessory 

subunits are also involved in stabilization and assembly and regulation of the complex. Three 

main domains arrange the overall structure: The transmembrane, the catalytic and the 

peripheral domain. The transmembrane domain spans the IMM and consists of subunits I, II 

and IV, while the catalytic domain is located on the matrix side containing the subunits I, II and 

III. The peripheral domain is on the intermembrane side of the complex and includes the 

remaining accessory subunits. Via the transmission over complex IV, from cytochrome c to 

oxygen, a proton gradient is generated enabling the production of ATP in the inner membrane 

with the ATP synthase 286, 302, 310. 

Complex V 

F1F0 ATP synthase – complex V – is made up of two functional domains: F0 and F1, whereas 

F1 is located to the mitochondrial matrix 319, 320 and F0 is situated in the IMM 319, 321. Two 

electrons at a time are transferred to O2 to generate one H2O molecule, which is accompanied 

by the pumping of four protons from the matrix to the IMS through complex I, III and IV 302. 

From there, protons pass from the IMS to the matrix through F0, which transfers the energy 

created by the electrochemical gradient to F1, causing a conformational change in F1F0 ATP 

synthase enabling the phosphorylation from adenosine diphosphate (ADP) with inorganic 

phosphate (Pi) to ATP 321. The proton gradient generates a proton-motive force composed of 

an electrical membrane potential (ΔΨm) and a pH differential 322. Recently, another role of ATP 

synthase beyond oxidative phosphorylation is discussed – its function as a unique regulator of 

mPTP opening. Several studies suggested that the F1F0 ATP synthase houses the channel of 

mPTP 323-334. In more detail, it was suggested that the channel is formed by ATP synthase 

dimers together with subunit e and g 325, 326, 328, 329, 333, since experiments in yeast mutants 

lacking subunit e and g displayed resistance to channel opening 325, 326, 330.  

1.6.4 Mitochondrial fatty acid β-oxidation 

As reviewed above, minor ATP synthesis takes place by glycolysis in the cytoplasm, but the 

majority is produced in mitochondria by close exchange between TCA cycle and respiratory 

chain. As reviewed above, the oxidation of glucose yields around 30-32 ATP molecules, of 

which two molecules originate from glycolysis, two from TCA and around 26-28 molecules from 

ETC (theoretical values) 293. Another source for ATP synthesis is mitochondrial fatty acid β-

oxidation (FAO). FAO is the process, where free fatty acids (FFAs) are translocated into the 
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mitochondria where they are oxidized to ketone bodies. Palmitate, an exemplary FFA yields 

106 ATP molecules 293. Thus, FAO is defined as the catabolic process through which fatty 

acids (FAs) are degraded in mitochondria in order to produce acetyl-CoA 47 and schematically 

shown in Figure 10. 

Fatty acids are hydrophobic molecules, composed of an aliphatic hydrocarbon chain and a 

carboxylic acid moiety at the end 335. Typically, these chains are made up of 16-18 carbons 

and can either be saturated or unsaturated and contain one or more double bonds 335, 336. FAs 

can be grouped depending on their chain length into short, medium or long chain FAs  

(SCFA- , MCFA- , LCFA-acyl-CoA such as palmitoyl-CoA) 293. Fatty acids have many 

biologically important roles and serve as substrates for acyl-CoA synthase. Acyl-CoA synthase 

activates the FAs by linking them to acyl-CoA molecules, passing them from the cytosol into 

the IMS 293. However, these activated FA-CoAs are impermeable to cross lipid membranes, 

but with the reversible replacement of the CoA moiety by L-carnitine via the carnitine palmitoyl 

transferase 1 (CPT1) 337, the acyl-carnitines are able to pass the IMM via the carnitine/acyl-

carnitine translocase into the mitochondrial matrix, the location of the β-oxidation  

process 293, 338. During β-oxidation FA molecules are broken down into smaller carbon 

molecules that subsequently enter the TCA cycle. This results in the production of acetyl-CoA 

fragments from the FA molecules which are utilized by the TCA to generate ATP 339. The β-

oxidation is composed of four biochemical cyclic reactions. Acyl-CoA undergoes oxidation with 

flavin-adenine dinucleotide (FAD) as cofactor, reducing ubiquinone to ubiquinol (Acyl-CoA 

dehydrogenase). The electron transfer from ubiquinol to the ETC generates 1.5 ATP 

molecules. The Acyl-CoA is oxidized to an alkene at the α, β-position, which is transformed to 

an alcohol by Enoyl-CoA hydratase in the second step. The third step involves another 

oxidation to a ketone group (3-Hydroxy acyl CoA dehydrogenase), coupled to NAD+ reduction 

to NADH and 2.5 ATP molecules as byproduct. In the fourth and last reaction, the thiol group 

of the next CoA molecule catalyzes cleavage of 3-ketoacyl-CoA into acyl-CoA and acetyl-CoA 

(3-Ketoacyl CoA thiolase). This cycle repeats until the FA chain is completely converted into 

acetyl-CoA, entering the TCA resulting in 10 ATP molecules 335, 340, 341. 
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Figure 10 Lipid categorization and mitochondrial fatty acid β-oxidation (FAO).Including lipid 
categorization and the phospholipids of a bilayer membrane on the left and mitochondrial FAO on the 
right. Lipids can be categorized in fatty acids (unsaturated or saturated), complex lipids like lipoproteins 
and glycerides such as glycerolipids (diglycerides (DGs) and triglycerides (TGs)) and 
glycerophospholipids like phosphatidylcholine (PC), lisophosphatidylcholine (LPC), phosphatidylinositol 
(PI), phosphatidylserine (PS), phosphatidylethanolamine (PE) and cardiolipin (CLN). An additional 
category are nonglycerides including sterol lipids as cholesterol and sphingolipids as sphingomyelin or 
glycolipids. A biological bilayer membrane can be composed of the shown phospholipids differing from 
membrane to membrane. The fatty acid metabolism is shown as the release of fatty acids (FAs) from 
triacylglycerol in lipolysis and translocated to the mitochondria, where the FAs get activated by acyl-CoA 
syntethase long chain 4 (ACSL4) with coenzyme A (CoA). Together with carnitine, the carnitine 
palmitoyltranslocase (CPT1) transports the FAs across the OMM into the IMS and with the 
carnitine/acyl-carnitine translocase (CACT) into the mitochondrial matrix, where the process of β-
oxidation takes place. This process consists of four main reactions, the oxidation of acyl-CoA with 
participation of FAD by acyl-CoA dehydrogenase very long chain (ACADVL), here electrons from FADH2 
reduce ubiquinone to ubiquinol, transferring them to the ETC leading to ATP generation. The acyl-CoA 
oxidation introduces a double bond in the FA chain, which gets hydrolyzed in the second step by enoyl-
CoA hydratase 1 (ECH1). Next, an oxidation creates a ketone group at the C-3 and reduces NAD+ to 
NADH+H+ (which generates 2.5 ATP molecules) via hydroxyacyl-CoA dehydrogenase trifunctional multi-
enzyme complex subunit α (HADHA). In the last step, the thiol group of the next CoA molecule resolves 
ketoacyl-CoA into acyl-CoA and acetyl-CoA via thiolytic cleavage by hydroxyacyl-CoA dehydrogenase 
trifunctional multi-enzyme complex subunit β (HADHB). The process of intramitochondrial β-oxidation is 
repeated until the initial FA chain is converted into acetyl-CoA. This acetyl-CoA is fueled into the Krebs 
cycle in order to generate 10 ATP 335, 340, 341. (This figure was created with Biorender.com according to 
information and figures in 335, 339, 342, 343). 

The process of FAO gained more attention since the knowledge about its involvement in the 

development of various cancer types increased in the last years 288, 344-356. However, the 

mechanisms by which FAO promotes chemotherapy resistance in tumor cells is unknown. 

Also, it is not known how the increased rate of FAO in chemotherapy resistant cells counteracts 
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apoptosis 354. All metabolic pathways are interconnected and intercontrolled within a cell and 

the breakdown of substrates such as glucose, fatty acids or amino acids ultimately aims to 

generate ATP. The interplay between glycolysis, Krebs cycle and mitochondrial respiration is 

extremely vulnerable in cancer cells, therefore new therapies to target chemotherapy resistant 

cancer cells are needed. 

The next chapter reviews the hallmarks of cancer, provides current therapeutic options 

targeting four selected hallmarks (‘Resisting cell death’ (apoptosis), ‘genome instability and 

mutation’ (DNA-damage), ‘sustaining proliferative signaling’ (cell cycle) and ‘deregulating 

cellular metabolism’) and reviews known mechanisms by which the cancer cells in turn develop 

chemotherapy-resistance. 

1.7 Targeting the hallmarks of cancer  

Cancer is known as one of the main causes of death around the world. It’s still a major threat 

to human health and the current therapies include surgery, radiationtherapy, chemotherapy, 

immunotherapy, targeted therapy, hormone therapy, stem cell transplantation, precision 

medicine and combinatorial treatments of these. 

While many anticancer drugs demonstrate impressive effectiveness in initial treatment, a 

considerable number of cancer patients develop drug resistance during their treatment 

progresses 357-359. Cancer cells become resistant to chemotherapy by mechanisms including 

drug inactivation, apoptosis inhibition, alterations in drug metabolism, changes in the 

epigenetic landscape, mutations in the drug target, enhanced DNA repair, reduced drug 

absorption and metabolic optimization for tumor growth and metastasis 360. For instance 30-

55% of patients with non-small cell lung cancer (NSCLC) relapse after treatment 361, 50-70% 

of ovarian adenocarcinomas recur after surgery and chemotherapy 361, 362 and 20% of pediatric 

acute lymphoblastic leukemia cases recur 363, 364. At present (recently updated 2022 by D. 

Hanahan), the eight hallmarks of cancer denote the attained abilities to ‘maintain proliferative 

signaling, avoid growth suppressors, withstand cell death, facilitate replicative immortality, 

initiate/access vasculature, trigger invasion and metastasis, alter cellular metabolism and 

evade immune destruction’ 365 (Figure 11). Additional to the core hallmarks, emerging 

hallmarks and enabling characteristics have been added, comprising the ‘unlocking of 

phenotypic plasticity, nonmutational epigenetic reprogramming, polymorphic microbes and 

senescent cells’ 365 (Figure 11). Finally, several therapeutic strategies have been developed 

and new ones are continuously needed to overcome radiation- and chemotherapy-resistance. 

Each one targets another hallmark of cancer, which will be described for four selected 

hallmarks (marked in red in Figure 11): ‘Resisting cell death’ (apoptosis), ‘genome instability 
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and mutation’ (DNA-damage), ‘sustaining proliferative signaling’ (cell cycle) and ‘deregulating 

cellular metabolism’. 

 

Figure 11 Targeting the hallmarks of cancer.The hallmarks of cancer from 2022 by D. Hanahan 
consist of ten key hallmarks (in grey), two emerging hallmarks (on the left in green) and two enabling 
characteristics (on the left in purple) 365. Here, four hallmarks are highlighted in dark red, since 
deregulating cellular metabolism, sustaining proliferative signaling, genome instability and mutation and 
resisting cell death are the four hallmarks that will be addressed in this dissertation, which is explained 
further in Aims. (This figure was created with Biorender.com according to information and figures in 365). 

1.7.1 Resisting cell death  

‘Resisting cell death’ was established as a hallmark of cancer already in 2000 as ‘evading 

apoptosis’ 366. Resistance to apoptosis can be acquired by cancer cells through various 

strategies, most commonly through the development of mutations leading to the loss of pro-

apoptotic regulators such as p53 or mutations in the PI3K-Akt survival pathway 366. In summary, 

increased expression of anti-apoptotic and survival signaling proteins, decreased expression 

of pro-apoptotic proteins or alteration of the extrinsic death receptor pathway, all cancerous 

alterations lead to apoptosis-evading mechanisms 367, which can and are targeted by 

therapies. A list of therapeutic approaches targeting the apoptosis intrinsic pathway (only 

active clinical trials, updated manually, that were active until 14.03.2023) includes: BH3-

mimetics such as dual Bcl-2 and Bcl-xL inhibitors (Navitoclax), selective Bcl-2 inhibitors 

(Venetoclax, APG-2575), Bcl-xL inhibitors (ABBV-155), Mcl-1 inhibitors (AMG 176) and IAP 

protein inhibitors and SMAC mimetics (Birinapant) 368 (this review summarizes intrinsic, 

extrinsic apoptosis targeting drugs, as well as other approaches targeting apoptosis in cancer 
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cells 368). An example of acquired radiation- and chemoresistance (to paclitaxel) is developed 

in ovarian cancer cells by the inactivation of p53-mediated apoptosis via the active repression 

of pro-apoptotic genes such as Puma, ATM and PTEN 369. One example are human breast 

cancer cells (MCF7 cells) which overexpress Bcl-2 and thereby acquire chemotherapy 

resistance to Adriamycin 370. Generally, an increased Bcl-2 expression correlates with impaired 

and/or inhibited apoptosis and is involved in the development of multidrug resistance (MDR) 
371. Furthermore, the upregulation of Bcl-2, Akt, Bcl-xL, Bcl-w, Mcl-1 and other anti-apoptotic 

genes increases tumor cell resistance to chemotherapy 360, 363, 367.  

1.7.2 Genome instability and mutation 

‘Genome instability and mutation’ is a hallmark of cancer which gets addressed by therapies 

acting on the DNA damage response 372 and was introduced in 2011 as an enabling 

characteristic in the hallmarks of cancer 367.  

The proteins regulating genomic stability and DNA maintenance are often called ‘caretakers’ 

of the genome. Various abnormalities that impact different parts of the DNA maintenance 

machinery include inactivating mutations or epigenetic repressions of proteins involved in (i) 

identifying DNA damage and initiating repair mechanisms, (ii) directly restoring damaged DNA 

and (iii) deactivating or intercepting mutagenic molecules before they can harm the DNA 367. 

In terms of genomic stability, the role of p53 has to be highlighted, since it is being called the 

‘guardian of the genome’ for healthy cells 373. Therefore it is not surprising, that somatic p53 

mutations occur in almost every type of cancer at rates from 38-50% in ovarian, esophageal, 

colorectal, head and neck, larynx and lung cancers), to about 5% in primary leukemia, 

sarcoma, testicular cancer, malignant melanoma and cervical cancer as analyzed in 374. 

Generally, p53 is a tumor suppressor gene that plays a crucial role in preventing the 

development of cancer since it monitors DNA damage and promotes either repair or apoptosis 

in cells with irreparable damage. Thereby, mutations in the p53 gene that disrupt its function 

lead to tumorigenesis. Exemplary mutations are functional loss of p53 (loss of its tumor 

suppressor function), dominant-negative effect (expression of mutant protein which interferes 

with function of normal p53 protein, leading to reduced tumor suppressor activity) and gain of 

function (leading to new functions, promoting cell survival, proliferation or invasion, thereby 

contributing to development and progression of cancer) 375. Overall, p53 mutations are 

associated with increased genomic instability, resistance to apoptosis and an altered 

metabolism, contributing to the hallmark of cancer ‘genome instability and mutation’. 

The gold standard for cancer therapy in the last 30 years has been mainly the usage of 

genotoxic drugs that cause DNA damage and catastrophic levels of genome instability 372. 

Exemplary genotoxic drugs damaging the DNA are substances that alkylate bases 
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(Temozolomide) 376, cleaving the sugar-phosphate backbone of the DNA (Bleomycin) 377 or 

that covalently crosslink DNA strands (Cisplatin) 378. DDR modulation is indirectly induced by 

drugs inhibiting epigenetic proteinogenic regulators (DNA methyltransferase 1; DNMT1), DNA 

synthesis proteins (DNA polymerase)) and proteins that have an indirect role in DNA replication 

(topoisomerase) (reviewed in 372). Drugs addressing genome instability and mutation as 

hallmark (reviewed in 372) are under current clinical evaluation: They include compounds 

targeting protein kinases of the cell cycle DNA checkpoints (CHK1 and WEE1), enzymes 

involved in BER (apurinic-apyrimidinic endonuclease 1; APEX1), direct repair (6-O-

methylguanine-DNA methyltransferase; MGMT), NHEJ; DNA-PK and telomere regulation 

(telomerase reverse transcriptase; TERT) are under current clinical evaluation addressing 

‘genome instability and mutation’ as hallmark (reviewed in 372). Exemplary drugs targeting DNA 

repair mechanisms are targeting for example: Replication protein A (RPA) inhibitors (TDRL-

552, SMI MCI13E), ATR inhibitors (VX-970, AZD6738), DNA-PK inhibitors (NU7026, NU7441, 

AZD7648), inhibitors of homologous recombination (B02) and inhibitors of translesion 

synthesis (TLS; responsible for repair of inter-strand cross-links) (JH-RE-06, T2AA) 

(extensively reviewed in 379). The efficiency of the drug depends on the inhibition of DNA repair 

or the induction of high levels of DNA damage, thus the development of mutations or epigenetic 

silencing of the executive proteins in these regulatory pathways is then responsible for the 

generation of chemotherapy-resistance. Resistance to these agents occurs by mutations in 

the DNA repair systems as described above in 1.5 DNA- and RNA-Damage (NER, HR). An 

example for chemotherapy resistance is cisplatin-resistance in gastric cancer patients with 

human epidermal growth factor 2 (HER2) overexpression 380. Induction of DNA damage in 

cancer with chemotherapeutics has unfavorable side effects to healthy cells and has to be 

treated ambivalently 381. However, the activation or inactivation of DDR genes in various 

cancers and the development of the respective activator or inhibitors is still of major interest in 

cancer therapy research 230, 382.  

1.7.3 Sustaining proliferative signaling 

Another toxic trait of cancer is the hallmark ‘sustaining proliferative signaling’, which was 

introduced in 2011 367 including processes like altered differentiation, increased proliferation, 

dysregulated DNA repair leading to genetic instability, malignancy and tumorigenesis 383. 

Cancer cells form tumors by ensuring proliferative signaling and dysregulating the cell cycle. 

These mechanisms and therapeutic opportunities will be reviewed below. 

Genes involved in cell cycle regulation, such as Rb or p53 are often mutated to enable the 

cancer cell to proliferate uncontrollably, forming a tumor. In the case of Rb, its functional 

inactivation and consequent deregulation of E2F-dependent gene transcription are main 
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contributors to tumorigenesis 185. Thus, it is not surprising that high oncogene-driven E2F 

activity induces aberrant cell proliferation, since under oncogenic conditions, the cell has 

prolonged E2F activity in S phase, which enables it to recover from replicative stress thereby 

regulating its genomic stability 384. Moreover, cancer cells frequently bypass the DNA damage 

checkpoint, which permits them to undergo uninterrupted cell division in spite of the buildup of 

genetic anomalies 175. Enhanced cell proliferation and metastasis is mostly driven by mutations 

in proteins of the cell cycle, especially increased CDK activity has been widely reported in 

various cancer entities 385, rendering CDKs attractive targets for new treatments. 

The ongoing research focuses on targeting the CDK-Rb-E2F axis with several highly specific 

small molecule inhibitors for CDK4/6 (Palbociclib, Ribociclib, Abemaciclib) 386 which lead to Rb 

hypophosphorylation and a stable cell cycle arrest in G1 384 (clinical trials with results can be 

found in 387-390). So far only two small molecules have been described that directly target and 

inhibit E2F activity without the upstream involvement of CDK-Rb regulation:  

HLM006474 391, 392 resulting in a downregulated E2F target gene expression with anti-

proliferative and anti-apoptotic activity in multiple cancer cell lines 391 (which was additionally 

observed to prevent tumor initiation 384, 393). The second molecule is the nucleoside analogue 

ly101-4B, which was found to decrease E2F activity, reducing viability in cell lines being more 

efficient in lines with high E2F activity. When comparing these two, HLM006464 was acting 

independent on cell-specific E2F levels, leading to the assumption that ly101-4B might be more 

specific despite its unknown mechanism of action 384, 394. 

A direct targeting of the CDK-Rb-E2F axis is to target the CDKs directly with CDK inhibitors 

(CDKi), differentiating between pan-CDKi and specific CDKi. In general, 21 CDKs have been 

identified 395 (their CDKis are reviewed in Zhang 2021 396), with all having different roles in cell 

cycle, gene transcription, insulin secretion, neuronal functions and glycogen synthesis 397. As 

mentioned in chapter 1.4 Cell cycle, CDK4/6, CDK1 and CDK2 are responsible for the cell 

cycle, whereas CDK7, 8, 9 and 11 have a regulative transcriptional role 395. CDK7 initiates 

transcription by phosphorylating RNA polymerase II at Ser5 and CDK9 promotes elongation 

of transcription by phosphorylating RNA polymerase II at Ser2. CDK8 is involved in a mediator 

complex regulating many genes and CDK11 acts on the splicing machinery 396. 

Since the 1990s CDKis have been studied and many drugs targeting specific or pan-CDK 

activity have been developed and analyzed in clinical trials, some of which will be reviewed 

briefly. Pan-CDK inhibitors such as Flavopiridol or Roscovitine block cell cycle and inhibit 

proliferation, whereas their flaw is to lack selectivity, with high toxicity and thereby harm normal 

cells 396 (most of them failed in clinical trials 386, 398, 399). The second generation CDKis 

(Dinaciclib, AT7519, TG02, Roniciclib, RGB-286638, P276-00) are efficient in terms of anti-

tumor activity in preclinical trials, but the efficacy and safety of these drugs is currently under 

verification in clinical trials 396. In sum, pan-CDKis were observed to exhibit serious side effects 
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and safety concerns besides their promising clinical efficacy (396 reviews pan-CDKis under 

development and 400 reviews CDKis in solid tumors in clinical trials).  

Since the clinical application of pan-CDKi revealed their low specificity and high side effects 

on normal cells, this thesis focused on specific CDKi used in cancer therapy. Each cancer type 

is associated with its own abnormal gene expression levels, thus the selection of appropriate 

specific CDKi is needed to ensure therapeutic efficacy. The first specific CDK4/6 inhibitors 

approved by the U.S. Food and Drug Administration for clinical treatments are Palbociclib, 

Ribociclib or Abemaciclib 401-404. These types of CDK4/6i induce cell cycle stop between G1 to 

S phase by blocking the phosphorylation of Rb 404. Combinational therapies with CDK4/6i are 

currently in clinical trials for anticancer therapy and other diseases. CDK7 fulfills a dual role as 

it acts in cell cycle control and transcriptional control mediation. Many specific inhibitors with 

anti-tumor activity have been developed (BS-181, ICE0942, LDC4297, QS1189 & THZ1, 

THZ2, YKL-5-124 396). Another polyfunctional CDK as an attractive therapeutic target for 

cancer treatment is CDK9, which regulates cellular transcriptional elongation and mRNA 

maturation 405, 406. A review summarizing the progress in CDK9i showed, that most compounds, 

targeting non-transcriptional CDKs with less specificity, were more successfully evaluated and 

also induce apoptosis in various tumor cells (for instance Dinaciclib (CDK1,2,5,9,12) or TG-02, 

targeting CDK1,2,3,5 407-409). However, molecules that are capable of inhibiting the cell cycle 

and exhibiting transcriptional CDK activity may provide even superior anticancer  

efficacy 410, 411.  

Many CDKi share a structural azaindole framework and azaindole-derivatives were reviewed 

as preclinical drugs or clinical candidates with high biological activity and promising 

therapeutically advanced properties 412. 

1.7.4 Deregulating cellular metabolism 

The formation of tumors and their growth depends on various metabolic processes that are 

distinctly different from normal tissues. ‘Deregulating cellular metabolism’ was newly 

introduced in 2022 as a hallmark of cancer 365 since tumor cells undergo metabolic 

reprogramming as a consequence of mutations, resulting in an in- or decreased metabolic flux 

through conventional metabolic pathways 287. This altered metabolic activity is used to support 

anabolic growth during nutrient-replete conditions or catabolism to ensure cell survival in 

nutrient limited conditions and the protection of redox homeostasis (maintaining NAD+/NADH 

redox balance 413) to counteract negative effects of oncogene activation and tumor suppressor 

loss 287, 414.  

Most tumor cells prefer aerobic glycolysis to mitochondrial OXPHOS, even in the presence of 

oxygen. This phenomenon is known as Warburg effect and a classic example for 
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reprogrammed metabolic pathways in cancer metabolism 415. Glycolysis is usually a 

physiological response to hypoxic conditions, but during the 1920s Otto Warburg observed 

abundant lactate levels in tumor slices, regardless of the availability of oxygen 416. Molecular 

upregulation of glycolysis is induced by hypoxia-inducible factor 1α (HIF-1α), which enhances 

transcription of phosphoglycerate kinase 1 (PGK) and lactate dehydrogenase (LDH) 417. The 

increase in glycolytic flux is used to fulfill the increased metabolic demand of proliferating 

cancer cells 413.  

A well characterized deregulated pathway in cancer is gain of function of myc (c-myc; MYC 

henceforth) by gene amplification, chromosomal translocation and single-nucleotide 

polymorphisms (SNPs) 287. Myc is a transcription factor, that regulates the expression of genes 

supporting anabolic growth, such as transporters and proteins involved in fatty acid synthesis, 

glycolysis, glutaminolysis, serine metabolism and mitochondrial metabolism 287, 418. Tumor 

suppressors like p53 (mutated or deleted in 50% of all human cancers 287) regulates also 

metabolism since its loss was found to increase glycolytic flux, thereby promoting anabolism 

and redox balance 419. As already known, p53 further influences the cell via its tumor-

suppressive functions on DNA repair, cell cycle arrest, senescence and apoptosis 287, being a 

key player mediating crosstalk between the metabolic needs of a cell and pro-apoptotic 

decisions.  

Besides pyruvate from glycolysis, the TCA cycle is also supplied by fatty acids and amino 

acids. The TCA cycle is fueled through glutaminolysis where the amino acid glutamine is 

metabolized to glutamate and α-ketoglutarate, which gets incorporated into TCA cycle 420. 

Branched chain amino acids (BCAAs), such as isoleucine, leucine and valine can be converted 

into acetyl-CoA and other substrates that fuel the TCA cycle 421. Additionally to the TCA, the 

mitochondrial ETC is supplied with the reducing equivalents NADH+H+, FADH2 together with 

acetyl-CoA deriving from the mitochondrial breakdown of fatty acids during the mitochondrial 

β-oxidation of fatty acids 340. Finally, the type of substrates used by the mitochondria which 

support tumor growth is probably determined by a combination of the local tumor 

microenvironment and oncogenic mutations 287. However, mitochondrial dysfunction and 

aerobic glycolysis have become widely accepted as hallmarks of cancer 367. Manifold therapy 

options have been established over decades of cancer therapy research that target 

transporters and proteins of the glycolytic pathway, such as the glucose transporter 1 (GLUT1), 

HK, pyruvate dehydrogenase (PDH) and LDH 422, 423. Inhibition of GLUT1 by WZB117 inhibited 

growth of human lung cancer cells in vitro and in vivo 424, 425. For HK, the inhibitors 2-

deoxyglucose (2-DG) and 3-bromopyruvate (3-BP) both were shown to decrease proliferation 

rates of several cancer cells in vitro 426-428. Targeting the mitochondrial ETC in cancer therapy 

is essential for poorly vascularized tumor cores with limited glucose availability. The respiration 

in these tumors relies on the feature that the ETC functions even at 0.5% low oxygen levels 
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and thereby ensures the generation of mitochondrial ATP for survival 289, 429, 430. Therefore, 

targeting ETC would deplete the tumor of ATP, preventing oxidative TCA cycle from functioning 

and diminish macromolecule synthesis. A putative complex I inhibitor used in clinical trials as 

an anticancer agent in combination with standard care is for example the biguanide 

Metformin 289, 431. Targeting mitochondrial TCA cycle in cancer therapy was exemplary 

demonstrated with the inhibitor CPI-613, which is a lipoate analog able to inhibit α-KGDH and 

PDH 432 demonstrating a significant therapeutic index in pancreatic cancer and acute myeloid 

leukemia (AML) 433, 434. 

For over 50 years, natural products with notable chemical diversity have been extensively 

studied for their potential as anticancer agents. Over the past decades, significant efforts have 

been made to identify new bioactive natural products from various organisms such as microbes 

and plants in order to evaluate their anticancer potential with the subsequent mechanism of 

action 435. According to estimates, approximately 25% of all newly approved anticancer drugs 

between 1981 and 2019 were derived from natural products 436, 437. 

In the 1940s the primary success of medications like alkylating agents, Fluorouracil, 

Methotrexate and Cyclophosphamide introduced the natural product research decade. 

However, many of these drugs were found to exhibit severe side effects. Ten years later, the 

research focused more on natural small molecules for anticancer therapy, grouped in alkaloids, 

flavonoids, non-flavonoid phenolic compounds, quinones and others (exemplary group 

members are shown in 438). Summarizing briefly a number of commonly-used anticancer drugs 

originating from natural sources such as Vincristine, Etoposide, Paclitaxel (Taxol), 

Camptothecin from plants and Mitomycin C or Bleomycin from bacteria 435. Additionally, 

numerous compounds with potential anticancer properties or unique structural features that 

may be useful in exploring new drug targets or developing new lead structures for further 

optimization are steadily investigated. 

In this thesis, several natural products will be screened for their anticancer activity and the 

mechanism of action in terms of metabolism and apoptosis induction of selected candidates 

will be analyzed – with the potential to address some of the hallmarks of cancer (detailed 

description can be found in the following chapter 2 Aims).
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2 Aims 

The primary aim of the present work as a subproject of the Research Training Group 2158 

(RTG 2158) was the identification and characterization of natural-products in order to eliminate 

chemotherapeutic-resistant tumors by natural product-induced cell death. For this objective, 

molecules isolated from organisms from highly competitive environments were tested for their 

bioactivity in a multi-step screening procedure. In sum, over 150 substances were tested in the 

previous funding period by my predecessor Dr. Stuhldreier. These substances were isolated 

and made available by Prof. Proksch’s group (Institute for Pharmaceutical Biology and 

Biotechnology, Heinrich-Heine University Düsseldorf) who established an extensive library of 

natural products.  

The top hits from the primary screening, were then validated with an initial screening for 

cytotoxicity in leukemia and lymphoma cells and the toxic substances were then examined for 

their potential to induce apoptotic cell death in these cells. Next, highly effective compounds 

with a rapid onset were studied to determine their potential in eliminating chemotherapy-

resistant cancer cells in order to overcome therapy resistance. Finally, natural products that 

demonstrated notably favorable properties were assessed to determine their mechanism of 

action in terms of cellular metabolism, namely Viriditoxin and Bromoxib (earlier termed 

P01F08).  

Similarly to the study of natural products, also semisynthetic substances were investigated in 

the present work as potential therapeutics in leukemia and lymphoma cells. Meriolin 

derivatives, provided by Prof. Müller’s group (Institute for Organic Chemistry and 

Macromolecular Chemistry, Heinrich-Heine University Düsseldorf) were characterized in a 

comparative analysis in terms of cytotoxicity, apoptosis efficiency and induction of the DNA-

damage response as well as targeting of the cell cycle. 

Therefore, the mode of action of the mycotoxin Viriditoxin, which has already been identified 

by my predecessor Dr. Stuhldreier as a strong apoptosis inducer, should be further 

investigated. Furthermore, collaboration partners within the RTG 2158 should be assisted in 

testing synthesized compounds, which were designed based on natural product scaffolds, to 

determine their existing bioactivity and to develop effective apoptosis inducers. 

The pursuit of these objectives resulted in the publication of several manuscripts, some of 

which are highlighted in the following sections.  
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3 Publications with author contributions 

3.1 Publications within the scope of this dissertation  

3.1.1 The mycotoxin viriditoxin induces leukemia- and lymphoma-specific 
apoptosis by targeting mitochondrial metabolism 

Stuhldreier F*, Schmitt L*, Lenz T, Hinxlage I, Zimmermann M, Wollnitzke P, Schliehe-Diecks 

J, Liu Y, Jäger P, Geyh S, Teusch N, Peter C, Bhatia S, Haas R, Levkau B, Reichert A, Stühler 

K, Proksch P, Stork B, Wesselborg S. The mycotoxin viriditoxin induces leukemia- and 

lymphoma-specific apoptosis by targeting mitochondrial metabolism. Cell Death and Disease. 

2022, *equally contributing first authors, doi: 10.1038/s41419-022-05356-w 1 

Author contribution: 

The author of this dissertation contributed in the characterization of the apoptosis pathway 

(Fig. 1F, 4A, B, D, E; Fig. 5B, C; Suppl. Fig. 1, 3B), designed and carried out the experiments 

to validate the potential targets of Viriditoxin (Fig. 7C, D; Suppl. Fig. 4A). Additionally, the 

author performed largely the extensive revision, including the cell specificity screening of the 

drug (Suppl. Fig 1), performing quantitative analyses of Western blots and graphs including 

statistics, revised and corrected the manuscript together with Prof. Wesselborg. 

3.1.2 40 Years of research on polybrominated diphenyl ethers (PBDEs) – A 
historical overview and newest data of a promising anticancer drug 

Schmitt L, Hinxlage I, A Cea P, Gohlke H, Wesselborg S. 40 Years of research on 

polybrominated diphenyl ethers (PBDEs) – A historical overview and newest data of a 

promising anticancer drug. Molecules. 2021, doi: 10.3390/molecules26040995 2 

Author contribution: 

The author of this dissertation developed and managed the project, independently planned, 

designed and carried out the majority of the experiments and performed the whole literature 

analysis with subsequent data analysis and writing of the manuscript. 
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3.2 Publications beyond the scope of this dissertation 

While pursuing her doctoral degree, the author of this dissertation also made contributions to 

other publications. However, since these publications were outside the thematic scope of this 

work, they have not been included. 

3.2.1 Sesterterpenes and macrolide derivatives from the endophytic fungus 
Aplosporella javeedii 

Gao Y, Stuhldreier F, Schmitt L, Wesselborg S, Wang L, Müller WEG, Kalscheuer R, Guo Z, 

Zou K, Liu Z, Proksch P. Fitoterapia. 2020, doi: 10.1016/j.fitote.2020.104652 439 

Author contribution: 

The author of this dissertation performed the experiments on cytotoxicity and apoptosis in 

leukemia and lymphoma cell lines together with F. Stuhldreier. 

3.2.2 Induction of new lactam derivatives from the endophytic fungus 
aplosporella javeedii through an OSMAC Approach 

Gao Y, Stuhldreier F, Schmitt L, Wesselborg S, Guo Z, Zou K, Mándi A, Kurtán T, Liu Z, 

Proksch P. Front. Microbiol. 2020, doi: 10.3389/fmicb.2020.600983 440 

Author contribution: 

The author of this dissertation performed the experiments on cytotoxicity and apoptosis in 

leukemia and lymphoma cell lines together with F. Stuhldreier. 
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4 Materials 

4.1 Natural products and semisynthetic compounds 

All natural products were obtained from the biobank (natural compound library) of the Institute 

for Pharmaceutical Biology and Biotechnology of the Heinrich-Heine University Düsseldorf. All 

natural products including Viriditoxin and Bromoxib (4,5,6-tribromo-2-(2’,4’-dibromophenoxy) 

phenol), earlier termed P01F08 2, 441, were freshly prepared and dissolved in DMSO as 10 mM 

stock solution. Until used in the assays the compounds were kept at -20 °C. 

The semisynthetic Meriolins DD31 or 5f (4-(1H-pyrrolo[2,3-b]pyridine-3-yl)pyridine-2,6-diamin; 

hereafter called Meriolin 31) and DD36 or 5k (N-benzyl-4-(1H-pyrrolo2,3-b]pyridine-3-

yl)pyridine-2-amine); hereafter called Meriolin 36) were synthesized and provided by Dr. Daniel 

Drießen 442 and Marco Kruppa in the group of Prof. Dr. T.J.J.Müller from the Institute of Organic 

Chemistry of Heinrich-Heine University Düsseldorf 443. Meriolins were dissolved in DMSO at a 

10 mM stock solution and stored at -20 °C. The biosynthesis of 31 and 36 was published in 442, 

443. Meriolin 16 (5p or DD219) (4-(4-methoxy-1H-pyrrolo2,3-b]pyridine-3-yl)pyridine-2,6-

diamine) was newly synthesized based on the structure of 31 with an additional methoxy-

group, its synthesis is described in 442. Meriolin DD17 or 5r (3-(2-chlorophyrimidin-4-yl)3H-

pyrrolo[2,3-b]pyridine; hereafter called Meriolin 17) is a biological inactive Meriolin derivative 

which was synthesized by Dr. Daniel Drießen described in 442.  

4.2 Antibodies 

All primary antibodies were diluted in 1x TBS-T supplemented with 0.05% NaN3 (without 5% 

BSA) according to manufacturer’s suggestions. The antibody baths were stored at 4 °C and 

re-used. 

Table 2 List of primary antibodies used for this thesis. 

Primary antibodies Host Company Catalog 
number 

Used 
concentration  

Anti-β-Actin Mouse Sigma #A5316 1:20,000 

Anti-GAPDH Mouse Abcam #ab8245 1:5000 

Anti-Vinculin Mouse Sigma #V9131 1:2000 

Anti-Tubulin  Mouse Sigma #T5168 1:2000 

Anti-PARP1 Mouse Enzo #BML-SA250 1:2000 

Anti-OPA1 Rabbit 444 1:1000 
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Anti-OXPHOS WB antibody 
cocktail Mouse Abcam #ab110411 1:500 

Anti-CHK1 Mouse Thermofisher #MA1-23336 1 µg/mL 

Anti-p-CHK1 (Ser345) Rabbit Thermofisher #PA5-34625 2 µg/mL 

Anti-CHK2 Mouse CST #P3440 1:1000 

Anti-p-CHK2 (T68) Rabbit Abcam #ab85743 1 µg/mL 

Anti-Claspin Rabbit Novus 
Biologicals #NB100-248 1:500 

Anti-CDK2 Rabbit Invitrogen  #MA5-32017 1:1000 

Anti-Cyclin E Rabbit Thermofisher #MA5-42650 1:1000 

Anti-Cyclin A2 Mouse Thermofisher #MA1-154 1:1000 

Anti-CDK1 Mouse Thermofisher #MA5-11472 2 µg/mL 

Anti-Cyclin B1 Mouse Thermofisher #MA5-13128 2 µg/mL 

Anti-CDK9 Rabbit Thermofisher #MA5-32397 1:1000 

Anti-Cyclin T1 Rabbit Thermofisher #PA5-82177 0.4 µg/ml 

Anti-RNA polymerase II Rabbit Biomol #A300-653A 1:2000 

Anti-p-RNA polymerase II (Ser2) Rabbit Biomol #A300-654A 1:1000 

Anti-Retinoblastoma protein 
(Rb) Mouse BD #554136 2 µg/ml 

Anti-p-Rb (Ser612) Rabbit Thermofisher #PA5-64513 1:1000 

Anti-p-Rb (Thr821) Rabbit Invitrogen #44-582G 1:1000 

Anti-PP2-C Rabbit CST #2259 1:1000 

Anti-p27/Kip1 Mouse CST #3698 1:1000 

Anti-Hexokinase II  Rabbit Abcam #ab11352 1:5000 

Anti-Mcl-1 Mouse Enzo #AAM-241 1:500 

Anti-PP1α Mouse Invitrogen #438100 2 µg/mL 

Anti-TP53BP1 Rabbit Novusbio #NB100-304 1:5000 

Anti-p-γh2ax (S139) Mouse Millipore #05636 1:1000 

Anti-LRPPRC Rabbit Abcam #ab2599227 1:1000 

Anti-GRSF1 Rabbit Abcam #ab205531 1:1000 

Anti-HADHA Mouse Santa Cruz sc-374497 1:1000 

Anti-HADHB Mouse Santa Cruz sc-271495 1:1000 

Anti-ACSL4 Mouse Santa Cruz sc-365230 1:1000 

Anti-ECH1 Mouse Santa Cruz sc-515270 1:1000 
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Anti-ACADVL Mouse Santa Cruz sc-376239 1:1000 

 

IRDye® 680RD-conjugated secondary antibodies were diluted 1:20,000 in 1x TBS-T. IRDye® 

800RD-conjugated secondary antibodies were diluted 1:10,000 in 1x TBS-T (Table 3).  

 

Table 3 List of secondary antibodies used for this thesis. 

Secondary antibodies Company Catalog 
number 

IRDye® 680RD Donkey anti-Mouse LICOR® Bioscience #926-68072 

IRDye® 800CW Donkey anti-Mouse LICOR® Bioscience #926-32212 

IRDye® 800RD Donkey anti-Rabbit LICOR® Bioscience #926-32213 

IRDye® 680RCW Donkey anti-Rabbit LICOR® Bioscience #926-68073 

4.3 Buffers and solutions 

Standard lysis buffer  
Tris-HCl pH 7.5 20 mM 
NaCl   150 mM 
Triton X-100  1% (v/v) 
EDTA   0.5 mM  
1x Protease and Phosphatase Inhibitor 
dH2O 

6x Lämmli buffer 
Tris pH 6.8  375 mM   
Glycerol   51.6% (v/v) 
SDS   12.3% (w/v) 
Bromophenol blue 200 µg/ml 
dH2O 
β-Mercaptoethanol 6% (v/v) add only to aliquots in use 

Stacking gel buffer 
Tris-HCl pH 6.8  1 M 
SDS   0.74% 
dH2O 

Separation gel buffer 
Tris-HCl pH 8.8  1.5 M 
SDS   0.386% 
dH2O 
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10x SDS-PAGE running buffer 
Tris   250 mM 
Glycine   1.9 M 
SDS   1% 
dH2O 

10x Wet transfer buffer 
Tris   436 mM 
Glycine   390 mM 
dH2O 

10x TBS-T pH 7.6  
Tris   100 mM 
NaCl   1.5 M 
Tween-20   0.5% 
dH2O 

Blocking solution 
Milk powder  5% (w/v) 
1x TBS-T 

Tris/HCl 
0.5-1.5 M Tris; adjusted pH to 6.8-8.8 with HCl 

4.4 Cell culture 

Table 4 List of media and antibiotics used for cell culture. 

Name Manufacturer Catalog number 

DMEM high glucose (4.5 g/l) Gibco® by Life Technologies #41965-039 

RPMI 1640 Gibco® by Life Technologies #21875-091 

Modified IMEM  Gibco® by Life Technologies #A10489-01 

DPBS 1x Gibco® by Life Technologies #14190-094 

Trypsin/EDTA solution 1x Gibco® by Life Technologies #25300-054 

HEPES (1M) Gibco® by Life Technologies #51630-080 

Penicillin/Streptomycin  Gibco® by Life Technologies #15140-122 

Fetal Bovine Serum (FBS) Sigma-Aldrich® #F9665 LOT:0001655439 
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4.5 Compounds 

Table 5 Compounds with the respective manufacturer and catalog number used in this thesis. 

Name Manufacturer Catalog number 

Staurosporine  LC Laboratories #9300 

Q-VD-OPH Selleckchem #S7311 

Etoposide BioVision #1043-100 

Ionomycin Sigma #10635 

Thapsigargin Sigma #T9033 

CCCP Sigma #2759 

Rotenone Sigma #45656 

TTFA Sigma #88300 

Antimycin A Sigma #8674 

Sodium Azide Sigma #S2002 

Paclitaxel Sigma #T7402 

Vinblastine Sigma #V1377 

N-acetylcysteine Sigma #A7250 

Nocodazole  Sigma #M1404 

R547 Selleckchem #S2688 

SUPERKILLER TRAIL® 
Protein (soluble) human  Enzo Life Sciences #ALX-201-115-C010 

3-Bromopyruvat Merck #3786817 

Lonidamine Sigma #L4900 

Clotrimazol Sigma #C6019 

Tigecycline  Merck #220620-09-7 

Cyclohexamide Roth #8682.1 

Chloramphenicol Sigma #C0378 

4.6 Additional material 

Table 6 List of additional material and solutions used for this thesis. 

Name Manufacturer Catalog number 

6x DNA loading dye Thermo Scientific R0611 
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Ac-DEVD-AMC Biomol #ABD-13402 

Albumin Fraktion V (BSA) Roth® #8076.4 

APS Merck #7727-54-0 

Blotting pads VWR #732-0594 

Cell culture equipment Falcon™, Sarstedt  

Cuvettes Sarstedt #67.742 

Milk powder Roth® #T145.3 

PageRuler Prestained 
Protein Ladder Thermo Scientific #26616 

PhosSTOP Roche #04906837001 

Protease Inhibitor Roche #58698000 

Rotiphorese® Gel 30 Roth #3029.1 

TEMED Roth #2367.1 

Trichloroacetic acid (TCA) Sigma-Aldrich #T6399-100G 

4.7 Kits 

Table 7 List of kits used for this thesis. 

Type and name Manufacturer Catalog number 

MitoCheck® complex I Cayman Chemical #700930 

MitoCheck® complex II Cayman Chemical #900740 

MitoCheck® complex II/III Cayman Chemical #700950 

MitoCheck® complex IV Cayman Chemical #700990 

MitoCheck® complex V Cayman Chemical #701000 

CDK1/Cyclin B1 BPS Bioscience #79597 

CDK2/Cyclin A2 BPS Bioscience #79599 

CDK4/Cyclin D3 BPS Bioscience #79674 

CDK9/Cyclin T BPS Bioscience #79628 

Tubulin polymerization kit Cytoskeleton #BK006P 

Hexokinase II assay kit Abcam #ab211114 

ATP Assay Promega #G8000 

EdU-Click 488 Baseclick GmbH #BCK-TCell-FC488 
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Click-iT RNA Imaging Kit Invitrogen #C10329, C10330 

4.8 Technical equipment 

Table 8 List of all devices used for this thesis. 

Type and name Manufacturer Application 

Axiovert 25 Zeiss Microscope 

BioPhotometer Eppendorf Measurement of protein 
concentration 

Forma 900 Series Thermo Scientific™ -80 °C refrigerator 

HERAcell VIOS 250i CO2 Thermo Scientific™ Cell culture incubator 

Heraeus™ Fresco™ 17  Thermo Scientific™ Centrifuge 

Heraeus™ Megafuge 40R TX-
750  Thermo Scientific™ Centrifuge 

Horizontal shaker (Modell 
3006) GFL Technology Membrane shaker 

Luna™ Biozym Automated cell counter 

Metal Block Thermostat Kleinfeld Heater 

Mini-PROTEAN Tetra  Bio-Rad Electrophoresis chamber for 
mini gels 

Nanodrop 1000 Thermo Scientific™ Measurement of DNA 
concentration 

Odyssey® CLx LI-COR® Biosciences Infrared imaging system 

PowerPac™ HC Bio-Rad Power supply 

Roller Mixer Stuart™ Tube roller 

SAFE 2020 Thermo Scientific™ Sterile cell culture bench 

Thermomixer comfort Eppendorf Heater 

Trans-Blot® Cell Bio-Rad Blotting tank 

Vacusafe™ Comfort  Integra Biosciences™ Aspiration pump 

LSRFortessaTM Cell Analyzer BD Biosciences Flow-cytometry 

4.9 Software 

Table 9 List of all used programs and software used for this thesis. 

Name Company 

CorelDRAW X8 Corel Corporation 

ChemDraw 19.1 PerkinElmer Informatics 
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FlowJo _V10 BD Biosciences 

GraphPad Prism 7.01 Dotmatics 

Li-COR® Image Studio Lite 5.2 Li-COR® Biotechnology 

Microsoft Office 2016 Microsoft Corporation 

Zen 3.2 (blue edition) Carl Zeiss Microscopy GmbH 

4.10 Internet resources and databases 

Table 10 List of used internet resources and databases for this thesis. 

Link 

https://www.proteinatlas.org/ 

https://www.uniprot.org/ 

https://www.ncbi.nlm.nih.gov/ 

https://www.atcc.org/ 

https://www.tebu-bio.com/ 

https://en.wikipedia.org/wiki/Main_Page  

https://string-db.org 

Manufacturers homepages and guidelines 
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5 Methods 

5.1 Methods in Cell Biology 

5.1.1 Cell lines and their culture conditions  

Ramos (human B cell Burkitt lymphoma) cells were kindly provided by Michael Engelke 

(Institute of Cellular and Molecular Immunology, University Hospital Göttingen, Germany). 

Stable transfectants of Jurkat cells (human T cell acute lymphoblastic leukemia) with Bcl-2 

overexpression and corresponding empty vector control cells were kindly provided by Claus 

Belka 445 (Department of Radiation Oncology, University Hospital, LMU Munich, Germany). 

Jurkat cells deficient for Caspase-8 and the parental cell line A3 were kindly provided by John 

Blenis (Sandra and Edward Meyer Cancer Center, New York, NY, USA). Jurkat cells deficient 

for Caspase-9 were kindly provided by Klaus Schulze-Osthoff (Interfaculty Institute for 

Biochemistry, University of Tübingen, Tübingen, Germany) and retrovirally transduced with 

either empty pMSCVpuro vector (Clontech, Heidelberg, Germany) or pMSCVpuro containing 

cDNAs coding for untagged human wild-type caspase-9 as previously described 446. DG75 

(human B cell Burkitt lymphoma; #ACC-83), MCF7 (human breast carcinoma; #ACC-115), 

RT112 (human urinary bladder carcinoma; #ACC-418), HL60 (human acute myeloid leukemia; 

#ACC-3), HPBALL (human T cell acute lymphoblastic leukemia; #ACC-483), MOLT4 (human 

T cell acute lymphoblastic leukemia; #ACC-362), K562 (human chronic myeloid leukemia; 

#ACC-10) and SUPB15 (human B cell acute lymphoblastic leukemia; #ACC-389) were 

obtained from DSMZ. KOPTK1 (human T cell acuty lymphoblatic leukemia; CVCL-4965) were 

kindly provided by Oskar Haas (Children’s Cancer Research Institute, St. Anna Children’s 

Hospital, Vienna, Austria). HeLa cells stably expressing mito-DsRed were kindly provided by 

Aviva M. Tolkovsky (Department of Clinical Neurosciences, University of Cambridge, England, 

UK) and have been described previously 447. MEF (mouse embryonic fibroblast) cells deficient 

for OMA1 and/or YME1L as well as the corresponding wild-type cells were generated by 

Ruchika Anand and kindly provided by Thomas Langer (Institute for Genetics, University of 

Cologne, Germany) 448. The glioblastoma cell line LN-229 (#CRL-2611) was obtained from 

ATCC). The glioblastoma cell lines LN308 andTP365MG were kindly gifted by Prof. Guido 

Reifenberger, University Hospital Düsseldorf. The glioblastoma cell line SJ-GBM2 was 

obtained from Children’s Oncology Group (COG) and YKG-1 from tebu-bio (ref JCRB0746). 

Apaf-1-deficient SK-Mel-94 (human melanoma cells) were kindly provided by Maria S. 

Soengas (University of Michigan, Ann Arbor, MI, USA) 449.  
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All cell lines were maintained at 5% CO2, 37 °C, and stable humidity in the following cell culture 

media. The suspension cells and MCF7 cells were maintained in media with 10% FCS, 100 

U/mL penicillin and 100 µg/mL streptomycin. MEF cells, RT112, HeLa, YKG-1, TP365MG, Sk-

Mel-94, LN-229 and LN308 cells were cultured in high-glucose Dulbecco’s Modified Eagle’s 

medium (DMEM) supplemented with 10% FCS, 100 U/mL penicillin and 100 µg/mL 

streptomycin. SJGBM2 was maintained in IMEM medium supplemented with 10% FCS, 100 

U/mL penicillin and 100 µg/mL streptomycin. 

5.1.2 Cryoconservation of cells and thawing 

For long-term storage, mammalian cells were washed with 1x DPBS, trypsinized and 

centrifuged at 1200 rpm for 5 min at RT. Cell pellets were resuspended in freezing media (90% 

FCS and 10% DMSO) and transferred into cryotubes. Cells were slowly cooled down at a rate 

of -1 °C per minute using Mr. Frosty (Nalgene, 5100-0001) or CoolCell (Biocision, BCS-405) 

freezing containers. Mr.Frosty and the cryotubes were first stored at -80 °C and after one-two 

days the cryotubes were transferred to liquid nitrogen for long-term storage. For thawing of 

cells, the cryotubes were warmed in 37 °C water bath, immediately resuspended in full growth 

medium, centrifuged at 600 x g for 5 min at RT, resuspended in full growth medium again, and 

transferred to flasks and the incubator for cultivation.  

5.2 Biochemical methods 

5.2.1 Cell lysis 

For the preparation of cleared cellular lysates (CCLs), suspension cells (mostly 12-well plate) 

were directly harvested and adherent cells were harvested at 80-90% confluence (mostly 6-

well plate) by scraping. Cells were centrifuged at 3000 rpm x 5 min at 4 °C and the supernatant 

was discarded, the pellets were quick frozen in liquid nitrogen. After three freeze-thaw cycles 

in liquid nitrogen, the cell pellets were resuspended in the respective lysis buffer (40 µL) and 

lysed for 30 min on ice, including vortexing in between. Then, lysates were centrifuged at 

maximum speed (13.300 rpm) for 15 min at 4 °C. The supernatants were transferred into new 

tubes. 

5.2.2 Determination of protein concentration using the Bradford-Assay 

In order to load equal protein amounts during SDS-PAGE, the protein concentration of the 

CCLs was determined by the Bradford method. The colorimetric assay depends on the color 
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change of Coomassie Brilliant Blue G-250 (CBB), since under acidic conditions CCB is in an 

unstable protonated state. When CCB binds to proteins, the dye’s absorption maximum shifts 

from 470 nm to 595 nm, resulting in a visible color change from red-brown to blue. The amount 

of blue dye is proportional to the protein concentration 450.  

For determination of protein concentration of CCLs, 1 ml of reagent solution from Bio-Rad 

(previously diluted 1:5 in dH2O) was mixed with 2 µl CCL in a cuvette. The optical density (OD) 

was measured at 600 nm with a spectrophotometer. An OD600 of 1.5 corresponded to a protein 

concentration of 25 µg/µl. Based on this, the protein concentration of each CCL was calculated 

with the following formula: 

𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 [µ𝑔/µ𝑙] =

𝑂𝐷600
1.5

× 25

2
 

5.2.3 Discontinuous SDS-PAGE  

Discontinuous SDS-PAGE (short for sodium dodecylsulfate polyacrylamide gel 

electrophoresis) is an analytical biochemical method used for the separation of protein 

mixtures according to their molecular weight under denaturing conditions 451, 452. Samples for 

SDS-PAGE were prepared by mixing CCLs with 6x Lämmli buffer containing SDS. SDS, as 

the detergent, binds and denatures the proteins, conferring a negative net charge to all 

proteins. To reinforce the denaturation and also to avoid the formation of protein aggregates, 

Lämmli buffer contains β-Mercaptoethanol as reducing agent. SDS-PAGE samples underwent 

a boiling step at 95 °C for 5 min.  

The polyacrylamide gel consists of two parts: The lower separation gel and the upper stacking 

gel. 25 µg protein of every sample was loaded into the stacking gel pockets and a constant 

current of 45 mA per gel was applied for 1 - 2 h depending on the acrylamide percentage and 

the molecular weight of the protein of interest. Due to the negative charge of SDS, all proteins 

migrate to the same electric pole, enabling a separation exclusively according to size. Proteins 

are firstly concentrated in the stacking gel. The separation gel works as a molecular separator: 

Smaller proteins move faster through the gel pores and bigger proteins migrate much slower, 

depending on the percentage of the gel. A size marker (PageRuler Prestained Protein Ladder 

or PageRuler Plus) was loaded along with the samples to assign the approximate protein sizes.  

5.2.4 Immunoblot analysis 

The separated proteins were transferred electrophoretically from the polyacrylamide gel onto 

a positively charged polyvinylidene fluoride (PVDF) membrane without changing the 
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electrophoretic separation pattern. The membrane was first activated in methanol and 

equilibrated with the gel, Whatman papers and sponges in 1x transfer buffer. The wet transfer 

system was built following the manufacturer’s instructions. For detection of protein sizes 

between 10 – 180 kDa the blotting step was performed at 110 V for 1 h at 4 °. For the detection 

of larger proteins the blotting duration was elongated to 1.5 h. To prevent unspecific antibody 

binding the membrane was incubated with blocking buffer for 1 h at RT to and washed three 

times with 1x TBS-T for 5 min. Membranes were cut and incubated in a respective primary 

antibody solution overnight at 4 °C on a roller mixer. Primary antibodies were removed by 

washing three times with 1x TBS-T for 5 min at RT. Membrane pieces were incubated in 

respective secondary antibodies for 1 h at RT in the dark. Secondary antibodies were 

conjugated to an IRDye® 680 or 800 and diluted 1:20,000 or 1:10,000, respectively. 

Membranes were washed three times with 1x TBS-T for 5 min, dried between Whatman papers 

and scanned with the Odyssey® CLx Infrared Imaging System from Li-COR® Biosciences.  

5.2.5 Statistical analysis of Western blots 

Protein band signal intensity was quantified using Image Studio lite 5.2 (Li-COR Biosciences). 

The density of each protein band was divided by the density of the corresponding loading 

control. Each negative control was normalized to the average value of all negative controls 

(treated with DMSO 0.1% v/v). Each treatment line was normalized to the average value of all 

negative controls. The results are shown as mean width standard deviation. Statistical analysis 

was performed as 1-way ANOVA, corrected by Dunnett’s multiple comparisons test. **** = p ≤ 

0.0001. All statistical data were calculated with GraphPad Prism v7.01 (GraphPad Software, 

La Jolla, CA, USA). 

5.2.6 Cytotoxicity measurements  

AlamarBlue® assay was performed to determine the cytotoxicity and is described in 443. 

Suspension cells were seeded at a density of 1 x 106 cells/mL and adherent cells were seeded 

at a density of 0.2 x 106/ml. Suspension cells were treated immediately and adherent cells 

were treated the next day with increasing compound concentration. According to the specified 

incubation time Resazurin (Sigma, #R7017) was added (final concentration = 40 µM) and 

incubated for 120 min. Resorufin fluorescence (excitation (Ex): 535 nm, emission (EM); 590 

nm) was measured with a microplate spectrophotometer (Synergy Mix platereader). Viability 

of cells after indicated treatments was normalized to controls (treatment with 0.1% v/v DMSO) 

and the dose-response curves were fitted with PRISM v7.01 (GraphPad Software, La Jolla, 

CA, USA). 
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5.2.7 Fluorometric caspase-3 activity assay 

Cells were seeded at a density of 1 x 106 cells/mL in a 96-well plate, treated with the compound 

for the depicted time (kinetics 0-8 h) and harvested by centrifugation at 600 g. The supernatant 

was removed and the cells were lysed with 50 µL of ice-cold lysis buffer (20 mM HEPES, 84 

mM KCl, 10 mM MgCl2, 200 µM EDTA, 200 µM EGTA, 0.5% NP40, 1 µg/mL leupeptin, 1 µg/mL 

pepstatin, 5 µg/mL aprotinin) on ice for 10 min. Lysates were transferred to a flat-bottom 

microplate. There, the lysates are mixed with 150 µL ice-cold reaction buffer (50 mM HEPES, 

100 mM NaCl, 10% sucrose, 0.1% CHAPS, 2 mM CaCl2, 13.35 mM DTT) which contains 

70 µM of the profluorescent caspase substrate Ac-DEVD-AMC (Biomol GmbH, Hamburg, 

Germany, #ABD-13420). The AMC fluorescence intensity (Ex: 360 nm; Em: 450 nm) was 

measured as kinetics of AMC release at 37 °C every 2 min over total of 120 min, using a 

Synergy Mix microplate reader. Caspase-3 activity was determined by considering the slope 

of the fluorescence curves' linear range (Δrfu/min). The slopes of the individual treatments 

were normalized to that of DMSO (set to 100%) of the respective time points.  

5.2.8 Analysis of apoptotic cell death and cell cycle 

DNA content during cell cycles and fragmented DNA leaking from apoptotic nuclei were 

measured by the method of Nicoletti et al. 453. Nuclei were prepared by lysing cells in a 

hypotonic lysis buffer (1% sodium citrate, 0.1% Triton X-100, and 50 µg/mL propidium iodide) 

and then analyzed by flow-cytometry. Prepared nuclei were measured on linear mode to clearly 

differentiate G1-, S-, G2-Phase, and hypodiploid nuclei. Hypodiploid nuclei were measured in 

logarithmic mode. Flow-cytometry analysis was performed on a LSRFortessaTM (Becton, 

Dickinson, Heidelberg, Germany) and data analysis was performed using FlowJo_V10 (BD 

Biosciences). Statistical analysis of hypodiploid nuclei was performed comparing DMSO 

treatments (0.1% v/v) by 1-way ANOVA with Dunnett’s multiple comparison’s test (**** p ≤ 

0.0001). 

5.2.9 Apoptosis Array 

The apoptosis assay (R&D Systems, #ARY009) was used to detect the relative expression of 

35 apoptosis-related proteins in a single sample and was performed according to 

manufacturer’s instructions. Selected capture antibodies were applied to nitrocellulose 

membranes in duplicates. For apoptosis induction the cells were seeded (ρ = 1 x 106 cells/ml) 

and incubated with 10 µM of Meriolin 16 or 2.5 µM Staurosporine (as positive control) for 8 

hours. The cells were lysed, whole cell extracts are diluted and incubated with the array for 24 

hours. Membranes were washed to remove unbound proteins, incubated with biotinylated 
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detection antibodies and Streptavidin-HRP and chemiluminescent detection reagents were 

applied detected for (fluorescence detection). Signal intensity correlates with protein amount 

at the spot. Data analysis was performed according to manufacturer’s instructions. The 

average pixel density of each duplicate spot represents each apoptosis-related protein 

quantity. Averaged background signal was subtracted from each spot and the apoptosis-

related protein pixel density was normalized to the corresponding reference spot. Red 

indicates protein quantities and green indicates low protein quantities. 

5.2.10 Live cell imaging  

Mito-DsRed HeLa cells 447 were seeded on IBIDI-slides (µ-slide 8-well) (IBIDI #80826) for live 

cell imaging, incubated with the respective treatments under culture conditions in the incubator. 

The cells were immediately analyzed with the Axiovert 25 microscope. The images were 

processed with ZEN 3.2 blue edition. Only the most representative images are shown. 

5.2.11 Immunofluorescence 

Detection of changes in intracellular protein localization, immunofluorescence analysis was 

performed in HeLa cells. 0.5 x 106 cells/ml were seeded on autoclaved coverslips (12 mm) in 

a 24-well plate in duplicates and incubated overnight. The medium was removed, and the cells 

were subjected to the specified compounds for the designated duration. Medium was removed, 

the cells were washed with 1x PBS and fixated with 4% PFA at RT for 10 min. The cells were 

washed three times with 1x PBS, permeabilized with 0.2% Triton X-100 at RT for 10 min and 

washed three times with 1x PBS. Unspecific bindings were blocked with 5% BSA in 1x PBS at 

RT for 1 h. The cells were incubated with primary antibodies (1:500 in PBS with 5% BSA, 

unless otherwise noted) at 4 °C overnight. Cells were washed three times with 1x PBS, 

incubated with the secondary antibody (Invitrogen, Alexa Fluor) at RT for 1 h and washed two 

times with 1x PBS. DAPI (Roth #6335, 1:1000 in 1x PBS) was added, the suspension was 

incubated at RT for 10 min and washed with 1x PBS. 7 µL ProLong Glass were placed on 

object slides (Antifade Mountant; Invitrogen #P36984), and the coverslips with cells were 

placed inverted on top. The object slides were analyzed the next day with an Axiovert 25 

microscope (Carl Zeiss). Images were processed with ZEN 3.2 blue edition. Only the most 

representative images are shown. 

5.2.12 Microscopy-based analysis of EdU-incorporation 

The EdU-assay (EdU-click 488 kit from Baseclick GmbH, #BCK-TCell-FC488) measures the 

incorporation no 5-ethynyl-2’-deoxyuridine (EdU) into the DNA and serves as a measurement 
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for cell proliferation. Proliferation is characterized by de novo DNA synthesis during S phase 

of the cell cycle. The cells grow in the presence of 5-EdU and incorporate the compound at 

thymidine bases during S phase. A fluorophore-labeled azide reacts with the incorporated EdU 

allowing the detection by microscopy (sigmaaldrich.com). The cells are seeded and grow to 

the desired density, they get treated as needed, and subsequently EdU is added into the 

media. Next, they are fixed, permeabilized and the EdU detection, together with DAPI-stained 

nuclei, is performed by fluorescent microscopy. 

5.2.13  Microscopy-based analysis of EU-incorporation 

The Click-iT® RNA imaging kit of Invitrogen (#C10329) was used to detect newly synthesized 

RNA via the incorporation of 5-Ethynyl-uridine (EU). The EU-assay serves as a measurement 

of global RNA synthesis. Briefly, the cells were plated the day before, treated with the 

respective substances for the depicted time and then pulsed with EU for 1 h and EU 

incorporation was monitored according to manufacturer’s instructions. Next, the cells are fixed, 

permeabilized and the EU detection, together with DAPI-stained nuclei, is performed by 

fluorescent microscopy. 

5.2.14 Live measurement of mitochondrial membrane potential  

In order to observe any alterations in the mitochondrial membrane potential (ΔΨm), Ramos 

cells were exposed to the cell-permeable, positively charged dye, tetramethylrhodamine ethyl 

ester (TMRE). Mitochondria possess a negative net charge, whereas the dye is not retained 

by depolarized mitochondria. The cells were suspended in fresh medium, which included 10 

mM HEPES and supplemented with 100 nM TMRE (AAT Bioquest, Sunnyvale, CA, USA; 

#22220), and then incubated at 37 °C for 15 minutes. The cells were washed two times with 

10 mM HEPES in RPMI and incubated for additional 15 min. TMRE fluorescence was 

measured by flow-cytometry (Ex: 488, Em: 575) at LSRFortessaTM. First, for each sample the 

basal fluorescence level was measured for 2 min, then the test compound was added to the 

sample tube, mixed and measured continuously for the indicated time. The pre-substance 

basal fluorescence level was set to 100%. Carbonyl cyanide m-chlorophenyl hydrazone 

treatment (CCCP, 10 µM) as protonophore was used as positive control for the complete 

breakdown of the mitochondrial membrane potential. 

5.2.15 Live measurement of total and intracellular Calcium mobilization 

Changes in Ca2+ homeostasis were measured live using a flow-cytometer (LSRFortessaTM). 

Ramos cells (1 x 106) were incubated in growth medium containing 1 µM Fluo-4-AM (Life 
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Technologies; #F14201), 0.005% w/v Pluronic F-127 (Sigma, #540025), 10 mM HEPES and 

5% v/v FCS at 30 °C for 25 min. An equal amount of full growth medium was added and the 

samples were incubated at 37 °C for 10 min. The cells were pelletized at 3000 rpm for 3 min 

and resuspended in Krebs-Ringer buffer (10 mM HEPES pH 7.0, 140 mM NaCl, 4 mM KCl, 1 

mM MgCl2, 10 mM glucose) in 1 mM CaCl2. The cells were stored at RT in the dark until 

measurement and were washed and resuspended in pure Krebs-Ringer buffer for total Ca2+ 

mobilization. For the measurement of intracellular Ca2+ mobilization cells were washed with 

Krebs-Ringer buffer supplemented with 0.5 mM EGTA. Fluo-4-AM fluorescence was measured 

live using flow-cytometer LSRFortessaTM recording fluorescence in the FITC channel (Ex: 488, 

Em: 530±30 nm). For each sample, after at least 30 s of baseline measurement, the stimulus 

was added and measurement was continued for the depicted time.  

5.2.16 Measurement of cellular ROS level by DCF-DA 

During the assay Ramos cells were cultivated in RPMI medium without phenol red. Cells were 

loaded with 20 µM 2’,7’-dichlorodihydrofluorescein diacetate (H2DCF-DA, Sigma, #D6883), 

incubated in the dark for 1 h at 37 °C. The suspension was centrifuged (600 g x 5 min), washed 

with medium (without phenol red), and treated with the noted compounds at 37 °C for the noted 

time. Cells were centrifuged (600 g x 5 min), washed with PBS and transferred to FACS tubes. 

DCF fluorescence correlates to the cellular ROS level and was measured by flow-cytometry. 

DCF was excited with λEx = 488 nm and fluorescence was measured at λEx = 530 nm (FITC 

channel) at LSRFortessaTM. 

5.2.17 Measurement of cellular ATP-levels 

Changes in cellular ATP-levels, were detected by the mitochondrial ToxGloTM assay (Promega, 

Mannheim, Germany; #G8000) and was performed according to the manufacturer’s 

instructions. In order to enhance the sensitivity in detecting mitotoxins, cells were cultured in 

medium that had either glucose or galactose as the sole available sugar source. The ATP-

assay was measured with a microplate spectrophotometer (Synergy Mix platereader). 

Statistical analysis was performed using 2-way ANOVA and Sidak’s multiple comparisons test. 

**** p ≤ 0.0001.  

5.2.18 Measurement of electron transport chain complex (I-V) activity  

Activities of complex I-V in the electron transport chain (ETC), were measured by using the 

MitoCheck® complex I-V activity assay kits (Cayman Chemical, Ann Arbor, MI, USA; 

#700930/700940/700950/700990/701000), according to manufacturer’s instructions. Complex 
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activity was measured with a microplate spectrophotometer (Synergy Mix platereader). Each 

complex had an appropriate positive control for its inhibition (I: Rotenone; II: 

Thenoyltrifluoroacetone (TTFA); III: Antimycin A; IV: Potassium cyanide (KCN); V: 

Oligomycin). The activity of the negative control (DMSO 0.1% v/v) was set to 100%. All 

treatments were normalized to DMSO. Statistical analysis was performed using unpaired t-test 

comparing treatment to DMSO (0.1% v/v). **** p ≤ 0. 0001. 

5.2.19 Mito Stress Test – Seahorse analysis  

Mito Stress Test Kit (Agilent Technologies, Santa Clara, CA, USA) was used according to the 

manufacturer’s instructions with the Seahorse XFe96 Extracellular Flux Analyzer (Agilent 

Technologies, Santa Clara, CA, USA). Injection compounds were used in concentrations of 

1 µM (Oligomycin), 1 µM (FCCP) and 0.5 µM (Rotenone/Antimycin A) per well. 10,000 HeLa 

cells were seeded 24 h prior to Seahorse analysis. Bromoxib (10 µM in DMSO) or DMSO 

(0.1% v/v) solvent control was injected via acute injection, oxygen consumption rate (OCR) 

was measured at three time points every 6 minutes and Oligomycin was injected. For 

Bromoxib, different concentrations (0.5 – 10 µM) were injected and four time points every 3 

minutes were measured. 

Mitochondrial respiration parameters were defined as following:  

Non-mitochondrial respiration is defined as the lowest measured OCR after blocking 

respiration with Rotenone/Antimycin A.  

Basal Respiration is defined as the mean of the first three OCR values prior to acute injection 

– (non-mitochondrial respiration).  

Maximal Respiration was defined as the maximal OCR after FCCP injection = (maximal OCR) 

– (non-mitochondrial respiration).  

Spare respiratory capacity (SRC) is defined as (maximal respiration) – (basal respiration) and 

serves as parameter to determine the cell’s ability to react to higher energy demands. 

Respiration after treatment was defined as the OCR prior to Oligomycin injection after injection 

of Bromoxib or DMSO vehicle – (non-mitochondrial respiration). Proton leak = lowest OCR 

value after Oligomycin injection – (non-mitochondrial respiration). Acute response = 

(respiration after treatment) – (basal respiration).  

5.2.20 Hexokinase II inhibitor assay 

Potential inhibition of Hexokinase II (HK II) was analyzed with the Hexokinase II inhibitor assay 

kit (#ab211114) and was performed according to manufacturer’s instructions. This assay is 
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based on the key function of HK II to convert glucose into glucose-6-phosphate. Glucose-6-

phosphate dehydrogenase catalyzes the oxidation of Glucose-6-phosphate to form NADH 

from NAD+. NAD+ reduces a probe and the OD is measured at OD 450 nm. 3-Bromopyruvate 

(Bromopyruvic acid), is a known inhibitor of HK II was used as positive control and thereby 

decreases the rate of HK II dependent absorbance of the probe at OD 450 nm. The HK II assay 

was measured with a microplate spectrophotometer (Synergy Mix platereader). 

5.2.21 Tubulin polymerization assay 

Changes in tubulin polymerization were detected with the tubulin polymerization assay kit 

(Cytoskeleton, Inc., Denver, CO, USA; #BK006P) in porcine mitochondria and was performed 

according to manufacturer’s instructions. Monomeric tubulin polymerization is accompanied by 

an increase in absorption (340 nm), therefore the reaction can be measured photometrical. 

The velocity of polymerization has been calculated using the formulas provided by the 

manufacturer. Respective controls for tubulin stabilization and increased polymerization rate 

was Paclitaxel, and Nocodazole was used as control for reduced polymerization rates. 

5.2.22 Thermal proteome profiling (TPP) for Viriditoxin 

Except for MS analysis and data analysis for protein identification and quantification, TPP was 

conducted following the method described by Franken et al. 454. The TPP was performed by 

Thomas Lenz, BMFZ, RG Stühler from the Molecular Proteomics Laboratory (MPL), Heinrich-

Heine Düsseldorf. Exact detailed methodological procedure are noted in the supplemental 

material of publication 1. 

5.2.23 Thermal proteome profiling (TPP) for Bromoxib 

3.5 x 108 Ramos cells, were diluted in medium (~1.5 x 106 cells/ml) and incubated with 40 µM, 

10 µM, 2.5 µM, 625 nM, 159 nM, 39 nM, 9.8 nM, 2.4 nM 0.6 nM Bromoxib or 0.4% v/v DMSO 

(solvent control according to the highest used concentration) at 37 °C with 5% CO2 for 30 min. 

The cells were centrifuged at 1200 rpm for 5 min at 4 °C. Supernatants were removed, pellets 

were resuspended in 39 mL ice-cold 1x DPBS and centrifuged. All supernatants were 

removed, the pellets were resuspended in ice-cold 1x DPBS and transferred to pre-weighed 2 

mL Eppendorf tubes. Suspensions were centrifuged (5000 rpm, 4 °C, 5 min and supernatants 

were discarded. Wet pellets were weighed and further work was conducted under the 

supervision of Thomas Lenz, BMFZ, RG Stühler from the Molecular Proteomics Laboratory 

(MPL), Heinrich-Heine Düsseldorf according to Franken et al. 454 with modifications to the TMT 

labeling sets and statistical data analysis performed by Thomas Lenz.  
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5.2.24 Lipidomics and measurement of fatty acid oxidation 

Methods described below were performed by Dr. Xabier Buqué from RG Aspichueta (Lipids 

and Liver group from the Department of Physiology, Faculty of Medicine and Nursing at 

Universidad del País Vasco in Spain). 

Quantification of lipids 

For lipid quantification in Ramos cells 1.5 x 106 cells per milliliter (treated and untreated by the 

author of this thesis), were directly resuspended in 0.3 mL of distilled H2O. Lipids were 

extracted from 0.15-0.35 mg of protein 455, separated by thin layer chromatography (TLC) and 

quantified as described in 456. For total quantification of lisophosphaticylcholine (LPC), 

phosphatidylcholine (PC), phosphatidylserine (PS), phosphatodylinositol (PI), 

phosphatidylethanolamine (PE), cardiolipin (CLN), free cholesterol (FC), diacylglycerides 

(DG), triacylglycerides (TG) and cholesteryl ester (CE), TLC plates were stained with a solution 

of 10% CuSO4 (w/v) in 8% H3PO4 (v/v) and an image of the plate was digitalized with 

ChemiDocTM PM imaging system (Bio-Rad Laboratories, USA). Quantification was performed 

with Image Lab software (Bio-Rad Laboratories, USA). Free fatty acids were measured with a 

commercial kit (WAKO Fujifilm; Japan) directly from the cell suspension following 

manufacturer´s protocol. Lipid levels were expressed relative to the cell protein. 

Fatty acid oxidation in cells 

The rate of fatty acid oxidation in Ramos cells was determined by measuring the amount of 

[14C]-CO2 (complete oxidation) and the amount of [14C]-acid-soluble metabolites (ASM) 

(incomplete oxidation) released from [1-14C]-palmitate (Perkin Elmer, USA) oxidation, as 

described by others with minor modifications 457, 458. Briefly, 1.5 million cells per milliliter were 

starved overnight with assay medium (low glucose MEM supplemented with 0.3 g/L of 

glutamine, 6 g/L HEPES, 5% penicillin/streptomycin mix (v/v) and 0.5% fatty acid free BSA 

(w/v)), then pretreated for 30 minutes with Bromoxib or the vehicle alone (DMSO 0.1% (v/v)) 

(Sigma-Aldrich, USA) in assay medium and finally, were incubated for 4 hours with medium 

supplemented with fatty acid free BSA complexed with 0.2 mM palmitate containing 0.5 μCi/ml 

[1-14C]-palmitate. After that, medium was collected in a tube containing Whatman filter paper 

soaked with 0.1 M NaOH in the cap and 500 µl of 3 M perchloric acid were added in the media 

to release the CO2, which was captured in the filter paper. The acidified medium was 

centrifuged at 21,000 x g for 10 min to remove particulate matter. The radioactivity of CO2 

captured by the filter papers and of ASM (the supernatants of the culture media) was measured 

by a Tricarb 2810 TR scintillation counter (Perkin Elmer, USA) and expressed relative to the 

cell protein. 
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5.2.25 CDK activity assays 

The activity of selected CDKs and their Cyclins was measured by the usage of CDK kits from 

BPS Bioscience (CDK1/Cyclin B1 #79597; CDK2/Cyclin A2 #79599; CDK4/Cyclin D3 #79674; 

CDK9/Cyclin T #79628) and the assays were performed according to manufacturer’s 

instructions. In brief, the CDK/Cyclin complexes themselves are active as purified recombinant 

enzymes that react with the CDK substrate peptide in the presence of ATP and kinase buffer. 

Reactions are initiated by addition of diluted CDK/Cyclin enzyme and incubation at 30 °C for 

45 min and Kinase-Glo-Max® reagent was added. Luciferase luminescence from the reagent 

is inversely proportional to kinase activity. Luminescent CDK/Cyclin assays enable 

quantification of remaining ATP after a kinase reaction. Luminescence was measured with a 

Synergy Mix microplatereader as endpoint measurement. Data analyses were performed 

according to the manufacturer’s instructions. Statistical analysis was performed by 1-way 

ANOVA, corrected by Bonferroni’s multiple comparison test; ****= p ≤ 0.0001. 

5.2.26  Kinome Screening with Reaction Biology 

The Kinome Screening was performed by Reaction Biology Europe GmbH 

(http://reactionbiology.com; Freiburg i. Br., Germany). In case of CDKs with their 

corresponding Cyclins, treatment with Meriolin 16 (tested concentrations: 0.03 µM and 0.3 

µM), Meriolin 36 (tested concentrations: 0.3 µM and 3 µM) and an inactive structurally related 

Meriolin derivative (17, tested concentrations: 0.3 µM and 3 µM), the company measured the 

activity of 335 wild-type protein kinases as recombinant purified active proteins. Meriolin 17 as 

inactive derivative was chosen to rule out false positive results. A kinase inhibition profile of 

the three Meriolins was determined by measuring residual activity at two concentrations each 

in single values in 335 wild-type protein kinase assays. 

The residual activity was calculated as:  

𝑅𝑒𝑠. 𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (%) = 100 𝑥 (
(𝑆𝑖𝑔𝑛𝑎𝑙 𝑜𝑓 𝑐𝑜𝑚𝑝𝑜𝑢𝑛𝑑 − 𝑙𝑜𝑤 𝑐𝑜𝑛𝑡𝑟𝑜𝑙)

ℎ𝑖𝑔ℎ 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 − 𝑙𝑜𝑤 𝑐𝑜𝑛𝑡𝑟𝑜𝑙
) 

The selectivity score was calculated as:  

𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑆𝑐𝑜𝑟𝑒 =
(𝐶𝑜𝑢𝑛𝑡 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠 < 50%)

(𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠)
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5.2.27 Replicates and statistical analysis 

Experiments were replicated at least three times and only representative data are shown. Error 

bars indicate standard deviation (SD). All statistical analyses were performed using Prism 

v7.01 (GraphPad Software, La Jolla, CA, USA).
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6 Results 

B cell acute lymphoblastic leukemia (B ALL) is the prevalent cancer type found in children. The 

5-year event free survival rate has been increased to over 80% with multidrug high-dose 

chemotherapy. Despite this result the prognosis for refractory/relapsed B ALL remains bleak 

and chemotherapy resistance is a major challenge in therapy 459. In parallel chemoresistance 

in refractory/relapsed T cell acute lymphoblastic leukemia (T ALL) is quite common and the 

treatment of refractory T and B ALL remains challenging 460. 

New bioactive molecules with anticancer properties in order to treat malignancies as single 

treatment or to increase the effectiveness of established drugs in combinational therapies is a 

hot topic in cancer research. The exceptional chemical diversity in nature provides natural 

products as a valuable source of bioactive compounds with therapeutic potential. This work 

focuses on the validation of cytotoxic natural products and semisynthetic substances as 

potential anticancer drugs in leukemia and lymphoma. Elucidating the molecular mechanism 

of anticancer drugs is important for understanding structure-activity relationships. Therefore 

the substances, Viriditoxin, Bromoxib and Meriolin derivatives, have been investigated in terms 

of apoptosis induction, effects on metabolism, DNA-damage or cell cycle. 

6.1 Validation of natural product-induced cytotoxicity and analysis of 
their apoptosis induction capacity in leukemia and lymphoma cells 

It was first aimed to validate the natural compounds with high cytotoxicity determined by my 

predecessor Dr. Stuhldreier and colleagues 441. Most experiments used Burkitt B cell 

lymphoma (Ramos) and acute T cell leukemia (Jurkat) cells as dual cellular model system. 

Cytotoxicity screenings of ten selected natural products were conducted in Ramos and Jurkat 

cells for 24 and 72 hours. Cell viability was determined with the AlamarBlue® viability assay 

(Figure 12 A). IC50 values (half maximal inhibitory concentration) display a measure for the 

potency of the molecules in diminishing cell viability, displaying its cytotoxicity in leukemia and 

lymphoma cells (Figure 12 B). The lowest IC50 values for Helenalin, P01F08 (Bromoxib), 

Enniatin B, Aranorosin, 5-epi-Nakijiquinone, Viriditoxin, Pyrenocine A and Coniellin were 

reviewed in literature and summarized in (Figure 12 B). Based on the high cytotoxicity in normal 

cells, number of publications and availability of an already fully published molecular 

mechanism the following natural products were excluded for further studies within this thesis: 

5-epi-Nakijiquinone, Pyrenocine A and Coniellin. Further experiments were performed with 

Helenalin, P01F08 (Bromoxib), Enniatin B, Aranorosin and Viriditoxin. 
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Figure 12 Cytotoxicity screening of ten natural products in Burkitt B cell lymphoma (Ramos) and 
acute T cell leukemia (Jurkat). (A) Cytotoxicity in Ramos or Jurkat cells was determined after the 
indicated incubation periods of 24 and 72 h using AlamarBlue® viability assay. Shown in each graph is 
the mean ± SD of one representative experiment performed in triplicates. (B) Overview of the resulting 
IC50 values in the individual cell lines at the respective incubation times. This initial screening experiment 
was performed with three technical replicates; the values were normalized to DMSO (0.1% v/v; negative 
control). n.d.= not detected in the depicted concentration range.  

In order to identify natural compounds that are able to induce cell death in the dual cellular 

model system, Ramos cells were treated with sublethal (1 µM) and high (10 µM) concentrations 

of Helenalin, P01F08 (Bromoxib), Enniatin B or Aranorosin for 24 h (Figure 13). To measure 

caspase activity, PARP1 cleavage was analyzed via immunoblotting. Due to its recognition 

sequence (aspartic acid, glutamic acid, valine, aspartic acid (DEVD)), PARP1 is a substrate 

for effector caspases and gets cleaved into 89 kDa and 24 kDa fragments, inactivating and 

inhibiting its function in DNA repair 15. To differentiate the caspase-dependency of PARP1 

cleavage, the cells were pre- and co-treated with the broad-range caspase inhibitor Q-VD-OPh 

(QVD), shown in (Figure 13 A). Immunoblotting revealed PARP1 cleavage by P01F08 

(Bromoxib) and Enniatin B at a concentration of 10 µM, whereas Aranorosin cleaved PARP1 

at 1 and 10 µM concentration. Helenalin did not show any PARP1 cleavage and was therefore 

excluded for further analysis. Apoptosis-inducing Staurosporine (STS), originally isolated in 

1977 from the bacterium Streptomyces staurosporeus 461, was used as positive control. STS 

induces apoptosis by the canonical intrinsic apoptosis pathway, including cytochrome c, 

apoptosome formation and caspase-9 activation or alternatively via an intrinsic pathway. Latter 

is independent of Bcl-2 and does not rely on Apaf-1 and apoptosome formation 446.  

Caspase-3 activity (DEVDase activity) was determined in Ramos (upper graphs) and Jurkat 

cells (lower graphs) (Figure 13 B) to exploit the apoptosis induction capacity of P01F08 

(Bromoxib), Enniatin B and Aranorosin. Generally, caspase-3 is ubiquitously expressed in 

normal tissues, but cancer cells exhibit variable levels of the executioner caspase-3 462. In our 
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experiments, Ramos cells appear, to be more susceptible against cytotoxic agents and exhibit 

higher levels of caspase-3 activity compared to Jurkat cells in the AlamarBlue® or DEVDase 

activity assay. Here, P01F08 (Bromoxib), Enniatin B and Aranorosin were observed to induce 

potent caspase-3 activity in Ramos and Jurkat cells at higher concentrations (10 µM) (Figure 

13 B). Caspase-3 activity measurement itself does not serve as a sufficient method to 

differentiate the pathway of cell death induction. Therefore, the direct impact on mitochondria 

was investigated. If the mitochondria are targeted directly, the mitochondrial membrane 

potential (ΔΨm) should decrease (Figure 13 C). In consequence, ΔΨm-driven ATP synthesis 

and protein transport processes are inhibited and pro-apoptotic factors are released into the 

cytosol. P01F08 (Bromoxib) induced a rapid breakdown of mitochondrial membrane potential 

within 2 minutes, similar to the positive control CCCP (carbonyl cyanide m-chlorophenyl 

hydrazone) (Figure 13 C). CCCP is described as an uncoupler of mitochondrial oxidative 

phosphorylation (OXPHOS) and as a protonophoric ATP synthesis disruptor 463-465. Therefore, 

Bromoxib seems to impact directly the mitochondrial metabolism. 

As a second readout for an effect on the mitochondria, the cellular ATP-levels were measured 

under only glucose-condition or only galactose-condition, which enables to distinguish effects 

on glycolysis or OXPHOs as ATP-producing metabolic pathways (Figure 13 D). Here, 

Enniatin B and Aranorosin were observed to reduce ATP-levels under galactose-conditions, 

whereas P01F08 (Bromoxib) reduced ATP-levels under both conditions (Figure 13 D).  
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Figure 13 Initial cell death screening of selected natural products in Burkitt B cell lymphoma 
(Ramos) and acute T cell leukemia (Jurkat). (A) Ramos cells were pre-and co-treated with QVD (10 
µM) and subsequently treated with 1 or 10 µM natural product. PARP1 cleavage was determined after 
24 h via immunoblotting. Staurosporine (STS; 2.5 µM) was used as positive control for the induction of 
apoptosis. Tubulin served as loading control. (B) Ramos and Jurkat cells were treated with 1 or 10 µM 
P01F08, Enniatin B or Aranorosin and Staurosporine (STS; 2.5 µM) as positive control for caspase-3-
activity for up to 8 h. Subsequently, DEVDase activity was used as marker for caspase-3 activity. 
DEVDase activity was determined via measurement of the pro-fluorescent caspase-3 substrate DEVD-
AMC in a micro-spectrophotometer. DEVDase activity was assessed by the slope of the linear range of 
fluorescence increase. The values obtained for the DMSO control were considered 100%, and the 
normalized relative fold induction was calculated as per the description given in the Materials and 
Methods section. Shown in each graph is the mean ± SD of one representative experiment performed 
in duplicates. (C) Measurement of the mitochondrial membrane potential (ΔΨm) in Ramos cells after 
the addition of 10 µM CCCP (mitochondrial uncoupler; positive control), P01F08 (Bromoxib), Enniatin B, 
Aranorosin or DMSO (0.1% v/v; negative control) by flow-cytometric measurement of TMRE 
fluorescence. Shown is a representative graph. (D) Measurement of the ATP-levels in full growth 
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medium containing either glucose or galactose as the only available sugar. Ramos cells were treated 
with 10 µM P01F08 (Bromoxib), Enniatin B or Aranorosin. With only galactose, the cell is forced to rely 
entirely on OXPHOS for ATP synthesis. The ATP-levels were measured using the mitochondrial 
ToxGloTM assay from Promega which is luminescence based. The depicted values were normalized to 
DMSO (0.1% v/v) treated cells in glucose containing media which were set 100%. Error bars = mean ± 
SD values of technical triplicates of one experiment are shown. 

6.2 The mycotoxin viriditoxin induces leukemia- and lymphoma-specific 
apoptosis by targeting mitochondrial metabolism 

Viriditoxin was validated as a top candidate in the primary screening of natural products shown 

in Figure 12 and excluded from the experiments in Figure 13 since it was primarily investigated 

and characterized by my predecessor Dr. Stuhldreier as one research topic in the scope of his 

dissertation 466.  

The Viriditoxin (VDT) project, was published by Dr. Fabian Stuhldreier and the author of this 

thesis as equally contributing first authors in 2022, entitled: ‘Mycotoxin viriditoxin induces 

leukemia- and lymphoma-specific apoptosis by targeting mitochondrial metabolism’ 1. In the 

following, the key findings of this publication 1 about VDT will be summarized below.  

 

Figure 14 Structure of Viriditoxin (VDT) 1 

The natural compound Viriditoxin (VDT) (Figure 14) derives from the endophytic fungus 

Cladosporium cladosporioides and was identified as a promising therapeutic for leukemia and 

lymphoma treatment 1, 466. VDT exhibited a high level of cytotoxicity and caused quick activation 

of caspases in both Jurkat leukemia and Ramos lymphoma cells. However, its impact on solid 

tumor cells was significantly less 1. An intriguing observation was that human hematopoietic 

stem and progenitor cells, as well as peripheral blood mononuclear cells derived from healthy 

donors, were highly resistant to VDT-induced cytotoxicity. Additionally, the colony-forming 

capacity was impacted only at very high concentrations, suggesting a promising therapeutic 

window for treatment strategies 1. Even in the presence of anti-apoptotic Bcl-2, VDT activates 

the intrinsic mitochondrial apoptosis pathway in leukemia cells. In addition, VDT's 

mitochondrial toxicity was verified by its ability to inhibit mitochondrial respiration, generate 

ROS, diminish the mitochondrial membrane potential (ΔΨm), discharge cytochrome c from 
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mitochondria, activate dynamin-like GTPase OPA1, and result in mitochondrial fragmentation. 

In the VDT project reviewed above, I contributed in the characterization of the apoptosis 

pathway (1 Fig. 4B, D, E; Fig. 5B, C; Suppl. Fig. 3B), the validation of potential VDT targets (1 

Fig. 7; Suppl. Fig. 4A) and performed largely the extensive revision, including the cell specificity 

screening of the drug (1 Suppl. Fig 1), performing quantitative analyses of Western blots and 

graphs including statistics, revised and corrected the manuscript together with my supervisor 

Prof. Wesselborg. 

In the scope of this thesis I included data about the validation of potential VDT targets (Figure 

15, taken from the publication 1) and further investigations about molecular mechanisms of two 

selected target proteins (Figure 16).  

With confirmation of the mitochondrial toxicity, the next aim was to identify the molecular target 

of VDT. An unbiased proteomic approach using thermal proteome profiling (TPP) was 

performed by Thomas Lenz (working group of Prof. Kai Stühler, Molecular Proteomics 

Laboratory, Biological-Medical-Research Center (BMFZ), University of Düsseldorf). By 

identifying proteins whose thermal stabilities are impacted by drug-binding, this approach 

facilitates the detection of drug-protein interactions within living cells. For successful 

identification of respective drug targets, affected proteins' thermal profiles can be analyzed by 

mass spectrometry 454, 467. Utilization of the TPP-approach after VDT treatment identified 43 

proteins in Ramos cells. All proteins with decreased thermal stability are shown on the left side 

of the graph (Figure 15 A). A functional protein association network (STRING) analysis of the 

top 43 proteins is shown in Figure 15 B 1 and 29 proteins originated from mitochondria. VDT 

treatment has a significant effect on several enzymes that participate in the TCA cycle, 

including two subunits of the pyruvate dehydrogenase complex (PDHA1, PDHB), two 

succinate-CoA ligase subunits (SUCLG1, SUCGL2), and isocitrate dehydrogenase 2 (IDH2) 

(Figure 15 A, B) 1. These enzymes require NAD+ and produce NADH+H+. Thus, the 

NAD+/NADH ratio was evaluated, but VDT treatment did not affect this ratio. As a result, TCA 

enzymes were concluded to be not affected by VDT treatment 1.  

It is noteworthy that among the 20 identified candidates, there were mitochondrial ribosomal 

(mitoribosomal) proteins (MRPs), which are either part of the large 39S-subunit (12 proteins) 

or small 28S-subunit (8 proteins) (Figure 15 A, B) 1. Three controls were used: Cycloheximide 

(CHX) as an inhibitor of cytosolic protein translation, Chloramphenicol (CAP) as an inhibitor of 

mitochondrial translation 468 and Tigecycline (TIG) as mitochondrial translation inhibitor, which 

also inhibits the ETC complexes I and IV and selectively kills leukemia stem and progenitor 

cells 1, 468, 469. Hence it was possible that VDT, like TIG might target the mitochondrial 

translation 1, 468. In order to investigate whether VDT affects the function of mitoribosomes, the 

protein expression levels of cytochrome c oxidase 2 and 4 (Cox-2, Cox-4) were analyzed, 

which are subunits of the mitochondrial respiration complex IV in the ETC and are translated 
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by mitochondrial or cytosolic ribosomes, respectively (as depicted in Figure 15 C) 1. Cox-2 is 

translated by mitochondrial ribosomes, whereas Cox-4 is translated by cytosolic ribosomes 470. 

To this end, Ramos cells were exposed to increasing concentrations of VDT for 36 hours, and 

the levels of Cox-2 and Cox-4 proteins were evaluated through immunoblotting (Figure 15 C). 

To rule out the possibility that caspase-mediated proteolysis affected the protein levels, QVD 

was applied. The results shown in Figure 15 C demonstrate that VDT and TIG did not 

significantly reduce the mitochondrial Cox-2 expression after 36 h treatment. A minor reduction 

in Cox-2 expression was observed for CAP after 36 h. Therefore, it was concluded that the 

protein expression of Cox-2 in Ramos cells remained rather stable after 36 h without 

substantial impact of VDT or TIG treatment (Figure 15 C). Given the stable expression of  

Cox-2, the possibility of VDT inducing apoptosis primarily through the inhibition of 

mitochondrial protein translation was excluded. Furthermore, CAP, which is known to inhibit 

mitochondrial translation, did not cause cytotoxicity in Ramos cells even after 48 hours of 

treatment. In contrast VDT induced cytotoxicity at distinctly lower concentrations 

(IC50 (36 h) = 0.024 µM), more substantial than TIG (IC50 36 h: 5.32 µM) (Figure 15 D). 
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Figure 15 Thermal proteome profiling of potential VDT target proteins and effect of the inhibition 
of mitochondrial and cytosolic translation on protein expression and viability. (A) For mass 
spectrometry based thermal proteome profiling (TPP), Ramos cells were treated with 10 µM viriditoxin 
(VDT) or diluent control for 30 min. The statistical significance for the VDT-induced difference in protein 
melting behavior (expressed as the negative decadic logarithm of the adjusted NPARC p-value, -lg(adj. 
p, NPARC)) is plotted against the melting point difference (difference of the means of the melting points, 
ΔTm). Mitoribosomal proteins are shown in red within the plot. (B) Shown is the functional protein 
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association network (based on the STRING database) of the top 43 proteins destabilized by VDT, 
selected by p-value and melting point difference. Mitochondrial proteins are labeled in blue, 
mitoribosomal proteins in blue/red and non-mitochondrial proteins in grey. (C) Ramos cells were treated 
with increasing concentrations of VDT. Cycloheximide (CHX; 1 µM) was used as inhibitor of cytosolic 
protein translation and chloramphenicol (CAP; 150 µM) and tigecycline (TIG; 10 µM) as inhibitors of 
mitochondrial translation. In order to prevent caspase-mediated protein degradation the pan-caspase 
inhibitor QVD (10 µM) was added prior to application of CHX, CAP, TIG, or VDT (3 µM; right lane). After 
36 h immunoblotting against cytochrome c oxidase 2 and 4 (Cox-2 and Cox-4) was performed. Cox-2 is 
translated within the mitochondria whereas Cox-4 is translated in the cytosol. Immunoblotting for vinculin 
was used as loading control. Numbers under Cox-2 and Cox-4 immunoblots indicate densitometric 
analyses of the fold induction of Cox-2/-4 relative to loading control. (D) Ramos cells were treated with 
increasing concentrations of VDT, CHX, CAP, or TIG for 36 h and 48 h, respectively. Subsequently, cell 
viability was monitored by AlamarBlue® assay. Mean ± SD values of triplicates are shown. Respective 
IC50 values are given in parentheses. (Figure and legend taken from 1 without changes). 

 
A direct effect of VDT on mitochondrial protein translation as the primary mechanism for 

apoptosis was excluded in the published manuscript 1. Since the exact molecular target of VDT 

is still unknown, it was aimed to address this point via a detailed further investigation of the 

other, the stabilized candidates, as shown in Table 11. The TPP identifies proteins with a 

destabilized melting behavior which were shown and analyzed in the publication 1, but it also 

reveals proteins with a stabilized melting behavior, which are significantly stabilized upon VDT 

treatment Table 11 and Figure 16. 

Table 11 List of proteins stabilized by VDT.  The proteins were identified by thermal proteome profiling 
which was performed as described in Methods. Proteins with -lg(adj. p, NPARC) > 3.85 and ΔTm > 0 
were regarded as significantly stabilized. 

Gene 
name Protein name(s) -lg(adj. p, 

NPARC) ΔTm 

AACS Acetoacetyl-CoA synthetase; ACSF1, FLJ12389, SUR-5 8,73 2,88 

AARS2 Alanine-tRNA ligase; AARSL, bA444E17.1, KIAA127 5,57 1,49 

ALDH18A1 Delta-1-pyrroline-5-carboxylate synthase; GSAS, P5CS, 
PYCS, SPG9 7,53 1,39 

CDC37L1 Hsp90 co-chaperone CDC37-like 1; CDC37B, FLJ20639, 
HARC 4,46 

 
1,8 

 

COG3 Conserved oligomeric Golgi complex subunit 3 4 2 

COX6B1 Cytochrome c oxidase subunit 6B1; COX6B, COXG 4,45 2,67 

DECR1 2,4-dienoyl-CoA reductase; DECR, SDR18C1 4,42 1,51 

GRSF1 G-rich sequence factor 1 6,33 1,57 

HARS1 Histidine-tRNA ligase, USH3B 5,02 1,07 

IK Protein Red; RED, RER 5,32 1,38 

INPP5D Phosphatidylinositol 3,4,5-trisphosphate 5-phosphatase 1; 
hp51CN, SHIP, SHIP1 9,25 7,03 

LRPPRC Leucine-rich PPR motif-containing protein; GP130, 
LRP130, LSFC 9,71 2,01 

POLE4 DNA polymerase epsilon subunit 4; p12 4,97 3,54 
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Gene 
name Protein name(s) -lg(adj. p, 

NPARC) ΔTm 

PPP2R1B Serine/threonine-protein phosphatase 2A 65 kDa 
regulatory subunit A beta; PP2A-A beta, PR65B 4,04 1,18 

PPP6R1 Serine/threonine-protein phosphatase 6 reg. subunit 1; 
KIAA1115, SAP190, SAPS1 5,1 1,56 

PTRHD1 Putative peptidyl-tRNA hydrolase; C2orf79, LOC391356 6,33 1,49 

STRBP Spermatid perinuclear RNA-binding protein; FLJ11307, 
ILF3L, SPN 6,47 3,13 

SUMO2 Small ubiquitin-related modifier 2; SMT3B, SMT3H2 4,24 2,3 

TATDN1 Putative deoxyribonuclease TATDN1 10,14 2,74 

TPD52 Tumor protein D52; D52, hD52, N8L 4,24 1,59 

WIBG Partner of Y14 and mago 4,39 1,69 

YWHAG 14-3-3 protein gamma; PPP1R170 4,57 0,71 

YWHAH 14-3-3 protein eta; YWHA1 5,66 0,64 

 

An extensive literature research was performed on the stabilized candidates of Table 11 in 

terms of their subcellular localization and biological function. The most interesting candidates 

were analyzed in three different cell lines: Ramos, SUPB-15 (B cell acute lymphoblastic 

leukemia; B ALL) and HeLa cells on their protein expression levels and in HeLa cells on their 

subcellular localization after VDT treatment in order to validate them as targets. Ramos and 

SUPB-15 were selected to be compared since the cell specificity screening showed, that 

SUPB-15 with an IC50 of 0.4 µM (24 h) was almost as sensitive to VDT treatment as Ramos 

with an IC50 of 0.06 µM (24 h) 1. In the development of acute leukemia, the bone marrow’s 

resources and capacity are utilized to create immature B lymphocyte progenitors that are 

characteristic for the disease. In B cell ALL, these blast cells are immature B lymphocyte 

progenitors. This type of leukemia is most prevalent in children with an incidence rate of 46 

cases per 100,000 individuals worldwide 471, 472. However, Ramos are human B cell lymphoma 

and SUPB-15 are lymphoblastic leukemia cells and they share a common cellular origin 

according to the hematopoiesis of blood cells 472, 473. Thus, it was aimed to investigate whether 

a common mechanism regarding the two stabilized proteins is responsible for the comparable 

susceptibility regarding cytotoxicity, respectively. 

Two candidate proteins were selected for further analysis: 1.) LRPPRC (Leucine-rich PPR 

motif-containing protein) is localized in the mitochondria and involved in mRNA transport, 

transcription and regulation of transcription. This protein is of interest since it plays a role in 

maintaining the stability of the mitochondrial encoded cytochrome c oxidase (COX) subunits 

according to the human protein atlas 474. Another study shows the downregulation of LRPPRC 

expression in relation to apoptosis induction through the mitochondria-mediated pathway in 

prostate cancer cells. These experimental data suggest that LRPPRC plays a critical role in 
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the development of prostate cancer and thus its inhibition presents a potential approach for 

prostate cancer treatment 475. Moreover, the overexpression of LRPPRC is associated with 

poor prognosis, whereas the downregulation of LRPPRC inhibits growth and invasion, 

resulting in apoptosis induction 476. An interaction between LRPPRC and VDT could lead to an 

inhibition of mitochondrial-mRNA transport to the mitoribosomes, giving an explanation for the 

destabilization of the mitoribosomal protein-cluster 477. 2.) GRSF1 (G-rich sequence factor 1) 

is localized in the mitochondria and regulates post-transcriptional mitochondrial gene 

expression, which is required for the assembly of the mitochondrial ribosome and the 

recruitment of mRNA and IncRNA (human protein atlas 474). It was named together with 

LRPPRC and SLIRP (SRA stem-loop interacting RNA binding protein) in a group of proteins 

involved in mitochondrial RNA metabolism and coordination of translation of mitochondrial 

mRNAs 478. An interaction between VDT and GRSF1, disturbs possibly the assembly of 

mitoribosomal proteins. Consequentially it is a possible hypothesis, since GRSF1 is required 

for mitochondrial ribosome assembly and the MRPs were the most prominent destabilized 

protein cluster (Figure 15) 1. To characterize cell specificity, concentration and time 

dependency, the direct effect of VDT, was tested on these two candidates (Figure 16).  

Figure 16 A shows the volcano plot, visualizing -lg(adj.p,NPARC with a cutoff > 3.85 and ΔTm 

> 0. Figure 16 B shows the respective STRING analysis of these 23 candidates. To analyze 

rapid effects on the selected candidate target proteins LRPPRC and GRSF 1, Ramos, SUPB-

15 and HeLa cells were treated with a sublethal (1 µM) and a lethal VDT-concentration (10 

µM) for either 30 min or 4 h (Figure 16 C). Leukemic cell lines Ramos and SUPB-15 have 

shown no rapid effect after 30 min and 4 h on both proteins. HeLa cells have shown a 

concentration dependent effect. LRPPRC and GRSF1 protein levels decreased after treatment 

with 10 µM VDT after 4 h. In contrast, GRSF1 protein levels increased with a sublethal dose 

of 1 µM VDT (Figure 16 C).  
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Figure 16 Thermal proteome profiling of stabilized VDT target proteins with the effect of VDT on 
two selected candidate proteins: LRPPRC and GRSF1.(A) For mass spectrometry-based thermal 
proteome profiling (TPP), Ramos cells were treated with 10 µM VDT or diluent control for 30 min. The 
statistical significance for the VDT-induced difference in protein melting behavior (expressed as the 
negative decadic logarithm of the adjusted NPARC p-value, -lg(adj. p, NPARC)) is plotted against the 
melting point difference (difference of the means of the melting points, ΔTm). (B) Shown is the functional 



Results 
 

78 

protein association network (based on the STRING database) of the top 23 proteins stabilized by VDT, 
selected by p-value and melting point difference. (C) and (E) Ramos, SUPB-15 and HeLa cells were 
treated with 0.1% (v/v) DMSO (negative control), 1 or 10 µM of VDT for 30 min and 4 hours (C) and 24 
h (E). The protein levels of LRPPRC and GRSF1 were determined via immunoblotting. GAPDH served 
as loading control. (D) HeLa cells were treated with DMSO (0.1% (v/v); negative control) or 10 µM of 
VDT for 30 min and 4 hours. By immunofluorescence the protein localization of LRPPRC in yellow and 
GRSF1 in purple was determined. TOMM20 in red was used as marker for the outer mitochondrial 
membrane and DAPI in blue served as marker for the nucleus. Representative images of three 
independent biological replicates are shown. 

To monitor the subcellular localization of LRPPRC after 30 min and 4 h, HeLa cells were 

incubated with either DMSO (0.1% v/v) or 10 µM VDT (Figure 16 D). GRSF1 colocalizes with, 

TOMM20 (Translocase of the outer mitochondrial membrane complex subunit 20), a common 

marker of the OMM. No change in subcellular localization was observed (Figure 16 D). In 

steady state LRPPRC colocalizes also with TOMM20 at the mitochondrial membrane. Upon 

4 h VDT incubation the mitochondrial staining reveals increased punctae formation, indicating 

increased fission of the tubular mitochondrial structures (Figure 16 D). Punctae are 

morphological indicative for mitochondrial fragmentation, which we previously observed as one 

effect of VDT treatment 1. Since the targets of VDT are not fully evaluated, this project will be 

further investigated within the collaborative research program RTG 2158, together with Dr. 

Bhatia (Department of Pediatric Oncology, Hematology and Clinical Immunology, University 

Hospital Düsseldorf). 
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6.3 40 Years of research on polybrominated diphenyl ethers (PBDEs) – A 
historical overview and newest data of a promising anticancer drug 

The next chapter links to the initial cell death screening of selected natural products in Burkitt 

B cell lymphoma (Ramos) and acute T cell leukemia (Jurkat) cells (Figure 12 and Figure 13) 

highlights P01F08 (Bromoxib) (Figure 17) as an interesting natural product worth of further 

investigation. 

 

Figure 17 Structure of P01F08 (Bromoxib) (4,5,6-tribromo-2-(2’,4’-dibromophenoxy) phenol) 2 

Natural products of marine origin often serve as structural prototypes for new classes of 

anticancer drugs that target cancer cells specifically at their vulnerabilities 479. The natural 

compound P01F08 (Bromoxib) was identified in a screening of 300 natural compounds from 

the biobank of Prof. Proksch (Institute for Pharmaceutical Biology and Biotechnology, Heinrich-

Heine University Düsseldorf), which aimed to identify natural products in order to overcome 

therapy resistance in chemotherapeutic-resistant tumors and microorganisms 441. Bromoxib 

was previously termed P01F08, according to its plate coding identity or 4,5,6-tribromo-2-(2’,4’-

dibromophenoxy) phenol. It has shown extensive antineoplastic activity in T cell leukemia and 

Burkitt B cell lymphoma cell lines as model system 441. Bromoxib affected primary AML cells 

3.2-fold stronger than their healthy counterparts (peripheral blood mononuclear cells; PBMNC) 

and was therefore postulated as a natural product of therapeutic relevance for patients with 

AML 441. These results rendered Bromoxib as an interesting candidate for further investigation 

of its molecular mechanism of cell death induction. In order to elucidate the mechanistic 

pathway of apoptosis, the author of this dissertation and colleagues published in 2021 the 

cytotoxicity and apoptosis induction capacity of P01F08 (Bromoxib) in Ramos and Jurkat cells 

in 2021, entitled ‘40 Years of research on polybrominated diphenyl ethers (PBDEs) – A 

historical overview and newest data of a promising anticancer drug’ 2.  

The article provides an overview of the primary research areas concerning the compound class 

known as polybrominated diphenyl ethers (PBDEs). Specifically, the research focuses on two 

distinct aspects: (i) the chemistry of naturally occurring PBDEs found in marine environments, 

and (ii) the toxicology of synthetic flame-retardant PBDEs found in the environment. By 

examining the structural similarities and differences between these two groups, the article 
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evaluates their varying bioactivity patterns with providing a first structure-activity relationship 

analysis comparing both PBDE groups 2.  

As reviewed in the introduction, the anticancer field was pioneered first by natural products 

beginning in the 1940s. Bromoxib was first isolated by Carté and Faulkner in 1981 480 from a 

marine sponge from Dysidea species. First 13C NMR data were initially published in 1996 481. 

Fu and Schmitz initially started to investigate the anticancer properties of Bromoxib in 1995 

and determined an IC50 values of 7.4 µM for 15-lipoxygenase. Another PBDE (compound 14 

in 482) was determined with an EC50 of 4.4 µM for inosine monophosphate dehydrogenase. The 

compound also exhibited 71% inhibition of guanosine monophosphate synthetase at 50 µM, 

but did not inhibit protein tyrosine kinases or matrix metalloproteases 482. A recent publication 

isolated Bromoxib from Dysidea granulosa collections and evaluated its cytotoxicity against a 

monkey kidney cell line (Bsc-1) and a human colorectal tumor cell line (HCT-116). Interestingly, 

Bromoxib acts cytotoxic against Bsc-1 cells with an IC50 of 15 µg/mL and inhibits certain 

bacteria growth, including S. aureus ATCC 29213, S. aureus ATCC 43300, E. faecium ATCC 

29212, and E. faecium ATCC 51299 at minimum inhibitory concentrations ranging from 3.7 to 

0.4 µg/mL 483 (reviewed in our publication 2). 

Although there is accumulated evidence that P01F08 (Bromoxib) might display a therapeutic 

benefit in leukemia and lymphoma, the exact mechanism of action still needs to be unraveled. 

Therefore, the cell specificity was investigated and cytotoxicity measurements were performed 

for Ramos and Jurkat cells, with Ramos cells displaying a higher cytotoxicity to P01F08 

(Bromoxib; IC50 of 5.39 µM) (Figure 18). 

 

Figure 18 P01F08 acts highly cytotoxic in acute T cell leukemia (Jurkat) and Burkitt B cell 
lymphoma (Ramos) cells.Cytotoxicity in Ramos (A) or Jurkat (B) cells was determined after the 
indicated incubation periods using AlamarBlue® viability assay. (C) Overview of the resulting IC50 values 
in the individual cell lines at the respective incubation times. All experiments were performed in 
triplicates; the values were normalized to DMSO (0.1% v/v; negative control). Error bars = SD of three 
independent experiments performed in triplicates. (Figure and legend taken from 2 without changes). 

P01F08 (Bromoxib) was tested on its capability to induce apoptosis in Ramos and Jurkat cells 

(Figure 19). Both cell lines were treated with 1 or 10 µM P01F08 (Bromoxib) and the  

caspase-3 activity was monitored over 8 h (Figure 19 A and B). However, treatment with 1 µM 
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P01F08 (Bromoxib) did not result in significant caspase-3 activity in both cell lines. Ramos 

cells showed detectable caspase-3 activity after 2 to 3 hours and that peaked at 6 hours. Jurkat 

cells showed a steady increase of caspase-3 activity. The results indicate that Ramos cells 

may be slightly more sensitive to P01F08 (Bromoxib) treatment than Jurkat cells, 

demonstrated by lower IC50 values and higher caspase-3 activity 2. To investigate the ability of 

P01F08 (Bromoxib) for apoptosis induction, both cell lines were treated with 10 µM of P01F08 

(Bromoxib). Caspase-3 activity was monitored by PARP1 cleavage over 8 h (Figure 19). In 

Ramos cells (Figure 19 C), PARP1 cleavage was observed within the first 2 hours of P01F08 

(Bromoxib) incubation. PARP1 cleavage in Jurkat cells (Figure 19 D) was delayed and only 

observed after 4 hours incubation time. To confirm the P01F08 induced caspase activation, 

cells were pre-treated with QVD-OPH as pan-caspase inhibitor to prevent PARP1 cleavage in 

both cell lines. This suggests that the cell death induced by P01F08 (Bromoxib) is dependent 

on caspase activation. To determine the amount of apoptotic hypodiploid nuclei, propidium 

iodide (PI) staining was used to detect DNA fragmentation according to the method of Nicoletti 

et al. 453. The results in Figure 19 show that P01F08 (Bromoxib) caused a concentration-

dependent increase in hypodiploid nuclei in both cell lines. Ramos cells (Figure 19 E) are again 

more susceptible than Jurkat cells (Figure 19 F) 2.  
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Figure 19 P01F08 is a potent inducer of apoptosis in leukemia and lymphoma cells with short 
latency and rapid kinetics especially in Ramos (lymphoma) cells.Ramos (A) and Jurkat (B) cells 
were treated with a high concentration of P01F08 (10 µM) or Staurosporine (STS; 2.5 µM; positive 
control) for the induction of apoptosis for 8 h. Subsequently, DEVDase activity as a surrogate marker 
for caspase-3 activity was determined via measurement of the fluorescence of the profluorescent 
caspase-3 substrate DEVD-AMC in a micro-spectrophotometer. The slope of the linear range of 
fluorescence increase served as a measure for DEVDase activity. The DMSO control values were set 
to 100% and the normalized relative fold induction was calculated as described in Materials and 
Methods. (A) and (B) are representative for three independent experiments, mean and SD of technical 
triplicates are depicted. (C) and (D) show representative immunoblots of three independent experiments 
of cleavage of the caspase-3 substrate poly(ADP-ribose) polymerase 1 (PARP1; full-length 116 kDa, 
cleaved form 85 kDa) as an indicator for apoptotic cell death in Ramos cells (C) and Jurkat cells (D). 
Cells were treated with P01F08 (10 µM), DMSO (0.1% v/v), and STS (2.5 µM) for the indicated 
incubation times alone or with pre-treatment (30 min) of the pan-caspase inhibitor QVD (10 µM). alpha-
tubulin (-Tub) served as a loading control. (E) and (F) Apoptosis-related DNA degradation was 
detected after 24 h incubation via flow-cytometric measurement of propidium iodide stained hypodiploid 
nuclei in (E) Ramos and (F) Jurkat cells. Mean and SD of three independent experiments performed in 
triplicates are depicted. (Figure and legend taken from 2 without changes). 
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Shown above, P01F08 (Bromoxib) induces caspase-mediated apoptosis in both cell lines, but 

to different degrees. Further investigations focused on the activation of the intrinsic apoptotic 

mitochondrial pathway. Considering the broad bioactivity pattern of polybrominated diphenyl 

ether derivatives, also targeting many bacterial species, it is very likely that P01F08 (Bromoxib) 

also affects mitochondria. Therefore, it was investigated whether the induction of apoptosis by 

P01F08 (Bromoxib) is mediated via the mitochondrial death pathway. To achieve this, Jurkat 

cells that overexpressed anti-apoptotic Bcl-2 or the corresponding empty vector control were 

treated with P01F08 (Bromoxib) and apoptotic hypodiploid nuclei were quantified after 24 

hours by the Nicoletti assay (Figure 20 A). Cells were also treated with Staurosporine (STS; 

2.5 µM) and Etoposide (Eto; 50 µM) as respective controls (Figure 20 A and B) 2. As mentioned 

previously, STS is a potent apoptotic stimulus, commonly used to activate the mitochondrial 

death pathway, similar to DNA-damaging anticancer drugs and without external death receptor 

signaling. Additionally, STS can induce apoptosis through an alternative route that is 

independent of the mitochondrial apoptosis pathway 446. Therefore, overexpression of Bcl-2 

does not block apoptosis induction via STS due to the activation of an alternative pathway. 

Etoposide is an anticancer drug that inhibits topoisomerase II, causing DNA damage and 

inducing the intrinsic apoptosis cascade 484. In contrast, intrinsic apoptosis induced by 

Etoposide is inhibited upon Bcl-2 overexpression, as confirmed by Nicoletti and Western blot 

analysis. With regards to P01F08 (Bromoxib), the substance generally induced lower levels of 

apoptosis in Jurkat cells, but interestingly apoptosis was completely blocked by Bcl-2 

overexpression. This finding clearly indicates that apoptosis induction by P01F08 (Bromoxib) 

activates the intrinsic mitochondrial pathway of apoptosis (Figure 20 A and B) 2.  

 
Figure 20 P01F08 induces Bcl-2 dependent apoptosis. Jurkat cells overexpressing Bcl-2 and 
corresponding vector control cells were treated with 2.5 µM Staurosporine (STS), 50 µM Etoposide and 
10 µM P01F08 for 24 h. (A) Apoptosis-related DNA degradation was detected via flow-cytometric 
measurement of propidium iodide stained hypodiploid nuclei. Mean and SD of three independent 
experiments performed in triplicates are depicted. (B) Representative immunoblot of three independent 
experiments of cleavage of the caspase-3 substrate poly(ADP-ribose) polymerase 1 (PARP1; full-length 
116 kDa, cleaved form 85 kDa) as an indicator for apoptotic cell death. alpha-tubulin (-Tub) served as 
a loading control. (Figure and legend taken from 2 without changes). 
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6.3.1 Bromoxib – small molecule with extraordinary features targeting 
deregulated metabolism in cancer 

Further investigations aimed on identifying various effects of P01F08 (Bromoxib) in cancer 

cells. From now on, P01F08 (Bromoxib) will be termed only ‘Bromoxib’. We named the 

compound after its molecular mechanism as soon as we unraveled it. The nomination of 

‘Bromoxib’ will be solved in the discussion (7.2 Bromoxib).  

To perform the experiments in the correct cellular system the cancer specificity of Bromoxib 

was investigated. Therefore, 18 cell lines including blood cancer cell lines (Figure 21 A) as well 

as solid tumor cell lines (Figure 21 B) were incubated with increasing concentrations of 

Bromoxib for 24 h. First results showed prevalent cytotoxicity in acute lymphoblastic leukemia 

(SUPB-15) (IC50 6.5 µM) and Burkitt B cell lymphoma (Ramos) cells (IC50 2.38 µM) (Figure 21). 

Since we were interested in revealing the Bromoxib induced apoptosis pathway, it was 

differentiated between extrinsic death receptor mediated apoptosis and intrinsic mitochondria 

dependent apoptosis. To address this, caspase-8 deficient Jurkat cells and the caspase-8 

proficient parental cell line A3 were treated with Bromoxib, STS or Etoposide as inducer of 

caspase-8 independent apoptosis, TRAIL as positive control for caspase-8 dependent 

apoptosis (Figure 21 C) or DMSO as solvent control. Subsequently the percentage of apoptosis 

in terms of hypodiploid nuclei was determined via flow-cytometry, according to the method of 

Nicoletti et al. It can be concluded from the data, that Bromoxib induces apoptosis in Jurkat 

cells to a low rate, but independent of caspase-8 and the extrinsic death receptor pathway 

(Figure 21 C). For the intrinsic pathway, Jurkat cells proficient and deficient for caspase-9 (as 

the central initiator caspase of the intrinsic mitochondrial apoptosis pathway) were treated in 

the same experimental setup for 24 h with DMSO as solvent control, Bromoxib, STS as inducer 

of partially caspase-9 independent apoptosis and Etoposide as positive control for the 

induction of fully caspase-9 dependent apoptosis (Figure 21 D). To underline this result, Bcl-2 

overexpressing cells and the corresponding empty vector control cells were treated with 

Bromoxib (Figure 21 E). Bromoxib induces concentration dependent apoptosis, which is 

dependent on the presence of Bcl-2, supporting the intrinsic apoptosis as primary signaling 

pathway (Figure 21 E). In analogy to Figure 21 C and D, DMSO was used as solvent control, 

STS as Bcl-2 independent apoptosis inducer, Etoposide as inducer for partially Bcl-2 

independent apoptosis and TRAIL as inducer of extrinsic and partially Bcl-2 dependent 

apoptosis (bar graph on the right; Figure 21 E). In summary, Bromoxib does not induce 

apoptosis through extrinsic death receptor pathway in leukemia and lymphoma cells, but rather 

via the intrinsic mitochondria-dependent pathway that relies on Bcl-2 and caspase-9. 
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Figure 21 Bromoxib is cytotoxic in different cancer cell lines and induces intrinsic mitochondria 
dependent apoptosis. Cytotoxicity was determined after 24 h with increasing concentrations of 
Bromoxib in various cancer cell lines: (A) Leukemic cell lines: Ramos (Burkitt B cell lymphoma), Jurkat 
(acute T cell leukemia), MOLT4 (human T-ALL), SUPB-15 (human B cell acute lymphoblastic leukemia; 
B-ALL), KOPTK (human T-ALL), HPBALL (human T cell acute lymphoblastic leukemia; T-ALL), K652 
(human chronic myeloid leukemia; CML), HL60 (human acute myeloid leukemia; AML), and (B) non-
blood-cancer cell lines: HeLa (cervical cancer), RT112 (bladder cancer), MCF7 (breast cancer), LN209, 
LN308, YKG-1, SJ-GBM2, TP365MG (different glioblastoma cell lines). Cell viability was assessed by 
AlamarBlue® viability assay, shown in each graph is the mean ± SD of one representative experiment 
performed in triplicates. The respective IC50 values are given in the graphs. n.d.=not detected in the 
depicted concentration range. (C) Bromoxib induces caspase-8 independent and (D) caspase-9 
dependent apoptosis. Apoptosis-related DNA degradation was detected after 24 h of incubation via flow-
cytometry measurement of propidium iodide-stained apoptotic nuclei in (C) caspase-8-positive and 
caspase-8-negative Jurkat cells and (D) caspase-9-positive and caspase-9-negative Jurkat cells. Cells 
were stimulated with Bromoxib (10 µM), Staurosporine (STS; 2.5 µM), Etoposide (Etopo; 50 µM), TRAIL 
(Tumor Necrosis Factor Related Apoptosis Inducing Ligand; 40 ng/ml) and DMSO (0.1% v/v). Error bars 
= mean ± SD of three independent experiments performed in triplicates. (E) Bromoxib induces apoptosis 
upon overexpression of anti-apoptotic Bcl-2. Apoptosis induction was analyzed in Jurkat cells stably 
transfected with vectors encoding Bcl-2 or empty vector. After 24 h apoptosis induction was assessed 
by propidium iodide staining of apoptotic nuclei and flow-cytometry. Cells were stimulated with different 
concentrations of Bromoxib (left panel) and STS (2.5 µM), Etopo (50 µM), TRAIL (40 ng/ml), and DMSO 
(0.1% v/v) (right panel). Error bars = mean ± SD of three independent experiments performed in 
triplicates. 

The next step was to identify the intracellular target(s), including the targeted organelles and 

characterization of the Bromoxib mediated effects. Since Ramos cells are most susceptible to 

Bromoxib, the following experiments were mainly performed in Ramos cells. Initially, a 

measurement of the mitochondrial membrane potential (ΔΨm) was performed in Ramos cells, 

since changes in the potential of the mitochondrial membrane are closely associated with the 



Results 
 

86 

activation of the intrinsic apoptosis pathway. As reviewed above, the loss of mitochondrial 

membrane potential is an early event leading to the release of pro-apoptotic factors, activating 

the intrinsic apoptosis pathway. The mitochondrial membrane potential (ΔΨm) was measured 

in Ramos cells first as a baseline for 2 minutes and then, the stimulus (either Bromoxib or 

CCCP as positive control) was added (Figure 22 A). Bromoxib induces a rapid breakdown of 

ΔΨm within minutes, similar to the protonophore CCCP (Figure 22 A). To investigate the 

mitochondrial membrane potential breakdown in association with morphological changes of 

the mitochondria, the morphology of the mitochondria was monitored via live cell imaging of 

stably mitoDSRed expressing HeLa cells (Figure 22 B). Generally, the mitochondria have a 

tubular interconnected network and undergo continuous fusion and fission as maintenance of 

mitochondrial quality control. This tubular network can be seen for DMSO as solvent control 

(Figure 22 B). Similar to CCCP (Figure 22 B), Bromoxib incubation (30 and 120 min) leads to 

the formation of punctate structured mitochondria (Figure 22 B). CCCP induces mitochondrial 

fragmentation/fission through the activation of the mitochondrial fission machinery, which is 

mediated via the dynamin-related protein 1 (DRP1), a key regulator of mitochondrial  

fission 132, 485 . Activated DRP1 translocates from the cytosol to mitochondria and ER interaction 

sites (MERCs) 486. At the MERCs, DRP1 di- and oligomerizes into helical structures, which 

then via GTP hydrolysis and constriction of DRP1 lead to scission of the mitochondria 486. In 

summary, CCCP induces mitochondrial fragmentation through fission activation and fusion 

inhibition. Similar to CCCP, Bromoxib also seems to alter mitochondrial morphology and 

induces mitochondrial fission already after 30 min (Figure 22 B). Thus, Bromoxib activates 

another hallmark of the mitochondrial apoptosis pathway, inducing fragmentation (fission) of 

the mitochondria. An additional method to measure the induction of mitochondrial 

fragmentation is the detection of long unprocessed, membrane-bound OPA1 form (L-OPA1) 

and the soluble OPA1 form (S-OPA1) via immunoblotting (Figure 22 C). The short and long 

form have different effects on mitochondrial fission. L-OPA1 is required for normal fusion and 

the maintenance of mitochondrial cristae structure, whereas S-OPA1 promotes mitochondrial 

fission 448, 487. The stress-induced cleavage of OPA1 and the loss of the long isoforms (L-OPA1) 

shifts the balance to increased fission of the mitochondria and simultaneously an increased 

sensitivity to pro-apoptotic stimuli 488, 489. To address whether Bromoxib alters the S- and L-

OPA1 levels, Ramos cells were treated for 5, 15, 30 or 120 min with Bromoxib, for 120 min 

with DMSO as solvent control and for 120 min with CCCP as positive control for the induction 

of OPA1 cleavage (upper Western blot; Figure 22 C). L-OPA1 disappears already after 5 min 

incubation (upper Western blot; Figure 22 C). The recovery of long OPA1 forms assesses the 

activity of the regulatory fusion and fission machinery with the balance between both events, 

fusion and fission, respectively. To measure L-OPA1 recovery, Ramos cells were treated with 

Bromoxib or CCCP as positive control for 30 min and the substances were then removed via 
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centrifugation. Subsequently, the recovery of L-OPA1 was detected over time for 2, 4 and 6 h 

(lower Western blot; Figure 22 C). Bromoxib induces, similar to CCCP, the depletion of L-OPA1 

when incubated continuously, whereas the removal of Bromoxib and CCCP enables the 

recovery of the long OPA1 forms (lower Western blot; Figure 22 C). According to these Western 

blot data the effect on the mitochondrial fission is reversible. Furthermore, S-OPA1 is 

generated through proteolytic cleavage of L-OPA1 by proteases such as OMA1 or  

YME1L1 122, 126. This raised the question, which protease, OMA1 or YME1L1, is catalyzing the 

cleavage of L-OPA1 into S-OPA1 forms? Treatment of mouse embryonic fibroblasts (MEFs) 

with knockout of either OMA1 or YME1L1 or dual knockout of OMA1 and YME1L1 (Figure 

22 D) addressed this issue. The cells were treated with Bromoxib or CCCP and the OPA1 

short- and long forms were determined via immunoblotting (Figure 22 D). OMA1 is required to 

cleave L-OPA1 into S-OPA1, since no cleavage could be detected in the OMA1 knockouts. 

YME1L1 knockout does not prevent the cleavage of OPA1 (Figure 22 D). Thus, OMA1 seems 

to be the responsible protease for Bromoxib (and CCCP) induced OPA1 cleavage, but the 

exact mechanism inducing mitochondrial fragmentation remained elusive. 

Mitochondrial dysfunction is also associated with a decreased mitochondrial calcium (Ca2+) 

buffer capacity and increased sensitivity to mitochondrial permeability transition  

opening 490, 491. As previously mentioned, mitochondria and Endoplasmic Reticulum contact 

sites (MERCS), regulate the Ca2+ transfer and lipid exchange to mitochondria. Mitochondrial 

fission occurs prevalently at these sites. Ca2+ transfer to mitochondria via MERCs triggers 

DRP1-independent IMM constriction and subsequent fission can be activated 160. Therefore 

the ER was investigated as potential target for Bromoxib, possibly inducing total Ca2+ 

mobilization and were compared to Ionomycin. Ionomycin is an ionophore known to raise 

intracellular Ca2+ level and induces the mPTP 492, 493. Since large-scale Ca2+ efflux from the 

mitochondria can result from persistent opening of the mPTP 492, the observation that Bromoxib 

caused an even higher Ca2+ mobilization than Ionomycin primed the hypothesis that Bromoxib 

exhibits protonophoric features (Figure 22 E). For the measurement of intracellular Ca2+ 

mobilization, cells were washed with Krebs-Ringer buffer, supplemented with EGTA as a 

chelating agent. Even when the extracellular Ca2+ was chelated via EGTA, Bromoxib still 

induced an increase in cytosolic Ca2+, as shown in Figure 22 F (left graph). Thapsigargin was 

used as positive control to fully deplete the ER-Ca2+ stores. Next, it was tried to determine the 

origin of the released Ca2+. First, Thapsigargin was added to the cells to release all Ca2+ stored 

in the ER. Subsequently, Bromoxib was added and could still mediate a residual release of 

intracellular Ca2+ (Figure 22 F; right graph). Thus, it was demonstrated that the Ca2+ mobilized 

by Bromoxib originates from the ER as well as from the mitochondria Figure 22 F. 
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Figure 22 The mitochondrial morphology is altered by Bromoxib – they undergo fission regulated 
by OPA1 and OMA1. (A) The mitochondrial membrane potential (ΔΨm) breaks down within minutes 
after treatment with Bromoxib. ΔΨm was monitored in Ramos cells after the addition of DMSO (0.1% 
v/v), Bromoxib (10 µM), or CCCP (mitochondrial uncoupler; 10 µM) by flow-cytometric measurement of 
TMRE fluorescence. Shown is one representative graph of three independent biological replicates. (B) 
Mitochondrial fission was observed in HeLa cells stably expressing mito-DsRed targeted to the outer 
mitochondrial membrane after 30 to 120 minutes of treatment with DMSO (0.1% v/v), Bromoxib (10 µM), 
or CCCP (10 µM). Representative images of three independent biological replicates are shown. (C) 
Upper panel: The kinetics of Bromoxib-induced OPA1 cleavage were determined by immunoblotting in 
Ramos cells treated with 10 µM Bromoxib or CCCP. Lower panel: Ramos cells were treated with 10 µM 
Bromoxib or CCCP for 30 minutes, followed by substance removal and a recovery time of up to 6 h, to 
monitor the recovery of long forms of OPA1. (D) The effect of Bromoxib (10 µM; upper panel) and CCCP 
(10 µM; lower panel) on OPA1 processing in cells deficient for the OPA1 proteases OMA1 and/or 
YME1L1 was determined. (E) Live measurement of the effect of Bromoxib (10 µM) on total Ca2+ 
mobilization in Ramos cells, where DMSO (0.1% v/v) was used as solvent control and Ionomycin (2 µM) 
was used as positive control. Shown is one representative graph of three independent biological 
replicates. (F) Left graph: Live measurement of the effect of Bromoxib (10 µM) on intracellular Ca2+ 
mobilization in Ramos cells, where DMSO (0.1% v/v) was used as vehicle control and Thapsigargin (10 
µM) was used as positive control. Right graph: Live measurement of the effect of Thapsigargin (10 µM) 
followed by Bromoxib (10 µM) on intracellular Ca2+ mobilization in Ramos cells. Shown is one 
representative graph of three independent biological replicates. 

Interestingly, mitochondrial synthetic uncouplers like CCCP are known to lead to a rapid 

increase in intracellular/cytosolic Ca2+ concentration due to mitochondrial uncoupling 490. 
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Moreover, ER stress is linked to ROS as a possible trigger for MOMP induction and 

subsequent apoptosis. The effects resulting from an intracellular Ca2+ overload are membrane 

hyperpolarization, leading to ROS generation and the inhibition of mitochondrial respiration 

followed by release of cytochrome c 169, 170. Since severe mitochondrial damage as shown 

before and oxidative stress are often mutually dependent, the effect of Bromoxib on the 

mitochondrial metabolism was investigated (Figure 23). First, it was studied whether Bromoxib 

treatment results in the generation of cellular ROS. Measurements with the fluorescent dye H2-

DCF-DA in Ramos cells showed that Bromoxib did not induce any measurable levels of ROS 

after 5 or 30 min of incubation at low concentrations of 1 µM (Figure 23 A). In contrary, a loss 

of H2-DCF-DA fluorescence was observed after 5 and 30 min for 10 µM Bromoxib  

(Figure 23 A). This loss of fluorescence can be seen in more detail in the graph in Figure 23 B.  

To investigate whether later ROS-mediated events are responsible for the cytotoxicity of 

Bromoxib, Ramos cells were pre- and co-treated with NAC (N-acetyl cysteine; a ROS 

scavenging compound with antioxidant activity) and increasing Bromoxib concentrations 

(Figure 23 C). Subsequently, the cell viability was determined and showed that the treatment 

with NAC did not reduce the cytotoxicity of Bromoxib. Thus, oxidative stress is not responsible 

for Bromoxib-mediated cytotoxicity (Figure 23 C). Furthermore, it was tested whether Bromoxib 

might directly inhibit one of the five electron transport chain (ETC) complexes (Figure 23 D). 

Therefore, the activity of each complex was determined in purified mitochondria upon 

Bromoxib treatment. Bromoxib showed significant inhibitory activity selectively for ETC 

complexes II, III, and the ATP-Synthase (complex V) (Figure 23 D). However, Bromoxib had 

no effect on the protein level of any ETC complex in the given time (Figure 23 E).  

Since the major function of mitochondria is to generate ATP, it was questioned to what extent 

Bromoxib affects the cellular ATP level if it already inhibits complex II, III and also the ATP-

Synthase, as shown in Figure 23 D. To distinguish between effects on glycolysis and OXPHOS, 

the cells were provided with either glucose or galactose as the only sugar supply within the 

medium. The glycolytic degradation of galactose does not lead to a net ATP gain. Thus, the 

cell is forced to rely only on OXPHOS for ATP generation which makes it particularly sensitive 

to inhibitors of the ETC 494. Bromoxib was able to cause a drastic reduction of ATP levels under 

both conditions (with glucose or with galactose), which is a unique feature compared to all 

other tested ETC inhibitors as demonstrated in Figure 23 F. To fully prove Bromoxib as 

mitochondrial respiration inhibitor, the mito stress test from Agilent was performed with HeLa 

cells (Figure 23 G) in collaboration with A. Wolsing from RG Reichert (Institute for Biochemistry 

and Molecular Biology I, Heinrich-Heine University Düsseldorf). Cells were treated with 

Bromoxib for 100 minutes and the mitochondrial respiration, represented by the oxygen 

consumption rate (OCR), was measured. According to the seahorse mito stress test 

usermanual from Agilent, the compound of interest, Bromoxib or the solvent control (DMSO) 
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were injected after basal respiration measurement. To inhibit ATP-synthase (complex V) and 

decrease the electron flow through the ETC, Oligomycin is injected, resulting in reduction of 

mitochondrial respiration or OCR. Decrease in OCR is linked to cellular ATP production. 

Subsequently, an uncoupling agent – here FCCP (Carbonyl cyanide-4 (trifluoromethoxy) 

phenylhydrazone; a CCCP analog) – is injected and the proton gradient collapses and disrupts 

the mitochondrial membrane potential. As a result, electron flow through the ETC is unlimited, 

and oxygen consumption by complex IV reaches the maximum, leading to a plateau effect in 

the DMSO line between 60 to 80 min (Figure 23 G). The FCCP-stimulated OCR can then be 

used to calculate spare respiratory capacity (SRC), defined as the difference between maximal 

respiration and basal respiration (calculations depicted in Figure 23 H). SRC is a measure of 

the ability of the cell to respond to increased energy demand or under stress. The next injection 

is a mixture of Rotenone (complex I inhibitor) and Antimycin A (complex III inhibitor). This 

combination shuts down mitochondrial respiration and enables the calculation of non 

mitochondrial respiration, driven by processes outside the mitochondria (Agilent usermanual). 

As soon as Bromoxib was injected with a final concentration of 10 µM, the mitochondrial 

respiration broke down immediately and OCR was reduced to almost zero (Figure 23 G). Basal 

respiration, ATP production, proton leak, maximal respiration, spare respiratory capacity, and 

non mitochondrial respiration were calculated from the OCR (Figure 23 H). These calculations 

show an acute response to Bromoxib treatment. An effect on the OCR is clearly detectable 

and the respiration after treatment is drastically reduced: There is almost no maximal 

respiration detectable (Figure 23 H). In accordance to measured cellular ATP levels in  

Figure 23 E, the ATP synthesis is reduced to low levels. Additionally, Bromoxib treatment 

induces a proton leak. This result supports the hypothesis of Bromoxib as protonophore 

targeting mitochondrial morphology and respiratory metabolism, in analogy to CCCP (results 

supporting this hypothesis are shown later in Figure 25). 
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Figure 23 The mitochondrial metabolism is targeted by Bromoxib – oxidative phosphorylation 
as well as glycolysis are inhibited. The detection of oxidative stress was determined by the DCF-DA 
assay via flow-cytometric measurement. Ramos cells were treated for 5 and 30 minutes with DMSO 
(0.1% v/v) as solvent control, 10 mM H2O2 as positive control, and 1 or 10 µM Bromoxib. 1 µM Bromoxib 
induced little ROS after 5 or 30 min, whereas treatment with 10 µM Bromoxib for 5 min induced a loss 
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of DCF-DA signal. Shown is one representative graph of three independent biological replicates. (B) 
Representative graph for the DCF-DA signal in FITC-A for the different DCF-DA signals after 30 min 
treatment. (C) Ramos cells were treated with increasing concentrations of Bromoxib or pre-and co-
treatment with the antioxidant N-acetylcysteine (NAC). Cell viability was assessed by AlamarBlue® 
viability assay. Shown in each graph is the mean ± SD of one representative experiment performed in 
triplicates. Oxidative stress is not causative for cytotoxicity of Bromoxib. (D) Bromoxib inhibits electron 
transport chain (ETC) complexes II, III, and ATP-Synthase (complex V). The activities of the individual 
complexes of the respiratory chain were measured after treatment with Bromoxib (10 µM) or the 
respective complex inhibitors (complex I: 10 µM Rotenone; complex II: 10 mM Thenoyltrifluoroacetone 
(TTFA) or 10 µM 3-Bromopyruvate (3-BP); complex III: 10 µM Antimycin A; complex IV: 1 mM Potassium 
cyanide (KCN); complex V: 10 µM Oligomycin) for 15 minutes using the corresponding MitoCheck® kit 
(Cayman Chemical; utilizing mitochondria isolated from bovine heart). Depicted activities were 
normalized to cells treated with DMSO (0.1% v/v). Statistical analysis: Unpaired t test; two-tailed (**** = 
p ≤ 0.0001). (E) The protein levels of the ETC complexes (in Ramos cells) remain unaltered upon 8 or 
24 h treatment with Bromoxib (10 µM) or 3-BP (10 µM). (F) Measurement of the effect of Bromoxib (10 
µM) and a selection of known mitotoxins on the ATP levels of Ramos cells. Ramos cells were treated 
with the indicated agents in full growth medium containing either glucose or galactose as the only 
available sugar. Galactose alone forces the cells to rely entirely on non-mitochondrial ATP production 
(glycolysis) for ATP synthesis. The following complex-specific inhibitors of the ETC were used (complex 
I: 10 µM Rotenone; complex II: 10 µM TTFA; complex III: 10 µM Antimycin A; complex IV: 1 mM Sodium 
azide (NaN3); complex V: 10 µM Oligomycin; mitochondrial uncoupler and protonophore: 1 µM CCCP 
and 10 µM Bromoxib as well as DMSO (0.1% v/v) as vehicle control). ATP-levels were measured using 
the luminescence-based mitochondrial ToxGloTM assay (Promega). The depicted values were 
normalized to cells treated with DMSO in glucose containing growth medium (set to 100%). Error bars 
= mean ± SD of three independent experiments performed in triplicates; p-values were calculated by 
two-way ANOVA with the Holm-Sidak post-test; (**** = p ≤ 0.0001). (G) The effect of Bromoxib on the 
mitochondrial oxygen consumption rate (OCR) [pmol O2/min] was determined in a Seahorse XFe96 
Extracellular Flux Analyzer with the Mito Stress Test Kit. HeLa cells were treated via acute injection with 
Bromoxib (10 µM) or DMSO (0.1% v/v) as solvent control and the oxygen consumption rate was 
measured over a time of 100 minutes. Error bars = mean ± SD of three independent experiments. (H) 
Different mitochondrial respiration parameters obtained from the Mito Stress Test in HeLa cells with 
Bromoxib (10 µM) or DMSO (0,1% v/v) treatment. Error bars = mean ± SD of three independent 
experiments. 

Next, literature research was performed to find small molecules displaying a comparable 

bioactivity pattern to Bromoxib in terms of targeting the mitochondrial morphology and 

metabolism with the underlying mechanism of inhibiting mitochondrial respiration and ATP 

synthesis along with an effect on glycolysis. This literature research guided to investigate 3-

Bromopyruvate (3-BP), which is a commonly used inhibitor of complex II of the ETC and an 

inhibitor of the key enzymes of glycolysis 495. Structurally 3-BP is a halogenated analog of 

pyruvate with strong alkylating properties that are responsible for its inhibitory activity towards 

several key glycolytic enzymes (HK II, GAPDH, G-6-P-DH, 3-PGK) with an ability to induce 

apoptosis via the inhibition of the binding between HK II to VDACs on the OMM. HK II thereby 

dissociates and the translocation of pro-apoptotic Bax to the OMM takes place 496 (reviewed 

in 495). Furthermore, the efficacy of 3-BP was demonstrated for myeloma (since HK II is 

specifically overexpressed in this cancer entity 497), in triple negative breast cancer with a 

prevalent Warburg phenotype of upregulated glycolysis 498 and also in leukemic cells 499. It is 

known that an increased metabolic flux towards the Warburg phenotype promotes cancer 

survival, proliferation and induces chemotherapy resistance, also in leukemic cells. Especially 

the HK II is predominantly expressed in cancer cells promoting the Warburg phenotype 

protecting these entities from drug-induced apoptosis such as in leukemic K562 and THP1 



Results 
 

93 

cells 499. The underlying mechanisms of 3-BP mediated antitumor activity are reviewed 

extensively in 495. Therefore, 3-BP was examined, since it inhibits aerobic glycolysis as well 

as mitochondrial oxidative phosphorylation 495 similar to Bromoxib (Figure 24). HK II was first 

localized on subcellular level via immunofluorescence (Figure 24 A), using DMSO (solvent 

control), three known HK II inhibitors to monitor potential protonophoric effects (3-BP, 

Clotrimazol (CTZ), Lonidamine (Loni) and CCCP) and Bromoxib. Bromoxib and 3-BP showed 

an increased signal intensity and distribution of HK II after 5 h of incubation (Figure 24 A). This 

signal intensity, was assumed to result from increased permeability during 

immunofluorescence, due to the physicochemical properties of both compounds. 

Immunofluorescence was correlated with the cytotoxic potency of the HK II inhibitors in HeLa 

cells and shows that only Bromoxib and CCCP are cytotoxic in higher concentrations (Figure 

24 B). Moreover, the HK II inhibition potency of Bromoxib relative to 3-BP was tested in a 

Hexokinase II specific in vitro kinase assay (Figure 24 C), correlating the different 

concentrations of either Bromoxib or 3-BP to the respective kinase activity. However, 

Bromoxib did not inhibit the HK II kinase activity. Furthermore, the HK II protein levels were 

analyzed via immunoblotting after 4 and 8 h, comparing the inhibitors 3-BP, Loni, CTZ, to the 

protonophore CCCP and the apoptosis inducer Staurosporine (STS) (Figure 24 D). In 

summary, Bromoxib does not inhibit HK II activity and does not decrease protein levels in the 

time window of apoptosis induction, therefore a 3-BP-like mechanism was excluded.  
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Figure 24 Bromoxib does not inhibit Hexokinase II activity, which is the rate limiting entry-
enzyme into the glycolysis pathway. (A) HeLa cells were treated with DMSO (0.1% v/v) as solvent 
control, 10 µM Bromoxib, 10 µM 3-BP, 10 µM Lonidamine (Loni), 10 µM Clotrimazol (CTZ), 10 µM CCCP 
or 2.5 µM STS for a duration of 5 h. Immunofluorescence was performed, the differential interference 
contrast (DIC) shows the total cells, nuclei are shown in blue (DAPI) and the protein localization of 
Hexokinase II is shown in red. Scale bar equals 20 µm. Representative images of three independent 
biological replicates are shown. (B) Cell viability in HeLa cells was assessed with AlamarBlue® assay 
with treating the cells with increasing concentrations of Bromoxib, 3-BP, CCCP, Clotrimazol or 
Lonidamine for 24 h. Shown in each graph is the mean ± SD of one representative experiment performed 
in triplicates. (C) Hexokinase II (HKII) activity was determined after treatment with increasing 
concentrations of Bromoxib or 3-BP; 3-BP being a selective HKII inhibitor, with the Hexokinase II 
inhibitor screening kit (abcam211114). Error bars = mean ± SD values of three independent experiments 
are shown. (D) Ramos cells were treated with DMSO (0.1% v/v) as solvent control, 10 µM Bromoxib, 10 
µM 3-BP, 10 µM Lonidamine (Loni), 10 µM Clotrimazol (CTZ), 10 µM CCCP or 2.5 µM STS for 4 and 8 
h. The protein level of Hexokinase II was determined via immunoblotting, Tubulin served as loading 
control. 

According to the described bioactivity pattern, the molecular mechanism for intrinsic 

mitochondria dependent apoptosis by Bromoxib remains unanswered and it was still a topic of 

discussion whether it acts as a protonophore. Generally, a protonophore can be defined as 

proton translocator or ionophore, which moves protons across membranes. Protonophores are 

compounds with an aromatic structure and a negative charge which is distributed over atoms 

by π-orbitals, once a proton attaches to the molecule and the proton’s charge gets delocalized. 

This is the chemical reason for the term protonophore, since positive charged protons with 

hydrophilic properties are normally unable to cross the membrane without a channel or 

transporter or in the form of a protonophore by passive diffusion 500-502. Exemplary 

protonophores are compounds like CCCP, 2,4-Dinitrophenol or Triphenylphosphonium, that 

can induce apoptosis in cancer cells. They work by disrupting the normal proton gradient 
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across the IMM, necessary for ETC and OXPHOS respectively. In terms of CCCP, it interferes 

with the proton gradient, thereby uncouples OXPHOS, reduces ATP production and causes 

cell death in a variety of cancer cell types (breast cancer, lung cancer and neuroblastoma 503, 

glioblastoma cells 504, 505). Since Bromoxib causes several intracellular effects which primed 

the assumption that it might act as a protonophore, it was aimed to answer whether the 

protonophoric activity determines the cytotoxicity, kinetics of caspase-3 activation and the rate 

of hypodiploid nuclei (apoptosis). As a key characteristic of protonophores the concentration-

dependency of the mitochondrial uncoupling was analyzed in collaboration with A. Wolsing 

from RG Reichert (Institute for Biochemistry and Molecular Biology I, Heinrich-Heine University 

Düsseldorf) via the mito stress test (Figure 25 A). FCCP mimics a concentration-dependent 

physiological energy demand by stimulating the respiratory chain to operate at maximum 

capacity. To counteract this metabolic change, rapid oxidation of substrates (sugars, fats and 

amino acids) takes place 506. Comparing the concentration-dependent plateau-like increase of 

OCR in Bromoxib-treated cells (colored triangles) with the OCR plateau increase of FCCP 

treated cells, the same cellular response can be observed. Bromoxib may uncouple the 

mitochondrial respiration by interfering with the proton gradient, similar to FCCP. Thereby the 

whole respiration is almost shut down to zero (Figure 25 A). Bromoxib exhibits the same 

concentration-dependent protonophoric features in the cells. The parameters of cytotoxicity, 

caspase-3 activity and apoptosis rate are also comparable (Figure 25 B, C and E). Interestingly, 

Bromoxib and CCCP possess similar cytotoxic IC50 ranges in Ramos cells: 

IC50 (Bromoxib) = 4.98 µM and IC50 (CCCP) = 4.96 µM (Figure 25 B). Both compounds were 

also compared to 3-BP, since it was a point of interest whether a decrease in glycolytic rate 

via the inhibition of glycolytic enzymes by 3-BP is sufficient in Ramos cells to reduce cell 

viability and also activate caspase-3 (Figure 25 B and C). 3-BP requires distinct higher 

concentrations to reduce cell viability (Figure 25 B) and no caspase-3 activation (Figure 25 C) 

was observed. Therefore, a solely 3-BP induced glycolysis inhibition is not sufficient to activate 

cell death. Conversely, the protonophores Bromoxib and CCCP activate caspase-3 with the 

same kinetics within 8 h and show a similar activation range (Figure 25 C). Comparing the 

apoptosis level via the detection of apoptotic hypodiploid nuclei, supports this result (Figure 

25 D). It has to be noted that Bromoxib induced a slightly higher apoptosis rate than CCCP 

(Figure 25 D). However, it could be demonstrated that Bromoxib acts as a mitochondrial 

uncoupler, exhibiting apoptosis inducing effects in a similar range as the protonophore CCCP 

in Ramos cells.  
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Figure 25 Bromoxib acts as a mitochondrial uncoupler, similar to CCCP. (A) Scheme of the Mito 
Stress Test with injections. HeLa cells were treated via acute injection with different concentrations of 
Bromoxib (0.5-10 µM) or with DMSO (0.1% v/v) as solvent control. The oxygen consumption rate (OCR) 
was measured over a time of 90 minutes (B) Cytotoxicity of Bromoxib, CCCP and 3-BP was determined 
after 24 h using the AlamarBlue® viability assay in Ramos cells. Shown in each graph is the mean ± SD 
of one representative experiment performed in triplicates. Respective IC50 values are shown. (C) Ramos 
cells were treated with DMSO (0.1% v/v) as solvent control, Bromoxib (10 µM), CCCP (10 µM), 3-BP 
(10 µM), or STS (2.5 µM) for up to 8 h. As marker for caspase-3 activation DEVDase activity was 
determined in a spectrofluorometer. The increase of fluorescence was determined over the course of 2 
h for each of the indicated timepoints. The slope of the linear range of fluorescence increase is a 
parameter for measurement of DEVDase activity. The DMSO control values were set to 100 and the 
normalized relative fold induction was calculated. Shown in each graph is the mean only of one 
representative experiment performed in duplicates. (D) Ramos cells were treated with increasing 
concentrations of Bromoxib or CCCP (DMSO 0.1% v/v as solvent control and STS 2.5 µM as positive 
control) for 24 h. The detection of apoptosis as apoptotic nuclei was determined via flow-cytometry 
measurement. Error bars = mean ± SD of three independent experiments performed in triplicates. 
Statistical analysis: 1-way ANOVA with Dunnett’s multiple comparisons test; (**** = p ≤ 0.0001). 

The manifold biological effects induced by Bromoxib are now well characterized. Nevertheless, 

the question for the direct target still remains. Thermal proteome profiling (TPP) identified and 

validated potential targets of Viriditoxin (3.1.1). Therefore, a similar approach was performed 

for Bromoxib according to the method described by and performed together with T. Lenz as 

described in (5.2.23). Ramos cells were treated with 40 µM Bromoxib or diluent control (DMSO, 

0.4% v/v) for 30 minutes and prepared as described (5.2.23). Statistical analysis and separation 

of thermal stabilized proteins are shown in Figure 26 and Table 12 A.  
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Figure 26 Bromoxib induced stabilization of several proteins, which was shown by thermal 
proteome profiling (TPP).  Bromoxib induced thermal protein (de-)stabilization analyzed by mass 
spectrometry based thermal proteome profiling (TPP) (stabilized proteins on the right). Ramos cells 
were treated with 40 µM Bromoxib or diluent control (DMSO, 0.4% v/v) for 30 minutes. (A) Volcano-like 
plot of the statistical significance versus the Bromoxib mediated melting point shift (ΔTm) for each 
protein. Statistical significance was determined by comparing the observed ANOVA F-statistics (null vs. 
alternative model, NPARC method 507) to the expected F-statistics without a compound effect, calculated 
from sample permutations as in the SAM method 508. FDR denotes the corrected permutation based 
false discovery rate and the cutoff of 0.054 for selecting proteins was derived from a plot against the 
SAM-Δ-value (preferably low FDR at preferably low Δ). (B) A functional protein association network 
(based on a STRING database enrichment analysis, https://string-db.org, v11.5) of the selected 25 
stabilized proteins. Proteins related to “Fatty acid metabolic process” (GO:0006631) are shown in red 
and to “COPI-mediated anterograde transport” (HSA-6807878) in blue. 
 

These 25 proteins were analyzed for their intracellular localization, protein function and the 

biological processes they are involved in with the data bases of Uniprot 509 and Human Protein 

Atlas 510 (Table 12).  

Protein analysis focused on COPI-mediated anterograde transport, which is named further as 

the tubulin-protein-cluster and proteins related to the fatty acid metabolic process (Figure 26). 

The tubulin-protein-cluster is composed of TUBB, TUBA1B, TUBB4B and TUBA1C. Tubulins 

are heterodimers of α- and β- chains and associate head-to-tail to form protofilaments, running 

lengthwise along the microtubule wall. Two α-tubulins were stabilized upon Bromoxib 

treatment: TUBA1B and TUBA1C, besides the two β-tubulins TUBB and TUBB4B. 

Interestingly, tubulin-binding drugs were investigated since the 1960s: Colchicine, isolated 

from the plant Colchicum autumnale, interferes directly with the tubulin system. However, it did 

not find any use in cancer treatment due to its high toxicity. The first clinically approved drugs 

were Vinca alkaloids: Vinblastine, isolated from the plant Catharanthus roseus, inhibits tubulin 
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polymerization 511. Microtubule dynamics are required for proper mitotic functions. Inhibition or 

suppression leads to a block in cell cycle progression, resulting in apoptosis 512. For example, 

Taxanes interfere with tubulins, stabilizing tubulin polymerization and inhibiting degradation. 

This class of diterpenes were originally isolated from plants of the genus Taxus and are widely 

used in chemotherapy since the 1990s for metastatic breast cancer. A prominent derivative in 

clinical treatment is Paclitaxel 513. Another example is the anti-mitotic agent Nocodazole, which 

binds to β-Tubulin and disrupts microtubule assembly/disassembly dynamics. Disruption of 

these dynamics leads to cell cycle arrest and apoptosis 511, 514.  

The TPP shows stabilization of the tubulin-protein-cluster upon Bromoxib treatment. The effect 

on the cell cycle was investigated after 30 min. Treatment with Paclitaxel and Vinblastine for 

24 h were used as positive controls for the induction of cell cycle blockade. DMSO was used 

as solvent control (Figure 27).
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Table 12 List of proteins stabilized by Bromoxib as identified by TPP which was performed as described in Methods.  Proteins with statistical significance 
determined by comparing the observed ANOVA F-statistics (null vs. alternative model, NPARC method 507) to the expected F-statistics without a compound effect, 
calculated from sample permutations as in the SAM method 508. FDR denotes the corrected permutation based false discovery rate and the cutoff of 0.054 for 
selecting proteins was derived from a plot against the SAM-Δ-value (preferably low FDR at preferably low Δ). F-statisticobserved - F-statisticexpected > 0.054 and ΔTm 
/ °C were regarded as significantly stabilized. Shown in the table below are the proteins stabilized with their gene and protein name, intracellular localization, protein 
function and highlighted biological process and the analytical data composed of F-statisticobserved - F-statisticexpected > 0.054 and ΔTm / °C. 

Gene 
name Protein name(s) Localization Protein function and biological process  

(human protein atlas) 510  ΔTm 
F-
statistic 
observed 

F-
statistic 
expected 

DLD Dihydrolipoamide 
dehydrogenase 

Mitochondria, 
Nucleoplasm 

Lipoamide dehydrogenase is a component of the glycine cleavage 
system as well as an E3 component of three alpha-ketoacid 
dehydrogenase complexes. 

11.6 239.4 50.8 

PM20D2 Peptidase M20 domain 
containing 2 Nucleoplasm 

Catalyzes the peptide bond hydrolysis in dipeptides having basic 
amino acids lysine, ornithine or arginine at C-terminus. Postulated to 
function in a metabolite repair mechanism by eliminating alternate 
dipeptide by-products formed during carnosine synthesis. 

4.7 214.3 46.4 

ECH1 Enoyl-CoA hydratase 1 Mitochondria 
Isomerization of 3-trans,5-cis-dienoyl-CoA to 2-trans,4-trans-dienoyl-
CoA.  
Fatty acid metabolism, Lipid metabolism 

5.9 179.3 37.9 

ACSL4 Acyl-CoA synthetase long 
chain family member 4 

Mitochondria, Golgi 
apparatus 

Catalyzes the conversion of long-chain fatty acids to their active form 
acyl-CoA for both synthesis of cellular lipids, and degradation via beta-
oxidation. 
Fatty acid metabolism, Lipid metabolism 

2.7 118.6 26.9 

TUBB Tubulin beta class I 
Microtubules, 
Cytokinetic bridge, 
Mitotic spindle 

Tubulin is the major constituent of microtubules. It binds two moles of 
GTP, one at an exchangeable site on the beta chain and one at a non-
exchangeable site on the alpha chain. 

7.2 141.6 31.1 

TMED9 Transmembrane p24 
trafficking protein 9 ER, Golgi apparatus Involved in vesicular protein trafficking, mainly in the early secretory 

pathway. 1.8 78.8 20.0 

TRIP13 Thyroid hormone receptor 
interactor 13 Nucleoplasm 

Promotes early steps of the DNA double-strand breaks (DSBs) repair 
process upstream of the assembly of RAD51 complexes. Required for 
depletion of HORMAD1 and HORMAD2 from synapsed 
chromosomes (By similarity). Plays a role in mitotic spindle assembly 
checkpoint (SAC) activation. 

2.9 81.2 20.2 

PITRM1 Pitrilysin metallopeptidase 1 Mitochondria 
Metalloendopeptidase of the mitochondrial matrix that functions in 
peptide cleavage and degradation, it degrades the transit peptides of 
mitochondrial proteins after their cleavage. 

1.6 66.7 17.4 

TUBA1B Tubulin alpha 1 b Microtubules See TUBB. 6.0 96.4 24.1 

HADHA 
Hydroxyacyl-CoA 
dehydrogenase trifunctional 
multienzyme complex 
subunit alpha 

Mitochondria 
Mitochondrial trifunctional enzyme catalyzes the last three of the four 
reactions of the mitochondrial beta-oxidation pathway. HADH is a 
heterotetrameric complex composed of two proteins, the trifunctional 

1.9 56.6 15.0 
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Gene 
name Protein name(s) Localization Protein function and biological process  

(human protein atlas) 510  ΔTm 
F-
statistic 
observed 

F-
statistic 
expected 

enzyme subunit alpha/HADHA carries the 2,3-enoyl-CoA hydratase 
and the 3-hydroxyacyl-CoA dehydrogenase activities. 
Fatty acid metabolism, Lipid metabolism 

IKBKG 
Inhibitor of nuclear factor 
kappa B kinase regulatory 
subunit gamma 

Cytosol, intracellular 

Regulatory subunit of the IKK core complex which phosphorylates 
inhibitors of NF-kappa-B thus leading to the dissociation of the 
inhibitor/NF-kappa-B complex and ultimately the degradation of the 
inhibitor. 

2.4 52.7 14.4 

CNDP2 Carnosine dipeptidase 2 Cytosol, 
Nucleoplasm Catalyzes the peptide bond hydrolysis in dipeptides. 3.6 60.4 15.8 

ISG20 Interferon stimulated 
exonuclease gene 20 intracellular 

Interferon-induced antiviral exoribonuclease that acts on single-
stranded RNA and also has minor activity towards single-stranded 
DNA. May also play additional roles in the maturation of snRNAs and 
rRNAs, and in ribosome biogenesis. 

1.5 47.3 13.3 

HADHB 
Hydroxyacyl-CoA 
dehydrogenase trifunctional 
multienzyme complex 
subunit beta 

Mitochondria 

See HADHA.  
HADH is a heterotetrameric complex composed of two proteins, the 
trifunctional enzyme subunit beta/HADHB bears the 3-ketoacyl-CoA 
thiolase activity. 
Fatty acid metabolism, Lipid metabolism 

1.8 44.9 12.8 

TUBA1C Tubulin alpha 1 c Microtubules See TUBB and TUBA1B 4.7 59.4 15.6 
TMED10 Transmembrane p24 

trafficking protein 10 Golgi apparatus Cargo receptor involved in protein vesicular trafficking and quality 
control in the endoplasmic reticulum (ER) and Golgi. 1.3 38.1 11.5 

TUBB4B Tubulin beta 4B class Ivb 
Microtubules, 
Cytokinetic bridge, 
Mitotic spindle 

See TUBB, TUBA1B, TUBA1C 3.9 50.1 13.7 

DUT Deoxyuridine 
Triphosphatase Nucleoplasm 

Catalyzes the cleavage of 2'-deoxyuridine 5'-triphosphate (dUTP) into 
2'-deoxyuridine 5'-monophosphate (dUMP) and inorganic 
pyrophosphate and through its action efficiently prevents uracil 
misincorporation into DNA and at the same time provides dUMP, the 
substrate for de novo thymidylate biosynthesis. 

2.2 40.7 12.0 

SUMO1 Small ubiquitin like modifier 
1 

Nucleoplasm, 
Nuclear membrane, 
Nucleoli, Nuclear 
bodies 

Ubiquitin-like protein that can be covalently attached to proteins as a 
monomer or a lysine-linked polymer. This post-translational 
modification on lysine residues of proteins plays a crucial role in a 
number of cellular processes such as nuclear transport, DNA 
replication and repair, mitosis and signal transduction. Involved for 
instance in targeting RANGAP1 to the nuclear pore complex protein 
RANBP2. 

3.7 44.7 12.7 

CTPS1 CTP Synthase 1 Cytosol, in actin 
filaments 

This enzyme is involved in the de novo synthesis of CTP, a precursor 
of DNA, RNA and phospholipids. 2.6 39.1 11.7 
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Gene 
name Protein name(s) Localization Protein function and biological process  

(human protein atlas) 510  ΔTm 
F-
statistic 
observed 

F-
statistic 
expected 

GMDS GDP-mannose 4,6 
dehydratase Intracellular Catalyzes the conversion of GDP-D-mannose to GDP-4-dehydro-6-

deoxy-D-mannose. 3.5 38.3 11.6 

PRDX1 Peroxiredoxin 1 Mitochondria 

Thiol-specific peroxidase that catalyzes the reduction of hydrogen 
peroxide and organic hydroperoxides to water and alcohols, 
respectively. Plays a role in cell protection against oxidative stress by 
detoxifying peroxides and as sensor of hydrogen peroxide-mediated 
signaling events. 

1.2 34.2 10.6 

HARS Histidyl-tRNA synthetase 2, 
mitochondrial Mitochondria 

Mitochondrial aminoacyl-tRNA synthetase that catalyzes the ATP-
dependent ligation of histidine to the 3'-end of its cognate tRNA, via 
the formation of an aminoacyl-adenylate intermediate (His-AMP). 

2.9 33.9 10.5 

CPOX Coproporphyrinogen 
oxidase Mitochondria 

Catalyzes the aerobic oxidative decarboxylation of propionate groups 
of rings A and B of coproporphyrinogen-III to yield the vinyl groups in 
protoporphyrinogen-IX and participates to the sixth step in the heme 
biosynthetic pathway. 

6.5 31.6 9.9 

ACADVL Acyl-CoA dehydrogenase 
very long chain 

Nucleoplasm, 
Nucleoli, 
Mitochondria 

Very long-chain specific acyl-CoA dehydrogenase is one of the acyl-
CoA dehydrogenases that catalyze the first step of mitochondrial fatty 
acid beta-oxidation, an aerobic process breaking down fatty acids into 
acetyl-CoA and allowing the production of energy from fats. The first 
step of fatty acid beta-oxidation consists in the removal of one 
hydrogen from C-2 and C-3 of the straight-chain fatty acyl-CoA 
thioester, resulting in the formation of trans-2-enoyl-CoA. 
Fatty acid metabolism, Lipid metabolism 

2.8 33.2 10.4 
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Paclitaxel or Vinblastine are tubulin-binding drugs and kill cancerous cells by inhibiting the 

microtubule dynamics, which are required for DNA segregation and cell division. An alternative 

mechanism is observed with Nocodazole. Nocodazole disrupts the cell cycle and causes 

mitotic arrest by direct interaction with microtubules. Cell cycle analysis by flow-cytometry 

showed no cell cycle disruption by Bromoxib (Figure 27 A). Additionally, the tubulin 

polymerization rate was measured with a tubulin polymerization assay, using DMSO as solvent 

control, Nocodazole as tubulin polymerization rate decreasing/inhibiting (negative) control and 

Paclitaxel as tubulin polymerization rate enhancing (positive) control (Figure 27 B). Even at 

higher Bromoxib concentrations (40 µM), there was no effect on the tubulin polymerization rate 

observable (Figure 27 B). Thus, Bromoxib does not seem to induce apoptosis by a tubulin-

dependent mechanism.  

Figure 27 Bromoxib exerts no effect on cell cycle distribution or tubulin polymerization at 
cytotoxic concentrations.  (A) Ramos cells were treated for 30 minutes or 24 h with DMSO (0.1% v/v) 
as solvent control, Bromoxib (40 µM) and Paclitaxel (10 µM) or Vinblastine (10 µM) as positive controls 
for cell cycle disruption. Cell cycle analysis was performed by propidium iodide staining and flow-
cytometric measurement in a linear mode. The different cell cycle phases are shown as representative 
images of three independent experiments. Bromoxib did not alter the cell cycle distribution. (B) Bromoxib 
has no effect on the tubulin polymerization rate. The tubulin polymerization rate of porcine neuronal 
tubulin was determined upon treatment with either DMSO (0.1% v/v), Paclitaxel (10 µM), Nocodazole 
(10 µM), or Bromoxib (10 or 40 µM). Polymerization was started by incubation at 37 °C and followed by 
monitoring of the absorption at 340 nm for 60 minutes. The absorption is proportional to the 
concentration of the microtubule polymer. The graph shows the mean values of three independent 
experiments.  
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The TPP showed also protein-clusters from the fatty acid and lipid metabolism, including 

ACSL4, HADHA, HADHB, ECH1 and ACADVL (Figure 26). Since Bromoxib targets mainly the 

mitochondria, it was not surprising that proteins of mitochondrial localization were stabilized 

top-candidates of the TPP-list.  

As introduced above (1.6.4 Mitochondrial fatty acid β-oxidation), the FA β-oxidation is a major 

metabolic pathway and is responsible for the mitochondrial breakdown of long-chain acyl-CoA 

to acetyl-CoA. Long chain FAs are activated by thio esterification (CoA binding) by Acyl-CoA 

synthetase (ACSL4), transported from the cytosol by carnitine-acylcarnitine translocase 

(CACT) across the mitochondrial membrane and released in the inner mitochondrial area as 

acyl-CoA 335. To unravel the mechanism of Bromoxib, it is noteworthy to consider that all five 

proteins are responsible for the conduction of the total FAO. These are stabilized after only 30 

minutes of treatment with Bromoxib. Their functions in FAO are summarized in the following: 

Acyl-CoA dehydrogenase (ACADVL) mediates the oxidation, Enoyl-CoA hydratase (ECH1) 

catalyzes the hydration, 3-Hydroxy acyl CoA dehydrogenase mediates another oxidation step 

(HADHA), and 3-Ketoacyl CoA thiolase (HADHB) is responsible for the thiolysis, subsequently 

releasing acetyl-CoA into the Krebs cycle 335.  

Thus, the subsequent hypothesis is, that the damaged cell tries to make energy available in 

form of ATP from fatty acid degradation. The question arises how this is achieved? By 

stabilizing the protein cluster catalyzing exactly this pathway and why? This will be discussed 

later in the discussion (7.2.3 Bromoxib targets the mitochondrial β-oxidation (FAO)). To validate 

this hypothesis, Ramos cells were treated with two concentrations of Bromoxib for 30 min and 

24 h. The protein levels of ACSL4, HADHB, ECH1, HADHA and ACADVL were analyzed via 

immunoblotting (Figure 28). The quantification of the protein levels showed increased protein 

levels of ACSL4 and HADHB after 30 min, a significant decrease for ACADVL and a 

continuous level of ECH1 (Figure 28 A). The protein level analysis after 24 h revealed different 

results: ACSL4 and HADHB protein levels were significantly decreased. ACADVL levels 

remained unaffected and ECH1 level increased significantly (Figure 28 B). Short treatment 

activates a rapid mechanism, distinguishing from a late response after 24 h. This observation 

will be discussed below (7.2.3 Bromoxib targets the mitochondrial β-oxidation (FAO)). 



Results 
 

104 

 
Figure 28 Bromoxib selectively targets proteins of the mitochondrial fatty acid β-oxidation 
pathway.  Ramos cells were treated for (A) 30 min and (B) 24 h with DMSO (0.1% v/v; negative control), 
10 µM and 40 µM Bromoxib. The protein levels of the five stabilized proteins of the mitochondrial fatty 
acid β-oxidation protein cluster: Acyl-CoA synthetase long chain family member 4 (ACSL4), 
Hydroxyacyl-CoA dehydrogenase complex subunits A and B (HADHA and HADHB), Enoyl-CoA 
hydratase (ECH1) and Acyl-CoA dehydrogenase very long chain (ACADVL) were determined via 
immunoblotting and GAPDH served as a loading control. (A) and (B) On the left side the representative 
immunoblots of four independent biological replicates are shown, on the right side the respective 
quantification of the immunoblots as described in Materials and Methods. Error bars = mean ± SD of 
three independent experiments. Statistical analysis: 1-way ANOVA with Dunnett’s multiple comparison 
test; (**** = p ≤ 0.0001).  

Further validations of the FA-protein-cluster as targets of Bromoxib included the need for a 

measurement of the metabolites within the FA β-oxidation according to the method described 

in 5.2.24 Lipidomics and measurement of fatty acid oxidation. Therefore, I searched for and 

established a collaboration with the group of Patricia Aspichueta (Lipids and Liver group from 

the Department of Physiology, Faculty of Medicine and Nursing at Universidad del País Vasco, 

Spain), who are experts on the field of lipidomics. The collaboration included the 

measurements of lipidomics by Dr. Xabier Buqué, with samples generated by the author of this 

thesis. Moreover, RG Aspichueta performed measurements of total palmitate oxidation and 

partial palmitate oxidation in Ramos cells via the detection of [14C]-CO2 (total palmitate 

oxidation) and [14C]-Acid soluble metabolites (partial palmitate oxidation). Methods are 

described in chapter 5.2.24 Lipidomics and measurement of fatty acid oxidation. 

Ramos cells were treated with Bromoxib and DMSO (0.1% v/v as solvent control) and were 

send to the collaborators (six biological replicates in total). Lipidomic analyses (analysis of the 
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totality of lipids in a cell) were performed (Figure 29 A and B) and the whole FA β-oxidation was 

measured in vitro by special radioactivity assays (Figure 29 C). 

FAs are the building blocks of lipid species, as introduced in chapter 1.6.4 Mitochondrial fatty 

acid β-oxidation. They are composed of a carboxylic acid group with a hydrocarbon chain of 

varying carbon length and degrees of saturation 515. By directing FAs into different metabolic 

pathways, it is possible to produce more intricate lipid species like diacylglycerides (DGs) and 

triacylglycerides (TGs). Alternatively, they are transformed into phosphoglycerides, e.g. 

phosphatic acid (PA), phosphatidylethanolamine (PE), phosphatidylinositol (PI), 

phosphatidylcholine (PC), lisophosphatidylcholine (LPC) or phosphatidylserine (PS) 152. In 

addition, FAs can be employed to create triacylglycerols (TGs) and cholesterylesters (CEs) as 

energy storage in the form of lipid droplets. When necessary, these droplets are used as fuel 

for cellular bioenergetics by FAO 516, 517. CEs are ester derivatives of cholesterol, containing an 

ester bond between the 5-hydroxy group of cholesterol and the FA carboxylate group. Free 

FAs undergo esterification in the glycerol phosphate pathway, receiving amphiphilic properties 

as phospholipids and sphingolipids. Cholesterol, phospho- and sphingolipids are the 

fundamental building blocks of biological membranes 516, 518.  

A large part of lipids is synthesized from FAs. Recent research supports that many human 

cancers display aberrant activation of de novo FA synthesis. Modification and degradation of 

lipids enables the cells to proliferate, grow and spread effectively 516. Cell proliferation in cancer 

cells requires new assembly of lipid membranes. To protect the cancer cells from lipotoxicity, 

a proper equilibrium between saturated and unsaturated FAs has to be maintained. Changes 

in membrane fluidity due to cell migration and drug resistance must also be considered 516. 

Here it will be focused on the high energy demands of cancer cells mediated through FAO. 

FAs provide twice as much ATP as carbohydrates. Therefore, the FAO is the most energy-

efficient way to generate ATP, among the metabolic pathways 516. 

Considering the selective targeting of FAO proteins (ACSL4, ACADVL, ECH1, HADHA, 

HADHB), several metabolites of FA metabolism were analyzed. These include 

glycerophospholipids (lysophosphatidylcholine (LPC), phosphatidylcholine (PC), 

phosphatidylethanolamine (PE), cardiolipin (CLN), phosphatidylserine (PS), 

phosphatidylinositol (PI) and sterol lipids: Free cholesterol (FC) (Figure 29 A), glycerolipids: 

Diacylglycerides (DG), triacylglycerides (TG), cholesterylester (CE) and free fatty acids (FFAs). 

Bromoxib treatment significantly increases LPC, PC, PE and free cholesterol levels (Figure 

29 A). Additionally, it significantly decreases the level of CLN (Figure 29 A). In terms of 

diacylglycerides, only a significant effect on the FFAs is observed. 
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Figure 29 Bromoxib treatment alters the whole lipid composition of Ramos cells and influences 
palmitate oxidation.  Ramos cells were treated for 30 min with 10 µM Bromoxib and DMSO (0.1% v/v; 
solvent control) and the lysates (six biological replicates) were sent to RG Aspichueta (University of 
Basque Country UPC/EHU), where Dr. Xabier Buqué performed the lipidomics on: (A) 
Lisophosphatidylcholine (LPC), phosphatidylcholine (PC), phosphatidylethanolamine (PE), cardiolipin 
(CLN), phosphatidylserine (PS), phosphatidylinositol (PI) and free cholesterol (FC). The lysate was also 
analyzed for the different fatty acids (B) such as diacylglycerides (DGs), triacylglycerides (TGs), 
cholesterylester (CE) and free fatty acids (FFA). Error bars = mean ± SD of six independent experiments. 
In (C) the total palmitate and partial palmitate oxidation were analyzed by Dr. Xabier Buqué in Ramos 
cells with DMSO (0.1% v/v) and 10 µM Bromoxib (five biological replicates). [14C]-CO2 as well as [14C]-
Acid soluble metabolites were detected after metabolization as measures for the total palmitate oxidation 
and partial palmitate oxidation. Error bars = mean ± SD of five independent experiments. Statistical 
analysis: unpaired two-tailed t-test; (**** = p ≤ 0.0001). 

With regard to the measurement of total and partial palmitate oxidation shown in Figure 29 C, 

a significant accumulation of [14C]-Acid soluble metabolites was detected upon Bromoxib 

treatment. Therefore, the partial palmitate oxidation is impaired. 

In summary, Bromoxib is a selectively cytotoxic natural product to lymphoma and leukemia 

cells. It induces caspase-3 activity with subsequent PARP1 cleavage and does active the 

intrinsic mitochondria dependent pathway of apoptosis. Bromoxib-induced apoptosis cannot 

be executed in the presence of Bcl-2 overexpression. This natural compound targets mainly 

the mitochondria in terms of metabolism, respiration and induces fragmentation. Furthermore, 

the compound exhibits protonophoric activity, which is responsible for its manifold biological 

activity within the cell. Due to its protonophoric activity in combination with its mitotoxic activity, 

Bromoxib triggers an increased energy demand in the cancer cell. The cell tries to cope this 

rapid energy demand with the stabilization of a protein cluster catalyzing the mitochondrial β-
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oxidation in order to degrade FFAs rapidly in order to generate ATP. Finally, Bromoxib alters 

thereby the total lipidomics in lymphoma cells and alters FFAs oxidation. 
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6.4 Meriolin derivatives as unique Swiss Army knife targeting the 
hallmarks of cancer 

Natural products often inspire the development of synthetic or semi-synthetic derivatives. An 

attractive example are Meriolin derivatives. Meriolins are a class of semisynthetic compounds, 

derived from combining Meridianins, a family of 3-((2-amino)pyrimidin- 

4-yl)indoles with Variolins (Figure 30) containing a central pyrido[3’,2’:4,5]pyrrolo[1,2-c]pyridine 

core substituted with a 2-aminopyrimidine ring. Meridianins were first isolated from Aplidium 

meridianum, an ascidian from the South Atlantic 519-521 and share structural analogies with 

Variolins, which were isolated from the Antarctic sponge Kirkpatrickia variolosa 521-523 as shown 

in Figure 30. The substance class combining these two natural classes was termed Meriolins 
519, 524. A comprehensive review about the synthesis of Variolins, Meridianins and Meriolins can 

be found in 525. The structure of the natural products as well as the synthetic derivatives of four 

selected Meriolins (16, 31, 36 and 17) together with a selective kinase inhibitor named R547 

(which is used as control in further experiments) are shown in Figure 30. The Meriolins 16, 31, 

36 and 17 were synthesized by Dr. D. Drießen (RG Müller, Institute for Organic Chemistry and 

Macromolecular Chemistry, Düsseldorf) in his dissertation 442. The Meriolin derivatives 31 (3f) 

and 36 (3k) were already identified and characterized in a recent publication of our group 

together with other Meriolin derivatives 443. 

 

Figure 30 Structures of Meridianins and Variolins – the parental compounds of Meriolins.  (A) 
Meriolin derivatives (lower panel) are inspired from Meridianins and Variolins, a class of marine-derived 
natural products (upper panel). (B) Structure of the Meriolin derivatives 16, 31, 36 and 17. Biological 
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activity is compared with the selective CDK inhibitor R547 below. (Structures were drawn in ChemDraw 
according to structures in 442, 443, 519). 

Marine-derived Variolins and Meridianins possess biological activity against CDKs in the 

micromolar to nanomolar range, representing the first-generation inhibitors of CMGC Kinase-

enzymes. The CMGC family is composed of CDKs, MAPKs (mitogen-activated protein 

kinases), GSKs (glycogen synthase kinases) and CLKs (CDC-like kinases) 411, 443. To date, the 

biological activity in terms of cytotoxicity, kinase inhibition and tumor growth inhibition of many 

Meriolin derivatives was described 410, 411, 443, 519, 524, 526-529. Chemical derivatization led to higher 

selectivity, better anti-proliferative and pro-apoptotic properties, compared to their parent 

molecules 412. Other drugs inspired by natural products include biologically active 7-azaindole 

clinical candidates such as Vemurafenib 530, Pexidartinib 531 or AZD6738, which is shown to 

inhibit growth of ATM deficient xenografts via an ATR inhibition mechanism 412, 532. 3,5-

disubstituted-7-azaindoles have shown anti-tumor activity via the inhibition of CDK2 and CDK9 

activity 411. 

In this thesis, the molecular mechanism of Meriolin derivatives will be characterized in terms 

of cytotoxicity, apoptosis induction and disruption of the cell cycle with subsequent crosstalk 

between checkpoint activation, the DNA-damage response and the activation of apoptosis – 

aiming to potentially address three hallmarks of cancer: ‘Resisting cell death, sustained 

proliferative signaling and genome instability and mutation’.  

Recently the cytotoxicity, caspase-3 activity and PARP1 cleavage of some Meriolin derivatives 

has been characterized by our group 443. According to these data, Meriolin 31 and 36 exhibited 

low IC50 values, induced rapid caspase-3 activation with subsequent PARP1 cleavage and 

have been chosen for further analysis. Meriolin 31 is the parental compound of Meriolin 16 and 

to date the biological activity of Meriolin 16 has not been characterized. The only difference 

between them is an additional methoxy group (-OCH3) at the aromatic pyridine ring. This group 

was added to further increase the cytotoxicity of the parental compound. To verify this 

hypothesis, Meriolin 16 had to be characterized in terms of cytotoxicity, caspase-3 activity and 

apoptosis induction (Figure 31). As noted above, Burkitt B cell lymphoma (Ramos cells) and 

acute T cell leukemia (Jurkat cells) were used as model system to allow correct comparison 

with the parental compound and other derivatives (Figure 31). Meriolin 16 treatment for 24 and 

72 h resulted in Ramos and Jurkat cells in IC50 values of 0.04 µM and 0.03 µM respectively 

(Figure 31 A). Its parental compound Meriolin 31 (3f) showed an IC50 of 0.11 µM24 h,  

0.07 µM72 h in Ramos cells and an IC50 of 0.11 µM24 h, 0.06 µM72 h in Jurkat cells 443. Thus, the 

increase of cytotoxicity due to the additional methoxy group was verified, because Meriolin 16 

showed a higher cytotoxicity than Meriolin 31 in the same setup. Meriolin 16 showed rapid 

kinetics of caspase-3 activation for both cell lines and a slightly higher amplitude in Jurkat cells 

(Figure 31 B). In the apoptosis assays, such as caspase-3 activation, detection of hypodiploid 
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nuclei and PARP1 cleavage via immunoblotting, the broad-spectrum kinase inhibitor 

Staurosporine (STS), was used as positive control and DMSO (solvent control) was used as 

negative control. Meriolin 16 treatment (from 0.1 up to 30 µM) for 24 h exhibited an apoptosis 

rate of ca. 40-50% in both cell lines (Figure 31 C). Pre- and co-treatment with QVD at the 

highest concentration (30 µM Meriolin 16) inhibited apoptosis, proving a caspase-dependent 

apoptosis mechanism (Figure 31 C). PARP1 cleavage was determined via immunoblotting after 

treatment for 8 h (Figure 31 D). Ramos cells showed PARP1 cleavage after 2 h, whereas Jurkat 

cells indicated cleavage after 4 h. In analogy to Nicoletti assays, PARP1 cleavage was blocked 

with the pre-and co-treatment of QVD (Figure 31 D). The reversibility of the cytotoxicity was 

investigated for Meriolin 16, 31 and 36 in (Figure 31 E). To investigate the reversibility of 

cytotoxicity, Ramos cells were incubated with either Meriolin 16, 31 or 36 for 5 min, washed 

and further incubated without Meriolins for 24 h. For comparison, Ramos cells were treated 

with Meriolin 16, 31 or 36 for 24 h. The Meriolins 16, 31 and 36 induce irreversible cell death 

within 5 min incubation (Figure 31 E). This result was further supported by the analysis of 

PARP1 cleavage in Ramos cells via immunoblotting (Figure 31 F). Concluding, Meriolin 16, 31 

and 36 induce irreversible apoptosis in Ramos cells within 5 min. 

 
Figure 31 Meriolin 16 is a new derivative and was characterized in terms of cytotoxicity (A), the 
kinetics of caspase-3 activation (B), apoptosis induction rate (C), and cleavage of PARP1 as 
substrate of caspases (D). The Meriolins were compared in terms of irreversibility of (E) 
cytotoxicity and (F) PARP1 cleavage.  (A) The cytotoxicity of Meriolin 16 was first determined in 
Ramos and Jurkat cells with increasing concentrations of Meriolin 16 after 24 and 72 h of treatment, the 
respective IC50 values are given in the parenthesis. Shown in each graph is the mean ± SD of one 
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representative experiment performed in triplicates. (B) Activation of caspase-3 was measured by adding 
the pro-fluorescent caspase-3 substrate Ac-DEVD-AMC and subsequent measurement of the increase 
in fluorescence of AMC, which reflects caspase-3 activity in Ramos and Jurkat cells. Shown in each 
graph is the mean ± SD of one representative experiment performed in duplicates. (C) The apoptosis 
induction efficiency was determined in Ramos and Jurkat cells after 24 h treatment with increasing 
concentrations of Meriolin 16 by measurement of apoptotic nuclei via flow-cytometry. The highest 
concentration (30 µM) of Meriolin treatment was pre-and co-treated with QVD. Staurosporine (STS; 2.5 
µM) was used as positive control for the induction of apoptosis. Error bars = mean ± SD of three 
independent experiments performed in triplicates. (D) Ramos or Jurkat cells were treated with 1 µM of 
Meriolin 16 for up to 8 h and the last time point was pre-and co-treated with QVD in order to confirm 
caspase dependency of PARP cleavage. DMSO (0.1% v/v) was used as solvent control and STS (2.5 
µM) as positive control. (E) Meriolins prime the cells irreversibly to death within 5 min. Ramos cells were 
pre-incubated for 5 minutes with Meriolin 16, Meriolin 31 or Meriolin 36 and then the compounds were 
removed by washing (black graphs). The cells were further incubated for 24 h and subsequently 
cytotoxicity was determined with AlamarBlue® assay. This was compared to the treatment for 24 h 
without removal of the compounds (gray graphs). Shown in each graph is the mean ± SD of one 
representative experiment performed in triplicates. The respective IC50 values are given in the legend. 
(F) Meriolin derivatives 16, 31 and 36 prime cells to death within 5 min. Ramos cells were treated with 
1 µM Meriolin 16, 31 and 36 for 5 minutes and the stimulus was removed after treatment. Staurosporine 
(STS; 2.5 µM) was used as positive control for cell death induction and DMSO (0.1% v/v; Ctrl) served 
as solvent control. The cleavage of PARP1 was determined after 24 h treatment via immunoblotting and 
Tubulin served as loading control. 

So far, the class of Meriolins (31 and 36) was shown to be highly cytotoxic and functions as 

rapid activators of apoptosis as demonstrated in 443, but the exact molecular mechanism of 

apoptosis induction remained elusive. To investigate the extrinsic death receptor pathway as 

possible mechanism, caspase-8 proficient or deficient Jurkat cells were treated with Meriolin 

16, 31 or 36. Etoposide and Staurosporine were used as controls for caspase-8 independent 

apoptosis and TRAIL as control for caspase-8 dependent apoptosis (Figure 32 A). The 

apoptosis rate was determined after 24 h. All three Meriolins do not induce the extrinsic 

pathway. To investigate the activation of the intrinsic mitochondrial pathway, Bcl-2 

overexpressing Jurkat cells were treated with all three derivatives, compared to the respective 

empty vector control cells. Staurosporine was used as control for Bcl-2 independent intrinsic 

apoptosis and Etoposide for the induction of Bcl-2 dependent intrinsic apoptosis (Figure 32 B). 

Similar to Staurosporine, Meriolins induced apoptosis independently of Bcl-2 overexpression. 

Bcl-2 acts anti-apoptotic and is able to inhibit pro-apoptotic Bax and Bak, which are needed to 

form the apoptotic pore in the mitochondrial membrane. Therefore, it was tested whether 

Meriolins are able to induce caspase-3 activation in DG75 cells, which are negative for Bax 

and Bak (Figure 32 C). All Meriolins, induced a very low level of caspase-3 activation in Bax 

and Bak deficient DG75 cells, suggesting Bax and Bak are not required for the activation of 

the intrinsic apoptosis cascade activated by Meriolins. Following the signaling pathway of 

intrinsic apoptosis, it was next investigated whether the Meriolins induce cell death depending 

of caspase-9 by using Jurkat cells that are either negative or positive for caspase-9. The 

detection of apoptotic hypodiploid nuclei revealed, that Meriolin 16 and 31 induce a high 

apoptosis rate in caspase-9 positive cells and Meriolin 36 at a low rate. All three derivatives 

are unable to induce apoptosis in caspase-9 negative cells. The used controls are Etoposide, 

which induces fully caspase-9 dependent apoptosis and Staurosporine, which induces partially 
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caspase-9 dependent apoptosis (Figure 32 D). Staurosporine triggers also an alternative 

pathway, which is potentially caspase-9 independent 446. In summary, the induction of 

apoptosis by Meriolins is dependent on caspase-9. Since the mitochondrial apoptosis pathway 

depends on Apaf-1 and apoptosome formation, it was investigated whether Meriolins are 

proficient to induce caspase activation in Apaf-1 deficient SK-Mel-94 cells. Meriolins induce 

very low, almost no caspase-3 activation in Apaf-1 negative cells, concluding that Apaf-1 is 

crucial for the activation of caspase-3 (Figure 32 E). Intrinsic apoptosis is dependent on the 

mitochondria as the main target organelle, where apoptotic signal transduction interconnects 

and gets integrated into the mitochondria with subsequent release of pro-apoptotic factors. 

Therefore, the morphology of HeLa cells stably expressing MitoDSRed, a red fluorescent dye 

tagged to the outer mitochondrial membrane, was assessed (Figure 32 F). The cells were 

treated with Meriolins or CCCP for up to 8 h. CCCP, a known protonophore causing the 

breakdown of mitochondrial membrane potential, acted as positive control. Meriolin 16 

changed the tubular structure to a more punctate morphology starting from 6 h, similar to 

Meriolin 36. In contrast, Meriolin 31 induced delayed fragmentation starting from 8 h incubation 

(Figure 32 F). The induction of mitochondrial fragmentation is one characteristic of intrinsic 

apoptosis; hence it has to be noted, that not all Meriolins induced this morphological change 

in every cell equally. The level of fragmentation changed between cells.  

 
Figure 32 The three Meriolin derivatives 16, 31 and 36 induce apoptosis independent of the 
extrinsic caspase-8 dependent death receptor pathway.  (A) Meriolins do not activate the DR 
pathway. (B) They trigger the intrinsic mitochondria dependent apoptosis pathway, partially dependent 
on Bcl-2, (C) not dependent on Bax and Bak, (D) dependent on caspase-9 and (E) dependent on  
Apaf-1. (A) Meriolin derivatives do not trigger the extrinsic apoptosis pathway. Jurkat cells deficient or 
proficient for caspase-8 were treated with DMSO (0.1% v/v; Ctrl) as solvent control, the three Meriolin 
derivatives (1 µM), STS (2.5 µM) and Etoposide (Eto; 50 µM) as positive controls for induction of intrinsic 
pathway and TRAIL (Tumor Necrosis Factor Related Apoptosis Inducing Ligand; 40 ng/ml) as positive 
control for induction of extrinsic pathway. The apoptosis rate (%) was determined via flow-cytometry 
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after 24 h treatment with the Nicoletti assay. Error bars = mean ± SD of three independent experiments 
performed in triplicates. (B) Apoptosis induction (%) by the three Meriolins is reduced in the presence 
of anti-apoptotic Bcl-2. Analysis was performed in Jurkat cells stably transfected with a vector encoding 
Bcl-2 or an empty vector. After 24 h apoptosis induction was assessed by propidium iodide staining of 
apoptotic nuclei and flow-cytometry. Cells were stimulated with DMSO (0.1% v/v; Ctrl), 1 µM of Meriolin 
derivatives, Staurosporine (STS; 2.5 µM) as positive control for Bcl-2 independent apoptosis, Etoposide 
(Eto; 50 µM) as positive control for Bcl-2 dependent apoptosis. Error bars = mean ± SD of three 
independent experiments performed in triplicates. (C) The Meriolin derivatives do not trigger caspase-3 
activation in Bax-/Bak-negative Jurkat cells. The cells were treated with DMSO (0.1% v/v) as solvent 
control, 1 µM of Meriolin 16, 31, or 36, and Staurosporine (2.5 µM) as control for Apaf-1 independent 
caspase-3 activation for up to 8 h. The activation of caspase-3 was determined through fluorometric 
analysis of DEVDase activity. Shown in each graph is the mean ± SD of one representative experiment 
performed in duplicates. (D) The three Meriolin derivatives induce apoptosis dependent of caspase-9. 
Apoptosis induction was assessed in caspase-9 deficient and caspase-9 proficient cells after 24 h by 
staining of apoptotic nuclei with propidium iodide and the detection via flow-cytometry. Cells were 
stimulated with DMSO (0.1% v/v), 1 µM for Meriolin derivatives, Staurosporine (STS; 2.5 µM) as control 
for partially caspase-9 independent apoptosis, Etoposide (Eto; 50 µM) as control for caspase-9 
dependent apoptosis. Error bars = Mean ± SD of three independent experiments performed in triplicates. 
(E) The Meriolin derivatives do not trigger caspase-3 activation in Apaf-1 negative SK-Mel-94 cells. SK-
Mel-94 cells were treated with DMSO (0.1% v/v) as solvent control, 1 µM of Meriolin 16, 31, or 36, and 
Staurosporine (2.5 µM) as positive control for Apaf-1 independent apoptosis and Etoposide (50 µM) as 
control for Apaf-1 dependent caspase-3 activation for up to 8 h. The activation of caspase-3 was 
determined through fluorometric analysis of DEVDase activity. Shown in each graph is the mean ± SD 
of one representative experiment performed in duplicates. (F) Treatment with the Meriolin derivatives 
leads to a range of changes in the mitochondrial network. HeLa cells stably expressing mito-DsRed 
targeted to the outer mitochondrial membrane were treated with either DMSO (0.1% v/v) as solvent 
control, 10 µM Meriolin derivative (16, 31 or 36), or 10 µM CCCP as positive control for up to 8 h; 
mitochondrial fragmentation could be observed upon Meriolin treatment via live cell imaging. 
Representative images of three independent biological replicates are shown. 

Figure 32 demonstrates that Meriolins are able to activate the mitochondrial cytochrome 

c/Apaf-1 apoptosis pathway in a direct way – even in the presence of anti-apoptotic Bcl-2. 

Mitochondrial morphology alters after different time points and further apoptosis induction 

depends on caspase-9 together with Apaf-1. 

Meriolins show, together with their parental compounds Meridianins and Variolins, extensive 

kinase inhibitory activities 411, 412, 519, 524. The question if other pathways, additional to the 

apoptosis signaling, are targeted, remained unanswered. To address this issue, an apoptosis 

array was performed with Merioline 16 and 36. Ramos cells were treated with high 

concentrations of Meriolin 16, Meriolin 36 and Staurosporine (control) for 8 h. A broad spectrum 

of proteins was identified and the signals analyzed according to 5.2.9 Apoptosis Array. A 

heatmap represents the results and is shown in Figure 33 A supporting previous data, that 

Meriolin 16 and 36 activate apoptosis and lead to an increase in several apoptosis protein 

levels. In this experiment it was also focused on proteins which are not only involved in the 

apoptosis signaling cascade, but also in other pathways. Both Meriolins showed a higher signal 

intensity for Claspin, a protein for checkpoint mediated cell cycle arrest in response to inhibition 

of DNA replication or DNA damage 533. Meriolins have a prevalence to inhibit kinases from the 

CMGC family and some of them are involved in cell cycle regulation 519, 524. To investigate the 

cell cycle as possible targeted signaling pathway by Meriolin 16, 31 or 36, the cell cycle was 

analyzed with and without the pre-and co-treatment of QVD as caspase-inhibitor. QVD was 



Results 
 

114 

pre-and co-incubated to uncouple the effect of apoptosis induction from the cell cycle effect. 

Therefore, the Nicoletti assay was performed. The exact method can be found in 5.2.8 Analysis 

of apoptotic cell death and cell cycle. In order to determine the cell cycle phase, the DNA 

content of the cell nuclei was determined by FACS in linear mode. For example, the DNA 

content doubles during S phase and thereby, a higher fluorescence intensity is observed 

compared to G1. Figure 33 shows the signal of PerCP-Cy5-5-A positive nuclei as bar graph, 

distinguishing the different cell cycle phases, S/G2, G1, and the fragmented hypodiploid nuclei 

(HN).  

 
Figure 33 Meriolin derivatives disrupt the cell cycle.  (A) Apoptosis array in Ramos cells after 8 h of 
10 µM Meriolin 16 and 36 treatment showing increase of DNA-damage response and cell cycle 
regulating proteins (STS; 2.5 µM as apoptosis inducing control). (B) Cell cycle analysis in Ramos cells 
was determined after 24 h treatment with and without pre-and co-treatment of QVD followed by 1 or 10 
µM Meriolin 16, 31 or 36 (DMSO 0.1% v/v; solvent control) via Nicoletti assay by flow-cytometry in the 
linear mode. Error bars = mean ± SD of three independent experiments performed in triplicates. (C) 
Ramos cells were treated for up to 24 h with 1 µM Meriolin 16 and the influence of Meriolin treatment 
on cell cycle regulating proteins (Rb, RNA pol II, CDK2/Cyclin E, PP2A-C, PP1α) as well as apoptosis 
proteins (caspase-3, Mcl-1) was analyzed via immunoblotting. Either GAPDH, Vinculin or Tubulin served 
as loading control.  

The cell cycle analysis without QVD revealed a higher apoptosis rate for the Meriolin treated 

cells, in agreement with previous analyses (Figure 33 B). The condition with QVD pre- and co-

treated cells showed a reduction of apoptotic hypodiploid nuclei, because the apoptosis 

cascade was blocked by caspase-inhibition. Additionally, an increase of the S/G2-population 

was observed under this condition. This observation was investigated further via 

immunoblotting of proteins involved in cell cycle regulation (Figure 33 C). Since we were 

interested in the molecular mechanism of apoptosis and other affected pathways, further 

experiments were performed without the pre-and co-treatment of QVD. The inhibition of 

caspases is thought to change the signaling outcome of these surely interconnected pathways 

in a way that would be too artificial in terms of investigating the real therapeutic potential of this 

compound class. To address this issue, Ramos cells were treated in a kinetic experiment with 

Meriolin 16 over a period of 24 h. Proteins of the cell cycle, including Rb, phospho-Ser612-Rb, 

RNA pol II, CDK2 and Cyclin E were analyzed by immunoblotting (Figure 33 C). The 

serine/threonine phosphatases PP2A-C – a regulator for dephosphorylation of Akt, p53 and c-
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myc 534 – and PP1α were analyzed. Both enzymes are involved in the control of mitotic 

progression 535. Additionally, two apoptosis proteins, as the full-length form of caspase-3 and 

the anti-apoptotic protein Mcl-1, were also analyzed (Figure 33 C). In summary, anti-apoptotic 

Mcl-1 and full-length caspase-3 protein levels decrease after 3 hours treatment (Figure 33 C). 

These observations are in agreement with the kinetics of caspase-3 activation, as well as with 

the PARP1 cleavage shown above. Cell cycle related proteins show decreased protein levels, 

including RNA pol II and Rb. Under native conditions, Rb gets phosphorylated by CDK2 at its 

phosphosite (Ser612) 536. Here, Rb and RNA pol II protein level decrease from 3 to 6 hours 

and the phosphosite Ser612 (Rb) decreases from 1.5 hours treatment. CDK2 levels seem 

stable during the time of incubation. Cyclin E shows slight increases between 1.5 to 8 h, due 

to its periodic protein expression, as explained in the introduction. The phosphatases  

(PP2A-C and PP1α) show a slight increase after 1.5 hours, but decrease slowly during longer 

treatment (Figure 33 C). In summary, cell cycle regulating proteins are also impaired by Meriolin 

16 treatment. 

Since the first Meriolin derivatives were synthesized in 2007, it was known, that these 

compounds are ATP-competitive due to their structural similarities to ATP and bind in the ATP-

binding pocket of kinases, preferably CDKs 519, 524. Consequentially, our Meriolin derivatives 

(16, 31 and 36) that are structurally different to those published by the Echaliér et al. 2008 524 

and Bettayeb et al. 2007 519, were tested in luminescence-based kinase activity assays specific 

for CDK1/Cyclin B1, CDK2/Cyclin A2, CDK4/Cyclin D3 and CDK9/Cyclin T as shown in  

Figure 34. I selected specifically these four CDKs, since they are the main cell cycle regulating 

CDKs as reviewed in the introduction 1.4 Cell cycle. The CDK assays are luminescence-based 

assays, where the level of relative luminescence correlates with the inhibitory capacity of the 

treatment and concentration respectively. Here, DMSO was used as negative (solvent) control 

and the CDK specific inhibitor R547 as positive control for the inhibition of CDK1/Cyclin B, 

CDK2/Cyclin E and CDK4/Cyclin D1 according to the manufacturer’s information 

(Selleckchem.com 537). Meriolin 16 and Meriolin 36 equally inhibited CDK1/Cyclin B1 with 

higher potency than R547 (Figure 34 A), but with a weaker inhibition for CDK2/Cyclin A2 at 

higher concentrations (0.1 and 1 µM), comparable to R547 (Figure 34 B). Both Meriolins, as 

well as R547, did not inhibit CDK4/Cyclin D3 significantly (Figure 34 C). CDK9/Cyclin T, the 

only transcriptionally active CDK tested here, was inhibited in a concentration-dependent 

manner by both Meriolins and also R547. Latter observation is surprising, since the 

manufacturer’s homepage (Selleckchem.com 537) stated inactivity against CDK9/Cyclin T. 

Anyway, it can be concluded from these kinase assays that Meriolin 16 and 36 (also 31 but to 

a lesser content – data not shown) are able to inhibit CDK1, CDK2 and CDK9 in different levels 

and in a concentration-dependent manner. 
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Figure 34 Meriolin 16 and 36 inhibit CDK1, 2, and 9 and have different inhibition specificities 
depending on the concentration towards each CDK. The CDK inhibition activity of Meriolin 16 and 
36 was tested on selected CDKs and their corresponding Cyclins with the usage of CDK Kits from BPS 
Bioscience (CDK1/Cyclin B1 #79597; CDK2/Cyclin A2 #79599; CDK4/Cyclin D3 #79674; CDK9/Cyclin 
T #79628), DMSO (0.1% v/v) was used as solvent control and R547 as CDK inhibitor 
(Selleckchem.com 537: inhibitor of CDK1/2 and 4). Error bars = mean ± SD values of independent 
biological experiments are shown. Statistical analysis: 1-way ANOVA, Bonferroni’s multiple comparison 
test; (**** = p ≤ 0.0001). 

Since these CDKs were only selected on a literature base, it was aimed to cover a broader 

spectrum of kinases. Therefore, I acquired a collaboration with Reaction Biology 

(reactionbiology.com), who perform kinase drug discovery services offering the largest 

portfolio of kinase assays in industry. Meriolin 16 and Meriolin 36 were tested each in two 

concentrations according to their IC50 values of our dual cell system, Meriolin 16 for 0.03 and 

0.3 µM, Meriolin 36 for 0.3 and 3 µM. Structurally related, but biologically inactive Meriolin 17 

(structure shown in Figure 30) was used as negative control (0.3 and 3 µM) (data for Meriolin 

17 are not shown here). This kinase panel screening tested the inhibitory activity of the 

Meriolins in two concentrations in singlicates against a panel of kinases (wild type kinase panel 

composed of 345 kinases in total, the profiler is named 33PanQinaseTM). The results are shown 

as a kinome tree (Figure 35 A) and as table with residual activity in (%) (Table 13). The diameter 

of dots reflects the percental kinase inhibition. It can be seen in Figure 35 A that the lower 

concentration of Meriolin 16, which equals the IC50 value in Ramos and Jurkat cells shows a 

specificity for the yellowish arm of the kinome tree, which represents the CMGC family. With 

increasing concentration to 0.3 µM, a more unspecific inhibition pattern can be seen with 

increasing diameter of the dots at the CMGC family correlating with an increased inhibition. 

For Meriolin 36, the concentration of 0.3 µM shows a comparable pattern of dots to 0.3 µM of 

Meriolin 16, also with a prevalence to the CMGC family but also greenish specificity for the 

AGC family consisting of 63 evolutionarily related serine/threonine protein kinases  

(listed in 538). When looking at the concentration of 3 µM it can be said, that Meriolin 36 appears 

to inhibit almost all kinases tested, at least to a low amount. In Figure 35 B the totality of all 
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tested CDKs in the kinome screen with their inhibition by Meriolin 16 and 36 are shown as a 

heatmap, with blue equaling no inhibition of the kinase and white equaling maximum inhibition 

of the respective kinase. The results generated in the luminescence-based kinase assays from 

CDK1, 2, 4 and 9 were supported by the results of the kinome screen, since here (Figure 35 
B) CDK1 was inhibited in complex with either Cyclin A2, Cyclin B1 or Cyclin E1 for Meriolin 16 

and 36. Also, CDK2 was inhibited in complex with either Cyclin A2, Cyclin D1 (to a lesser 

extent) or CyclinE1. For CDK4 and also for CDK6 a very low inhibition for either Meriolin 16 in 

both concentrations, or Meriolin 36 in 0.3 µM concentration can be seen, also supporting the 

previous data. CDK9 in complex with Cyclin K or Cyclin T1 are completely inhibited to almost 

zero residual kinase activity (Figure 35 B). The closer look at the heatmap revealed, that 

Meriolins 16 and 36 inhibit very efficiently and selectively distinct CDKs of the CMGC family in 

a concentration-dependent manner. 

 

Figure 35 Meriolin 16 and 36 are active against kinases with a prevalence to the CMGC family. 
Meriolin 16 and 36 were each tested against 335 wild-type protein kinases in kinase in vitro 
assays by Reaction Biology in Freiburg.  (A) Meriolin 16 in concentration of 0.03 µM and 0.3 µM, 
Meriolin 36 in 0.3 µM and 3 µM, as biological inactive control, the structurally related Meriolin 17 was 
tested in the higher concentrations of 0.3 µM and 3 µM (data not shown here). Depicted are all protein 
kinases tested in the kinome tree, the diameter of dots reflects % inhibition of 331 kinases (atypical 
kinases DNAPK, EEF2K mTOR and PKMzeta were excluded), the scale is 0 to ≥ 100% inhibition. (B) 
Heatmap of the CDK/Cyclin family with the inhibition specificity of Meriolin 16 in 0.03 µM and 0.3 µM 
compared to Meriolin 36 in 0.3 µM and 3 µM concentrations. This heat map shows in dark blue the 
maximum activity of the kinase at 100% to white which is the minimum activity of the kinase at 0%. 

In more detail, Table 13 shows the percentage of the residual activity of each Meriolin 17, 36 

and 16 against the tested kinases. Also the selectivity scores of each Meriolin was calculated 

as described in 5.2.26 (< 50% residual activity): Meriolin 17 (0.3 µM): 0.009, Meriolin 17 (3 µM): 

0.069, Meriolin 36 (0.3 µM): 0.397, Meriolin 36 (3 µM): 0.752, Meriolin 16 (0.03 µM): 0.140, 
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and Meriolin 16 (0.3 µM): 0.284. Hence, the lower the selectivity score, the higher the 

specificity. Lower residual activity equals higher inhibition at the respective concentration. 

Thus, Meriolin 17 was only partially able to inhibit a few kinases (mostly a residual activity of 

~80-90%), whereas Meriolin 16 has the highest selectivity at 0.03 µM with a score of 0.140. 

The detailed percentages of residual kinase activity can be taken from Table 13. 

Table 13 Kinome profiling (33PanQinaseTM) of Meriolin 17 at 0.3 and 3 µM, Meriolin 36 at 0.3 and 3 
µM and Meriolin 16 at 0.03 and 0.3 µM each against 335 wild-type protein kinases in singlicates 
measurement.  Shown is the residual kinase activity (% of control) for each treatment. (# = kinase 
number, * the classification of protein kinase families was performed according to 539: AGC (containing 
PKA, PKG and PKC families); CAMK (containing Calcium/Calmodulin-dependent protein kinases); CK1 
(Casein kinase 1-like); CMGC (containing CDK, MAPK, GSK3 and CLK families); TK (Tyrosine 
Kinases); TKL (Tyrosine Kinase-like) and STE (Homologs of Yeast Sterile 7, Sterile 11 and Sterile 20 
Kinases). Selectivity Scores (< 50% residual activity): Meriolin 17 (0.3 µM) 0.009, Meriolin 17 (3 µM) 
0.069, Meriolin 36 (0.3 µM) 0.397, Meriolin 36 (3 µM) 0.752, Meriolin 16 (0.03 µM) 0.140, Meriolin 16 
(0.3 µM) 0.284. (How residual activity and selectivity score were calculated is described in 5.2.26) 

# Kinase 
Name 

Kinase 
Family* 

17 
 
0.3 
µM 

17 
 
3 µM 

36 
 
0.3 
µM 

36 
 
3 µM 

16 
 
0.03 
µM 

16 
 
0.3 
µM 

1 ABL1 TK 106 106 80 26 103 99 
2 ABL2 TK 89 85 56 18 95 91 
3 ACK1 TK 86 82 59 15 83 72 
4 ACVR1 TKL 86 84 24 1 89 72 
5 ACVR1B TKL 62 70 43 10 75 69 
6 ACVR2A TKL 107 86 94 47 103 103 
7 ACVR2B TKL 74 68 22 5 81 74 
8 ACVRL1 TKL 91 79 43 9 101 89 
9 AKT1 AGC 78 84 89 41 96 70 
10 AKT2 AGC 94 99 102 75 98 79 
11 AKT3 AGC 110 90 93 42 108 82 
12 ALK TK 92 89 60 14 104 77 
13 AMPKα1 CAMK 109 97 57 9 108 78 
14 ARK5 CAMK 105 90 90 40 92 88 
15 ASK1 STE 89 86 50 15 97 85 
16 AuroraA OTHER 107 82 81 35 109 107 
17 AuroraB OTHER 82 55 67 26 85 61 
18 AuroraC OTHER 81 84 76 41 104 95 
19 AXL TK 101 86 75 28 101 75 
20 BLK TK 118 101 88 13 126 95 
21 BMPR1A TKL 111 97 105 61 94 94 
22 BMPR1B TKL 86 72 75 45 91 91 
23 BMX TK 108 112 109 49 118 103 
24 BRAF TKL 97 95 66 50 94 105 
25 BRK TK 92 87 66 18 91 85 
26 BRSK1 CAMK 94 82 89 73 91 97 
27 BRSK2 CAMK 112 96 112 61 111 92 
28 BTK TK 97 81 103 77 114 96 
29 BUB1B OTHER 94 86 89 73 88 81 
30 CAMK1D CAMK 98 70 70 38 102 81 
31 CAMK2A CAMK 107 93 26 2 103 81 
32 CAMK2B CAMK 116 89 83 31 103 74 
33 CAMK2D CAMK 102 87 16 1 99 64 
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# Kinase 
Name 

Kinase 
Family* 

17 
 
0.3 
µM 

17 
 
3 µM 

36 
 
0.3 
µM 

36 
 
3 µM 

16 
 
0.03 
µM 

16 
 
0.3 
µM 

34 CAMK2G CAMK 93 82 34 6 94 82 
35 CAMK4 CAMK 90 82 92 73 96 92 
36 CAMKK1 OTHER 86 90 51 18 97 95 
37 CAMKK2 OTHER 87 96 9 1 92 55 
38 CDC42BPA AGC 100 76 1 1 53 7 
39 CDC42BPB AGC 116 83 0 0 37 2 
40 CDC7/DBF4 OTHER 105 72 10 2 63 12 
41 CDK1/CycA2 CMGC 78 68 2 1 32 5 
42 CDK1/CycB1 CMGC 98 78 4 1 29 5 
43 CDK1/CycE1 CMGC 84 70 2 0 42 8 
44 CDK12/CycK CMGC 84 65 1 2 21 1 
45 CDK13/CycK CMGC 109 92 12 -10 31 5 
46 CDK16/CycY CMGC 101 88 17 3 64 16 
47 CDK17/p35NCK CMGC 86 64 20 10 46 24 
48 CDK18/CycY CMGC 97 81 6 0 36 5 
49 CDK19/CycC CMGC 41 18 3 0 6 2 
50 CDK2/CycA2 CMGC 83 66 1 2 18 2 
51 CDK2/CycD1 CMGC 82 92 6 5 54 23 
52 CDK2/CycE1 CMGC 90 57 1 1 16 0 
53 CDK20/CycH CMGC 88 50 29 13 38 33 
54 CDK20/CycT1 CMGC 84 55 19 10 36 17 
55 CDK3/CycC CMGC 98 85 9 3 71 20 
56 CDK3/CycE1 CMGC 99 65 1 -1 36 5 
57 CDK4/CycD1 CMGC 93 79 24 4 86 36 
58 CDK4/CycD2 CMGC 90 85 21 3 81 34 
59 CDK4/CycD3 CMGC 85 86 34 6 95 51 
60 CDK5/p25NCK CMGC 93 91 0 1 16 1 
61 CDK5/p35NCK CMGC 99 73 0 0 7 1 
62 CDK6/CycD1 CMGC 94 86 2 1 93 51 
63 CDK6/CycD2 CMGC 92 84 47 10 93 76 
64 CDK6/CycD3 CMGC 80 84 76 26 88 98 
65 CDK7/CycH/MAT1 CMGC 98 80 7 2 44 6 
66 CDK8/CycC CMGC 41 13 5 2 6 4 
67 CDK9/CycK CMGC 73 35 2 0 7 0 
68 CDK9/CycT1 CMGC 87 52 1 0 13 2 
69 CHK1 CAMK 87 68 76 40 96 87 
70 CHK2 CAMK 97 91 81 41 90 82 
71 CK1α1 CK1 136 122 110 51 129 93 
72 CK1Δ CK1 109 86 43 9 77 17 
73 CK1ε CK1 124 103 86 23 112 41 
74 CK1γ1 CK1 107 96 23 3 87 38 
75 CK1γ2 CK1 98 97 19 3 86 30 
76 CK1γ3 CK1 105 95 49 9 77 22 
77 CK2α1 OTHER 105 106 99 53 106 104 
78 CK2α2 OTHER 105 99 91 43 110 105 
79 CLK1 CMGC 73 35 4 2 11 3 
80 CLK2 CMGC 102 45 1 2 8 1 
81 CLK3 CMGC 130 108 13 1 94 36 
82 CLK4 CMGC 56 11 1 1 3 0 
83 COT STE 90 103 85 92 104 86 
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# Kinase 
Name 

Kinase 
Family* 

17 
 
0.3 
µM 

17 
 
3 µM 

36 
 
0.3 
µM 

36 
 
3 µM 

16 
 
0.03 
µM 

16 
 
0.3 
µM 

84 CSF1R TK 97 78 33 14 90 88 
85 CSK TK 106 103 116 71 114 106 
86 DAPK1 CAMK 154 127 119 64 112 72 
87 DAPK2 CAMK 128 107 118 67 106 78 
88 DAPK3 CAMK 110 91 80 25 98 51 
89 DCAMKL2 CAMK 88 86 91 81 92 85 
90 DDR2 TK 103 92 59 17 105 93 
91 DMPK AGC 104 92 3 -2 86 63 
92 DNAPK ATYPICAL 96 88 71 25 100 97 
93 DYRK1A CMGC 93 57 7 0 11 2 
94 DYRK1B CMGC 83 36 7 0 8 0 
95 DYRK2 CMGC 93 56 31 4 6 1 
96 DYRK3 CMGC 93 82 59 14 27 2 
97 DYRK4 CMGC 95 82 66 22 39 7 
98 EEF2K ATYPICAL 86 90 84 97 96 89 
99 EGFR TK 118 101 107 53 109 90 
100 EIF2AK2 OTHER 76 76 79 63 83 95 
101 EIF2AK3 OTHER 84 82 81 74 87 90 
102 EPHA1 TK 120 114 127 126 128 116 
103 EPHA2 TK 103 92 101 72 109 101 
104 EPHA3 TK 105 100 111 103 102 94 
105 EPHA4 TK 111 80 93 72 105 85 
106 EPHA5 TK 100 102 146 84 115 102 
107 EPHA6 TK 130 85 101 65 98 105 
108 EPHA7 TK 128 107 131 93 122 107 
109 EPHA8 TK 111 96 113 94 119 107 
110 EPHB1 TK 116 107 124 79 98 97 
111 EPHB2 TK 92 89 85 47 97 95 
112 EPHB3 TK 98 98 91 67 101 99 
113 EPHB4 TK 110 98 110 85 97 90 
114 ERBB2 TK 92 84 90 44 102 102 
115 ERBB4 TK 111 90 101 56 108 90 
116 ERK1 CMGC 94 96 72 37 111 96 
117 ERK2 CMGC 104 94 79 30 103 87 
118 ERK5 CMGC 84 43 13 8 28 22 
119 ERK7 CMGC 98 63 7 -3 86 59 
120 FAK TK 112 96 85 60 102 89 
121 FER TK 81 81 66 22 63 58 
122 FES TK 95 72 83 50 93 87 
123 FGFR1 TK 93 82 56 16 103 91 
124 FGFR2 TK 91 84 52 9 94 85 
125 FGFR3 TK 96 93 64 20 93 84 
126 FGFR4 TK 106 100 98 58 91 87 
127 FGR TK 107 95 40 6 111 105 
128 FLT3 TK 101 78 9 2 49 21 
129 FRK TK 100 99 54 16 103 99 
130 FYN TK 98 84 22 3 93 69 
131 GRK2 AGC 102 88 99 51 96 106 
132 GRK3 AGC 117 105 98 74 111 107 
133 GRK4 AGC 118 109 108 95 101 90 
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# Kinase 
Name 

Kinase 
Family* 

17 
 
0.3 
µM 

17 
 
3 µM 

36 
 
0.3 
µM 

36 
 
3 µM 

16 
 
0.03 
µM 

16 
 
0.3 
µM 

134 GRK5 AGC 118 110 119 74 118 91 
135 GRK6 AGC 104 96 96 54 98 93 
136 GRK7 AGC 114 98 94 48 105 78 
137 GSG2 OTHER 35 5 2 0 2 0 
138 GSK3α CMGC 127 80 41 7 99 93 
139 GSK3β CMGC 81 62 18 2 80 66 
140 HCK TK 105 81 75 25 106 81 
141 HIPK1 CMGC 113 90 47 10 49 10 
142 HIPK2 CMGC 81 58 22 3 36 4 
143 HIPK3 CMGC 95 82 45 11 53 7 
144 HIPK4 CMGC 95 85 27 2 74 24 
145 HRI OTHER 106 89 93 71 98 90 
146 IGF1R TK 130 115 128 83 116 99 
147 IKKα OTHER 100 39 37 13 27 16 
148 IKKβ OTHER 96 60 80 36 85 64 
149 IKKε OTHER 99 90 40 6 94 61 
150 INSR TK 97 89 82 36 96 91 
151 INSRR TK 87 89 85 39 97 96 
152 IRAK1 TKL 110 86 49 9 95 76 
153 IRAK4 TKL 85 66 14 2 83 50 
154 ITK TK 97 93 77 16 105 88 
155 JAK1 TK 88 77 58 25 78 86 
156 JAK2 TK 98 83 40 8 102 80 
157 JAK3 TK 87 66 5 -1 58 15 
158 JNK1 CMGC 106 81 74 23 102 95 
159 JNK2 CMGC 80 73 63 29 78 85 
160 JNK3 CMGC 93 83 54 13 73 68 
161 KIT TK 96 82 89 46 70 96 
162 LCK TK 98 90 61 18 87 91 
163 LIMK1 TKL 85 39 9 1 10 3 
164 LIMK2 TKL 105 89 70 27 106 101 
165 LRRK2 TKL 85 58 1 1 50 8 
166 LTK TK 100 88 46 11 110 98 
167 LYN TK 103 95 73 25 105 81 
168 MAP3K1 STE 90 89 94 93 105 106 
169 MAP3K10 STE 94 89 50 9 99 76 
170 MAP3K11 STE 104 85 45 4 100 74 
171 MAP3K7/MAP3K7IP1 STE 81 61 15 5 54 17 
172 MAP3K9 STE 93 86 57 12 95 80 
173 MAP4K2 STE 83 50 3 0 22 4 
174 MAP4K4 STE 83 35 6 2 76 29 
175 MAP4K5 STE 98 78 3 0 87 52 
176 MAPKAPK2 CAMK 143 118 130 87 114 95 
177 MAPKAPK3 CAMK 107 96 102 90 99 87 
178 MAPKAPK5 CAMK 106 89 106 69 104 85 
179 MARK1 CAMK 93 99 90 43 121 101 
180 MARK2 CAMK 109 96 98 63 91 88 
181 MARK3 CAMK 111 98 89 48 99 86 
182 MARK4 CAMK 102 93 90 54 99 91 
183 MASTL AGC 85 84 64 26 87 56 
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# Kinase 
Name 

Kinase 
Family* 

17 
 
0.3 
µM 

17 
 
3 µM 

36 
 
0.3 
µM 

36 
 
3 µM 

16 
 
0.03 
µM 

16 
 
0.3 
µM 

184 MATK TK 122 117 134 94 107 90 
185 MEK1 STE 113 89 35 6 108 102 
186 MEK2 STE 88 61 13 3 66 48 
187 MEK5 STE 88 52 30 12 35 31 
188 MEKK2 STE 105 100 66 18 95 91 
189 MEKK3 STE 104 97 66 26 106 90 
190 MELK CAMK 91 29 36 9 74 14 
191 MERTK TK 109 95 69 36 97 86 
192 MET TK 103 99 99 48 110 106 
193 MINK1 STE 78 25 2 0 75 20 
194 MKK4 STE 86 81 45 9 86 66 
195 MKK6 SDTD STE 77 75 63 30 77 87 
196 MKK7 STE 94 83 81 48 96 88 
197 MKNK1 CAMK 86 68 48 16 97 70 
198 MKNK2 CAMK 91 65 16 3 93 62 
199 MLK4 TKL 103 101 73 40 105 75 
200 MST1 STE 97 87 4 1 88 49 
201 MST2 STE 104 87 19 4 100 77 
202 MST3 STE 88 87 71 32 101 91 
203 MST4 STE 81 72 52 12 78 81 
204 MTOR ATYPICAL 104 87 78 24 91 105 
205 MUSK TK 83 73 28 5 88 70 
206 MYLK CAMK 107 66 62 25 103 71 
207 MYLK2 CAMK 78 58 61 26 65 32 
208 MYLK3 CAMK 116 68 71 21 119 77 
209 NEK1 OTHER 82 79 84 55 86 67 
210 NEK11 OTHER 92 85 105 85 97 87 
211 NEK2 OTHER 103 94 95 72 103 96 
212 NEK3 OTHER 101 87 94 79 96 78 
213 NEK4 OTHER 104 90 84 37 89 47 
214 NEK6 OTHER 100 109 112 108 107 104 
215 NEK7 OTHER 111 104 103 107 111 96 
216 NEK9 OTHER 86 86 88 67 89 87 
217 NIK STE 89 84 59 33 94 79 
218 NLK CMGC 101 87 78 29 96 81 
219 p38α CMGC 85 79 78 80 94 74 
220 p38β CMGC 81 76 77 84 79 88 
221 p38Δ CMGC 101 85 59 14 79 24 
222 p38γ CMGC 94 84 64 19 56 8 
223 PAK1 STE 88 88 85 76 106 98 
224 PAK2 STE 108 103 71 17 92 93 
225 PAK3 STE 100 92 85 40 85 84 
226 PAK4 STE 101 86 56 16 86 74 
227 PAK6 STE 94 83 54 14 88 76 
228 PAK7 STE 94 77 42 9 89 81 
229 PASK CAMK 100 47 3 0 82 39 
230 PBK OTHER 110 67 69 80 95 90 
231 PDGFRα TK 85 73 25 8 89 60 
232 PDGFRβ TK 97 81 24 4 93 75 
233 PDK1 AGC 91 75 160 39 98 83 
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# Kinase 
Name 

Kinase 
Family* 

17 
 
0.3 
µM 

17 
 
3 µM 

36 
 
0.3 
µM 

36 
 
3 µM 

16 
 
0.03 
µM 

16 
 
0.3 
µM 

234 PHKG1 CAMK 105 88 16 2 85 39 
235 PHKG2 CAMK 66 62 52 23 74 52 
236 PIM1 CAMK 84 57 55 14 77 40 
237 PIM2 CAMK 108 98 119 90 115 83 
238 PIM3 CAMK 89 54 85 46 118 68 
239 PKA AGC 85 81 12 2 75 43 
240 PKCα AGC 105 82 49 11 95 80 
241 PKCβ1 AGC 110 92 53 9 103 50 
242 PKCβ2 AGC 106 85 51 11 106 71 
243 PKCΔ AGC 109 72 4 0 47 6 
244 PKCε AGC 81 77 5 1 25 4 
245 PKCη AGC 93 56 2 2 8 2 
246 PKCγ AGC 100 77 33 5 99 54 
247 PKCι AGC 91 86 75 32 105 94 
248 PKCμ AGC 93 74 63 23 77 24 
249 PKCν AGC 78 65 62 17 89 32 
250 PKCϴ AGC 97 70 2 1 40 7 
251 PKCζ AGC 115 106 85 29 97 78 
252 PKMYT1 OTHER 79 53 39 13 32 23 
253 PKMzeta AGC 102 89 89 68 97 90 
254 PKN3 AGC 84 84 27 3 83 74 
255 PLK1 OTHER 96 92 100 66 95 90 
256 PLK3 OTHER 111 94 97 87 95 92 
257 PRK1 AGC 94 87 17 3 84 35 
258 PRK2 AGC 78 69 8 0 90 42 
259 PRKD2 CAMK 91 80 68 25 87 37 
260 PRKG1 AGC 84 53 6 1 75 30 
261 PRKG2 AGC 77 20 14 2 48 7 
262 PRKX AGC 123 85 15 -1 54 3 
263 PYK2 TK 93 98 73 24 117 102 
264 RAF1 YDYD TKL 75 82 67 67 77 96 
265 RET TK 120 96 61 12 106 100 
266 RIPK2 TKL 75 64 61 33 95 78 
267 RIPK4 TKL 92 86 88 45 94 75 
268 RIPK5 TKL 90 76 58 16 101 86 
269 ROCK1 AGC 85 39 1 1 24 2 
270 ROCK2 AGC 77 39 1 0 12 1 
271 RON TK 106 91 98 76 92 90 
272 ROS TK 93 72 26 5 92 81 
273 RPS6KA1 AGC 97 54 20 10 46 22 
274 RPS6KA2 AGC 90 63 6 0 87 34 
275 RPS6KA3 AGC 86 56 7 1 85 39 
276 RPS6KA4 AGC 91 88 71 29 90 89 
277 RPS6KA5 AGC 87 73 46 15 89 82 
278 RPS6KA6 AGC 78 40 13 3 84 48 
279 S6K AGC 99 73 82 37 99 84 
280 S6Kbeta AGC 117 100 87 67 89 103 
281 SAK OTHER 67 62 53 24 97 84 
282 SGK1 AGC 75 41 30 10 92 76 
283 SGK2 AGC 99 78 88 32 97 74 
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# Kinase 
Name 

Kinase 
Family* 

17 
 
0.3 
µM 

17 
 
3 µM 

36 
 
0.3 
µM 

36 
 
3 µM 

16 
 
0.03 
µM 

16 
 
0.3 
µM 

284 SGK3 AGC 91 82 81 27 94 84 
285 SIK1 CAMK 89 81 87 48 102 98 
286 SIK2 CAMK 103 81 86 27 96 102 
287 SIK3 CAMK 94 83 72 32 106 88 
288 SLK STE 74 83 4 1 83 77 
289 SNARK CAMK 93 79 30 5 99 64 
290 SNK OTHER 97 95 94 43 96 98 
291 SRC TK 104 91 88 24 95 86 
292 SRMS TK 104 91 93 73 101 93 
293 SRPK1 CMGC 109 110 110 70 108 99 
294 SRPK2 CMGC 99 98 87 55 93 91 
295 STK17A CAMK 87 36 23 4 83 23 
296 STK23 CAMK 94 96 95 88 109 78 
297 STK25 STE 99 91 33 6 99 81 
298 STK33 CAMK 90 76 41 14 73 43 
299 STK39 STE 98 77 40 19 77 66 
300 SYK TK 98 97 90 64 93 84 
301 TAOK2 STE 125 102 60 19 107 89 
302 TAOK3 STE 100 100 44 6 111 91 
303 TBK1 OTHER 111 90 48 10 114 99 
304 TEC TK 114 101 114 96 110 101 
305 TGFBR1 TKL 68 58 18 0 65 67 
306 TGFBR2 TKL 67 67 72 24 109 85 
307 TIE2 TK 102 108 113 65 132 105 
308 TLK1 AGC 121 105 119 106 98 89 
309 TLK2 AGC 152 125 149 88 111 91 
310 TNK1 TK 93 86 29 9 82 39 
311 TRKA TK 101 81 9 1 83 40 
312 TRKB TK 98 72 10 2 68 29 
313 TRKC TK 103 91 18 2 72 36 
314 TSF1 OTHER 85 52 57 8 109 104 
315 TSK2 CAMK 102 93 103 94 107 92 
316 TSSK1 CAMK 117 90 50 15 109 83 
317 TTBK1 CK1 104 110 101 77 116 108 
318 TTBK2 CK1 100 94 93 56 96 91 
319 TTK OTHER 109 85 55 17 49 8 
320 TXK TK 97 95 84 35 100 90 
321 TYK2 TK 108 84 6 1 105 68 
322 TYRO3 TK 85 87 94 64 104 89 
323 ULK2 OTHER 90 83 82 45 96 54 
324 VEGFR1 TK 98 83 83 43 110 89 
325 VEGFR2 TK 102 82 60 19 102 98 
326 VEGFR3 TK 100 84 64 23 90 77 
327 VRK1 CK1 94 96 104 61 114 108 
328 VRK2 CK1 115 106 93 45 103 92 
329 WEE1 OTHER 98 419 72 37 80 99 
330 WNK1 OTHER 106 97 107 98 101 100 
331 WNK2 OTHER 89 71 86 74 99 86 
332 WNK3 OTHER 106 93 106 104 85 85 
333 YES TK 108 96 65 19 100 90 
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# Kinase 
Name 

Kinase 
Family* 

17 
 
0.3 
µM 

17 
 
3 µM 

36 
 
0.3 
µM 

36 
 
3 µM 

16 
 
0.03 
µM 

16 
 
0.3 
µM 

334 ZAK TKL 91 91 57 14 96 83 
335 ZAP70 TK 101 89 110 85 95 83 

 

It was aimed in this thesis to identify the molecular mechanism underlying the efficient 

elimination of lymphoma and leukemia cells within a short time. Summarizing, it was shown, 

that Meriolin 16 and 36 disrupt the cell cycle and impair cell cycle regulated proteins. 

Additionally, they inhibit selectively CDKs and other kinases. CDK inhibition might also lead to 

a disturbance of the cell cycle. For verification, the downstream signaling of cell cycle 

regulation was analyzed in detail by the author of this thesis and the master student Julia 

Hoppe as part of her master thesis, which was supervised by the author of this dissertation. 

Ramos cells were treated with Meriolin 16 and 36 at respective concentrations (0.1 and 1 µM). 

DMSO (0.01% v/v) and 1 µM R547 were used as control (Figure 36, Figure 37, Figure 38). The 

incubation was performed in a kinetic range starting from 4 over 8, 12, 16 h and ended at 24 h. 

Selected proteins of the cell cycle shown in Figure 5 in the introductory chapter 1.4 Cell cycle 

were analyzed by immunoblotting in three independent biological replicates of which one 

representative immunoblot after 24 h is shown in (A) of Figure 36, Figure 37 and Figure 38. The 

respective quantifications of immunoblots after 4, 8, 12, 16, 24 h of a biological replicate are 

shown in (B) of Figure 36, Figure 37 and Figure 38. The immunoblots and graphs were divided 

in three figures structured as explained above, since Figure 36 addresses the analysis of 

proteins of the CDK1, CyclinB1 and p-CHK2-signaling. Figure 37 deals with proteins of the 

CDK2, Cyclin A2, p-CHK1 and p-Rb-Ser612-signaling. Additionally, in Figure 38 the 

transcriptional CDK, CDK9, Cyclin T1 and p-RNA pol II-Ser2-signaling is analyzed. 

Figure 36 shows protein levels of the CDK1, Cyclin B1 and p-CHK2-signaling. CDK1/Cyclin B1 

is active in the M phase of the cell cycle (1.4 Cell cycle, Figure 5). Generally, after DNA damage 

(DSBs), CHK2 arrests the cell cycle at G1/S and G2/M 540. CHK2 monomers are phosphorylated 

by ATM on T68 and dimerize. As a result, it becomes active upon autophosphorylation and the 

active monomers dissociate 540. The molecular mechanism of CHK2-dependent arrest in G1/S 

and G2/M are similar. Briefly CHK2 phosphorylates CDC25, resulting in translocation of CDC25 

into the cytoplasm where it can no longer dephosphorylate and activate the CDK1/Cyclin B1 

complex, which is crucial for G2/M transition 540. Additionally, CHK2 phosphorylates p53, 

promoting p21 accumulation in order to sustain G2/M arrest 541. Our analysis revealed that 

CDK1 levels remain relatively stable for both concentrations of Meriolin 16 and 36. With 

Meriolin 16 treatment, the Cyclin B1 levels decrease over time, whereas they remain stable for 

Meriolin 36 (Figure 36). In terms of the phosphorylation of CHK2, the antibody detects the 

phosphorylation of CHK2 at T68 by ATM. Both Meriolins induce an increase of p-CHK2 protein 
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levels. For Meriolin 16, the levels increase by 15-fold and for Meriolin 36 by 25-fold. Here, p-

CHK2 gets phosphorylated at T68 between 12 and 24 h treatment (Figure 36). 

 
Figure 36 Meriolin 16 and 36 do not alter CDK1/Cyclin B1 protein levels but do increase p-CHK2 
protein level over time.  Ramos cells were treated with two different concentrations (0.1 and 1 µM) of 
each Meriolin 16 or 36, DMSO (0.1% v/v) as solvent control and R547 as another selective CDK inhibitor, 
for up to 24 h, the respective proteins of interest were analyzed via immunoblotting. For each time point 
the respective protein levels were analyzed via immunoblotting and subsequently quantified. Shown is 
one representative immunoblot after 24 h and the graphs originate from the quantification of each 
immunoblot for each time point. In (A) the CDK1/CyclinB1 pathway, as well as cell cycle arrest via the 
phosphorylation of CHK2 are depicted. In (B) the respective quantification of the protein levels of CDK1, 
Cyclin B1 and p-CHK2 over time is shown as amount of protein (%) over 4, 8, 12, 16 and 24 h.  

To investigate the influence on the signaling in S phase of the cell cycle, CDK2, Cyclin A2, p-

CHK1 and p-Rb-Ser612-pathway were analyzed via immunoblotting (Figure 37). Once, 

damage like SSBs occurs during S phase or replication, ATR as replication checkpoint kinase 

gets activated and phosphorylates CHK1, both act on CDK2/Cyclin A or CDK1/Cyclin A or B 

preventing entry into mitosis 175. However, CHK1 gets phosphorylated on S345 by ATR (also 

on S317 and autophosphorylated on S296) and it is indispensable for S- and G2/M 

checkpoints 542. The immunoblotting kinetics with quantification (Figure 37 A and B) revealed 

that CDK2 and Cyclin A2 protein levels remain relatively stable under Meriolin 16 treatment, 

whereas greater fluctuations are observed for both concentrations of Meriolin 36. Referring to 

the phosphorylation of S345 at CHK1, the protein level remains stable under both Meriolin 

treatments (Figure 37). Additionally, the phosphorylation of Ser612 at the Rb protein was 

monitored. This phosphorylation is mediated by CDK2/Cyclin A and enhances cell cycle 

progression in S phase 536. The phosphorylation of Rb results in the release of E2F family 

members and crucial E2F-responsive genes for S phase can be transcribed 543. Interestingly, 

the protein level of p-Ser612 Rb differs between the treatment with either Meriolin 16 

concentrations or Meriolin 36 concentration (Figure 37). For Meriolin 16 the phosphosite 

specific protein level of p-Ser612 Rb decreases over time, whereas it increases for both 

concentrations of Meriolin 36 (Figure 37). This was surprising, it was expected that the 

phosphorylation decreases due to the inhibition of CDK2/Cyclin A2 suggesting that the cells 

might not continue to progress in the cell cycle. However, this point will be discussed later in 

the discussion (7.3 Meriolins). In summary, it can be concluded from Figure 37 that similar to 
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Figure 36 the protein levels of CDK (1 or 2) in complex with a Cyclin (A2 or B1) remain stable 

upon Meriolin 16 and 36 treatment comparing 4 and 24 h. Here, p-CHK1 seems not to get 

phosphorylated over time upon Meriolin treatment. The CDK2/Cyclin A specific 

phosphorylation of Rb at Ser612 revealed distinct results for both Meriolins – i.e. for Meriolin 

16 a total decrease of the protein signal and for Meriolin 36 a 4-fold increase was observed 

(Figure 37). 

 

Figure 37 Meriolin 16 and 36 do not alter CDK2/Cyclin A2 protein levels and do not increase p-
CHK1 protein level over time. The Meriolins act different on p-Ser612 Rb, Meriolin 16 induce a 
decrease and Meriolin 36 an increase of the phosphosite-specific protein level.  Ramos cells were 
treated with two different concentrations (0.1 and 1 µM) of each Meriolin 16 or 36, DMSO (0.1% v/v) as 
solvent control and R547 as another selective CDK inhibitor, for up to 24 h. For each time point, the 
respective proteins of interest were analyzed via immunoblotting and subsequently quantified. Shown 
is one representative immunoblot after 24 h and the graphs originate from the quantification of each 
immunoblot for each time point. In (A) the immunoblotting after 24 h Meriolin treatment for the 
CDK2/Cyclin A2 pathway, CHK1 and the phosphorylation of p-CHK1 (S345) and the phosphorylation of 
the Rb protein (p-Ser612) are shown. In (B) the respective quantification of the protein levels of CDK2, 
Cyclin A2, p-CHK1 and p-Ser612 Rb (which gets phosphorylated by CDK2) over time is shown as 
amount of protein (%) over 4, 8, 12, 16 and 24 h. 

In this analysis, CDK9 is especially interesting, since it was inhibited in the kinome screen to 

very low residual activities (Table 13): 13% (0.03 µM Meriolin 16), 2% (0.3 µM Meriolin 16), 1% 

(0.3 µM Meriolin 36) and 0% (3 µM Meriolin 36). The relevance of transcriptional CDKs has 

been verified just recently, since many cancers extensively exploit CDKs such as CDK9 as 

essential regulators of transcription, allowing them to continuously generate short-lived gene 

products that sustain their survival 544. CDK9/Cyclin T regulates transcriptional elongation and 

termination (1.4 Cell cycle). During transcription, the regulation of gene expression takes place, 

involving many factors to the C-terminal domain (CTD) of RNA pol II, thereby guiding RNA pol 

II to gain access to transcription sites with subsequent initiation and elongation of transcription 
544. The CTD comprises of 52 tandem heptapeptide repeats of the sequence Y1S2P3T4S5P6S7 
545, 546. One of these factors is the transcription factor P-TEFb, since this kinase activity 

mediating subunit of CDK9/Cyclin T phosphorylates the CTD of RNA pol II at Ser2 544, 547-549. 

P-TEFb stands for positive transcription elongation factor and it mediates the transition from 

transcription initiation to productive elongation of pre-mRNA transcripts by the phosphorylation 

at RNA pol II Ser2. Also noteworthy is that the expression and kinase activity of CDK9/Cyclin 
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T1 does not change in a cell cycle-dependent manner unlike other cell cycle CDKs 544, 550, 551. 

In Figure 38, the protein levels of CDK9/Cyclin T1, RNA pol II and the phosphosite specific 

protein level of p-Ser2 RNA pol II were analyzed over time and quantified via immunoblotting. 

Meriolin 16 induces the decrease of CDK9 and Cyclin T1 protein levels over 4, 8, 12, 16 and 

24 h in low (0.1 µM) and high (1 µM) concentrations. In contrast, these protein levels are 

relatively stable for Meriolin 36 (Figure 38). Within 4 hours incubation with both Meriolin 16 

concentrations, the phosphorylation at Ser2 is completely gone (p-Ser2 RNA pol II), similar to 

the protein level of RNA pol II. In contrast, Meriolin 36 induces time- and concentration-

dependent changes of the phosphorylation signal (Figure 38). Comparing both Meriolins, 

Meriolin 16 treatment has a higher impact on this signaling than Meriolin 36. Possible 

explanations for this observation will be discussed in the discussion (7.3 Meriolins). 

 

Figure 38 Meriolin 16 and 36 do alter CDK9/Cyclin T1 protein levels concentration depended. 
Meriolin 16 prevents the phosphorylation of Ser2 immediately, whereas Meriolin 36 affects this 
phosphorylation to a lesser extent.  Ramos cells were treated with two different concentrations (0.1 
and 1 µM) of each Meriolin 16 or 36, DMSO (0.1% v/v) as solvent control and R547 as another selective 
CDK inhibitor, for up to 24 h, the respective proteins of interest were analyzed via immunoblotting. For 
each time point the respective protein levels were analyzed via immunoblotting and subsequently 
quantified. Shown is one representative immunoblot after 24 h and the graphs originate from the 
quantification of each immunoblot for each time point. In (A) the immunoblotting after 24 h Meriolin 
treatment for the CDK9 /Cyclin T1 pathway and the protein level for RNA pol II with phosphorylation at 
Ser2 of RNA pol II is shown. In (B) the respective quantification of the protein levels of CDK9, Cyclin 
T1, RNA pol II and p-Ser2 RNA pol II (which gets phosphorylated by CDK9/Cyclin T1) over time is shown 
as amount of protein (%) over 4, 8, 12, 16 and 24 h. 

Analyzing all three figures (Figure 36, Figure 37 Figure 38) leads to six conclusions: (i) Meriolin 

16 and Meriolin 36 are not equally effective in targeting the cell cycle proteins, (ii) the effects 

of both derivatives are concentration-dependent, (iii) CDK and Cyclin protein level are not 

altered upon Meriolin treatment (except CDK9/Cyclin T1), (iv) p-CHK2 levels increase, (v) p-

CHK1 levels decrease slightly and (vi) downstream phosphorylation targets of CDKs, as Rb 

and RNA pol II are dephosphorylated at specific phosphosites by Meriolin 16. 

This comprehensive study enabled us to gain a deeper understanding of the downstream 

effects mediated by Meriolin treatment and subsequent CDK inhibition. Additionally, the 

differences between Meriolin 16 and 36 in terms of selectivity, specificity and concentration-
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dependency, as well as time-dependent variations of the underlying molecular mechanisms 

became more obvious. The assumed causal relations will be discussed further below. 

Meriolin 16 and Meriolin 36, disrupt the cell cycle, induce apoptosis and impair the downstream 

signaling of targets throughout the whole cell cycle. However, whether DNA damage is induced 

was not explored until then. Therefore, the two Meriolins were compared with the DNA damage 

inducing agents Camptothecin and Daunorubicin and with the apoptosis inducing substances 

Staurosporine and Etoposide. A comparison with the CDKi R547 is also shown in Figure 39. 

To determine their IC50 values Ramos cells were treated with increasing concentrations of 

either Camptothecin, Daunorubicin or R547 for 24 h (Figure 39 A). Camptothecin is a DNA 

topoisomerase inhibitor which prevents DNA re-ligation via its binding and stabilization of a 

complex composed of Camptothecin, topoisomerase I and the DNA complex, which ultimately 

causes DNA damage resulting in apoptosis 552. Daunorubicin is an anthracycline antibiotic that 

is commonly used to treat acute lymphoblastic leukemia (ALL). It is proposed to inhibit 

macromolecule synthesis through intercalation into DNA strands 553, 554, produces ROS by 

interaction with molecular oxygen and inhibits topoisomerase II with the subsequent formation 

of DNA adducts and DSBs 555 (reviewed in 556). Evaluated IC50 values reveal Camptothecin as 

the most cytotoxic compound (0.8 µM) (Figure 39 A). Meriolin 16 with (IC50 = 0.03 µM) and 

Meriolin 36 (IC50 = 3 µM) 443, show comparable cytotoxicity ranges with Camptothecin or R547 

(IC50 = 2.3 µM). Next, the caspase-3 activation was determined with the highest DEVDase 

activity for Daunorubicin and Camptothecin. Meriolin 16 and Meriolin 36 are equally active, 

Etoposide and Staurosporine are less active and R547 displayed the lowest activity (Figure 

39 B). As apoptosis readout for the activity of effector caspases, the PARP1 cleavage was 

determined via immunoblotting. After 24 h treatment, PARP1 was probed together with the 

DNA damage signaling proteins p27 and γh2ax (Figure 39 C). γh2ax is a biomarker for DSBs 

and is phosphorylated by ATM or ATR as first step in the recruiting and directing of DNA repair 

proteins 557. The regulatory protein p27 is a negative regulator of CDKs and plays a crucial role 

in control of cell cycle and DNA damage response. p27 inhibits the activity of CDK2 and 

CDK4/6 complexes, preventing the phosphorylation of their target proteins and thereby 

blocking the G1/S transition. Thus, p27 acts as a tumor suppressor by preventing uncontrolled 

cell growth and proliferation. In response to DNA damage, p27 can be induced by several 

stress signals, such as DSBs or oxidative stress. Once induced, p27 inhibits CDK activity, 

leading to cell cycle arrest and DNA repair. p27 also participates in the activation of the p53 

tumor suppressor pathway, which is another key regulator of the DNA damage response as 

reviewed in the introduction 558, 559. PARP1 was fully cleaved by Meriolin 16, 36 and 

Camptothecin after 24 h treatment. Incomplete cleavage was observed for R547 and 

Daunorubicin (Figure 39 C). Interestingly, Meriolin 36 showed an increase of γh2ax protein 

level after 24 h treatment, comparable with Daunorubicin. R547 and Camptothecin showed the 
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strongest increase in γh2ax protein levels. Meriolin 16 induces the phosphorylation of γh2ax 

between 3 to 12 hours (Figure 39 D). Subsequent analysis of the 53BP1 levels only showed 

an increase in signal intensity after 24 h, similar to the untreated control. Therefore, Meriolin 

treatment does not increase protein levels of 53BP1 as main mediator of DDR. Next, the 

formation of γh2ax and 53BP1 DNA repair foci was investigated. HeLa cells were treated with 

Meriolin 16 (IC25 = 0.04 µM (Figure 39 E). Experiments were performed during a laboratory 

rotation together with L. Schumacher at the Institute of Toxicology at Heinrich-Heine University 

Düsseldorf, RG Fritz). The IC25 value was chosen, since the cells HeLa cells detached from 

the microscopy slides during fixation, permeabilization and washing steps in previous 

experiments. This was probably due to the high rate of dying cells, which detach from the slide 

at too high concentrations (1 µM) and too long incubation times (24 h) as used in the previous 

experiments. Due to these issues, the IC25 value was used for these experiments. The 

colocalization of γh2ax and 53BP1 is used as a marker for DSBs induced phosphorylation of 

γh2ax (at Ser139) with subsequent recruitment of the damage sensor protein 53BP1 to the 

lesion 560. The cells were treated with either DMSO as (solvent) negative control or Meriolin 16 

for 24 h. Ionizing radiation (IR) with 10 Gy for 1 h served as positive control for the induction 

of γh2ax-53BP1 colocalizing foci, since IR is a well-known inducer of DSBs and the subsequent 

initiation of DNA damage response (Figure 39 E). After 24 h almost no γh2ax foci and a couple 

of 53BP1 foci were observed for the treatment with Meriolin 16 (Figure 39 E). In the positive 

control with 10 Gy IR, many γh2ax positive nuclei can be seen and only very few 53BP1 foci.  

 

Figure 39 Comparison of Meriolins to DNA damaging substances with subsequent analysis of 
DNA damage induction.  (A) Ramos cells were treated with increasing concentrations of R547, 
Camptothecin and Daunorubicin for 24 h, respectively. Subsequently, cell viability was monitored by 
AlamarBlue® assay. Shown in each graph is the mean ± SD of one representative experiment 
performed in triplicates. (B) Ramos cells were treated with 1 µM Meriolin 16, 36, Camptothecin 
(Campto), Daunorubicin (Dauno), R547, 2.5 µM STS, or 50 µM Etoposide (Etopo) over 8 h. The 
activation of caspase-3 was determined through fluorometric analysis of DEVDase activity. Shown in 
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each graph is the mean ± SD of one representative experiment performed in duplicates. (C) Ramos 
cells were treated with 1 µM Meriolin 16, 36, R547, Camptothecin, or Daunorubicin for 24 h. Via 
immunoblotting, the protein levels of PARP1 cleavage, p27 and γh2ax were determined. GAPDH and 
Vinculin served as loading control. (D) Ramos cells were treated with 1 µM Meriolin 16 over 24 h and 
the protein levels of γh2ax and 53BP1 were analyzed via immunoblotting; Actin and Tubulin served as 
loading control. (E) HeLa cells were treated with 0.04 µM Meriolin 16, DMSO as solvent control for 24 
h, or with 10 Gy for 1 h as positive control to induce γh2ax and 53BP1 colocalizing foci. With microscopy 
γh2ax and 53BP1 colocalization was analyzed and representative images of two independent biological 
replicates are shown. (DAPI in blue, γh2ax in green, 53BP1 in red). 

Evaluating these data, the question whether the Meriolins induce DNA-damage still remained 

not fully answered, since the analysis of γh2ax via immunoblotting revealed unambiguous 

results, as well as the γh2ax-53BP1 colocalization study. To address this, further analyses 

were performed measuring 5-ethynyl-2’-deoxyuridine (EdU) and 5-ethynyl-eridin (EU) 

incorporation (experiments were performed at the Institute of Toxicology, Heinrich-Heine 

University Düsseldorf, during a laboratory rotation in collaboration with L. Schumacher). In the 

EdU assay, the incorporation of EdU (thymidine nucleoside analog) into the DNA was 

measured and serves as a parameter of proliferation as shown in Figure 40 A. After 24 h 

incubation with the IC25 of Meriolin 16 or Meriolin 36, the cell proliferation as measured by EdU 

incorporation is reduced to residual 10% (Figure 40 A). A measurement for de novo RNA-

synthesis is EU incorporation, which was measured for the same treatment conditions as in A 

(Figure 40 B). EU is a nucleoside analog of uracil, which is used to directly image spatially and 

temporally nascent global RNA transcription. Once incorporated into the RNA, EU can react 

with an azide-containing detection reagent, forming a stable triazole ring coupled to a 

fluorescent dye (thermofisher.com). EU was detected via microscopy, showing reduced EU 

incorporation down to ~60% for Meriolin 16. Meriolin 36 showed reduced values down to ~50%. 

In sum, both Meriolin derivatives impair DNA-synthesis as well as RNA-synthesis by treatment 

with nonlethal concentrations. 

 

Figure 40 Impact of Meriolin 16 and 36 on de novo DNA and RNA synthesis.  Analysis of Meriolin 16 and 
36 treatment on DNA-synthesis measured by EdU incorporation (A) and RNA-synthesis measured by 
EU incorporation (B). (A) HeLa cells were treated for 24 h with 0.04 µM Meriolin 16 and 0.4 µM Meriolin 
36 which equals the IC25 for HeLa cells, respectively and DMSO served as solvent control. By 
immunofluorescence, the EdU-incorporation (green) was analyzed and is shown exemplary with 
microscopy images (DAPI in blue stains the nuclei). From different microscopy images, the EdU-positive 
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cells were counted and are shown as a bar graph as EdU-positive relative intensity in %. (Biological 
replicates n = 1-2; 10 cells were counted for DMSO, 30 for Meriolin 16, 22 for Meriolin 36). (B) HeLa 
cells were treated with the same concentrations as in (A) with Meriolin 16 (0.04 µM) and 36 (0.4 µM) 
and DMSO for 24 h. By microscopy, EU-incorporation (green) was determined and is shown exemplary 
with microscopy images (DAPI in blue stains the nuclei). From different microscopy images (biological 
replicates n = 2; 30 cells were counted for DMSO, 30 for Meriolin 16, 30 for Meriolin 36) DMSO-treated 
cells and their EU-incorporation was set to 100%, shown is the EU-positive relative intensity in %. 

Finally, Meriolin 16 was shown to be more cytotoxic than its parental compound. Meriolin 16 

and 36 are structurally different and both induce apoptosis and disrupt the cell cycle. They 

impair signaling pathways to different extents. Moreover, they are able to reduce DNA- and 

RNA-synthesis. 

In summary, the new derivative Meriolin 16 was proven to be more cytotoxic in lower 

concentrations than previous derivatives. The broad bioactivity of Meriolin derivatives (16, 31 

and 36) was characterized, ranging from the irreversible induction of intrinsic apoptosis, to the 

disruption of cell cycle and the dysregulation of cell cycle propagation. Finally, the effects of 

Meriolins on one target kinase family, the CMGC family (focus on CDKs), was characterized. 

Meriolin 16 and 36 are structurally different and exhibit distinct kinase inhibition selectivity 

resulting in differences in the bioactivity. The affected downstream pathways were 

characterized, i.e. the effect on regulator proteins of each cell cycle phase. Moreover, the 

crosstalk between cell cycle inhibition and DNA- and RNA-damage was demonstrated. The 

upcoming chapter will highlight the outcomes achieved for each individual project. 
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6.5 Key findings 

6.5.1 Viriditoxin 

i. The destabilization of mitochondrial ribosomes by VDT was shown in the thermal proteome 

profiling (TPP). However, this destabilization of mitochondrial ribosomes was shown not to be 

the primary reason underlying the efficacy of VDT in eliminating lymphoma cells. 

ii. Analysis of the stabilized proteins, LRPPRC and GRSF1, revealed that both get stabilized in 

lymphoma cells (Ramos) with high concentrations of VDT. These proteins were shown to 

behave differently in three cell types upon different VDT concentrations. Moreover, both proteins 

colocalize with the outer mitochondrial membrane. 

6.5.2 Bromoxib 

i. Bromoxib is cytotoxic in lymphoma (Ramos) and leukemia (Jurkat) cells, it induces caspase-3 

activity with subsequent PARP1 cleavage and apoptosis. 

ii. Bromoxib targets selectively lymphomas in a lower concentration range than other cell types. 

iii. Bromoxib does not induce the extrinsic death receptor pathway of apoptosis. 

iv. Bromoxib does activate the intrinsic mitochondria dependent pathway of apoptosis. 

a. Bromoxib-induced apoptosis is inhibited in Bcl-2 overexpressing Jurkat cells. 

b. Bromoxib-induced apoptosis is dependent on caspase-9. 

v. Bromoxib targets mainly the mitochondria: 

a. It induces rapid (within 5 min) and total breakdown of the mitochondrial membrane 

potential. 

b. It induces rapid fission/fragmentation of the mitochondria. 

c. The fission of mitochondria and the subsequent cleavage of OPA1 is reversible. 

d. The fission and cleavage of OPA1 is regulated by OMA1 and not YME1L1. 

e. It triggers Ca2+ total and intracellular mobilization, originating from the Endoplasmic 

Reticulum (ER) and the mitochondria. 

f. It does not induce rapid ROS production and later ROS production is not causative for 

cell death. 

g. Bromoxib inhibits significantly three complexes of the electron transport chain (ETC): 

complex II, III and the ATP-Synthase (complex V). 
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h. Bromoxib reduces intra cellular ATP-levels by targeting glycolysis and oxidative 

phosphorylation (OXPHOS). 

i. Bromoxib induces breakdown of total cellular respiration as shown in Seahorse 

analysis. 

j. Bromoxib alters intracellular localization of Hexokinase II, but does not reduce its 

protein levels and does not inhibit its activity. 

vi. Bromoxib acts like a protonophore comparable to CCCP. 

vii. Bromoxib induces the stabilization of several proteins as analyzed by TPP: 

a. Analysis of tubulin proteins: Bromoxib does not disrupt the cell cycle and it does not 

decrease or increase tubulin polymerization. 

b. Analysis of mitochondrial β-oxidation (FAO) proteins:  

i. Bromoxib induces the stabilization of a protein cluster mediating FAO in the 

mitochondria: ACSL4, HADHB, HADHA, ECH1 and ACADVL. 

ii. Bromoxib alters the total lipidomics in lymphoma cells and it impairs palmitate 

oxidation. 

6.5.3 Meriolins 

i. Meriolin 16 is more cytotoxic than its parental compound Meriolin 31, it induces caspase-3 

activation and subsequent PARP1 cleavage more rapid than other Meriolins. 

ii. Meriolins (16, 31, 36) do induce irreversible cell death within 5 minutes incubation. 

iii. Meriolins (16, 31, 36) do not activate the extrinsic death receptor pathway of apoptosis. 

iv. Meriolins (16, 31, 36) activate the intrinsic mitochondria dependent pathway of apoptosis. 

a. Meriolin-induced apoptosis is not inhibited in Bcl-2 overexpressing Jurkat cells.  

b. Meriolin-induced apoptosis is independent on Bax and Bak. 

c. Meriolin-induced apoptosis is dependent on caspase-9 and Apaf-1. 

v. Meriolins (16, 31, 36) disrupt the cell cycle.  

vi. Meriolin 16 affects the downstream signaling of apoptosis mediating and cell cycle regulating 

proteins. 

vii. Meriolin 16 and 36 inhibit kinases, mainly CDKs with concentrating-dependent selectivity and 

specificity. 

viii. Meriolin 16 and 36 treatment induces p-CHK2 activation and does not induce p-CHK1 

activation. 
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ix. Meriolin 16 treatment results in the failure of phosphorylation at the phosphosite (Ser612) at the 

main regulator protein of the cell cycle, retinoblastoma protein (Rb). 

x. Meriolin 36 treatment results in an increase of protein level of this regulatory phosphosite 

(Ser612) at the main regulator protein of the cell cycle, retinoblastoma protein (Rb). 

xi. Meriolin 16 treatment results in the rapid and complete dephosphorylation of a regulatory and 

activating phosphosite (Ser2) at the main regulator protein of the transcription, RNA pol II. 

xii. Meriolin 36 treatment changes the phosphorylation at Ser2 of RNA pol II only in higher 

concentrations. 

xiii. Meriolin 16 treatment revealed contrary results in the analysis of DNA damage parameters. 

xiv. Meriolin 16 and Meriolin 36 were both shown to impair DNA- and RNA-synthesis.
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7 Discussion 

7.1 Viriditoxin 

In our publication 1, the mitochondrial toxicity of VDT was confirmed and the identification of 

the molecular target was the main goal. The unbiased proteomic approach of TPP identified 

proteins whose thermal stabilities are impacted upon drug-binding. With mass spectrometry, 

the affected proteins' thermal profiles were analyzed and respective drug-targets were 

successfully identified. The destabilized protein candidates were analyzed and discussed in 

detail in our previous publication 1. Briefly, VDT destabilized 43 proteins in Ramos cells, 20 of 

these belong to mitochondrial ribosomes (mitoribosomes). An analysis of the functionality of 

the mitoribosomes led to the conclusion, that VDT-induced apoptosis primarily was not 

mediated through the inhibition of mitochondrial protein translation. 

Up to that point, the exact molecular target of VDT was still unknown and it was further aimed 

to address this point via investigation of the stabilized candidates. Thus, in this chapter, the 

potential of the two stabilized candidate proteins (LRPPRC and GRSF1) will be discussed. The 

data generated in this work showed, that both proteins colocalize to the mitochondria in HeLa 

cells. Given the selectivity of VDT in eliminating Ramos and SUPB-15 cells, the protein level 

analysis of LRPPRC and GRSF1 showed only different effects after 24 h in both cell lines. In 

Ramos cells for low concentration of VDT (1 µM), a total loss of LRPPRC and GRSF1 was 

observed, whereas for high concentration of VDT (10 µM) an increase for both protein levels 

was seen. This is interesting, since different VDT concentrations affect the protein levels 

distinctly. Exactly this observation was also true for HeLa cells after a shorter time of 4 h 

incubation with VDT. In HeLa cells an increase in GRSF1 was seen after 4 h and 24 h, whereas 

no effect on LRPPRC was detected for 4 h. The protein level of LRPPRC remained unchanged 

in SUPB-15 upon VDT treatment. The types of leukemia may share a common cellular origin 

in vivo (in patients) according to the hematopoiesis but the effect of VDT is probably different 

for every immortalized cancer cell line. Therefore a common mechanism of VDT across cell 

lines of Ramos and SUPB-15 can rather be excluded.  

Regarding a potential correlation between destabilized and stabilized VDT-targets, there might 

be an overlap between the destabilized mitoribosomal proteins and mitochondrial mRNA 

transport and regulation by LRPPRC and GRSF1. It is known, that LRPPRC is involved in 

mRNA transport and regulation 476 and GRSF1 regulates post-transcriptional mitochondrial 

(mt) gene expression, required for the mitochondrial ribosome 561. However, a VDT-mediated 

effect could be disturbed mitochondrial gene expression with an impaired mt-mRNA-transport 

to the mitochondrial ribosomes resulting in false or even no assembly of the mitochondrial 
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ribosomes. In the literature, the mitochondrial RNA metabolism is known to ensure proper 

expression of genes encoded by the mitochondrial genome, mitochondrial tRNAs and 

rRNAs 562. Comparing the mitochondrial and the human genome, there are some differences: 

The mitochondrial genome does not have introns and mt-mRNAs are not 5’-capped. Also, mt-

mRNA stability and translation is regulated different, here LRPPRC is one of the proteins 

implicated in stability and polyadenylation of mt-mRNAs 562, 563. It was shown, that LRPPRC is 

critical in the regulation of mRNA stability in mitochondria and that the loss of LRPPRC leads 

to a dysregulated mitochondrial translation 563. Furthermore, in LRPPRC knockout heart 

mitochondria, an increased biogenesis of mitochondrial ribosomes with higher levels of 

ribosomal proteins (MRPS15, MRPL13 and TFB1M) was observed 563. Interestingly, we 

identified MRPS15 and other mitoribosomal small subunit proteins (in total 8) as well as 

mitoribosomal large subunit proteins (in total 12) as destabilized candidates 1. An approach to 

test whether the effect of VDT on the MRPs and LRPPRC is correlated, would be an analysis 

of the stability of mtDNA-encoded mRNAs. The group of Ruzzenente et al. 563, showed, that 

LRPPRC is crucial for the stability of all mtRNA-encoded mRNAs except mt-ND6. ND6 is a 

mitochondrial gene encoding the NADH-ubiquinone oxidoreductase chain 6, a subunit of the 

NADH dehydrogenase (complex I) located in the inner mitochondrial membrane. Thus, we 

could analyze in further experiments, if different concentrations and time points of VDT-

treatment changes global mRNA levels, with mt-ND6 as negative control. Moreover, the 

stability of the mRNA stability regulating complex (~250 kDa), namely LRPPRC with SLIRP 

(SRA stem-loop interacting RNA binding protein), could be analyzed after VDT-treatment with 

size-exclusion chromatography as shown in 563.  

For GRSF1 it is known, that it preferentially binds RNAs transcribed from three genes, the 

ND6, cytb and ND5 mRNA 561. Additionally, GRSF1 localizes to granules containing newly 

synthesized RNA in close proximity to mitochondrial nucleoids. It coordinates post-

transcriptional mRNA storage and the loss of GRSF1 results in errors in RNA transport onto 

the mitoribosome with translation defects 561. The protein was shown to be localized to the 

mitochondria, which I also showed by immunofluorescence. A visually observable effect of 

VDT on GRSF1 localization or also granules would probably need a longer VDT exposure, 

which should be included in further experiments. Since GRSF1 was named together with 

LRPPRC and SLIRP as a group of proteins involved in mitochondrial RNA metabolism, it would 

be suggested to analyze LRPPRC and GRSF1 with the same experimental procedures in 

parallel.  

Finally, the targets of VDT are not fully evaluated yet. Therefore, this project and experiments 

described above will be incorporated in the postdoc project of the author of this thesis 

incorporated in the RTG 2158 together with Dr. Bhatia (Department of Pediatric Oncology, 

Hematology & Clinical Immunology). Furthermore, it is intended to further validate and 
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characterize LRPPRC and GRSF1 as target(s) of VDT and also to test the therapeutic potential 

of VDT in vivo using established mouse models (genetic engineered mouse model (GEMM), 

patient-derived xenograft model (PDX)) in the RTG 2158, in the research group of Dr. Bhatia.
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7.2 Bromoxib 

The natural compound P01F08 (Bromoxib) was identified in a screening, of 300 natural 

compounds, with the objective to identify natural products exhibiting cytotoxic activity against 

chemotherapy-resistant tumors and microorganisms 441. In our publication 2, I analyzed the 

literature of the last 40 years about polybrominated diphenyl ethers (PBDEs), summarizing the 

bioavailability, structural diversity of natural and synthetic PBDEs with their broad bioactivity 

against some bacteria, fungi and cancer cells 2. Furthermore, I validated the time- and 

concentration-dependent cytotoxicity of P01F08 (Bromoxib) and its apoptosis induction 

capacity 2. The results shown above revealed the underlying molecular mechanism with the 

manifold bioactivity pattern of P01F08, which was then termed Bromoxib. The name ‘Brom-ox-

ib’ originates (i) from its structure as a polybrominated diphenyl ether (‘Brom’) and (ii, iii) from 

its oxidative phosphorylation (‘ox’) inhibitory function (‘ib’). In this discussion, three major points 

will be highlighted: First, the link between its protonophoric characteristics on mitochondria 

and/or the ER; second, the correlation between the inhibitory effects on the ETC, OXPHOS 

and glycolysis; and third, the therapeutic potential of targeting the mitochondrial β-oxidation 

(FAO) in cancer cells. 

7.2.1 Bromoxib as a protonophore – are rapid events the trigger of apoptosis? 

I showed, that Bromoxib exhibits characteristics comparable to those of CCCP and that their 

cytotoxicity, caspase-3 activity and apoptosis level are in a similar range. The IC50 value of 

Bromoxib in Ramos cells is 4.98 µM, whereas for CCCP its 4.96 µM. Both agents induce 

caspase-3 activation in the same kinetics and rate, similar to the apoptosis induction after 24 h. 

Besides these similar apoptosis-features, Bromoxib induces the breakdown of the 

mitochondrial membrane potential in the same kinetics as CCCP (within only 5 minutes). In 

addition to these effects, Bromoxib has the same protonophoric characteristic to induce the 

reversible cleavage of L-OPA1 into S-OPA1 forms, when the compound is removed, the L-

OPA1 forms recover over time. Consequentially, Bromoxib acts like a protonophore similar to 

CCCP. The CCCP-underlying mechanism responsible for mitochondrial dysfunction is as 

follows: CCCP is an inhibitor of mitochondrial OXPHOS, since it uncouples the electrochemical 

proton gradient by transporting protons across the IMM, interfering with the proton gradient 465. 

It depolarizes the membrane and reduces the ATP production with affecting cellular 

metabolism, finally resulting in cell death 463, 465.  

One must consider that there are significant distinctions between traditional protonophores 

such as CCCP and mitochondrial (un-)couplers, which are primarily proteins. The first family 
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of uncoupling proteins (UCPs), are UCP-1 to UCP-5 of which UCP-1 is localized as a 

transmembrane protein in the IMM catalyzing the transport of protons across the membrane 

and thereby uncoupling the mitochondria 490, 564. The function of UCP-1 is regulated, it is 

inactivated via the binding of purine nucleotides (GDP) and activated by free fatty acids (FFAs) 

promoting a UCP-1 dependent proton leak 564-566. Regarding the exact mechanism of UCP-1, 

different models exist, which are discussed in a dedicated review 567. The second family of 

uncoupling proteins are adenine nucleotide transporter (ANTs), which are also transmembrane 

proteins that catalyze ATP/ADP exchange across the mitochondrial membrane. Due to the 

nucleotide-dependent function to export ATP into the cytosol, they have a central role in energy 

metabolism 568. Besides that, ANTs were also assumed to exhibit uncoupling properties 

depending on the transport of fatty acids 569, 570. However, the initial description of ANTs was 

restricted as reviewed in the introduction, to its functional involvement in the mPTP induced by 

Ca2+ (1.3 Intrinsic apoptosis pathway). The binding of Ca2+ to cardiolipin, was thought to be 

responsible for the ADP/ATP carrier-pore conformation change which the mPTP undergoes 

upon activation 568, 571. Brustovetsky and Klingenberg state that the opening of the channel is 

Ca2+ dependent and can be reversibly closed by removal of Ca2+ 571. This is interesting, since 

both, CCCP and Bromoxib induce the cleavage of L-OPA1 forms with subsequent 

fragmentation of the mitochondria. This is one common feature of protonophores, which was 

shown to be reversible since the L-OPA1 forms recovered over time. Further cytotoxicity 

analyses about the reversibility of Bromoxib showed, that 5 and 15 min Bromoxib treatment 

with subsequent removal and further 24 h incubation were not sufficient in reducing the cell 

viability compared to 24 h treatment without removal (data not shown). The correlation between 

the reversible effects of Bromoxib to the mitochondria with the reversible cytotoxicity leads to 

the suggestion, that whatever happens within the first up to 15 min of Bromoxib treatment, it 

seems to be reversible and not sufficient in priming the cells to death. In contrast to other 

natural product mitotoxins such as Phomoxanthone A, which was shown to disrupt the form 

and function of IMM with 5 min incubation being sufficient to prime the cells to die 492.  

When Bromoxib is incubated for 24 h without removal, the summary of all events induced by 

the drug are thought to reach a certain threshold with subsequent cell death induction. 

Therefore, it is assumed, that Bromoxib acts either like a protonophore, shuttling protons 

across membranes (mitochondria and ER) or it targets specifically an uncoupling protein like 

UCP-1 or ANT-1. The experimental basis for a protonophoric activity of Bromoxib is given by 

the rapid breakdown of ΔΨm, fission, L-OPA1 cleavage, and dependent on OMA1 and also 

mobilization of Ca2+. Evidence, that Bromoxib might target an uncoupling protein is based on 

the observation that it causes the rapid breakdown of ΔΨm, induces Ca2+ mobilization from 

two organelles and targets ATP-levels of OXPHOS and glycolysis and last but not least, that 

Bromoxib treatment results in the stabilization of proteins mediating mitochondrial FAO.  
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When considering these hypotheses, it appears that Bromoxib exhibits protonophoric 

characteristics and mediates effects more prone to originate from an uncoupling-protein-

targeting like mechanism. Further experiments should include analyses of the protein levels 

and functionality of UCP-1 and ANT-1 after Bromoxib treatment. 

In summary, Bromoxib mimics a concentration-dependent energy demand by stimulating the 

respiratory chain to operate at maximum capacity in order to meet this artificial metabolic need 

via rapid oxidation of substrates (which is also shown for FCCP 506). Examples of substrates 

that are quickly oxidized to meet elevated metabolic demands include fatty acids, as outlined 

in the introduction (1.6.4 Mitochondrial fatty acid β-oxidation). The connection between 

Bromoxib and its impact on mitochondrial β-oxidation will be explained in 7.2.3 Bromoxib 

targets the mitochondrial β-oxidation (FAO). It can be concluded, that Bromoxib acts like a 

protonophore with additional features that will be debated in the following. 

It was aimed at unraveling the molecular mechanism of cell death induction by Bromoxib. A 

known trigger of mitochondrial apoptosis is the rapid break down of ΔΨm with subsequent 

fission of the mitochondria. As reviewed in the introduction, fission is regulated by the Ca2+-

dependent dephosphorylation of DRP1 catalyzed by the phosphatase calcineurin, driving 

DRP1 association and mitochondrial scission 135. Bromoxib-induced Ca2+ mobilization could 

be one driver of mitochondrial fission. This should be elucidated in further experiments, by 

immunoblotting the phosphosite Ser637 whose dephosphorylation is responsible for DRP1 

activation 135. Other regulators of mitochondrial fission are the proteases OMA1 and YME1L1 

as reviewed in the introduction (1.3.1 Mitochondrial dynamics in apoptosis regulation). 

Bromoxib induced mitochondrial fragmentation and cleavage of L-OPA1, which was regulated 

by the IMM metallopeptidase OMA1 and not YME1L1. Both proteases operate under distinct 

physiological circumstances as described in the following. OMA1 is activated by various 

homeostatic changes, for example the loss of mitochondrial membrane potential, heat or 

oxidative stress 136, 572-574. It converts all L-OPA1 isoforms into the short version, prompting 

IMM fission and subsequent separation of the mitochondrial network. OMA1 has minimal or 

no involvement in L-OPA1 processing under normal conditions. YME1L1 is the key protease 

mediating L-OPA1 processing under non-stress conditions. Its activity generates 

approximately equal amounts of long and short OPA1 isoforms, which are necessary for 

achieving an optimal balance between mitochondrial fusion and fission 122, 136, 138, 448, 574. It can 

be concluded for Bromoxib, that the underlying initial trigger, for OMA1-dependent cleavage 

of L-OPA1, is the loss of mitochondrial membrane potential as primary event.  

Intrinsic mitochondria dependent apoptosis is closely interconnected with the homeostasis of 

the mitochondrial network. Thus, the pro-apoptotic proteins Bax and Bak were shown to be 

primary important in balancing together with DRP1 mitochondrial fission since Bax and Bak 

promote DRP1 stabilization 145. Therefore, we collaborated with the RG Garcia-Saéz (CECAD 



Discussion 
 

142 

Cologne) in an external collaboration and they measured the translocation of GFP-tagged Bax 

and mCherry-tagged SMAC (data not shown). Bromoxib induced the translocation of Bax to 

the mitochondria within 120 min and the release of pro-apoptotic SMAC was observed also 

within 120 min. Therefore, a Bax-dependent induction of intrinsic apoptosis was assumed. This 

is supported since Bromoxib induced caspase-9 dependent intrinsic mitochondrial apoptosis, 

even in the presence of Bcl-2 overexpression. However, Bromoxib treatment induces rapid 

effects, which finally led to the induction of intrinsic mitochondrial apoptosis as downstream 

cascade. The immediate effects, (without any pre-incubation of Bromoxib and readout within 

60 min) such as rapid breakdown of ΔΨm, L-OPA1 cleavage, mitochondrial fragmentation, 

Ca2+ release from the ER and mitochondria, the inhibition of ETC complexes II, III and V with 

the depletion of cellular ATP level and finally the total breakdown of mitochondrial respiration 

via an uncoupling of the proton gradient, were discussed above and thought to result partially 

from its protonophoric activity. Thus all events cumulating lead to the transmission and 

integration of pro-apoptotic stimuli (Bax translocation, Ca2+ caused mPTP opening, ΔΨm 

breakdown) at the mitochondria resulting in the final release of pro-apoptotic factors. 

The increase in cytosolic Ca2+ serves as an intracellular stimulus for increased permeability of 

the IMM to solutes with a loss of the ability to synthesize ATP 169. Bromoxib caused an even 

higher total Ca2+ mobilization than Ionomycin, which is an ionophore known to induce mPTP 

formation 493. To determine whether the depletion of Mito-and/or ER Ca2+ stores is responsible 

for the activation of intrinsic mitochondrial apoptosis, the cells could be pre-treated with 

Cyclosporin A (CsA; binds to CypD and inhibits mPTP opening) 79, 80 followed by treatment 

with Ionomycin or Bromoxib and the Ca2+ mobilization could be measured and also the cell 

viability (after 24 h) could be determined. This would answer whether Ca2+ mobilization is the 

main underlying reason (and not the breakdown of the proton gradient) activating the apoptosis 

cascade or an additional trigger. What is also unknown in the storyline, is, whether Bromoxib 

activates the ER stress pathway next to mitochondrial dependent intrinsic apoptosis, which 

was briefly introduced in (1.3.2 Interactions with other organelles – ER-mitochondria 

interactions) as unfolded protein response (UPR). Therefore, the effect of Bromoxib on key 

proteins of the UPR, such as phosphorylation of eIF2α at Ser51 with subsequent activation of 

the transcription factors ATF4 and CHOP could be analyzed in further experiments via 

immunoblotting 575, 576. 

Following the apoptosis cascade as described, Bromoxib induces as cell permeable small 

compound the intrinsic mitochondrial dependent apoptosis pathway. From the data it was 

concluded, that the primary event is the rapid breakdown of mitochondrial membrane potential 

as trigger for the activation of OMA1-dependent processing of L-OPA1 forms and subsequent 

fission of the mitochondria. In a similar kinetic (for Bromoxib unidentified) BH3-only proteins 

inhibit anti-apoptotic Bcl-2 and induce pro-apoptotic Bax (and Bak) to form the MOMP, 
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releasing pro-apoptotic factors such as SMAC (or cytochrome c). The data allow the 

assumption that the Ca2+-dependent mPTP opening also occurs, releasing solutes and ions, 

in addition to the MOMP formed by Bax and Bak. The released pro-apoptotic factor 

cytochrome c activates and forms together with dATP, Apaf-1 and procaspase-9 the 

apoptosome, activating caspase-9, which then in turn activates the effector caspases (-3 and 

-7). Finally, leading to cell shrinkage, chromatin condensation, and fragmentation of the 

nucleus and blebbing of the membrane with the final formation of apoptotic bodies. 

7.2.2 Bromoxib inhibits the ETC, OXPHOS and impairs glycolysis  

Bromoxib induces intrinsic mitochondrial apoptosis, with harming the mitochondria as its 

primary target organelle. In this paragraph, the connection between the effects of Bromoxib on 

ETC, OXPHOS and glycolysis will be discussed. Bromoxib inhibits complex II, III and V activity, 

the single inhibition of each complex probably has significant implications for the maintenance 

of energy balance but it is probably not sufficient causing cell death. 

Bromoxib was shown to inhibit the succinate dehydrogenase (SDH) (complex II), which is a 

crucial element of both the ETC and TCA. Within the TCA cycle, complex II plays a key role in 

the conversion of succinate to fumarate 577. In the ETC it serves as an additional gateway for 

electrons, transferring them through iron-sulfur clusters from succinate to coenzyme Q as 

reviewed in the introduction. The fact, that Bromoxib inhibits complex II primed me to test other 

complex II inhibitors on their cytotoxicity, such as Lonidamine 578 and 3-Bromopyruvate 495, 499 

showing that none of them reduced the cell viability of HeLa cells (tested up to 30 µM) (in 

HepG2 cells the IC50 value published is 150 µM 579), whereas in Ramos cells 3-Bromopyruvate 

exhibited an IC50 value of 11.02 µM. In the literature, the subunit D of SDH (SDHD) was shown 

to be especially important for proper function of total complex II, since it anchors the complex 

to the IMM and transfers the electrons 577. In a CRISPR/Cas9-generated knockout of SDHD, 

the knockout exhibited suppressed mitochondrial respiration, impaired glycolytic capacity, 

decreased ATP-synthesis with a higher susceptibility to apoptosis 577. Thus, it seemed likely, 

that the inhibition of complex II by Bromoxib could result in suppressed mitochondrial 

respiration and subsequent inhibition of ATP-synthesis. The other two complexes that were 

inhibited by Bromoxib will also be discussed in their importance for the ETC in the following. 

Complex III is the coenzyme Q-cytochrome c reductase complex which transfers electrons to 

cytochrome c, which then moves the electrons to complex IV 580. Regarding the generation of 

ROS, complexes I, II and III generate superoxide 581, complex I and II within the mitochondrial 

matrix and complex III into either the IMS or the matrix 582, 583. An analysis in cells stably 

expressing cytosolic- or mitochondria-targeted reporter molecules sensitive for pH and/or H2O2 

showed that the inhibition of complex I (with Rotenone) and III (with Antimycin A) increased 
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only cytosolic H2O2 levels and did not affect mitochondrial levels 584. The total and 

mitochondria-specific lipid peroxidation was not increased as measured by MitoPerOx 

biosensors and C11-BODIPY581/591 584. However, an increase in ROS levels was detected and 

concluded to be less than the stress-inducing level since no oxidative stress and no cell death 

was induced 584. In terms of Bromoxib, an analysis of ROS levels showed the loss of 

fluorescence of the dye for a high concentration of 10 µM and no ROS induction at 1 µM (within 

5 and 30 min). H2DCF-DA is a fluorogenic dye that enables the measurement of peroxyl-, 

hydroxyl and other ROS species within the cell. The procedure is based on diffusion of the dye 

into the cell with intracellular deacetylation by esterases to a non-fluorescent compound, which 

can be oxidized by ROS to 2’,7’-dichlorofluorescein (DCF) and is detected at 488/530 nm 585. 

Bromoxib does not induce ROS within 5 or 30 min. The cells seem to lose the dye after 30 min 

Bromoxib treatment, suggesting that Bromoxib somehow opens the cell membrane at high 

concentrations or increases permeability of the cell membrane. Later occurring ROS events 

and their influence on cytotoxicity were shown to be not responsible for the toxicity of Bromoxib, 

since the pre-and co-treatment with the antioxidant and ROS scavenger NAC was not able to 

reduce the cytotoxicity.  

Complex V, the F1F0 ATP synthase is the final acceptor of electrons, with pumping of protons 

from IMS to matrix, generating the proton gradient which finally drives ATP synthesis 321. 

Bromoxib inhibited the ATP synthase to a residual activity of 40%, which is thought to be due 

to an uncoupling of the proton gradient by its protonophoric activity similar to CCCP 586. 

However, the cell is significantly harmed by the inhibition of ATP synthase function, which is 

another lethal event targeting the total mitochondrial metabolism. The effect of Bromoxib on 

ATP levels was supported by the calculations from OCR measurements (seahorse mito stress 

test analysis), where the ATP production was reduced to residual 5% after Bromoxib treatment. 

Additionally, Bromoxib reduced cellular ATP levels, measured with the luminescence based 

ATP assay (ToxGloTM assay; Promega). The assay was performed in glucose-supplied 

medium for the measurement of total ATP generated by mitochondrial OXPHOS and 

glycolysis. It was also performed in galactose-supplied medium in order to increase cellular 

oxygen consumption and to increase non mitochondrial ATP production by glycolysis. 

Bromoxib reduced cellular ATP levels under both conditions as unique feature, since none of 

the used controls behaved similar. The ATP level under glucose-condition drops because 

Bromoxib inhibits the ETC and OXPHOS, consequentially no more ATP is synthesized. Why 

the ATP level under galactose-condition drops was unclear. It was hypothesized that Bromoxib 

influences non mitochondrial ATP production due to its inhibition of complex II. In the literature 

a similar phenomenon was described for a compound that inhibits complex II and 

hexokinase II, a key enzyme of the glycolysis. The compound is 3-Bromopyruvate and it 

exhibits manifold bioactivity 72, 426, 428, 495-499, 587-589, some of which are very similar to Bromoxib. 
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A common mechanism of Bromoxib and 3-BP was hypothesized since 3-BP is an inhibitor of 

complex II inhibiting ETC dependent ATP-levels and glycolytic ATP-levels via its inhibition of 

HK II. This hypothesis was excluded, since Bromoxib inhibits ETC complex III and V (besides 

II) and does not inhibit HK II activity, dissimilar to 3-BP. Other HK II inhibitors such as 

Lonidamine and Clotrimazole were not cytotoxic similar to 3-BP. These three substances did 

neither induce any caspase-3 activity nor apoptosis (data not shown). Thus, a similar 

mechanism of Bromoxib to 3-BP was excluded. 

Consequentially, the question how Bromoxib influences non mitochondrial ATP-levels 

remained still unanswered. The current hypothesis is, that Bromoxib damaged the 

mitochondria to a major extent, that the TCA within the mitochondria cannot be catalyzed. This 

is supported by the fact, that the succinate dehydrogenase (complex II) is inhibited by 

Bromoxib and the continuous exchange of FAD/FADH2 substrates between ETC and TCA 

cannot be maintained.  

Another fact supports this hypothesis, because the protein dihydrolipoyl dehydrogenase (DLD) 

is the most stabilized protein of the TPP analysis with a thermal stabilization (ΔTm) of 11.6 and 

the highest F-statistic observed of 239.4. Consequentially, it is considered as the primary target of 

Bromoxib. The methodological approach of TPP aims on identifying proteins by direct binding 

of the drug to its target resulting in an increased thermal stabilization. Here, DLD was the most 

stabilized protein upon Bromoxib treatment and it has various functional implications. It is a 

flavoprotein that functions as an E3 component in complexes with pyruvate dehydrogenase, 

α-ketoglutarate, α-adipate or branched-chain amino acid dehydrogenase, all localized in the 

mitochondria matrix. In these complexes it catalyzes the oxidation of dihydrolipiamide and 

NAD+ to lipoamide and NADH 590-592. Interestingly, DLD was identified as a moonlighting protein 

which are defined as proteins that are able to perform several mechanistically different 

functions 591. In the pyruvate dehydrogenase complex, it is involved in regulating the flux of 

acetyl from pyruvate through acetyl-CoA into the Krebs cycle 590. DLD participates by reducing 

NAD+ to NADH, it facilitates the oxidation of reduced lipoyl moieties, thereby priming them for 

another round of catalytic reaction 590. Here the reason for the impact of Bromoxib on the TCA 

cycle could be found, since a proper supply of acetyl-CoA for the TCA is not mediated if DLD 

is inhibited by a putative direct binding to Bromoxib. Furthermore, DLD is a component of the 

α-ketoglutarate dehydrogenase complex, where it is part of one of the main TCA regulating 

proteins. The reaction catalyzed by the α-ketoglutarate dehydrogenase complex is the 

conversion of α-ketoglutarate together with NAD+ and CoA to succinyl-CoA, CO2 and 

NADH 593. The stabilization of DLD upon Bromoxib treatment could be either inhibitory or 

enhancing its functions. From the cellular effects observed upon Bromoxib incubation it can be 

concluded, that DLD activity seems to be rather inhibited, since downstream, the cellular non 

mitochondrial ATP levels are decreased. This is probably due to the inhibition of DLD as one 
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putative target of Bromoxib and thereby the targeting of TCA regulating enzymes (α-

ketoglutarate dehydrogenase or the pyruvate dehydrogenase). To validate this hypothesis 

further experiments analyzing the metabolic state of the cell should definitely be performed. In 

the literature it is suggested to measure the auto-fluorescence through imaging of FAD 594, 

which has a excitation in spectral region shorter than 420 nm 595, 596. Another experimental 

approach would be the measurement of TCA metabolites as shown in 597 via LC-MS/MS for 

anionic and cationic metabolites. 

Additionally, glycolysis could also be impaired and be the reason for the drop of ATP-levels. 

To probe glycolysis, the glycolysis stress test could be performed (measured by seahorse XF 

analyzer). The glycolysis stress test is a common technique used to investigate glycolysis. 

During this test, glucose, Oligomycin, and 2-deoxyglucose (2-DG) are sequentially injected 

through ports while measurements are taken. Glucose is used to fuel glycolysis, and the 

difference in ECAR before and after addition of glucose provides a parameter for the glycolytic 

rate. Oligomycin, on the other hand, is an ATP synthase inhibitor, resulting in a decrease in 

the ATP/ADP ratio, promoting glycolysis. The difference in ECAR before and after Oligomycin 

injection represents the cell's glycolytic reserve capacity. Finally, 2-DG serves as a baseline 

ECAR measurement by inhibiting glycolysis. The ECAR after the addition of 2-DG accounts 

for the cell's non-glycolytic ECAR as reviewed in 598. 

7.2.3 Bromoxib targets the mitochondrial β-oxidation (FAO) 

Minor ATP synthesis is mediated by glycolysis, the majority is in healthy cells produced in the 

mitochondria by TCA and OXPHOS. The mitochondrial fatty acid β-oxidation is the most 

efficient pathway to procure energy in form of ATP. As described in the introduction, free fatty 

acids are translocated into the mitochondria in order to undergo β-oxidation producing acetyl-

CoA, which is fueled into TCA. The TPP identified the FAO-protein-cluster as stabilized target-

cluster upon 30 min treatment with Bromoxib. Via immunoblotting, lipidomics and the 

measurement of fatty acid oxidation this FAO-protein cluster was validated as metabolic target 

of Bromoxib. Hence, a direct interaction is very unlikely, since five proteins of the whole 

metabolic pathway were found to be stabilized. Therefore, the stabilization of this protein-

cluster will be interpreted and discussed as cellular response to the damage caused by 

Bromoxib treatment. The question – why does the cell activates selected proteins in the 

pathway of mitochondrial β-oxidation? – aroused and will be discussed in the following. The 

most stabilized proteins were ECH1 and ACSL4, followed by HADHA, HADHB and least 

stabilized ACADVL as seen in the TPP. When looking at the total pathway of FAO, ACSL4 is 

the primary enzyme catalyzing the activation of the FA with CoA to FA-CoA – thus a very 

important step in activating the whole process of degrading FAs. Why would the cell 



Discussion 
 

147 

stabilize/activate the FAO within 30 min? It was discussed and concluded in the previous 

chapters, that Bromoxib depletes the cell of ATP via several rapid mechanisms followed by the 

final activation of apoptosis. It is thought, that the cell tries to activate FAO as a rapid self-

rescue mechanism in order to compensate the increasing high energy demand induced by 

Bromoxib.  

This hypothesis was supported by the data shown in the results chapter. The activation of FAs 

is mediated by ACSL4 whose protein level is increased after 30 min with an increase of the 

intramitochondrial metabolization machinery initiated by ECH1, whose protein level is also 

upregulated significantly. Further supporting evidence is found in the analysis of lipidomics 

data. Bromoxib induced within 30 min a significant increase in specific glycerophospholipids: 

LPC, PC, PE and it significantly decreases CLN.  

Glycerophospholipids are usually components of cellular or vesicle membranes but also 

involved in signaling, the most important glycerophospholipids are PC, PE and PI 599, 600. They 

regulate cellular signaling via G-protein coupled receptors or ion channels 599. A significant 

decrease of CLN upon Bromoxib treatment was observed. CLN is a major component of 

mitochondrial membranes, especially in the inner membrane, where it mediates membrane 

protein stability and curvature of the IMM 103, 600. Studies have demonstrated that CLN is 

essential for optimal functioning of multiple mitochondrial carrier proteins such as ANT, 

phosphate carrier (PiC), pyruvate carrier, tricarboxylate carrier and the carnitine/acylcarnitine 

translocase (CACT) with which it interacts 601, 602. This is especially interesting, since the ANTs 

are known to be part of the mPTP, which opens upon increasing Ca2+ levels. Bromoxib targets 

mainly the mitochondria, thus a decrease in CLN levels is not surprising. This phospholipid is 

especially important for mitochondrial cristae morphology and stability 105, 106. CLN was found 

to be prone to peroxidation due to its high content of unsaturated fatty acids 603. In addition 

CLN is located in the IMM near the ETC complexes, the main site of ROS production 602. 

Paradies et al. postulated, that changes in the CLN profile could have a detrimental effect on 

the function and dynamics of mitochondria 103. Consequentially, it is assumed, that Bromoxib 

targets the mitochondrial membrane leading to a decrease of CLN and thereby impairs the 

function and dynamic of mitochondria. 

Bromoxib did not alter levels of glycerides (DGs or TGs). It increased significantly the level of 

free fatty acids and also the level of free cholesterol (nonglycerides). From these data it is 

concluded, that Bromoxib destabilizes the metabolic state of the cell and thereby induces the 

mobilization of free fatty acids (from lipid droplets) in order to degrade them during FAO for 

ATP production. The free fatty acids are increased upon Bromoxib treatment and get rapidly 

activated by ACSL4, in order to get transported into the mitochondria. This mechanism is 

known for tumors, since FAO was widely recognized to act under metabolic stress in order to 

fuel the tumor proliferation and growth 353. 
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Along with free fatty acids, also an increase of free cholesterol was found. Cholesterol itself is 

an important constituent of the cell membrane, thereby it could directly activate oncogenic 

signaling, i.e. the Hedgehog pathway via G-protein-coupled receptors 604-606. An increase in 

free cholesterol might be associated with a loss of membrane integrity due to the protonophoric 

features of Bromoxib or due to an increase in signaling. 

Some tumors are highly dependent on FAO, such as diffuse large B cell lymphoma 607, 608 or 

prostate cancer 609. In the literature, pharmacological or genetic inhibition of FAO affected ATP 

supply and impaired cell proliferation as shown in Burkitt lymphoma 610, glioblastoma 611 and 

PC3 prostate cancer 609. The inhibition of FAO (with Etomoxir or Ranolazine) blocked cell 

proliferation and sensitized leukemia cells to apoptosis induction by ABT-737 (BH3 mimetic, 

that facilitates the release of Bak from their anti-apoptotic interaction partners) 612. The FAO 

inhibition via Etomoxir (blocks entry of FAs into mitochondria by inhibiting CPT1) combined 

with the pro-apoptotic molecule ABT-737 decreased tumor burden and improved survival 

significantly in a murine leukemia model (nude mice xenografted with GFP+/luciferase-bearing 

MOLM13 human leukemia cells) 612. Furthermore, these results indicated a close association 

between FA metabolism, leukemia cell growth and apoptosis 612. In terms of apoptosis 

induction, the inhibition of FAO was shown to facilitate Bax and Bak oligomerization and 

subsequent MOMP opening 612. The outcomes of this study provided evidence to assess the 

effectiveness of FAO inhibitors in curing leukemia. 

ST1326, also an inhibitor of CPT1, was tested in in vitro and in vivo models of Burkitt 

lymphoma, which overexpressed c-myc and exhibited subsequently increased FA metabolism 

(study performed in Raji cells) 610. Metabolic studies in Raji cells were conducted and 

measurement of oxidation of [1-14C]palmitate, distinguishing labeled CO2 and acid-soluble 

metabolites derived from acetyl-CoA processing, were performed 610. Total palmitate oxidation 

is the sum of the metabolism toward acid-soluble metabolites and CO2 610. Interestingly, the 

group found [1-14C]palmitate oxidation to be reduced in a dose-dependent manner upon 

ST1326 treatment in agreement with a reduction of both, the total oxidation as well as CO2 and 

acid-soluble metabolites 610. The effect on the FA oxidation is here mediated due to the 

decreased activity of CTP1by ST1326 610. Furthermore, the cytosolic ATP-levels were not 

impaired under these conditions supported by the phosphorylation status of the energy sensing 

kinase Adenosine monophosphate (AMP)-activated kinase (AMPK), which was not 

phosphorylated 610. In summary, the group showed, that CPT1 inhibition induced cytotoxicity 

in Burkitt B cell lymphoma, but the cytotoxicity is not due to the inhibition of energy procuring 

mechanisms 610. 

The measurement of [14C]-CO2 as total palmitate oxidation and of the [14C]-Acid soluble 

metabolites as partial palmitate oxidation performed by our collaboration partner (Dr. X. Buqué, 

RG Aspichueta) revealed that Bromoxib increased the accumulation of acid soluble 
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metabolites significantly. This result is completely different from that of ST1326 (CPT1 

inhibition). It can be concluded from the data described in 610, that an import-inhibition of FAs 

into the mitochondria by targeting CPT1 activity, is not sufficient for depleting ATP levels and 

causing cell death in Burkitt lymphoma cells. In accordance with this, Bromoxibs prime target 

in the FAO might not be in the cytosol, thus ACSL4 stabilization might not be the most 

prominent effect. However, an upregulation of ACSL4 in chemotherapy-resistant tumors was 

found to be an acetylated-STAT3-mediated effect resulting in increased phospholipid 

synthesis 354. Elevated phospholipid levels in mitochondrial membranes are thought to lead to 

an increased mitochondrial integrity to overcome chemotherapy-induced apoptosis 354. 

Of greater importance is the significant enhancement of FA metabolization within the 

mitochondrial matrix, as all four enzymes responsible for FAO catalysis within the matrix are 

stabilized by Bromoxib (with ECH1 being the most stabilized enzyme). It can be concluded, 

that the accumulation of [14C]-Acid soluble metabolites upon Bromoxib treatment resulted from 

an increased partial palmitate oxidation within the mitochondrial matrix. Consequentially, the 

cell stabilizes and upregulates the metabolic pathway of FA utilization in order to compensate 

the total breakdown of respiration by ETC, OXPHOS, glycolysis and TCA. The interplay 

between FAO, glycolysis and TCA is mediated by the production of NADH+H+, Acetyl-CoA 

and FADH2 by FAO as direct supply to the other pathways ensuring extra ATP production and 

subsequently cancer survival 346. Bromoxib interferes at every stage of cellular metabolism, in 

the mitochondrial respiration (ETC and OXPHOS), in glycolysis, in TCA and in FAO.  

This rapid survival mechanism is thought to be sensed and activated by AMPK, which is the 

main energy-sensing kinase in the cell, here further immunoblotting analyses could prove the 

involvement of AMPK as signaling kinase upon Bromoxib treatment. In more detail, the 

phosphosite Thr172 of AMPK should be investigated, which gets phosphorylated upon an 

increased energy demand induced by the drop of ATP levels 610, 613. Beside the energy 

homeostasis regulating function, AMPK is involved in protein synthesis and lipid metabolism. 

Thereby, AMPK plays a major role in cellular processes such as proliferation, autophagy and 

apoptosis 613, 614.  

The final question upon the analysis of Bromoxib is, whether it might be a promising agent for 

the treatment of leukemia? Generally, Bromoxib was found to be highly and preferably 

cytotoxic to leukemia and lymphoma cells. Its cytotoxicity was analyzed in malignant cells, 

primary patient AML samples, compared to healthy peripheral mononuclear blood cells 

(PBMNCs) 441. The therapeutic window for Bromoxib of 3.2-fold was observed between 

malignant cells and their healthy counterparts 441. So far, these preliminary data for primary 

malignant cells and healthy cells are promising. Nevertheless, evaluating the safety and 

cytotoxicity of a substance in the preclinical stage is an essential step in drug development. 

The in vitro assay testing should be extended for this substance and its cytotoxicity should be 
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tested in a broader screening setup. This should include a higher quantity of PBMNC samples 

and other healthy control cells for a longer period of incubation to ensure preclinical safety of 

Bromoxib. The next step in drug development would be animal studies, to fully evaluate the 

safety and efficacy of Bromoxib in vivo. The effects on various organs and systems have to be 

assessed to determine the appropriate dosing along with the identification of potential 

toxicities. Additional pharmacokinetic and toxicology studies are indispensable for the final 

drug development. 

The objective of this thesis was to use the natural compound Bromoxib to target the 

‘deregulation of cellular metabolism’, which is a key hallmark of cancer. 

It was shown that Bromoxib targets predominantly the cellular metabolism by decreasing ATP 

levels, disturbing Ca2+ homeostasis and upregulating FAO in order to compensate the 

energetic disaster (fully graphical abstract is depicted in Figure 41). In the recent years the 

targeting of FA metabolism in cancer cells gained more and more attention. Malignant cells 

undergo metabolic reprogramming by altering aerobic glycolysis, upregulating de novo lipid 

synthesis and glutaminolysis, mutating TCA enzymes and also by increasing de novo FAO 

during oncogenesis 615. Most of the bioenergetic studies focused on the Warburg effect, where 

cancer cells prefer lactate production from glycolysis in the presence of oxygen, instead of 

mitochondrial oxidation 415, 616. The Warburg phenotype provides an advantage for the cell to 

ensure a fast ATP supply with the production of intermediates and metabolites used for 

proliferation 617. Different to glycolysis, FAO enzymes have not been found to be mutated 

significantly in cancer 615. Instead, an overexpression of some FAO enzymes was found, such 

as CPT1 618 or ACSL 351. CPT1 overexpression was found to correlate with poor patient 

outcome in AML 618. Upstream of FAO c-myc was recognized as a central driver of upregulated 

FAO 615. It is worth noting that cancer driven by c-myc seems to exhibit a high level of sensitivity 

towards inhibition of FAO 516. The cell sensitivity screening for Bromoxib revealed that SUPB-

15 and Ramos cells showed the lowest IC50 values. SUPB-15 are B cell acute lymphoblastic 

leukemia and Ramos cells are B cell Burkitt lymphoma. According to the hematopoiesis of 

blood cells, they share a common cellular origin 472, 473. Ramos cells exhibit an overexpression 

of c-myc 619-621 and SUPB-15 cells an increased stabilization of c-myc 622. It can be assumed 

that aberrant c-myc expression could be a reason why Bromoxib predominantly targets these 

cell lines.  

Although Bromoxib has demonstrated its ability to efficiently eliminate cancer cells, it remains 

uncertain whether its mechanism of action (which involves uncoupling mitochondrial 

respiration, inhibiting ETC complexes, and disrupting the interplay between TCA, glycolysis, 

and ETC) differs significantly in healthy cells. Nevertheless, Bromoxib is a promising substance 

that warrants further investigation to fully evaluate its potential in targeting the hallmark of 

deregulated metabolism in cancer. 
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Figure 41 Targeting the hallmarks of cancer with Bromoxib – Graphical abstract displaying the 
broad bioactivity of Bromoxib as a protonophore capable to induce apoptosis in lymphoma cells.  
The small natural compound Bromoxib was shown in this thesis to be a protonophore, capable of 
inducing intrinsic mitochondrial dependent apoptosis. Bromoxib targets mainly the mitochondria, as it 
induces a rapid total breakdown of the mitochondrial membrane potential, it inhibits complex II, III and 
V of the ETC and was also shown to impair glycolysis. Furthermore, Bromoxib disturbs total cellular 
Ca2+ homeostasis by inducing Ca2+ release from the ER and mitochondria. All these cumulating events 
lead to the fragmentation of mitochondria, which is a hallmark of apoptosis. Parallel, Bromoxib was 
shown to rapidly induce the stabilization of a protein cluster mediating the mitochondrial fatty acid β-
oxidation as a primary response: ACSL4, ACADVL, ECH1, HADHA and HADHB. The stabilization of 
this protein cluster is considered as a rapid rescue response of the cell in order to compensate the 
energetic disaster mediated at the ETC. As a secondary response the mPTP and/or MOMP are opened, 
releasing pro-apoptotic molecules into the cytosol. Finally, the intrinsic mitochondria dependent 
apoptosis cascade is activated leading to the destruction of the cancer cell. Bromoxib is considered to 
target potentially the hallmark ‘deregulated cellular metabolism’ as it induces an energetic disaster in 
the cancer cells. (This figure was created with Biorender.com). 
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7.3 Meriolins 

Meriolin derivatives were first synthesized in 2007 519 and 2008 524. Since then this substance 

class underwent derivatization and optimization in order to enhance their efficacy in cancer 

therapy. In the present work, the bioactivity of selected Meriolins (16 and 36) was investigated 

in Burkitt lymphoma and acute T cell leukemia.  

The results presented above demonstrate that the distinct bioactivities of Meriolin 16 and 36 

can be attributed to their structural differences. Both Meriolins have been characterized in 

terms of cytotoxicity and apoptosis efficiency. In summary, the Meriolins have been proven to 

be highly cytotoxic, to induce rapid kinetics of caspase-3 activation via activation of the intrinsic 

mitochondrial apoptosis pathway in cancer cells. Meriolin 16 and 36 were proven to inhibit 

kinases, predominantly CDKs. Subsequently, they disrupt the cell cycle and alter protein levels 

of cell cycle regulating proteins. Hence, the downstream pathway of CDK inhibition was 

analyzed. Moreover, crosstalk between the cell cycle disruption and occurring DNA- and RNA-

damage was demonstrated. In the following, the underlying molecular mechanism of Meriolins 

will be discussed. It will be focused on the interplay between apoptosis, cell cycle and DNA-

damage. 

7.3.1 What happens first – Apoptosis induction, cell cycle inhibition or DNA- 
and RNA-damage?  

Interestingly, only 5 min incubation with Meriolins are sufficient to prime lymphoma cells 

irreversibly to death. In a previous study, Meriolin 31 and 36 were demonstrated to be highly 

cytotoxic 443. The new Meriolin derivative Meriolin 16 with its additional methoxy group at the 

aromatic pyridine ring, was proven in this thesis to be even more cytotoxic than the previously 

tested derivatives. An addition of a methoxy group can have various effects depending on the 

position of the substitution at the pyridine ring. This group was added in order to alter its 

pharmacokinetic properties and enhance its biological activity. Chemically, an additional 

methoxy group can increase the electron density of the aromatic ring, making the molecule 

more nucleophilic to finally enhance its potential reactivity in certain chemical reactions. Other 

effects are an influence on the molecule’s polarity and solubility 623. Beyond that, it was shown 

that Meriolin 16 exhibits an IC50 of 0.04 µM (in lymphoma cells), whereas its parental compound 

showed an IC50 of 0.11 µM 443. Therefore, the additional methoxy group definitely increased 

the cytotoxicity of the substance. Regarding the proven irreversibility of all three derivatives, it 

can be assumed, that whatever target kinase they inhibit within 5 min of incubation, they 

ultimately induce cell death within 24 h. Potential kinases of the kinome screen that are 

inhibited upon Meriolin 16 and 36 treatment (in the lower concentration of each Meriolin, with 
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a residual activity of < 20% and without unspecific inhibition by the cell death inactive 

Meriolin 17) are shown in Table 14. The literature background of these 16 kinases was 

investigated for their subcellular location and protein function with any involvement in anti-

apoptotic and pro-survival pathways by using the data base of human protein atlas 624. 

Interestingly, 81.25% of the proteins with a residual activity < 20% were part of the CMGC 

kinase family, mainly located in the nucleus. The biological function of these kinases can be 

grouped in cell cycle regulation, transcription regulation via phosphorylation of RNA pol II, dual 

specificity kinase functions, DNA damage repair and stabilization of the cytoskeleton.  

Pro-survival and anti-apoptotic kinase DYRK1A 

The only kinase, that exhibits pro-survival and anti-apoptotic regulative function is DYRK1A, 

according to the database of human protein atlas 624. In terms of apoptosis, DYRK1A was 

found to be a negative regulator of the intrinsic apoptotic pathway 625. DYRK1A phosphorylates 

caspase-9 on Thr125 and this phosphorylation protects cells from apoptotic death 625, 626. The 

inhibition of DYRK1A activity by Harmine (a selective DYRK1A inhibitor 627 used as 

chemotherapeutic 628-630) induces caspase-9 activation and leads to massive apoptosis in 

different cell types 625, 628. Interestingly, Meriolins and Variolin B were also published in a list of 

DYRK1A inhibitors, as discussed in the review of Ionescu et al. 631. Earlier, the group of 

Echalier et al. 524 calculated IC50 of several Meriolins (and Variolin B) against specific kinases, 

also DYRK1A (CDK1/Cyclin B, CDK2/Cyclin A, CDK5/p25, CDK9/Cyclin T, GSK-3α/β, CK1 

and DYRK1A) 524. Their top candidate, Meriolin 3 (1b), exhibited inhibitory kinase activity 

against CDK1/Cyclin B of 0.17 µM, CDK2/Cyclin A of 0.0011 µM, CDK5/p25 of 0.17 µM, 

CDK9/Cyclin T of 0.006 µM and DYRK1A of 0.029 µM 524.  

The Meriolin derivatives investigated in the present work, Meriolin 16 and Meriolin 36, showed 

inhibitory activity for the same kinases in concentrations of 0.03 µM and 0.3 µM respectively 

(Table 14). Meriolin 16 and Meriolin 36 reduced the kinase activity of these kinases to almost 

zero % residual activity as shown in Table 14. Regarding the binding mode, the Meriolins (3 

(1b) and 5 (1e)) were reported to bind to the ATP-binding pocket of the respective kinase, here 

CDK2 with Cyclin A or E 524. Echalier et al. 524 compared the binding modes published by 

Bettayeb et al.519 with their own and confirmed that the overall conformation of CDK2/Cyclin A 

bound to Meriolin 3 and 5 are identical 524. The pyrrolopyrimidine system together with the 

pyridine ring (originally of Variolin B) was found to be located between the two lobes of 

CDK2 519, 524. A common feature of kinase inhibitors with a planar ring scaffold is, that the ring 

system packs against the side chain of Leu134 and Ala31 524. 
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Table 14 Kinome profiling results from the kinome screening shown in Table 12 (33PanQinaseTM) of Meriolin 36 at 0.3 and Meriolin 16 at 0.03.  The results shown here are 
selected upon (i) no unspecific inhibition of the biological inactive derivative Meriolin 17 and (ii) a residual activity < 20% for the lower tested concentration of Meriolin 16 and 36 to 
ensure selectivity. (# = kinase number, * the classification of protein kinase families was performed according to 539: AGC (containing PKA, PKG and PKC families); CAMK (containing 
Calcium/Calmodulin-dependent protein kinases); CK1 (Casein kinase 1-like); CMGC (containing CDK, MAPK, GSK3 and CLK families); TK (Tyrosine Kinases); TKL (Tyrosine Kinase-
like) and STE (Homologs of Yeast Sterile 7, Sterile 11 and Sterile 20 Kinases). Data base research for each kinase (human protein atlas 624) was performed upon location and 
function of the protein respectively. 

# Kinase 
Name 

Kinase 
Family* 

36 
0.3 µM 

16 
0.03 µM 

Location Function 

49 CDK19/CycC CMGC 3 6 
Cytosol, 
nucleoplasm 

CDK19 is a component of Mediator co-activator complex required for 
transcriptional activation by DNA binding transcription factors of genes 
transcribed by RNA pol II. 

50 CDK2/CycA2 CMGC 1 18 Cytosol, 
nucleoplasm and 
centrosome 

CDK2 regulates progression through the cell cycle. Its activity is important 
during G1 to S phase transition and modulates G2 progression. Associates 
with Cyclin A or E. 

52 CDK2/CycE1 CMGC 1 16 

60 CDK5/p25NCK CMGC 0 16 Nucleoplasm, 
plasma membrane 

CDK5 does not directly control cell cycle regulation. It is predominantly 
expressed at high levels in mammalian postmitotic central nervous system. 
Involved in synaptic plasticity, neuronal migration, cytoskeletal organization, 
endo- and exocytosis and apoptosis. 

61 CDK5/p35NCK CMGC 0 7 

66 CDK8/CycC CMGC 5 6 Nucleoplasm CDK8 is a component of the Mediator complex, it acts as a coactivator for 
nearly all genes transcribed by RNA pol II. The Mediator complex is 
recruited to promoters and serves as assembly scaffold for the pre-initiation 
complex with RNA pol II and general transcription factors. CDK8 
phosphorylates the CTD of RNA pol II. CDK8 associates with its Cyclin C. 

67 CDK9/CycK CMGC 2 7 Nucleoplasm, 
cytoplasmic bodies 

CDK9 is involved in the regulation of transcription. It forms the CDK9/Cyclin 
T complex also called positive transcription elongation factor b (P-TEFb). It 
phosphorylates the CTD of RNA pol II initiating elongation. P-TEFb is 
involved in mRNA processing and mRNA export and in cotranscriptional 
histone modification. 
CDK9/Cyclin K is a replication stress protein, required for genome integrity 
maintenance. It promotes cell cycle recovery from replication arrest and 
limits single stranded DNA amount during replication stress. 

68 CDK9/CycT1 CMGC 1 13 

79 CLK1 CMGC 4 11 Nucleoplasm, 
nuclear membrane 

CLK1 is a dual specificity kinase phosphorylating serine/threonine and 
tyrosine-containing substrates. 
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# Kinase 
Name 

Kinase 
Family* 

36 
0.3 µM 

16 
0.03 µM 

Location Function 

80 CLK2 CMGC 1 8 Nucleoplasm, 
nuclear bodies 

CLK2 is a dual specificity kinase phosphorylating serine/threonine and 
tyrosine-containing substrates. Phosphorylates PPP2R5B thereby 
stimulating the assembly of PP2A phosphatase with the PPP2R5B-AKT1 
complex leading to dephosphorylation of AKT1. 

82 CLK4 CMGC 1 3 Actin filaments CLK4 is a dual specificity kinase phosphorylating serine/threonine and 
tyrosine-containing substrates. 

93 DYRK1A CMGC 7 11 Cytosol, Nucleoli 
fibrillar center 

DYRK1A is a dual specificity kinase phosphorylating serine/threonine and 
tyrosine-containing substrates. Is involved in DSB repair induced by DNA 
damage. DYRK1A phosphorylates RNF169 and increases its ability to block 
accumulation of TP53BP1 at the DSB sites. Thereby it promotes HR. It 
negatively regulates the apoptotic process and has a pro-survival function.  

94 DYRK1B CMGC 7 8 Nucleoplasm, 
mitotic chromosome 

DYRK1B is a dual specificity kinase phosphorylating serine/threonine and 
tyrosine-containing substrates. Is crucial for ribosomal DNA DSB repair and 
maintenance of ribosomal DNA copy numbers.  

137 GSG2 OTHER 2 2 Nucleoplasm Also named HASPIN, that phosphorylates histone H3 at Thr3 during 
mitosis. Assumed modulation of AURKB activation and other CPC complex 
members to maintain chromatic cohesion and cell cycle progression.  

163 LIMK1 TKL 9 10 Nuclear speckles, 
Cytosol 

LIMK1 plays an important role in actin filament dynamics, it stabilizes the 
actin cytoskeleton.  

270 ROCK2 AGC 1 12 Cytosol ROCK2 is a key regulator of cell polarity and actin cytoskeleton 
organization. 
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Recently, selective DYRK1A inhibitors were developed and their binding mode was 

investigated (Harmine and Meriolin 3 were also included in the analyses) 632. They identified 

two possible binding modes of inhibitors to DYRK1A, a non-classical binding mode and a 

classical binding mode 632. Due to the structural differences between Meriolin 16 and 36 I 

compared the possible binding modes of our Meriolins to their target kinases (CDKs and 

DYRK1A). Thus, I came up with the hypothesis, that Meriolin 16 and 36 both exhibit different 

binding modes to their target kinases which might be similar to these shown for DYRK1A. I 

performed a collaboration with the RG Gohlke (Pablo A. Cea-Medina, Institute for 

Pharmaceutical and Medicinal Chemistry, Heinrich-Heine University Düsseldorf), who are 

experts in drug to target modelling. Pablo showed by molecular docking analyses, that Meriolin 

16 and 36 have different binding modes (as modelled for CDK1, 2 and 9 – unpublished). 

Pablo’s work supported my hypothesis and he identified one putative binding mode of 

Meriolin 16 and two putative binding modes of Meriolin 36 to CDKs and performed the following 

dockings: CDK1 with Cyclin B1, CDK2 with Cyclin E and with Cyclin A2 and also CDK9 with 

Cyclin T1. However, the CDKs of interest (CDK1, 2 and 9) share a similar binding site, and the 

inhibition of the kinase by Meriolin 16 or 36 took place via an interaction with the 7-azaindole. 

Meriolin 16 has one binding mode, whereas 36 has two, a normal and a flipped one 

(unpublished data – manuscript in preparation). 

Meriolin 16 and 36 inhibit the kinases shown in the kinome screening in Table 13 and the most 

inhibited kinases are shown in Table 14 with different selectivity of the Meriolins based on their 

structural differences. Furthermore, the similarities of the binding modes compared to DYRK1A 

inhibitors 631, 632 prime the assumption, that DYRK1A might be the pro-survival target kinase 

targeted by Meriolin 16 and 36 that is responsible for the highly cytotoxic and pro-apoptotic 

activity of this compound class. In more detail, the selective inhibition of DYRK1A by Harmine 

was shown to activate caspase-3/-7 and caspase-9 finally resulting in apoptotic cell death as 

shown in 633. If Meriolins inhibit DYRK1A and the anti-apoptotic phosphorylation of caspase-9 

at Thr125 does not occur, this could prime the cells more rapidly to apoptotic death 625, 626. 

Further experiments regarding this link between apoptosis induction and kinase inhibition 

should be performed. The analysis should include a kinase specific DYRK1A activity assay, to 

support the inhibition of DYRK1A by Meriolins in a concentration-dependent. Moreover, an 

immunoblot analysis for Thr125 phosphorylation at caspase-9 should be performed after 

Meriolin 16 and 36 treatment with their cytotoxic IC50 values and the enzymatic IC50 values 

over a time kinetic of 2, 4, 6, 8, 12, 16 and 24 h (as control DYRK1A inhibitors such as Harmine 

should be included). Interestingly, the Harmine-induced rate of apoptosis determined after 24 h 

in % 633, is comparable to the rate of apoptosis induced by the Meriolins (16, 31 and 36) 

investigated in this work, which ranges around 40-60%. In contrast, our derivatives have much 
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lower IC50 values, are faster in terms of capsase-3 activation and PARP1 cleavage, which 

highlights the diverse bioactivity of this compound class that will be discussed in the following. 

Cell cycle arrest, DNA damage and crosstalk to apoptosis 

The Meriolin derivatives 16 and 36 were shown in the present work to induce apoptosis and 

also affect downstream cell cycle regulating proteins. It was focused on the kinase inhibitory 

pattern of Meriolin 16 and 36 showing that both derivatives inhibit kinases with distinct 

selectivity and in different concentrations. These results are in concordance with the literature 

regarding the substance class of Meriolin derivatives, since it was shown over time that these 

compounds are kinase inhibitors with cytotoxic, anti-proliferative, anti-tumor and pro-apoptotic 

bioactivity 411, 443, 519, 524, 527, 528, 633. As discussed in the previous chapter, the differences in 

bioactivity of both derivatives investigated in the present work relies probably on the structural 

differences of the derivatives (16 and 36). Furthermore, both derivatives inhibit prevalently 

CDKs, thereby disrupting the cell cycle regulation, which leads ultimately to cell cycle arrest – 

which is also a common feature of this substance class 411, 519, 527, 528.  

A possible link between CDK inhibition by Meriolins and the morphological changes of the 

mitochondria during apoptosis induction is, that Meriolins inhibit CDK1, which together with 

Cyclin B phosphorylates DRP1 (at Ser585 in rat) during mitosis 634. In the review of  

Zerihun et al. 486 the DRP1-mediated mitochondrial fission protein interactome is summarized, 

highlighting, that the site of phosphorylation on DRP1 deciphers its activator or inhibitor role 

referring to fission 486. Mitochondria are present as long tubular network structures during 

interphase 634. In the early mitotic phase the mitochondria are fragmented and redistributed to 

the daughter cells. DRP1 is directly regulated by the machinery that controls cell cycle 

progression, which was shown to be dependent on fission regulated by DRP1 phosphorylation 

by CDK1/Cyclin B 634. Ser616 and Ser637 are important phosphorylation sites at human DRP1, 

Ser616 is known to activate fission and Ser637 is inactivating 486, 635. Some kinases are known 

to phosphorylate Ser616 such as ROCK, PKC, CDK1, extracellular signal-regulated protein 

kinase 1/2 (ERK1/2) and calmodulin-dependent protein kinase II (CaMKII) (reviewed in 486). 

Interestingly, CDK1 induced phosphorylation on DRP1 has been shown to exhibit a reciprocal 

effect on oligomerization and translocation to mitochondrial scission sites 636.  

Therefore, CDK1 inhibition by Meriolins could impair DRP1 phosphorylation with an impact on 

mitochondrial fission. This link should be investigated via immunoblotting in future studies. The 

loss of DRP1 (with siRNA) was linked to mitochondrial hyperfusion with subsequent G2/M cell 

cycle arrest and can be found in 637.  

The analyses presented in this dissertation are the first approach analyzing the pathways 

interconnecting cell cycle regulation, checkpoint arrest and DNA damage. The results 
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presented here lead to the assumption that Meriolins induce a G2-arrest over time in lymphoma 

cells. In addition to that they activate apoptosis with the occurrence of DNA damage and a 

reduction of de novo RNA synthesis. It was shown, that both derivatives do not equally target 

cell cycle regulating pathways. There are obvious concentration-dependent differences 

between Meriolin 16 and 36 detectable on the protein level (p-CHK2 levels, p-Ser612 Rb, p-

Ser2 RNA pol II). In more detail, an inhibition of CDK2 activity prevents cell cycle progression 

through G1/S phase and an inhibition of CDK1 impairs progression in G2/M phase of the cell 

cycle 528. Here we show, that a combined inhibition of both main cell cycle regulating CDKs 1 

and 2, induces a cell cycle arrest in G2-phase (depending on the cells phase when treated with 

Meriolins). The phase arrest in G2 is supported by the phosphorylation of the checkpoint kinase 

CHK2 and the absence of a phosphorylation of CHK1. It was reviewed in the introduction, that 

ATM phosphorylates CHK2 on Thr68 when DNA damage (DSBs) occurs 540. Meriolin 16 and 

36 induced after 8 h treatment, an increase of p-CHK2 levels. They induced no increase of p-

CHK1 levels over time. Mechanistically, active CHK2 phosphorylates p53, leading to p21 

accumulation to sustain G2/M arrest 541. p21 has a cell cycle inhibitory role, is involved in 

apoptosis and the DNA damage response 638. Zannini et al. 540 reviewed extensively the 

multiple roles of CHK2 in the nuclear DNA damage response; CHK2 gets activated in the cell 

cycle checkpoint upon DNA damage, it phosphorylates p53 and CDC25A to induce G2/M 

checkpoint activation 540. In the case of the Meriolins, the increase of p-CHK2 levels could be 

due to the occurrence of DNA damage starting after 8 h treatment. A possible origination of 

the DNA damage might be the induction of apoptosis starting rapidly with caspase-3 activation 

after 2-3 h treatment leading to the destruction of the cell. Immunoblot analyses of my master 

student Julia Hoppe revealed, that the phosphorylation of p-CHK2 increases up to 200% with 

the pre- and co-treatment with QVD, assuming that the checkpoint activation is partly 

originating from caspase-dependent events. Without QVD, the p-CHK2 levels increase up to 

1500% for Meriolin 16 and 2000% for Meriolin 36, suggesting that the major part of 

phosphorylation of CHK2 is probably induced by ATM due to DNA damage occurring during 

apoptosis. Activated caspases trigger the release of the nuclease Endo G from the 

mitochondria, which then cleaves chromosomal DNA 639. Furthermore, activated caspases 

induce the degradation of nuclear DNA via the cleavage of inhibitor of caspase-activated 

DNAse (ICAD) and thereby releasing caspase activated DNase (CAD), which forms a scissor-

like homodimer in order to cleave double-stranded DNA at nucleosomal linkers 639-643. In an 

article by Wang 644, DNA repair is considered as primary response to DNA damage, whereas 

apoptosis is considered as the secondary response. The first response aims to protect the 

damaged cell and the second response is activated to protect the whole organism 644. Here, 

the guardian of the genome, p53, acts as a central player, which governs the choice between 

cell cycle arrest and apoptosis 644. Data generated by my master student Julia Hoppe showed, 
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that Meriolin treatment induced an increase in p53 protein level after 8 h, which is in 

concordance with p-CHK2 checkpoint activation (data not shown). This increase is only 

partially prevented with caspase-inhibition via the pre- and co-treatment of QVD. Probably, 

DNA damage occurs upon Meriolin treatment, which leads to the activation of ATM, which then 

phosphorylates CHK2 in order to induce cell cycle arrest in G2. In addition to that, p53 probably 

activates apoptosis genes such as Noxa, Puma and Bax 644. The events of growth arrest and 

apoptosis are described to be ‘distinct, albeit not mutually exclusive’ (Wang. 2001, S.1047) 644.  

As second mechanism (besides p53), the functional status of Rb protein determines whether 

a damaged cell commits suicide or undergoes induce cell cycle arrest 644. In the present work, 

the phosphorylation of Rb protein at position Ser612 was analyzed, because a G2-arrest was 

assumed and this phosphosite is known to be phosphorylated by CDK2/Cyclin A in late S-/G2-

phase 645. Distinct results were obtained for two derivatives (16 and 36). Meriolin 16 induced 

in both concentrations (0.1 and 1 µM) the loss of the phosphorylation, whereas Meriolin 36 

induced in both concentrations (0.1 and 1 µM) an increase of the phosphorylation at Ser612. 

This is probably due to the different IC50 values, Meriolin 16 exhibits an IC50 value which is  

4-fold lower (0.04 µM) compared to Meriolin 36 (0.17 µM) in lymphoma cells. It can be 

concluded, that for Meriolin 16 both concentrations are sufficient in inducing an inhibition of 

CDK2 in vivo, resulting in the failure of phosphorylation at Ser612 of Rb protein. In the case of 

Meriolin 36, both concentrations were too low to inhibit CDK2 in vivo, since the phosphorylation 

at Ser612 of Rb protein did not decrease. On the contrary, the phosphorylation even increased, 

suggesting that the cells continued to proliferate and progressed through the cell cycle under 

these conditions. Therefore, following analyses were performed mainly with the more 

promising substance, in terms of IC50 and also selectivity – Meriolin 16. 

In summary, lymphoma cells respond better to Meriolin 16, which was shown to be more 

cytotoxic. This substance induces caspase-3 activation, intrinsic mitochondrial apoptosis and 

cell cycle disruption leading to an arrest in G2 phase. Moreover, Meriolin 16 displays checkpoint 

activation via p-CHK2 upon apoptosis induction. The G2-checkpoint activation lead to the 

investigation of DNA damage upon Meriolin 16 treatment. For Meriolin 16 treatment the 

phosphorylation of γh2ax occurs in the time window of 3 to 12 h peaking at 6 to 8 h. γh2ax was 

introduced as a biomarker of DSBs, which gets phosphorylated by either ATM or ATR in order 

to recruit and direct DNA repair proteins 557. It is more likely, that the DNA damage (detected 

by γh2ax via immunoblotting, in the time window of 3 to 12 h) is in concordance with ATM 

activity and subsequent CHK2 phosphorylation. p-CHK2 then acts either on p53 (activating 

Puma, Noxa and Bax transcription supporting apoptosis) or on p53 (acting on p21 followed by 

the induction of G2 arrest). 

Subsequent analyses regarding the impairment of proliferation as measured by EdU 

incorporation showed, that Meriolin treatment (IC25 of 16 and 36) reduced the proliferation to 
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residual 10%. This result supports the hypothesis, that depending on the dosage of Meriolin 

treatment, the cells either undergo rapidly apoptosis (probably due to the too high levels of 

DNA damage) or stop proliferating by entering cell cycle arrest in order to enable repair of the 

damaged DNA. It is known from the literature, that cells with irreparably damaged DNA rather 

activate apoptosis to avoid propagation throughout the cell cycle with a potentially detrimental 

genome 540. Furthermore, activated CHK2 was observed to induce apoptosis via the 

phosphorylation and stabilization of E2F-1, which is a transcription factor involved in cell cycle 

control via its interaction with the Rb protein throughout the cell cycle (CDC2, Cyclin A, 

Cyclin E 646, Claspin, Rad51ap1, p27Kip1 647). E2F-1 regulated genes are also pro-apoptotic 540 

and the respective E2F-1 induced death effector proteins are: p73, Bad, Bak, Bid, c-FLIP 648,  

Apaf-1 649, Puma and Noxa 650, caspase-3/-7/-8 and -9 651.  

The exact mechanism by which the transcription factor E2F-1 exhibits either cell cycle 

regulative function or pro-apoptotic function was found to be dependent on the total cellular 

context of p53 activity 652, 653. In summary, the signaling routes connecting CDK inhibition, cell 

cycle regulation and arrest, DNA damage and checkpoint activation with the induction of 

apoptosis all convene at p53. A possible explanation for the crosstalk between cell cycle arrest 

and apoptosis was provided by the finding that a deregulation of Rb/E2F pathway induces the 

upregulation of p53-cofactors: apoptosis stimulating proteins of p53 1 and 2 (ASPP1 and 2), 

junction-mediating and regulatory protein (JMY) and Tumor suppressor p53-induced nuclear 

protein 1 (TP53INP1) via direct transcriptional mechanisms 653. Since a de novo protein 

synthesis was not required for the E2F-1-mediated regulation of these genes, it was assumed 

that they are direct E2F-1 targets 653. The pro-apoptotic expression of E2F-1 dependent 

cofactors directs p53 to its pro-apoptotic targets 653 and that might be an explanation for the 

Meriolin-induced execution of apoptosis even in the presence of anti-apoptotic Bcl-2. Further 

experiments will include qRT-PCR analyses of Rb-dependent E2F-1 target genes in order to 

gather insights within the transcriptional level of cells upon Meriolin treatment.  

Finally, the interplay of the diverse pathways is thought to involve a number of parallel and 

also synergistic mechanisms that contribute to the broad bioactivity of Meriolins. 

The role of transcription 

As mentioned in the introduction, CDK9/Cyclin T is a regulator of transcriptional elongation and 

termination. Especially at the CTD of RNA pol II, many factors contribute to the regulation of 

gene expression 544. CDK9/Cyclin T also termed P-TEFb (positive transcription elongation 

factor) phosphorylates RNA pol II at Ser2 at its CTD 544, 547-549. Interestingly, Meriolin 16 induces 

the decrease of CDK9 and Cyclin T1 levels over time. This is contrary to the stable protein 

levels of CDK1/Cyclin B1 and CDK2/Cyclin A2. It is known, that the CDK9/Cyclin T1 complex 
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activity is not regulated periodically throughout the cell cycle as all other CDK/Cyclin complexes 

are 544, 550, 551. An essential role for CDK9 has been shown in B cell lymphoma 654, acute myeloid 

leukemia 655, lung cancer 656, breast cancer 657, prostate cancer 658 and melanoma 659. 

Moreover, RNA pol II suppression via CDK9 inhibition was shown to result in a block of 

transcriptional elongation resulting in oppression of anti-apoptotic short-lived proteins such as 

Mcl-1, leading to apoptosis in aggressive myc-driven B cell lymphoma in vivo 654. The role of 

Myc is the binding and recruiting of P-TEFb to its targets in order to activate RNA pol II 660-662. 

Therefore, it can be hypothesized that CDK9 inhibition by Meriolin 16 could act as a 

pharmacological approach to target the transcription of harmful myc-regulated oncogenic 

effector genes (similar to Dinaciclib, which is a CDK inhibitor in clinical trials 654, 663-666). In future 

studies, the effect of Meriolin treatment on myc protein levels should be validated in a time- 

and concentration-dependent manner. The results for Meriolin 16 showed, that the decrease 

of RNA pol II total protein is in concordance with the decrease of Mcl-1 and the activation of 

caspase-3. Furthermore, Meriolin 16 induces the decrease of CDK9/Cyclin T1 along with the 

loss of phosphorylation Ser2 at RNA pol II. It can be concluded, that Meriolin 16 is a potent 

inhibitor of the transcriptional function of RNA pol II during elongation. This implicates, that 

Meriolin 16 treatment not only impairs proliferation, inducing cell cycle arrest and apoptosis, it 

also reduces the de novo RNA synthesis via the inhibition of CDK9 as shown for EU 

incorporation. 

This is a very promising finding which enables to target the hallmark ‘sustaining proliferative 

signaling’ in cancer. Myc acts as transcriptional master regulator in cancer in favor of rapid cell 

growth, proliferation 418, cell cycle progression, genomic instability 667 and enhanced cellular 

metabolism 287. Dysregulation of myc is associated with a negative outcome in diffuse large B-

cell lymphoma and there is a lack of effective treatment options for relapsed or refractory 

diffuse large B cell lymphoma and Burkitt lymphoma 668. Myc overexpression alone was shown 

to be not causative for lymphoma 59, whereas myc translocations as seen in Burkitt lymphoma 

and other lymphomas was shown to be responsible for their high proliferative nature along with 

the associated overexpression of Bcl-2 669, 670. Meriolin treatment targets probably exactly this 

Achilles heel in Burkitt B cell lymphoma – myc – as essential driver of rapid proliferation and 

cell cycle progression. Via the inhibition of RNA pol II function, the transcription of myc-

regulated oncogenic effector proteins is inhibited, enabling to efficiently target the hallmark 

‘sustaining proliferative signaling’ with Meriolin treatment.  

Another beneficial effect of this inhibitory pathway from CDK9 inhibition to RNA pol II inhibition 

to inhibition of transcription and the reduction of de novo RNA synthesis is, that no dilncRNAs 

are processed in order to generate DNA damage response RNAs (DDRNAs) 254, 261, 270-273. 

Normally, these dilncRNAs enhance together with DDRNAs the DDR foci formation and 

promote DDR activation and DNA damage repair 270. Therefore, the loss of RNA pol II function 
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probably also impairs the efficiency of DNA repair. Generally, the exact cause of DNA damage 

induced by Meriolins has to be elucidated in further studies together with unraveling the 

mechanisms of DNA damage repair. Moreover, the impact of RNA pol II inhibition by Meriolins 

on DNA repair should be investigated. Additionally, the appearance of R-loops could be 

investigated with the usage of an S9.6 antibody that exhibits high specificity for DNA-RNA 

hybrids 251. It can be used to immunoprecipitate R-loops and enabled in previous studies the 

identification of R-loop-binding proteins 258, 259, 282. Since R-loops only occur around DSBs 

during repair processes 251, it first has to be clarified which kind of DNA damage occurs and 

which mechanism of repair is induced. 

A key hallmark of cancer is ‘genomic instability and mutation’ that arises upon errors in the 

DDR and/or increased replication stress resulting from an abnormal high rate of cell division 

and the related rapid accumulation of aberrations 215. These errors promote the clonal evolution 

of cancer cells via the increase of driver alterations such as gene copy-number changes, 

rearrangements and mutations 215. However, exactly the same errors also increase and create 

new vulnerabilities that are relatively specific for cancer cells, which enable the development 

of new targeted therapies aiming on the cancers Achilles heels. With further analyses 

regarding the cause of DNA damage and the mechanism of repair, a proper conclusion can 

be formulated regarding the targeting of the hallmark ‘genomic instability and mutation’ in 

cancer via Meriolins. 

The investigation of Meriolins targeting of ‘genomic instability and mutation’ will be included in 

further studies. Finally, Meriolins enable the efficient targeting of ‘resisting cell death’ and 

‘sustaining proliferative signaling’ as hallmarks in Burkitt B cell lymphoma. Meriolins are able 

to induce apoptosis in the presence of anti-apoptotic Bcl-2, which offers a treatment option for 

cancers with impaired and/or inhibited apoptosis or even multidrug resistant cancers 371. 

Furthermore, they reduce proliferation, induce cell cycle arrest and inhibit RNA pol II dependent 

transcription. These features enable the targeting of cancer cells with a high oncogene-driven 

E2F activity inducing aberrant cell proliferation 384 and cancer cells that bypass the DNA 

damage checkpoints to undergo uninterrupted cell division 175. Moreover, Meriolins target the 

CDK-Rb-E2F axis with their CMGC/CDK specific kinase inhibitory profile and their potential as 

cancer therapeutics should be definitely investigated in further studies including the testing in 

in vivo models of the respective cancer entity. A final graphical abstract that combines all 

hypotheses discussed above regarding the molecular mechanism of Meriolin derivatives in 

lymphoma cells is shown in Figure 42. 
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Figure 42 Targeting the hallmarks of cancer with Meriolins – Graphical abstract interconnecting 
cell cycle inhibition, DNA damage and apoptosis.  The Meriolin derivatives Meriolin 16 and 36 are 
structurally different and were shown to exhibit broad bioactivity in lymphoma cells. This bioactivity 
includes the inhibition of kinases, prevalently of the CMGC family, such as CDKs (1, 2 and 9) or 
DYRK1A. An inhibition of DYRK1A could prevent the anti-apoptotic phosphorylation at Thr125 on 
caspase 9. Thereby apoptosis induction could be supported. CDK1/Cyclin B1 inhibition by Meriolins 
could lead to the failure of DRP1 phosphorylation, thus a dysregulated mitochondrial fission during 
mitosis, finally leading to cell cycle arrest or if prolonged to apoptosis. An inhibition of CDK2 in complex 
with Cyclin E or A (depending on the cell cycle phase) leads as a primary response to the defects in Rb 
phosphorylation. Dysregulated Rb phosphorylation influences downstream directly E2F-Rb regulated 
gene transcription, which ultimately leads to cell cycle arrest. As a secondary response, due to the CDK 
inhibition throughout all phases of the cell cycle, DNA damage occurs, ATM phosphorylates CHK2 and 
the checkpoint response is activated. This can lead to phosphorylation of p53, which acts on pro-
apoptotic proteins such as Noxa, Puma and Bax. Additionally, the inhibition of the transcriptional CDK9 
leads to the absence of the phosphorylation of Ser2 at the CTD of RNA pol II, which is needed to initiate 
the transcription and further perform the elongation step. This leads to the reduction of de novo RNA 
synthesis, along with the inhibition of myc-regulated transcription and finally results in apoptosis. This 
graphical abstract is based on the underlying molecular mechanistic insights gathered in the presented 
work and united the working hypotheses discussed in the previous chapter. With the bioactivity 
displayed by the two Meriolin derivatives 16 and 36 the hallmarks of cancer ‘resisting cell death’, 
‘genome instability and mutation’ and ‘sustaining proliferative signaling’ can be targeted. (The PDB entry 
of DYRK1A is 2VX3, of CDK1/Cyclin B1 4Y72, of CDK2 1B38 and of CDK9/Cyclin T in P-TEFb complex 
4EC8). (This figure was created with Biorender.com). 
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8 Conclusions and further perspectives 

The objective of this thesis was to identify and characterize natural products that are able to 

induce cell death in chemotherapeutic-resistant tumors. Two natural products, Viriditoxin and 

Bromoxib, and the semisynthetic Meriolins, were identified to activate intrinsic mitochondria 

dependent apoptosis through different mechanisms.  

Viriditoxin was shown to target the mitochondria and to affect mitoribosomes, whereas the 

exact target remained unknown. Further experiments characterizing the effect of Viriditoxin on 

LRPPRC and GRSF1 should be performed. LRPPRC is involved in mRNA transport and 

regulation 476 and GRSF1 regulates post-transcriptional mitochondrial gene expression, 

required for the mitochondrial ribosome 561. Analyzes about a potential correlation between the 

effect of Viriditoxin on mitoribosomal proteins and LRPPRC and GRSF1 would be an analysis 

of the stability of mtDNA-encoded RNAs and global mRNA levels. It would also be interesting 

to analyze the stability of the mRNA stability regulating complex (~250 kDa), namely LRPPRC 

and GRSF1 with SLIRP (SRA stem-loop interacting RNA binding protein), by size-exclusion 

chromatography as shown in 563. With the suggested experiments that were discussed in more 

detail in the discussion, we could get hands on the target-mediated-effect of Viriditoxin. 

Bromoxib, as a small natural compound, was identified in this thesis to act as a protonophore 

with broad bioactivity. Bromoxib induces the rapid breakdown of the mitochondrial membrane 

potential, inhibits selectively complex II, III and V of the electron transport chain, it induces total 

cellular Ca2+ mobilization partially from the ER and the mitochondria, with subsequent fission 

of the mitochondria. The intrinsic mitochondria dependent apoptosis cascade induced by 

Bromoxib was shown to be dependent on Bcl-2 and caspase-9. This natural compound 

activates a sequential response. First, it induces an energetic disaster, which is compensated 

by the stabilization of the mitochondrial fatty acid β-oxidation protein cluster, in order to 

generate energy rapidly from fatty acids to survive. Then, if the damage prolongs and the 

signals integrated at the outer mitochondrial membrane of the mitochondria tend to activate 

the cells suicide program, this is considered as the secondary response. In further 

experiments, it would be interesting to investigate whether the depletion of mitochondrial 

and/or ER Ca2+ stores is responsible for the activation of intrinsic mitochondrial apoptosis. To 

address this point, the cells could be pre-treated with Cyclosporin A (binds to Cyclophilin D 

and inhibits mPTP opening) 79, 80 followed by treatment with Ionomycin or Bromoxib and Ca2+ 

mobilization (and cell viability) could be measured. This would answer the question whether 

Ca2+ mobilization is the main underlying event (and not the breakdown of the proton gradient) 

activating the apoptosis cascade or whether it is just an additional trigger. In terms of ER stress, 

the unfolded protein response (UPR) should be investigated. The effect of Bromoxib on key 
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proteins of the UPR, such as phosphorylation of eIF2α at Ser51 with subsequent activation of 

the transcription factors ATF4 and CHOP could be analyzed in further experiments via 

immunoblotting 575, 576. Regarding the interplay of ETC, TCA and glycolysis, the cells metabolic 

state should be determined via the measurement of intermediate molecules such as 

NAD+/NADH ratio or acetyl-CoA levels. I would be interested in analyzing the effect of 

Bromoxib on the moonlighting protein DLD, whether Bromoxib impairs DLD protein levels as 

well as its functionality. To fully validate proteins of the mitochondrial fatty acid β-oxidation 

protein cluster, Bromoxib-treated samples should be heated up according to the TPP-protocol 

and the effect of the protein levels should be validated. Bromoxib interferes at every stage of 

cellular metabolism, in the mitochondrial respiration (ETC and OXPHOS), in glycolysis, in TCA 

and in FAO. This rapid survival mechanism is sensed and activated by AMPK, as main energy-

sensing kinase. Further immunoblotting analyses should include the involvement of AMPK as 

signaling kinase upon Bromoxib treatment as outlined in the discussion. Although Bromoxib 

has demonstrated its ability to efficiently eliminate cancer cells, it remains uncertain whether 

its mechanism of action differs significantly in healthy cells. Nevertheless, Bromoxib is a 

promising substance that warrants further investigation to fully evaluate its potential in targeting 

the hallmark of ‘deregulated metabolism’ in cancer. 

In this thesis, also semisynthetic substances were identified and characterized to induce cell 

death in cancer. Meriolins (Meriolin 16, 31 and 36) were identified as highly cytotoxic 

substances with rapid apoptosis induction in leukemia and lymphoma cells. Moreover, Meriolin 

16 and 36, were identified as kinase inhibitors with different selectivity and concentration-

dependent efficacy. Meriolins were proven to exhibit a dual bioactivity, on the one hand, they 

induce potentially apoptosis and on the other hand, they inhibit the cell cycle, reduce 

proliferation, induce DNA damage and reduce de novo RNA synthesis. 

The Meriolin-induced inhibition of the pro-survival and anti-apoptotic kinase DYRK1A was 

assumed to provide a potential link between both affected pathways. Further experiments 

investigating the link between apoptosis induction and kinase inhibition should be performed. 

These experiments should include a kinase specific DYRK1A activity assay, to support the 

inhibition of DYRK1A by Meriolins in a concentration-dependent. Moreover, an immunoblot 

analysis for Thr125 phosphorylation at caspase-9 should be performed after Meriolin 16 and 

36 treatment to investigate whether Meriolins inhibit the anti-apoptotic activity of DYRK1A with 

a downstream effect on caspase-9. Furthermore, the effect of Meriolins on DRP1 induced 

fission should be investigated via immunoblotting.  

In this thesis, Meriolin 16 was demonstrated to be a potent inhibitor of the transcriptional 

function of RNA pol II during elongation. Meriolin 16 treatment does impair proliferation, 

induces cell cycle arrest and apoptosis, it also reduces the de novo RNA synthesis via the 

inhibition of CDK9. In terms of the inhibition of de novo RNA synthesis, the effect of Meriolin 
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treatment on myc-regulated genes and myc protein level itself should be validated in a time- 

and concentration-dependent manner with qRT-PCR and immunoblotting. The results 

generated in this thesis for Meriolins are very promising. They support the therapeutic potential 

of these substances to target the hallmark ‘sustaining proliferative signaling’ in cancer. With 

further analyses regarding the cause of DNA damage and the mechanism of repair, a proper 

conclusion can be formulated regarding the targeting of the hallmark ‘genome instability and 

mutation’ in cancer via Meriolins. In summary, Meriolins target the CDK-Rb-E2F axis with their 

CMGC/CDK specific kinase inhibitory profile and their potential as cancer therapeutics should 

be definitely investigated in further studies including the testing in in vivo models of the 

respective cancer entity. 

All in all, the results presented in this dissertation underline the importance of natural product 

research in order to identify new lead structures for further optimization and derivatization in 

medicinal drug discovery. With Viriditoxin, Bromoxib and Meriolins, three completely different 

pathways of cell death induction were characterized.  

As Hippocrates said ‘Nature itself is the best physician’ – the importance of natural product 

research in medicinal drug discovery is highlighted and emphasizes the potential of nature’s 

own resources in the fight against cancer. 
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