IMPROVING KNOWLEDGE RETENTION OF DIGITAL WORK-BASED
LEARNINGS USING SPACED LEARNING

Does the instructional method of spaced learning cause better learning in a work-based
e-learning environment?
An investigation to enhance learning outcomes of digital work-based learning offerings

Dissertation

at the Faculty of Business Administration and Economics
of Heinrich Heine University Diisseldorf

by
Hanan Kondratjew



Strategic and International Management Series
No. 52

Dissertation for obtaining the degree of Doctor Rerum Politicarum submitted to the Faculty of

Business Administration and Economics of Heinrich Heine University Diisseldorf.

Supervisor: Prof. Dr. Andreas Engelen
Co-supervisor: Prof. Dr. Steffen Strese

Chairman examination panel: Prof. Dr. Marius Wehner

The oral examination of the dissertation took place in Diisseldorf on March 29, 2023.

1% edition
D61
Copyright © 2023 by Hanan Kondratjew

All rights reserved. No part of this publication may be reproduced, stored in a retrieval system,
or transmitted, in any form or by any means, electronic, mechanical, photocopying, recording,

or otherwise, without the prior written permission of the author.

Printed in Germany on acid-free paper



Foreword

It is probably one of the most prominent and widespread truisms that continuous learning has
developed into one of the main success factors for executives and employees across industry
sectors. The ever-changing conditions, e.g., in terms of technologies and customer preferences,
require that companies enable their executives and employees to learn continuously. And
indeed, many statistics indicate that companies invest more than ever in executive and employee
education programs. Traditionally, such programs are held “on the spot” in classroom-like
settings. Yet, the digital transformation and the covid crisis have advanced possibilities and the
acceptance of online training quite substantially. In contrast to classroom settings, such online
training is much more flexible, e.g., in terms of how to split learning sessions. Therefore,
decision-makers in personnel development and executive and employee education in general
need to design such pieces of training and take various variables (e.g., timing, pace) into
account. While the broader learning literature provides insights, it is relatively silent on how

work-based learning online formats should be designed.

Hanan Kondratjew recognizes this gap in the learning and also management literature
and presents a dissertation that sheds light on how management training formats should be
designed based on the spaced learning approach. Spaced learning refers to learning
interventions across time that are assumed to enhance learning retention. Specifically, Hanan
Kondratjew asks whether the instructional method of spaced learning causes better learning in
a work-based e-learning environment. To provide insights into this domain, based on sound
theoretical arguments and literature analyses, she presents two experiments. Experiment 1
taught factual and conceptual knowledge on the exemplary topic of “platform business models”,
whereas experiment 2 taught procedural knowledge on the exemplary topic of “time
management”. Findings indicate that there are important nuances suggesting that a tailor-made

approach is needed depending on the subject at hand. Overall, the reader learns that spaced



learning also works in this work-based context with pieces of training and education on
management-related topics.

Hanan Kondratjew presents a very good and convincing dissertation. She recognizes an
important and very interesting research area and provides theoretically derived empirical
insights that enable decision-makers in companies to develop fine-grained online training
formats. I wish the dissertation the large readership it surely deserves.

Prof. Dr. Andreas Engelen
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Summary

Labour market projections indicate that by 2030, about one third of the global work force needs
to be up- and reskilled due to advancements in automation and digital transformations (Zahidji,
2020). To ensure long-lasting competitive advantage, formal work-based learning interventions
have become unavoidable for businesses. Even though more than USD 350 billion have been
invested globally into work-based learning in 2019, this investment was not efficient since the
learning offering was neither satisfying, nor focusing on the right content to upskill employees
(Beer et al., 2016; Gartner, 2018). Employees even cite poor training and development
interventions as the main reason for changing employers (Bersin, 2018). It appears that
designers and providers of work-based learning interventions as well as executives in charge
have little clarity on how to design learning interventions which lead to long-term learning and
knowledge transfer (Beier, 2021; Billett, 2014; Glaveski, 2019; Tuijnman & Bostréom, 2002;
Vargas, 2017). Hence, learning budgets are largely mis-invested, as learning contents are
quickly forgotten. Getting work-based learning ‘right’ is positively correlated with e.g., job
satisfaction, organisational performance, innovation, and improved decision-making (e.g.,
Bersin, 2018; Ellis & Kuznia, 2014; Ellinger, 2004; Kontoghiorghes et al., 2005; Pfeffer &
Veiga, 1999; Rose et al., 2009; Ryu & Moon, 2019; Spicer & Sadler-Smith, 2006). Although

there is basic agreement for these positive aspects, actual implementation is lacking.

It is important to understand that learning depends on three memory functions: encoding,
storage, and retrieval (Spielman et al., 2018). Even though all three functions are necessary to
learn, especially the functions of storage and retrieval are of importance when it comes to work-
based learning, since these enable learners to transfer and apply what they have learnt. The most
reliable and meaningful phenomenon of human memory to do so is the spaced learning effect.
Studied for more than 100 years, it refers to a powerful long-term memory advantage, resulting

from deliberately scheduled repetitions of what has to be learnt (Carpenter et al., 2012; Cepeda



et al., 2006; Delaney et al., 2010; Dempster, 1989; Gerbier & Toppino, 2015; Vlach et al.,

2019).

The extant literature however has paid little attention to its effects on real-world
educational learning interventions. Past research has mostly been focused on verbatim and
language learning, i.e., factual knowledge (Anderson, Krathwohl et al., 2001), and research
within the field of lifelong learning and skills such as technological, social, emotional, and
higher cognitive skills, i.e., procedural knowledge (Anderson, Krathwohl et al., 2001), is
missing. The latter skills however are said to be of highest importance for the future of work
(Bodem-Schrotgens et al., 2021; Bughin et al., 2018; Cepeda et al., 2006). Furthermore, and
driven by the COVID-19 pandemic, the importance and use of digital learning offerings such
as e-learning interventions (as defined by Clark and Mayer, 2016) has increased tremendously.
Yet, no spaced learning research is known that has investigated if effects become evident in

e-learning interventions.

To address the above-described research gap, the following overarching research question
was formulated:
Does the instructional method of spaced learning cause better learning in a work-based

e-learning environment?

In order to answer this research question, eight hypotheses were derived from the existing
literature. These were evaluated in two separate field experiments, in which primary data in the
form of knowledge tests and surveys were collected. Experiment 1 taught factual and
conceptual knowledge on the exemplary topic of “platform business models”, whereas
experiment 2 taught procedural knowledge on the exemplary topic of “time management”.
Within both experiments, a between-subjects experimental design was used, differentiating

seven groups. One followed a massed learning condition, studying all learning content in one



day. This group took one knowledge test after a retention interval of two weeks, serving as
control group for groups 2 to 5 and another test after a retention interval of four weeks, serving
as control group for groups 6 and 7. Groups 2 to 7 followed equal spaced learning conditions,
whereby learning sequences, inter-session and retention intervals varied. At the end of the
experiments, learning outcomes and metacognitive beliefs were compared between all groups
in the final tests. Furthermore, a survey was conducted with those participants who took part in

both experiments.

The results from experiment 1 indicated that spaced learning leads to better knowledge
retention than massed learning, especially at long retention intervals. These findings are in line
with previous spaced learning research. In contrast, experiment 2 indicated none or very limited
difference in learning outcomes for neither the spaced learning groups nor the massed learning
group. When comparing the effects of the two field experiments, a strong indication arose that
the spaced learning effect is not just modulated by learning schedule design but also by the type
of knowledge taught. Thereby, all results were largely independent from other factors such as
testing, immediate feedback and number of learning sessions, which were said to enhance the
effect. In terms of learner’s preference, in both experiments independent of the knowledge type
taught, metacognition analyses showed that learners in general preferred and asked for the
application of spaced, interactive, and guided work-based learning interventions, hence
supplementing the partial positive effect on knowledge retention with a positive learning

experience from spaced learning.

This research contributes to the literature by being the first known effort to find evidence
of the spaced learning effect in real-world work-based learning environments that teach factual
and conceptual knowledge. Further, it extends the previous literature by postulating that the
occurrence of the spaced learning effect depends, among other aspects, on the knowledge type

taught. On a practical note, this research offers meaningful and beneficial insights for any



designer and provider of work-based e-learning interventions and for managers and executives
seeking long-term knowledge retention of individuals taking part in these interventions. As,
regardless of type of knowledge taught, learners overwhelmingly preferred spaced, interactive,
and guided learning sessions, designers and providers of work-based learning interventions
shall ensure learning interventions are designed this way, even though learning outcomes are
only enhanced for factual and conceptual knowledge. Managers and executives in charge of
learning and development are encouraged to rethink the way learning is conducted in their
organisations and how they spend learning budgets, since it has been demonstrated that the

approaches in use today are not always economical or desirable.
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1. Introduction

1.1 Context and purpose of the study
For businesses, working in ever faster and changing economies forces their employees to learn
constantly (Zuber, 2014). The Organisation for Economic Co-Operation and Development
(OECD; 2021) as well as the World Economic Forum (Zahidi, 2020) claimed that at the end of
2020, about 114 million jobs had disappeared globally compared to the preceding year. It is
expected that by 2030, about a third of all workers globally (1 billion individuals) need to be
reskilled because of digital transformations and automation. This development is said to make
manual, physical, and basic cognitive skills redundant since these could be mastered by
machines. Whereas skills that machines cannot master, like technological, social, emotional as
well as higher cognitive skills are becoming increasingly important (Bodem-Schrotgens et al.,
2021; Bughin et al., 2018). Amongst the top skill groups in rising demand over the next years
are critical thinking, analysis, problem solving, self-management, stress-tolerance, resilience,

and flexibility (Zahidi et al., 2020).

Skill shortages are regarded as one of the biggest threats to company growth as they,
among other things, are claimed to hinder innovation, diminish quality, and obstruct market
positions (Moritz et al., 2019). Taking the view of employees, skill shortages are associated
with a higher chance of unemployment, lower incomes, and job dissatisfaction (Dondi et al.,
2021). Having surveyed about 18,000 people in 15 countries, Dondi and team (2021) came up
with a range of skills which would benefit every employee regardless of sector or occupation
and which in return would also benefit companies’ growth. Similar to Zahidi and teams’
findings (2020), their study revealed 56 so-called foundational skills or distinct elements of
talent (see Table 1 for an overview), which are said to help people succeed in the future labour
market, since they assist them in working and operating in digital environments, being able to

constantly adapt to new professions and work procedures and generating added value to what
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artificial intelligence, robotics or machines have to offer (Dondi et al., 2021). These skill
categories align with Anderson, Krathwohl and teams’ (2001) definition of procedural
knowledge, while skills more at risk to being automated or digitalized would be considered as

factual and conceptual (Adams, 2015).

Table 1 — Foundational skills needed to succeed in the future of work, adapted from Dondi et
al, 2021, p. 3

Interpersonal Self-leadership Digital

= Critical thinking

= Planning and ways
of working

= Communication
Mental flexibility

« Mobilizing systems

* Developing relation-
ships

» Teamwork effective-
ness

» Self-awareness and
self-management

» Entrepreneurship
» Goals achievement

= Digital fluency and
citizenship

* Software use and
development

= Understanding

digital systems

To overcome potential skill shortages and to stay economically competitive, constant up-
and reskilling, especially in the listed areas is required. Work-based learning interventions can
be seen as a good means for this, given the huge amount of time individuals spend in the
workplace (European Commission, 2018; Poquet & de Laat, 2021). It is widely agreed that
work-based learning opportunities, i.e., “the systematic development of the knowledge, skills
and attitudes required by an employee to effectively perform a given task” (Patrick, 2000, cited
in Ryu & Moon, 2019, p. 482), are also key for high-performing businesses and organisations

(Kontoghiorghes et al., 2005; Pfeffer & Veiga, 1999; Porth et al., 1999; Spicer & Sadler-Smith,

2006).

However, learning and instruction are not of value if learners do not retain what they have
learnt or are unable to transfer or put it into actual use, i.e. no skill is created (Connors, 2021;
Gallardo, 2021; Goldi, 2011; Ryo & Moon, 2019; Sala & Gobet, 2017). And so, organisations
and executive managers have found it very difficult to create appropriate work-based learning
offerings, and the approaches to learning and development largely relied on methods which are
not appropriate for work-based learning (Ellinger, 2004; Tauber et al., 2019). As a result, work-

based learning happened largely for the wrong reasons, at the wrong time, with competencies
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and skills being taught that have little or no relevance to the role that must be performed. In
many organisations learning was regarded as simply having something on offer but not about

learning the right skills needed to perform a certain role (Glaveski, 2019).

This discrepancy derives from two different standpoints: whilst executive managers focus
on generating measurable financial impact (resulting from having employees with the right
skills to perform a certain role), learning and development departments focus on aspects such
as satisfaction and completion of courses — all related to the learning experience (Tauber et al.,
2019). But learning and skilling cannot be equated. Even though learning is the foundation of
real skilling, it cannot be benchmarked or measured and if not applied, it will be forgotten
(Ebbinghaus, 1885/1962; Tauber et al., 2019). Skills on the other hand can be benchmarked,
measured, and evaluated and investing in those is at the heart of today’s ever changing business

world (Tauber et al., 2019).

Work-based learning therefore requires transformative, adaptable learning strategies,
which keep up with changing circumstances, leading to transferrable skills allowing for long-
term application (Glaveski, 2019; Kane et al., 2018; Tauber et al., 2019). Over the last few
years, changes have been observed in how learning and development departments are regarded
within organisations and how they have stepped out of a secondary role in the company and
have taken on one of the most important roles for the strategic orientation of companies to
overcome skill shortages and sustain competitive advantage, which is evident in increased

budgets and executive management support (see Figure 1; Chelovechkov & Spar, 2019).
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Figure I — Increased budgets and executive support for work-based learning interventions,
adapted from Chelovechkov & Spar, 2019, p. 7

Globally, organisations and businesses invested about USD 359 billion on work-based
learning interventions in 2019 (Glaveski, 2019) and business managers are expecting to re- and
upskill about 70 percent of their workforce by 2025 (Zahidi et al., 2020). Beer and associates
(2016) argued in their survey that this investment did not pay off as, among other things, the
majority of the 1,500 managers asked at 50 different organisations were not satisfied with their
organisations’ learning and development offering. Also, 52 percent out of 5,997 employees
receiving work-based learning interventions stated, that they need better upskilling, i.e., they
do not possess the right skills to do their jobs (Gartner, 2018). Only one-quarter of respondents
to a 2010 McKinsey survey were convinced that their work-based learning offerings
significantly impacted business performance whilst most organisations do not even track the
return on their investment in training (Gryger et al., 2010) and importantly, only 42 percent of
workers is predicted to participate in offered re- and upskilling learning interventions (Zahidi
et al., 2020). Employees are directly addressing their desire to receive guidance on what needs
to be learnt to make their individual learning more relevant, e.g., 61 percent out of 772
executives, managers and employees surveyed stated that they would like to align their learning

to actual skill gaps, and another 48 percent of respondents asked for assessments of knowledge
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and skills to find out in which areas improvements are needed (Tauber et al., 2019). Yet, those
are largely missing (Tauber et al., 2019). Both external providers of work-based learning
offerings as well as employers have little clarity on how to effectively design work-based
learning interventions to maximise their effect on knowledge advancement, retention and
eventually long-term application by incorporating biological and neuroscientific research
findings (Beier, 2021; Billett, 2014; Glaveski, 2019; Tuijnman & Bostrom, 2002; Vargas,
2017). Disregarding this shortcoming leads to billions being spent on learning content that is
quickly forgotten and the money is simply mis-invested (Glaveski, 2019). Additionally,
ineffective learning opportunities at work were found to be the most important thing that would
make employees look for a new job (see Figure 2; Bersin, 2018), whereas companies that get

learning ‘right’ are 21 percent less likely to lose employees (Tauber et al., 2019).

Inability to learn and grow

Working too hard, too much travel, unhealthy
work environment

Inability to get promoted

Mot getting an adequate raise

Misalignment with company’s mission or purpose
Poor relationship with my manager

Lack of respect for company leadership or CEQ
Poor relationship with team mates or peers

Other

0 5 10 15 %
Figure 2 — Reasons that would make employees look for a new job, adapted from Bersin, 2018

Summarising, learning is seen as the new currency of global job markets, where career
development and even just the possibility of it are valued more than rising salaries (Joseph,
2019). 94 percent of employees would consider staying longer with a company if they would
invest in their learning (Chelovechkov & Spar, 2019). The fact that work-based learning is

positively correlated with job satisfaction, organisational performance, organisational

25
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innovation, improved decision-making, organisational commitment, employee productivity and
a reduction in work-related stress has been confirmed by business research for a very long time
(e.g., Bersin, 2018; Ellis & Kuznia, 2014; Ellinger, 2004; Kontoghiorghes et al., 2005; Pfeffer
& Veiga, 1999; Porth et al., 1999; Rose et al., 2009; Ryu & Moon, 2019; Spicer & Sadler-
Smith, 2006; Udemy, 2018). Especially, the returns of lifelong work-based learning are two-
fold: for individuals it is said to enhance employability and salaries, for organisations it is
promised to lead to higher productivity and innovation (European Commission, 2018;
Hanushek & WoBmann, 2010; Rees, 2010; Tynjdld, 2008; Vargas, 2017). Therefore,
organisations, managers and departments in charge as well as external providers of work-based
learning offerings would do well to create high-quality learning opportunities, taking into
account biological and neuroscientific research findings, that lead to an improvement of job-
relevant skills for individual employees and at the same time create conditions that allow
employees to integrate learning opportunities into their daily work (Glaveski, 2019; Ryu &

Moon, 2019; Tauber et al., 2019).

All of the above applies similarly to digital, online, or e-learning offerings, i.e., the
delivery of learning material and instructional design through digital devices (Clark & Mayer,
2016; Ellis & Kuznia, 2014). These offerings, as well as investments in these, have risen
tremendously over the last years, allowing for delivering learning opportunities at scale

(Figure 3; Chelovechkov & Spar, 2019; Seyda & Placke, 2020; Tauber et al. 2019).
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Figure 3 — Learning budgets shift to online learning offerings, adapted from Chelovechkov &
Spar, 2019, p. 14

Even though e-learning offerings might never fully replace in-person learning, they a)
lead to higher productivity and faster onboarding times (Udemy, 2018) and b) allow for the
flexibility learners stemming from different generations ask for, ideally leading to cross-
generational alliances during the learning process (Chelovechkov & Spar, 2019). More

precisely, learners are asking for:

e  Mobile, social, and collaborative learning environments
e Self-directed and independent learning during spare time at work

e Sufficient time to learn

(Chelovechkov & Spar, 2019; Tauber et al., 2019; Figure 4)



Value ability to Want to learn Want to learn a new
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others while learning time at work that there is no time
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Figure 4 — Analysis what cross-generational learners are asking for, adapted from
Chelovechkov & Spar, 2019, pp. 34

However, none of the benefits of learning will occur in the company if there is no
sustained management support or if a company’s culture is against change (Ellis & Kuznia,
2014). But it is precisely this change that distinguishes high-engagement and high-growth
companies such as Kellogg, Allianz or Service Titan from others and generates competitive
advantage (Chelovechkov & Spar, 2019; Udemy, 2018). Psychological and business-related

research on learning has shown an importance to

e individually assess and benchmark skills needed to perform a (future) role, to stay
ahead of interferences,

e immediately transfer what was learnt to real-life situations to allow skill building,

e provide immediate feedback and guide learners through the learning experience and

e repeat these steps along the process.

Despite all this knowledge, there is clear lack in implementation (Beier, 2021; Billett,
2014; Glaveski, 2019; Tuijnman & Bostrom, 2002; Vargas, 2017). Any learning is only going
to happen when it is built around three basic memory functions, namely encoding, storage and
(Spielman et al., 2018). Whilst encoding refers to getting new information into memory through

different instructional methods, storage and retrieval are concerned with retaining, recalling,
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and recognising the information learnt and ideally, transferring it to new situations (Spielman
et al., 2018). In the context of work-based learning environments, the functions storage and
retrieval are of particular importance, as learning takes place every day at any time, also during
work. However, for what is learnt to be of lasting relevance, it must either be repeated at fixed
intervals over a longer period and thus consolidated or integrated into the work so that repetition
creates an automation effect. After all, about 50 percent of information taught in a learning unit
is forgotten if it is not repeated or applied within 24 hours and another 75 percent after six days

(Blanchard, 2013; Ebbinghaus 1885/1962).

A well-known and researched instructional method to do exactly that and thus enhance
long-term knowledge retention is spaced learning (e.g., Cepeda et al., 2006; Delaney et al.,
2010; Vlach etal., 2019). First mentioned in research in 1885, it argues that distributing learning
interventions across time slows overall learning but enhances knowledge retention (Cepeda et
al., 2006; Delaney et al., 2010; Latimier et al., 2021; Walsh et al., 2018a/b). The benefits of
spaced learning on knowledge retention have been analysed in depth, mainly derived from low-
complexity, verbal learning research in a laboratory with relatively short time delays between
learning interventions (Balota et al., 2011; Cepeda et al., 2006; Mozer et al., 2009).
Interestingly, learners perceive spaced learning interventions as less helpful than traditional
ones (so-called massed learning), which is why the topic of learner’s self-perception (or

metacognition) must be kept in mind when designing learning interventions (Vlach et al., 2019).

According to the current state of knowledge, there is no sustainable application of spaced
learning in any educational context, neither schools nor work-based learning settings
(Dempster, 1988; Kapler et al., 2015; Walsh et al., 2018b). Even worse is its application in a
management context with only one study examining the effects of spaced learning to an

experiential management learning (Kondratjew & Kahrens, 2018). What thus remains critical
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to be investigated is if the proven positive effect of spaced learning on learning retention also

occurs when applied in a complex work-based learning intervention in a business environment.

This study aims to address this need. Concretely, the purpose of this study is to improve
the learning outcomes of digital work-based learning interventions with the help of spaced
learning, whilst considering the learners’ self-perception. For this, two e-learning field
experiments (Gerber, 2011) on the exemplary topics of “platform business models” (to test
factual and conceptual knowledge) as well as “time management” (to test procedural
knowledge) have been designed. Based on the results of this research, recommendations for

future digital work-based learning interventions are derived.

1.2 Importance of the study
Formal work-based learning interventions are inevitable for both employees and employers if
they want to ensure competitive advantages on both individual and organisational levels. Yet
very little is done to ensure long-term application and transfer of what was learnt, which would,
in turn, extend the economic advantages resulting from education. In this context, this research

is led by the overarching research question:

Does the instructional method of spaced learning cause better learning in a work-based

e-learning environment?

To answer the research question, the following research objectives are addressed:

a. Critically review the concept(s) of lifelong learning and the role of work-based
learning

b. Critically review the theories of spaced learning and its benefits

c. Analyse how to optimally design multimedia e-learning interventions

d. Review different knowledge types and how memory is best measured
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e. Experimentally explore the effects of the application of spaced learning activities
on learner’s learning, i.e., recognition and recall to work-based e-learning
interventions

f.  Draw up recommendations for future work-based e-learning interventions.

The outcomes are derived through the method of experimental research and aims to be
beneficial for any designer and provider of digital work-based learning interventions who seek
long-term knowledge retention of learners, which in turn shall be transferred into work-related
skills. Moreover, this study might contribute to other academic research in the field of learning
as it offers new insights about a specific phenomenon, namely if spaced learning can be applied

to complex, non-laboratory, work-based e-learning interventions.

1.3 Structure of the study
This research is structured along five chapters. The first chapter, the introduction, establishes
the context and purpose of the study. Thereby, outlining the significance of the study for

research and practice. The guiding research question and objectives are introduced.

The second chapter, the literature review, provides a basic understanding of the
neurosciences of learning, discusses the concept(s) of lifelong learning, the role of work-based
learning and its meaning for the wider economy. The theory of spaced learning as a means to
enhance long-term knowledge retention of educational interventions is reviewed while also
touching upon retrieval practice and on the learners’ declarative metacognitive knowledge. It
further elaborates on basic instructional design concepts, thereby bridging learning theory and
educational practice, introducing human cognitive architecture, cognitive load theory,
multimedia instruction as well as fundamentals of the evaluation of learning. Hereafter, in

chapter three, a summary of the gap in current state of research with regards to the topic of
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managerial, lifelong learning is discussed. Within this chapter, eight hypotheses are derived.
The fourth chapter then outlines the experimental objects of this research (two e-learning
interventions) and explains how they were designed from a learning design perspective.
Afterwards, the chapter explains the method and results and discusses the two experiments
conducted to answer the research question and hypotheses as well as compares the two
experiments against each other. In the fifth and final chapter, a general conclusion is drawn
from the key findings of the research at hand, limitations of the experiments are highlighted and
recommendations for future work-based e-learning interventions as well as future research are

made. The structure of this research is shown in Figure 5.
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2. Literature review

2.1 Learning — From psychology to economics
The first chapters of this review provide an overview on learning, memory, and retrieval from
a cognitive psychological perspective (chapter 2.1.1) to allow for a better understanding of the
subsequent chapters. Chapter 2.1.2 then elaborates on the concept of lifelong learning from both
a philosophical and the much broader political perspective. In this context, the role of work-
based learning (chapter 2.1.2.1) is described, highlighting the importance of it for individuals,
organisations as well as the broader economy. By doing so, light is shed upon the economics of
education (chapter 2.1.2.2). After the case of application of work-based learning in Germany

in 2019 is presented in chapter 2.1.2.3, the findings are summarised (chapter 2.1.3).

2.1.1 Learning, memory, and retrieval
Several definitions of the terms learning, memory, and retrieval exist. Learning and memory
psychologists as well as researchers have an ongoing debate about these (Ertmer & Newby,
2013; Khalil & Elkhider, 2016) and still, not everything is known about the nature of learning
and memory — only ideas and models exist on how both processes work (Dirksen, 2016).
Schunk (2012) argued that this is because different researchers put emphasis on different
aspects central to learning. For example, Gazzaniga and associates (2014) defined learning as
“the process of acquiring [...] new information, and the outcome of learning is memory. That
is, a memory is created when something is learned, and this learning may occur either by a
single exposure or by repetition of information, experiences, or actions” (p. 380). Based on this,
one could assume that learning is equivalent to memory formation — which is true only one
way: learning cannot happen without memory, yet memory still exists without long lasting
learning success (Roth, 2011). To address this, Schunk (2012) proposed a more explicit

definition of learning which tries to capture the term in full, and defined learning as “/...] an
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enduring change in behaviour, or in the capacity to behave in a given fashion, which results
from practice or other forms of experience” (p. 3). This definition focuses on the following
three aspects: first, learning is a change. Second, learning does not merely mean a change in
what those learners know but also a change in what the learner does, i.e., how the learner

behaves. Third, the change results from an experience.

Overall, one can argue that learning is only successful when it involves the three basic
cognitive memory functions of encoding, storage, and retrieval (Spielman et al., 2018). In brief,
“[e]ncoding is the act of getting information into our memory system through automatic or
effortful processing. Storage is retention of the information [...]” (Spielman et al., 2018, p. 79).
The most common distinction of memories is made between the chronological and functional
memory (Roth, 2011). Within chronological memories, memory psychologists generally
distinguish between very short-lived memories such as sensory memory, short- to medium-
lived memories such as short-term memory (at times identical to the so-called working
memory) as well as long-living memories, the so-called long-term-memory (Table 2; Dirksen,

2016; Gazzaniga et al., 2014; Huppelsberg & Walter, 2009).

Table 2 — Types and characteristics of memory, adapted from Gazzaniga et al., 2014, p. 380

Characteristic of memory

Type of memory Time course Capacity Conscious Mechanism of
awareness loss

Sensory Milliseconds fo seconds High No Primarily decay

Short-term and Seconds to minutes Limited Yes Primarily decay

working (7£2 items)

Long-term Days to years High No Primarily

nondeclarative interference

Long-term Days to years High Yes Primarily

declarative interference

Long-term memory can be divided again by functionality, depending on the kind of
stimuli which needs to be stored (Gazzaniga et al., 2014; Roth, 2011). Squire (1987) and

Schacter (1996) distinguish between declarative/explicit and procedural/implicit memory.
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Declarative memory relates to all knowledge which we acquired consciously through repetitive
exposure and can talk about (knowing-that/-what), whereas procedural memory refers to all
learnt cognitive and motoric skills that we know we possess (knowing-how), gained mostly
unconsciously through physically trying and performing (Roth, 2011). A third type, emotional
memory, which was previously seen as a sub-memory of procedural memory, is now viewed
as a self-standing memory which shows characteristics of both declarative and procedural
memory (Roth, 2011). Figure 6 shows a brief overview of the three types of memory and their
further division into sub-memories. The research at hand explores declarative and procedural
memory, dealing with the effects of repeated opportunities to retrieve taught facts and concepts

as well as knowledge about how to accomplish something from memory.

The anatomy of memory
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Figure 6 — Hypothesised overview of memory, adapted from Gazzaniga et al., 2014, p. 381
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Retrieving information from memory, i.e., from storage, can happen through recall,
recognition, and relearning (Spielman et al., 2018). Through repeated interventions, retention
can be enhanced as retrieval is eased. Being able to retrieve knowledge or just parts of it from
memory enhances efficiency of completing tasks related to that knowledge and allows
individuals to handle increasingly complex problems. It also enables individuals to focus only
on relevant information and disregard everything unrelated to a certain topic. This in turn eases
further knowledge accumulation of new or related topics (Benjamin & Tullis, 2010). Further

information on human cognitive architecture follows in chapter 3.

2.1.2 Lifelong learning and the role of the workplace
Even if some believe all life-relevant learning takes place in educational institutions provided
mainly by governments and religious organisations or that this learning is superior to all other
kinds of learning, this notion is considered too short-sighted (Billett, 2014). Learning, as
explained in the preceding chapter, unconsciously happens all the time and everywhere (Alheit
& Dausien, 2018). From a philosophical perspective, “learning must be understood in its
entirety and as the result of interaction between the individual and the individual’s
environment” (Bjursell, 2020, p. 677). Learning is a continuous, lifelong process in which
everyone participates, and which offers the opportunity to expand and improve abilities in a
wide range of skills. It happens throughout our life beyond graduation from (high) school and/or
university. One part of lifelong learning is (lifelong) education (Billett, 2018; OECD, 2021;
Serrat, 2017). Three modes of learning are classified (OECD, 2021; Rubenson, 2019; Tuijnman

& Bostrom, 2002):

o “Formal learning refers to intentional and systematic learning in a (state-run)

institution which is dedicated to education and provides certificates,
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e non-formal learning generally refers to intentional and systematic learning outside
of a state-run institution,
e informal learning generally refers to non-intentional and non-structured learning

in a life context such as the workplace, the family, etc.” (Rubenson, 2019, p. 299)

Although learning is a purely personal, individual process, the concept of lifelong
learning (English & Mayo, 2021) has made it onto global political agendas through the work
of various transnational organisations such as the OECD, the United Nations Educational,
Scientific and Cultural Organization (UNESCO), and the European Union (EU) (Milana, 2012).
From a political-economic perspective, lifelong learning is seen as a means to safeguard
national or even transnational economic goals by ensuring individuals’ lifelong employability
in ever increasing working life, ever-faster changing working environments as well as
technological advances (Billett, 2018; Commission of the European Communities, 2000;
European Parliament 2008; Milana, 2012; OECD; 2021; The World Bank, 2003). As such,
learning does not stop, but continues throughout life (Bjursell, 2020), whereby adults can
individually develop themselves as a measure to address educational and knowledge deficits

(Schmidt-Hertha, 2018).

Lifelong learning, from a political standpoint and as proposed by the OECD (2004)
“covers all purposeful learning activity, from the cradle to the grave, that aims to improve
knowledge and competencies for all individuals who wish to participate in learning activities”
(p. 1). Originating in the Paul Lengrand report (1970), in which lifelong education was
introduced as a response to several global crises, that emphasised social responsibility and
viewed learning as a human right (English & Mayo, 2021; Milana, 2012). The concept has
shifted over the last decades not just in terms of its terminology from education to learning but
further in terms of focus and meaning (Billett, 2018; Bjursell, 2020; Elfert, 2015). This shift

implied a change of accountability of learning outcomes: from a position of seeing education
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as an institutional fact and a public good with governments in charge to provide structures and
educational institutions to counteract social inequalities, towards a capitalist position which
stresses education or rather learning as a consumer product, i.e., a private, individual matter
(Bjursell, 2020; Commission of the European Communities, 2000; English & Mayo, 2021;

OECD, 2007; Tuijnman & Bostrom, 2002; UNESCO, 2015; Vargas 2017).

When seen as a consumer product, major concerns arise, for example Vargas (2017)
argued that “the conceptualization of education as a service or a commodity that is subject to
transaction assumes that it yields individual benefits and represents an advantage for
individuals to position themselves better in the social realm than others who do not acquire
such a commodity, or who cannot afford it” (p. 8). This leads to social inequalities and decay
(English & Mayo, 2021): whilst some people have the (monetary) means to maintain and
acquire new skills needed for newly evolved jobs, others do not and are falling behind (OECD,

2021).

Additionally, requirements for specific roles and tasks are changing at a high speed. To
take one example, according to the OECD (2019), six out of ten adults are lacking information
and communications technology skills which would be needed for newly emerging jobs, 32
percent of all jobs globally will change drastically due to automation, and a strong shift from
jobs in the manufacturing market towards the service sector has taken place. Further still, the
share of highly skilled and low skilled jobs has increased over the last twenty years whereas the

share of middle-skilled jobs has decreased (OECD, 2019).

This need for lifelong learning to adapt to a changing work environment has further been
accentuated since the outbreak of the global COVID-19 pandemic. According to the OECD
(2021), roughly 114 million jobs disappeared globally at the end of 2020, compared to 2019. In
addition, the World Economic Forum (Zahidi, 2020) expects that the previous estimate of the
McKinsey Global Institute (Manyika et al., 2017) of the need to reskill 375 million people

globally, i.e., 14 percent of the global workforce, due to digital transformations and automation,
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dramatically accelerated to one billion people (roughly one third of all workers), mainly caused
by the global pandemic. New demands have been placed on organisations as well as their
employees, including different skill and competence sets to achieve organisational targets
(Billing et al., 2021; European Commission, 2020). Only a small group of individuals in higher
skilled jobs or the ones in information and communication technology roles are not said to fear
loss of employability — and the majority of individuals are asked to up- or reskill to close the
skill gaps compared to the pre-pandemic situation; thus, inequality and exclusion are entrenched
within employment statuses and incomes (Billing et al., 2021; James & Thériault, 2020; OECD,
2021; Strack et al., 2021). However, inequalities do not solely occur in work-related areas, but
also in relation to “access and participation to lifelong learning education, which in turn has
had consequences for well-being and mental health” (Watts, 2020, cited in James & Thériault,

2020, p. 129).

As many employees faced sudden unemployment, questions on learning and training
were put on hold. In addition, neither were all households equipped with the technological
resources needed nor did all adults have the digital skills to participate in online learning
formats (James & Thériault, 2020). Also, from the side of employers it was recorded that
organisationally provided learning opportunities came to a halt, with interruptions for almost
90 percent of global employees. And although trying to move learning towards digitally enabled
trainings and thereby bringing education further along the path of the economy (English &
Mayo, 2021), organisations faced challenges in delivering these due to infrastructure issues,
insufficient user knowledge or inability to transfer on-site learnings into remote courses
(International Labour Organization, 2021). Yet, most people as well as organisations have
become more open to online learning and have started partnering with external parties to

continue up- and reskilling (International Labour Organization, 2021; Strack et al., 2021).
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Within the group of working people, about 68 percent of all individuals are open to switch
job roles as a response to the disruptions in working and only four percent were unwilling to
reskill under any circumstances. Especially individuals at the beginning or halfway through
their career as well as those in roles that face the highest risk of being replaced due to
technological advancements showed a high willingness to pursue new career paths (Strack et
al., 2021). This said and recalling World Economic Forum’s (Zahidi, 2020) assumption of the
need to reskill about one third of all working adults, global lifelong learning, especially in a
work-based context, is needed at scale (Billett, 2014; CEDEFOP, 2011). More importantly
“lifelong education [and hence, lifelong learning] must be viewed again as a public rather than
a private good, beneficial to the economy and the wider society and funded by states rather

than individuals accordingly” (Waller et al., 2020, p. 245).

Hence, timely learner-centred work-based learning solutions are needed, which no longer
impart professional knowledge in its full depth, but support individuals in learning competences
on and during the job, promote learning processes in the broadest sense, and stimulate the ability
to learn (CEDEFOP, 2011; European Commission, 2020; James & Thériault, 2020). These
solutions must both be backed up by governments (e.g., by creating awareness of the
importance of work-based learning; providing policies and infrastructures and putting funding
schemes towards work-based learning in place) and by organisational leadership (e.g., by
encouraging all employees regardless of qualification to participate in learning opportunities;
making sure organisational innovation policies and training agendas are brought together to
ensure both social justice and organisational well-being) (Billing et al., 2021; CEDEFOP, 2011;
OECD, 2021). In an ever-changing environment, organisations with a high ability to learn and
investment into work-based learning to adapt to new situations are said to have the ultimate
competitive advantage as it is this learning which indicates an organisation’s resistance and

flexibility in uncertain times (Deakin Crick et al., 2013).
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To strengthen this argument, the following sub-chapters introduce the concepts of work-

based learning as well as the economics of education.

2.1.2.1 Work-based learning
Within the context of lifelong learning, workplaces represent quite a unique environment.
Firstly, due to the large amount of time adults spend there and secondly, due to how adults
learn, both in a structured manner and incidentally (European Commission, 2018; Poquet & de
Laat, 2021). Workplaces do not just enable individuals to enhance their work-related skills and
abilities but also their cross-cutting competences that make them more resistant to any changes
occurring in their life or careers (Beier, 2021; European Commission, 2018). This happens
mostly through work-based learning which continues to gain attention and importance since the

early 1990s (Tynjdld, 2008).

As with all other terms related to learning, no universal definition of the term work-based
learning exists (Ogunleye, 2013). Yet, it can be seen as “the interlinked practices of performing
job-related tasks, building capacity to perform those tasks (as in work and learning) and
measuring outcomes of those efforts in terms of both the individual’s capacity to perform and
the impact on the organisation that sponsored the learning programme” (Carliner et al., 2006,
cited in Ogunleye, 2013, p. 182). Work-based learning thus allows individuals to secure
employability through up- and reskilling and is an efficient way for employers to build a
competitive advantage, to remain productive, innovative and modern as well as to improve
employee morale, job satisfaction and reputation as the employer (Beier, 2021; Billing et al.,
2021; Deakin Crick et al., 2013; European Commission, 2018). Initial prompts for employers
to offer work-based learnings are derived out of work-related processes, updates in industry

standards, market demands and innovation intentions (Brandi & Iannone, 2017).
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Learning, as discussed in the previous part of this chapter, can occur formally, non-
formally or informally. Whilst some may argue that learning only takes place through official
educational programmes, most of the learning in individuals’ adult life stems from their
working experience and experiences at work, more precisely from informal learning situations
(Brandi & lannone, 2017; Milligan et al., 2014). Yet, not everything that enables adults to
sustain the skillset of their current work position or develop skills for an alternative one can be
learnt from work experiences — whilst informal learning mostly leads to implicit knowledge,
formal learning leads to explicit knowledge (Tynjdld, 2008). Thus, formal learning
opportunities are needed alongside informal ones — both even supplement each other — although
intended learning outcomes of such provisions might not be achieved as individual learning
depends on several factors including the individuals situation, their engagement during the
learning experience, and their professional and educational background (Billett, 2014; Tynjala,

2008).

Even though researchers argue that learning is a natural human lifelong process and in its
essence places learners’ needs and aspirations at the very core, tensions arise between
employers and employees. Especially when it comes to trying to find a consensus on what needs
to be learnt, how these learning interventions are designed and how learning outcomes are
assessed, assuming they exist at all (Beier, 2021; Billett, 2014; Tuijnman & Bostrém, 2002;
Vargas, 2017). Without addressing the appropriate content, learning interventions provided by
employers or external learning providers can at times be viewed as being a superfluous business
objective only (Vargas, 2017). Thereby, it is rather common that employees, i.e., the learners,
are not consulted regarding content creation and third parties get to decide on and regulate
learning frameworks without canvassing the learners’ opinions (Billett, 2014; Tuijnman &
Bostrom, 2002). However, Brandi and Iannone (2017) found out that a company’s “learning
needs are largely identified by individuals [and thus claimed that] (e)nterprises rely on their

employees to identify knowledge and skill gaps and also fulfil learning needs” (p. 4).
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As a result, is it arguable that most work-based learning interventions are designed
without considering learners’ actual needs. This then even discourages learning, especially
learning that should enable learners, to develop work-related skills and abilities which allow
transfer to current or other types of situations (Tynjéld, 2008). Further, work-based learning, as
many lifelong learning arrangements, is rather seen as a product the learner consumes and not
as a process in which the individual must pass all stages of learning as outlined in chapter 2.1.1
(English & Mayo, 2021). Thereby, training design and strategy do not exemplify the holistic
perspective of lifelong learning (Beier, 2021; Dunlosky et al., 2013; Pashler et al., 2007;

Tuijnman & Bostrom, 2002).

Nevertheless, employers are agreeing that investing into their employees’ learning and
skill building is most important to overcome the skill gaps and shortages caused by global
economic changes, compared to hiring, contracting, redeploying and releasing (Billing et al.,
2021). Work-based learning must be supported from top management, always bearing in mind
that it is the individual who learns (Agrawal et al., 2020; Billing et al., 2021; Commission of
the European Communities, 2000; OECD, 2001; Rees, 2010). Individual as well as institutional
needs must be balanced when it comes to work-based learning, to ensure companies’
investments into employee learning “pay off” (in terms of additional benefits these employees

generate for their employers).

2.1.2.2 Economics of education
As per the prevailing paradigm of the so-called economics of education, the human capital
theory (Becker, 1962), education and training are investments which improve individuals’
productivity by enhancing the quality of employees, i.e., the knowledge, skills, competencies
and attributes these individuals possess (Hanushek & WoBmann, 2020; OECD, 2007;

Schonherr & Tiberius, 2014). Investing into one’s employees’ education and health is
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considered as important as investing into a company’s physical assets, by which individuals are
being commodified through skill acquisition (Klees, 2016). As each organisation’s human
capital differs, it represents an uninterchangeable competitive advantage with the potential to

significantly improve the organisation’s performance (Acedo et al., 2006; Crook et al., 2011).

For employers, but also the wider economy, return of this investment results in economic
growth (European Commission, 2018; Rees, 2010; Tannenbaum, 1997) as an investment in
employee skills via learning interventions, amongst other things according to Hanushek and

WoéBmann (2010), can

1. “increase the human capital inherent in the labor force, which increases labor
productivity and thus transitional growth toward a higher equilibrium level of
output [...],

2. increase the innovative capacity of the economy, and the new knowledge on new
technologies, products, and processes promotes growth (as in theories of
endogenous growth), [...]

3. facilitate the diffusion and transmission of knowledge needed to understand and
process new information and to successfully implement new technologies devised

by others, which again promotes economic growth [...]” (p. 245).

From the employees’ point of view, a positive correlation between the level of education
and individual monetary income is affirmed, arguing that higher productivity resulting from
better education and higher knowledge levels justify higher incomes (Kugler et al., 2017;
Vargas, 2017). As such, private investment into education and hence accumulation of human

capital is expected to eventually yield higher incomes and to offset all incurred costs (Carneiro

etal., 2010).

Based on these assumptions one could believe that the more time people spend in (formal)

education, the better their individual incomes as well as the economy. Even though strong
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evidence exists that the more educated people are, the higher their wages (Blanden & Machin,
2010), cross-country comparisons on the wage returns to education differ (Hanushek &
WoBmann, 2010), thus education can only be seen as one factor influencing economic growth
(Marquez-Ramos & Mourelle, 2019). Further, not all (formal) learning is good learning, and
despite the fact that “the majority of the macroeconomic literature on economic returns to
education employs measures of the quantity of schooling” (Hanushek & Wo6Bmann, 2010, p.
245) it is also about the quality of educational interventions, i.e., the measured cognitive skill

outcomes of these (Tannenbaum, 1997).

Inevitably, work-based educational interventions can only be an influencing factor to
enhance competitive advantage when they enable individuals to transfer the skills and
knowledge gained during the intervention of their job. However, it is assumed that about half
of these skills and knowledge is already forgotten one day after the intervention unless
reinforced during work (Blanchard, 2013). Thus, employers as well as training designers must
ensure that transfer of what was learnt during the formal work-based learning intervention
actively takes place in order to enlarge economic advantages from education (Blume et al.,
2010; Kirkpatrick, 1967). For this Zahidi and associates (2020), state that 66 percent of
businesses assume that proper up- and reskilling programmes would lead to a return of

investment within one year.

2.1.2.3 Work-based learning in Germany
In their analysis, Brandi and Iannone (2017) concluded that whilst some countries have firmly
established the concept of lifelong learning, others have not. The majority of businesses in
countries such as Germany, Ireland, Slovenia and the United Kingdom are granting their
employees time off for further education measures and personal development (Brandi &

Iannone, 2017). Given that and to verify the above-mentioned assumption and theories, a review
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of the real-life effects of these is explained in the following, taking work-based learning

activities in Germany between 2016 to 2019 as an example.

Overall, it was recorded that in 2019, 87.9 percent of German companies offered work-
based learning and training to continuously educate their employees, with the topic of
digitalisation as a main driver and digitalised businesses as main investors (Seyda & Placke,
2020). In doing so, businesses spent an average of EUR 1,293 per employee — split into direct
costs of EUR 629, including expenses for external and internal trainers and lecturers, participant
fees, catering and travel costs, costs for media and teaching materials as well as room and
equipment costs; and indirect costs of EUR 608, including the paid working time used for the
learning interventions (Seyda & Placke, 2020). This is equivalent to an overall economic
investment volume of EUR 41.3 billion and increased by 23 percent compared to 2016 (Seyda
& Placke, 2020) and further accounted for 9.4 percent of the German gross domestic product
(Statistisches Bundesamt, 2021). 89.2 percent of these learning and training interventions took
part during working hours and were split across four formats: seminars and courses, information
events, in/non-formal learning during work, and self-directed learning. Already before the

COVID-19 pandemic, the last two formats grew the most, as shown in Figure 7.
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Figure 7 — Development of delivery formats of in-company continuing education in Germany,
adapted from Seyda & Placke, 2020, p. 107

Even though digitalisation of the German learning and training market was accelerated
during the pandemic with an increase from 35 percent pre-COVID to 54 percent post-COVID
(Kirchherr et al., 2020), the largest share of work-based learning hours is still accounted for
classical interventions such as seminars and courses (Seyda & Placke, 2020), which are rather
designed to focus on learning to know and not learning to do (Rubenson, 2019). While about
84 percent of organisations state that work-based learning offerings are part of their board
agenda, only half of these have a clear picture on which skills of employees are required in the
future, and no proper learning strategies are in place (Kirchherr et al., 2020). Further, didactic
formats are not adapted to the necessary qualifications and existing structures, no differentiation
is made between online, offline and hybrid learning formats, and limited focus is placed on
actual learning outcomes, i.e., knowledge retention. On top of that, neither learning contents
nor learning successes are recorded and the increase in competence of employees is hardly
assessed (Kirchherr et al., 2020). As a result, no systematic data evaluation of the learning

outcomes, i.e., the return on learning — in form of knowledge retention and eventual application
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of the learnt material — of the employees can take place. Thus, employers cannot track if
employees actually perform differently in their roles or if they could apply what was learnt in
new roles (Blume et al., 2010; Kirchherr et al., 2020). Hence economics of work-based learning,

while universally acknowledged, is so far not measured nor actively addressed.

2.1.3 Summary
The pressure for individuals to learn has increased considerably due to the escalating speed and
amount of change taking place with regards to technical and organisational innovation cycles
and society (Zuber, 2014). Every single individual can play an important role in this process by
engaging in lifelong learning and thereby achieving both individual but also broader economic
and social targets, such as employability (Billett, 2014). Most learning takes place in informal
and non-formal settings (Milligan et al., 2014; Rubenson, 2019) even though not everything
related to new forms of work and new roles due to up- or reskilling situations can be learnt
through these settings (Billett, 2014). Thus, investments into formal work-based learning

arrangements must be made (Tynjéld, 2008).

Work-based trainings are seen as important and inevitable for both individuals and
organisations. Individuals’ returns on learning are employability and higher wages while
organisations’ returns on learning are, among others, higher productivity and innovation
(European Commission, 2018; Hanushek & WdBmann, 2010; Kugler et al., 2017; Rees, 2010;
Tynjdla, 2008). For the case of Germany, it can be said that even though the investments made
by organisations to enhance their human capital has increased by nearly a quarter from 2016
until 2019, little clarity existed on how learning interventions should be properly designed and

assessed to maximise return on learning for both employees and employers.

Return on learning is seen as maximised permanent transfer of the learnt. Hence long-

term knowledge retention needs to be aimed at enabling employees to grow personally as well
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as organisations to keep businesses competitive (Billett, 2018; Billing et al., 2021; Blume et al.,
2010; Kirkpatrick, 1967; Vargas, 2017). To help organisations enhance their return on learning
especially with the increase of digital learning offerings, it needs to be understood how learning
can be designed more efficiently, with the research at hand putting focus on how knowledge

retention of work-based learning can be enhanced.

2.2 Spaced learning — A strategy to enhance knowledge retention
To dive deeper into one very promising strategy for enhancing knowledge retention, the next
chapters will review the existing state of research on spaced learning regarding their relevance
for the outlined research question and objectives. The first chapter provides a basic
understanding of the spaced learning effect (chapter 2.2.1), which is postulated to be an
effective means to enhance long-term knowledge retention by temporarily distributing learning
sessions over time. The second chapter critically summarises the findings and study setups of
previous spaced learning research (chapter 2.2.2). Chapter 2.2.3 then investigates two of the
most important moderating influences that affect the spaced learning effect, namely the
comparison of two different spacing schedules (expanding and equal) and the interaction
between inter-session and retention intervals. To explain these moderating influences as well
as underpinning that the spaced learning effect exists, previous research proposes several
different theoretical accounts (descriptive and computational), mainly deriving from
neuroscientific research. These theories will be discussed in chapter 2.2.4. An expansion on
spaced learning is the retrieval practice, which uses delayed tests to increase long-term
knowledge retention (chapter 2.2.5). However, the spaced learning effect is detrimentally
affected by the gap between learner’s perceived and actual knowledge, which often leads to
ruling out effective learning strategies such as spaced learning. In chapter 2.2.6, major research

findings in the field of learners’ metacognition are briefly reviewed.



30

2.2.1 Spaced learning effect
The spaced learning effect is among the most studied, most reliable and meaningful phenomena
in the field of human memory and is at times referred to as distributed practice (Carpenter et
al., 2012; Cepeda et al., 2006; Delaney et al., 2010; Dempster, 1989; Gerbier & Toppino, 2015;
Vlach et al., 2019). The spaced learning effect refers to a powerful long-term memory
advantage which occurs through the deliberate insertion of time intervals between repeated
learning sessions compared to immediate repetition. Research has confirmed this finding for
more than 100 years, especially in the field of language learning and verbatim recall. By
engaging in the instructional method of spaced practice, overall learning is slowed, but retention
is enhanced (for reviews see Cepeda et al., 2006; Delaney et al., 2010; Latimier et al., 2021;

Walsh et al., 2018Db).

Already in 1885, Ebbinghaus (1885/1962) conducted seminal experimental work on
memorising a nonsense 12-syllable series using two learning schedules with himself as the
subject. After 68 immediate consecutive repetitions on one day and another seven repetitions
the day after, Ebbinghaus was able to recite the syllable series errorless. Yet, Ebbinghaus
achieved the same result by distributing 38 repetitions over three days (Dempster, 1989). He
concluded that learning and recalling depend on how often someone was exposed to the material
(Schunk, 2012). Although several proposed reasons as to why spaced learning outcomes are
superior to massed learning outcomes exist (Balota et al., 2011) and researchers from various
disciplines, including cognitive psychology, applied psychology, neurosciences and pedagogy,
continue evaluating the variables leading to the spaced learning effect, findings on it are of great

importance to gain theoretical insight on human memory (Mulligan & Peterson, 2014).

All in all, research argues that stimuli which are relearnt and reviewed multiple times
distributed across time are better remembered in the long-term than those that are massed, i.e.,

repeatedly studied without interruptions, which in turn is also of enormous relevance for
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educational practice (Bjork, 1979; Carpenter et al., 2012; Dempster, 1989; Dunlosky et al.,
2013; Gerbier & Toppino, 2015; Greene, 2008; Kang, 2016; Kornell & Bjork, 2008; Sobel et

al., 2011).

2.2.2 Previous research
Since Ebbinghaus’ work, more than 1000 published researches have confirmed his findings
accentuating the robustness of the instructional method “spaced learning” (Bird, 2010; Cepeda
et al., 2008; Delaney et al., 2010; Dempster, 1989; Melton, 1970; Vlach et al., 2019).

Summarising, the three main findings of spaced learning research are (Walsh et al., 2018b):

1. Initial acquisition is slowed
2. Retention is enhanced
3. Increasing the number of (temporally distributed) repetition sessions enhances

retention to a point after which retention decreases again

The basic design of a spaced learning study is shown in Figure 8: Two succeeding
learning sessions containing the same to-be-learnt information are separated through a
manipulated time gap, the so-called inter-session interval (ISI). The time between the multiple
learning sessions can be described as either item-based, i.e., how many items are intervening,
or time-based, 1.e., how much time passes between the learning sessions (Latimier et al., 2021).
The second learning session is followed by another manipulated time gap, the retention interval
(RI), which is followed by a test capturing learners’ memory performance (Carpenter et al.,

2012; Cepeda et al., 2006; Vlach et al., 2019).
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Figure 8 — Examples of basic and complex spaced learning research design, adapted from
Wiseheart et al., 2019, p. 551, 555

A substantial part of the findings on spaced learning were derived from relatively brief
laboratory studies, which allow for strict control of study-relevant variables (Balota et al., 2011;
Bird, 2010; Carpenter et al., 2012; Cepeda et al., 2006). Being highly replicable across
populations, domains, learning tasks and species, the spaced learning effect can be found across
all human age groups from infancy and school children (e.g., Carpenter et al., 2009; Rea &
Modigliani, 1987; Toppino, 1991; Toppino & DiGeorge, 1984; Vlach et al., 2008) to adulthood
and older adulthood (e.g., Benjamin & Craik, 2001; Cepeda et al., 2006; Kornell et al., 2010;
Seabrook et al., 2005; Yan et al., 2016), as well as for individuals with memory impairments
(e.g., Balota et al., 2006; Fritz et al., 2007; Kalenberg, 2017; Wilson & Evans, 1996). The
majority of studies within this human memory research focused on verbal or trivia factual
learning material, such as word lists (Carpenter et al., 2012; Kapler et al., 2015) and associating
names and faces (Landauer & Bjork, 1978). These studies asked participants to only retrieve
these simple verbal facts from memory. Yet, fact learning alone does not equip any learner to
fully apply the learnt material in a real-life setting as this would also require explaining,
evaluating, analysing or even transferring the knowledge to new situations (Bloom, 1956; Foot-

Seymour et al., 2019).
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Studies exploring the effect of spaced learning on conceptually more complex higher-

level skill learning such as mathematical and science concept learning (e.g., Kang & Pashler,
2012; Kornell & Bjork, 2008; Rohrer, 2009; Rohrer & Taylor, 2006/2007; Vlach et al., 2008),
inductive category learning and making complex judgments (Kang & Pashler, 2012; Kornell &
Bjork, 2008) are limited. Results are mixed as some studies showed that the spaced learning
effect significantly dropped as the complexity of a task to-be-learnt increased (e.g., Bird, 2010;
Donovan & Radosewich, 1999) whereas others have shown that the spaced learning effect can
clearly be extended to at least moderately complex tasks as well as to higher-level thinking
(Foot-Seymour et al., 2019; Kapler et al., 2015; Rohrer & Taylor, 2006). It was further proven
that spacing enhances learning of perceptual and coordinated motor tasks (Baddeley &
Longman, 1978; Carpenter et al., 2012; Cepeda et al., 2006; Dempster 1996). Also
demonstrated for other species such as drosophila (e.g., Tully et al., 1994) and bees (e.g., Deisig
et al., 2007), the view that the spaced learning effect resembles a “fundamental principle of the

memory system, shaped by evolution” (Gerbier & Toppino, 2015, p. 50) was reinforced.

Over the last decade, research on the spaced learning effect in educational settings
evolved (Wiseheart et al.,, 2019). Already in 1988, Dempster called for a wide-spread
application of spaced learning in educational settings and classroom practice. Yet even in 2012,
Carpenter and team were not able to confirm a systematic implementation of the spaced learning
strategy in education programmes, although considerable positive enhancements of long-term
knowledge retention in real-life educational settings were found (Carpenter et al., 2012; Kapler
et al., 2015; Karpicke et al., 2016; Larsen, 2018; Mettler et al., 2016; Seabrook et al., 2005;
Sobel et al., 2011). It was hypothesised that either research on spaced learning did not define a
“clear set of recommendations for how it can be used in everyday instruction” (Carpenter et al.,
2012, p. 375) or that the learning effects of translating the benefits of spaced learning from
laboratories into complex educational settings might be too weak as students are not only

required to retrieve information from memory but “must manipulate and apply the remembered
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information to answer more complex, higher-level questions” (Kapler et al., 2015, p. 38). The
latter could be disproved from studies using real curricula (Wiseheart et al., 2019), thus, it
appears as if the spacing effect remains “a case study in the failure to apply the results of

psychological research” (Dempster, 1988, p. 627).

Based on a meta-analysis involving more than 400 spaced learning studies in the domain
of verbal learning, Cepeda and team (2006, in Wiseheart et al., 2019) found that about 75
percent showed the positive spacing effect with a large effect size (d = 0.85). Another 15 percent
of studies showed an advantage for the massing condition and 10 percent did not reveal any
difference of massing versus spacing conditions. Keeping in mind the vast amount of existing
literature on spaced learning, it is not surprising that they do not all report the same strong

effects and some even showed mixed or no effects (Wiseheart et al., 2019).

An encompassing insight into existing spaced learning experimental research to date is
shown in the following Table 3. In this, a distinction has been made on the following criteria:
whether the research was laboratory-based, whether it was management related, timing of inter-
session and retention intervals, sample size, and effect size. Not all studies led to the same
results, partially due to different confounds in different experimental designs, which are also
pointed out in the overview table. However, it is important to note that to the best of our
knowledge, only one study applying spaced learning in a real-life, managerial relevant setting
has been identified. Yet this study did not consider the ISI-RI relationship (more on this in the

following chapter 2.2.3).



Table 3 — Literature table on spaced learning, adapted from Wiseheart et al., 2019, pp. 558
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Research in the field of spaced learning and the spaced learning effect continues to assess
several moderating influences (Mulligan & Peterson, 2014), mainly the schedule and timing of

repetitions, which will be discussed subsequently.

2.2.3 Moderating influences of the spaced learning effect
To practically achieve the best long-term knowledge retention, past and ongoing spaced
learning research is concerned with two important questions: first, are there any specific spacing
schedules to follow and second, what, if any, relationship exists between RI and ISI (e.g.,
Carpenter et al., 2012; Cepeda et al., 2008; Karpicke & Bauernschmidt, 2011; Lindsey et al.,
2009). Pimsleur (1967) was one of the first to sketch out the impact spaced learning
interventions have on a learner’s “probability of correct response” of any word to-be-learnt:
just after having learnt a single foreign-language word, probability of correct response is almost
100 percent, but as time decays and other information intervenes, the probability of recalling
the word correctly declines rapidly and could eventually be fully forgotten not too far after it
was initially learnt. Supposing that the word is repeated during the learning session, forgetting
is stopped for a moment and, through the repetition of the word, slowed going forward. As
spacing interventions continue, the memory trace of the word is strengthened, and forgetting is
slowed even further. Pimsleur (1967) postulated that the time between spacing interventions
should become longer after every revision as he claimed that once a word was repeated and its

memory trace was boosted, the learner will remember the word for longer and longer.

Thus, he was the first one to state that any spacing schedule is expanding exponentially.
However, since then, much more research arose on first, how frequently spaced learning
sessions shall occur, i.e., which schedule they shall follow, and second, in which sequence these

should be organised, i.e., what determines an optimal gap between learning sessions. In the
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following part of this chapter, the research at hand aims to address these questions, starting with

comparing the most studied spacing schedules.

2.2.3.1 Comparing two spacing schedules — the expanded condition versus the equal
condition
Previous experimental research on the spaced learning effect included at least two succeeding
learning sessions, temporarily distributed over time. When the research design included more
than two learning sessions, the ISI is varied whereas the RI is a fixed lag following the last

learning session (Lindsey et al., 2009).

Karpicke and Bauernschmidt (2011) shaped the terms absolute and relative spacing.
Absolute spacing refers to the total number of learning sessions taking place between all tests,
whereas relative spacing links to how the learning sessions are relatively distributed to one
another (just as the ISI). In line with previous findings (e.g., Karpicke & Roediger, 2010), both
researchers argued that the absolute spacing variable has more importance on long-term
knowledge retention enhancement compared to how learning sessions and tests are temporarily
distributed. However, further research has shown that it is also the ‘how’ which influences
successful knowledge retrieval and retention (Cepeda et al., 2008). Following this, the ISI can
be designed following either an equal, expanding or contracting schedule (Cepeda et al., 2006;

Karpicke & Bauernschmidt, 2011; Landauer & Bjork, 1978; see Figure 9).
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Figure 9 — Spaced learning research design with three different learning schedules, adapted
from Wiseheart et al., 2019, p. 555

In an expanded spaced learning schedule, repetitive learning sessions are temporarily
distributed at increasing intervals, whereas in an equal spaced learning schedule, repetitive
learning sessions are consistently distributed over time (Logan & Balota, 2008). In contrast to
the contracting spaced learning schedule, in which repetitive learning sessions are temporarily
distributed at decreasing intervals, equal and expanding learning schedules have been frequent
subjects of many spaced learning experiments (Latimier et al., 2021). Due to this and the finding
that the equal and expanding spaced learning schedules appear to be more advantageous for
longer RIs such as months or years and contracting schedules are rather beneficial for short RIs,
(Cepeda et al., 2008; Kiipper-Tetzel et al., 2014; Mozer et al., 2009; Wiseheart et al., 2019) this

review focuses on the equal and expanding spacing schedules only.

In 1978, Landauer and Bjork were the first to experimentally compare the expanded and
equal spacing schedule. Within two experiments, they were able to show the significant impact
both equal and expanding spaced learning sessions had over massed learning and further noted
a substantial but small effect of 7 percent of the expanded schedule over the equal one (Balota

et al., 2006). Shaughnessy and Zechmeister (1992) followed in comparing both schedules and
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found an effect of 6 percent. At the time, it was hypothesised that “expanding retrieval works
because it introduces desirable difficulties during learning that improve later retention” (Bjork,
1994/1999, in Karpicke & Roediger, 2007a, p. 705; see also Carpenter & DeLosh, 2005;
Landauer & Bjork, 1978) as the increasingly longer ISIs in the expanding condition heighten
difficulty of actual retrieval compared to the equally long ISI during the equal spacing
condition. As long as retrieval success occurs during the expanding condition, memory is

fostered (Balota et al., 20006).

Ever since, experiments with short RIs yielded mixed results with almost half of the
experiments revealing an advantage of the expanding condition over the equal condition and
the other half revealing no or the opposite advantage (e.g., Balota et al., 2006; Carpenter et al.,
2012; Cull et al., 1996; Karpicke & Bauernschmidt, 2011; Karpicke & Roediger, 2007a, 2010;
Logan & Balota, 2008; Spitzer, 1939; Toppino et al., 2018). Contrarily, experiments with long-
term RIs showed strong effects of the equal spacing condition over the expanding spacing
condition (Cull, 2000; Karpicke & Roediger, 2007a; Logan & Balota, 2008). These notions
raised the assumption that it is the RI, i.e., when the learner would like to recall something,
which determines the specific spacing schedule to use (Latimier et al., 2021). When comparing
fictious learning curves of both conditions over the same time, one can then assume that even
though there are differences of retrieval success in the learning acquisition phase, the learning
curve of the expanding condition drops faster with expanding sessions and tests. Contrarily, the
learning curve of the equal condition rises slower but steadily and thus, both curves are
potentially at the same height at the final retrieval test (Carpenter & DeLosh, 2005; Logan &
Balota, 2008). Yet, it could also be that the longer the RI becomes, the better retrieval gets in

the equal spacing condition.

Overall, it is argued that the expanding spacing condition leads to initial improved
performance during the learning phase which is said to be due to an easier retrieval process in

the first place: having a first repetition relatively short after the initial learning evening
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resembles a massed learning session as the memory trace might still be active and the learner
can easily recall the information. This benefit however is short-lived, decreases over time and
might actually be completely lost in substantially delayed retrieval situations (Balota et al.,
2011; Karpicke & Roediger, 2007a; Logan & Balota, 2008). This is because any expanding
learning schedule has always one learning event less than an equally spaced schedule. Thus,
overall variability of retrieval cues is lower than the equal condition and probability of retrieval
temporarily distributed long-term is decreased (Balota et al., 2011). This finding is quite
different to the assumption of Landauer and Bjork (1978), who argued that the expanded

spacing schedule would be optimal for long-term memory retention.

Proponents of the equal spacing condition also argued that the desirable difficulty created
within this schedule makes it more successful in long-term memory retention than the
expanding schedule: delaying the first repetitive learning session involves greater effort in
retrieving the information to-be-learnt from memory. This leads to more errors when tested,
which is said to produce a great advantage for long-term memory, particularly when the learner
receives feedback on errors thereby enhancing the learning experience (Karpicke & Roediger,
2007b; Roediger & Karpicke, 2006a). The learning acquisition phase during an equal spacing
condition might be slower, contains more errors and therefore, harms accessibility of the to-be-
learnt material. It, on the other hand, does allow for more encoding and sampling, as more
neurologic processing is taking place and thus increases likelihood of later successful recall and
better long-term memory is yielded (Balota et al., 2006; Cull et al., 1996; Logan & Balota,

2008).

There are two variables that can be attributed to the differences in the study results: First,
some researchers did not compare the expanded with the equal spacing condition but rather
confirmed superiority of spaced learning over massed learning (e.g., Rea & Modigliani, 1985;

Spitzer, 1939). Second, most learning experiments in the field of spaced learning did not
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provide corrective feedback when errors occurred as research was instead concerned with the
direct effects of spaced learning than with mediated ones (Karpicke & Bauernschmidt, 2011).
However, providing feedback seems to have a remarkable impact on knowledge retention

(Balota et al., 2006; Cepeda et al., 2006; Pashler et al., 2007).

Feedback on errors helps the learner see the gaps in their knowledge, overcome the
metacognitive discrepancy of real and perceived knowledge as well as counteract forgetting
(Black & William, 1998; Butler et al., 2007, 2008; Hattie & Timperley, 2007). Therefore, it
does not matter if feedback is immediate or delayed (Corral et al., 2021; Pashler et al., 2007).
Past research questioned whether one form of feedback is superior to the other and several
different opinions were posited and contradictory results presented (e.g., Clariana et al., 2000;
Corral et al., 2019; Kulik & Kulik, 1988; Mullet et al., 2014; Skinner, 1968). Butler and team
(2013) however argued that elaborative (but at the same time not too dense) feedback which
seeks explanations as to why a response is correct or incorrect helps the learner “move from
superficial factual knowledge to a more complex understanding of the concept” (p. 291) in the
learning process. In addition, and also supporting the research at hand, it was argued that when
providing explanatory feedback temporarily distributed after a test has taken place, the delayed
feedback can be considered spaced: the learner has two differing opportunities to engage with
the learning content compared to immediate feedback for which no deep retrieval from memory
needs to take place (Corral et al., 2021). Thus, learning might take place at a much higher pace
when feedback is spaced out in time, relative to the immediate feedback and therefore might be

ideal for long-term knowledge retention.

In accordance with the above, providing corrective feedback in any spacing condition
showed a direct improvement during the acquisition phase as well as during retrieval for the
final test (Balota et al., 2006; Cepeda et al., 2006; Cull et al., 1996). Yet, in a study by Cull
(2000) which was replicated by Karpicke and Roediger (2007a) comparing the expanding

spacing condition with the equal spacing condition, providing feedback within both, the
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researchers found a slightly higher advantage of the equal spacing condition over the expanding
spacing condition during an immediate retrieval test and an even higher advantage during a

retrieval test several days after the last learning session.

To summarise, when reviewing all research comparing the expanding spacing schedule
to the equal spacing schedule, one can argue that there is no prevalent evidence that one
schedule is per se superior to the other, but rather that the justification for one schedule over
the others still depends on different aspects, “such as the difficulty of the to-be-learned material,
the type of review (rereading or retrieval practice), and the specific time frame” (Storm, Bjork

& Storm, 2010, in Kang, 2016, p. 14).

2.2.3.2 The inter-session interval and retention interval interaction
Driven by the fact that most students forget a lot of what has been taught in class and the finding
that re-exposing them again to the already-forgotten material improves acquisition and
accessibility and in turn prevents forgetting (Carpenter et al., 2009, 2012), a lot of complex
research conducted in controlled experiments took place to find out the optimal inter-session
interval (ISI) (the passing of time between two learning sessions) and retention interval (RI)
(the time between the last learning session and final test) as guidance for universal classroom
application (Bird, 2010; Mozer et al., 2009; Weinstein et al., 2018). Assuming that spaced
learning has a positive impact on lifelong learning, it would be logical to say that longer ISI and

RI enhance learning even better than shorter ones (Carpenter et al., 2012).

Yet, most spaced learning research had been conducted with brief single-ISI designs and
short Rls ranging from seconds to minutes only (Cepeda et al., 2006, 2008, 2009). Also, in most
of these experiments, memory was assessed via single recall tests, which “only provide (...)

information about whether the accessibility of an item in memory is above or below the

threshold for successful retrieval” (Nelson, 1985 in Walsh et al., 2018b, pp. 1326). In their
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meta-analysis on more than 400 spaced learning studies in verbal recall, Cepeda and team
(2006) noted that only thirteen studies examined Rls as long as a day or even longer than a
week, with most containing methodological flaws. Nevertheless, these studies showed a much
better recall performance than those with a shorter ISI (Cepeda et al., 2006). Over short time
scales very little is forgotten and hence, relevance of these experiments for educational practice
aiming at long-term learning and application of the to-be-learnt material seems limited (Walsh

et al., 2018b).

One of the first studies to examine more educationally relevant RIs was the one by
Bahrick and team (1993) who examined learning acquisition and retention of Spanish
vocabulary over a time period of nine years. Four subjects had to learn and re-learn 300 words
until they knew them by heart, which were assigned to different spacing conditions (either 13
or 26 learning sessions took place at either 14 days, 28 days, or 56 days ISIs). Findings of this
longitudinal study revealed that even though learning acquisition was slowed at highest IST (56
days), significant higher retention was achieved. Cepeda and team (2008) claimed that this
study “appear(s) to suggest that over these long intervals, spacing effects may be monotonic,
rather than showing an inverted-U shape, as found in shorter-term studies” (p. 1096). On closer
observation, Bahrick and team (1993) as many other researchers (e.g., Lapkin et al., 1998;
Lightbown & Spada, 1994) did not control the ratio of ISI and RI (Bird, 2010). Additionally,
having learners learn to a set performance criterion, i.e., having as many repetition in one
learning sessions as needed to achieve perfect retrieval as done by the above mentioned study
by Bahrick and team (1993) but also previously Bahrick and Phelphs (1987) and later Mozer
and team (2009), no conclusions can be drawn with regards to the ‘real’ spaced learning effect

for which the design of learning sessions should be fixed (Bird, 2010; Cepeda et al., 2008).

Notwithstanding the number of studies which proved long ISIs and Rls as robustly
beneficial, several others exist which contradict this finding (Donovan & Radosevich, 1999;

Robinson, 1921; Toppino & Gracen, 1985; Verkoeijen et al., 2008). Carpenter and team (2012)
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postulated that “one potential danger of waiting too long before reviewing information is that
students may forget much of what they have learned previously, and this forgetting may offset
any benefits that would have occurred due to spacing” (p. 373). Overall conclusion of previous
research was that there is not a single schedule to follow to enhance memory retention, one

rather must know until when it is expected to recall the information to-be-learnt.

Both intervals interact with each other with a power-law relationship as the length of the
ISI depends heavily on the length of the RI: the longer the R, i.e., the longer a learner would
like to remember something, the longer the ISI between learning sessions (Balota et al., 2011;
Cepeda et al., 2008; Glenberg, 1976; Rohrer & Pashler, 2007). This is also referred to as the
“temporal ridgeline of optimal retention” (Cepeda et al., 2008, p. 1095). Consequently, one
cannot determine an ISI if the RI is not clear. Hence, if a learner would like to remember
information for years, ISIs of months seem highly applicable, whereas if the learner would like
to remember information for weeks only, days would seem more appropriate (Balota et al.,
2011; Cepeda et al., 2008, 2009; Dunlosky et al., 2013; Gerbier & Toppino, 2015; Kang, 2016;

Pashler et al., 2007; Smolen et al., 2016).

As previous research has shown, the positive effect of long ISIs is not monotonically
compared to the RI, i.e., merely lengthening the time between learning sessions does not
automatically lead to long-term memory success (Bird, 2010). On the contrary, the spaced
learning effect is a nonmonotonic one or as Cepeda and team (2009) framed it: ““/...] optimal
[inter-session interval] increases as a function of [retention interval]. Second, the ratio of
optimal [inter-session interval] to [retention interval] appears to decrease as a function of [the
retention interval]” (p. 243). This relationship plotted in a graph shows the so-called spacing
function which always follows a similar curve (Figure 10): after the first learning session, high
recall accuracy is achieved. Recall accuracy increases at first with ever-increasing ISIs but falls

again gradually once a certain ISI is exceeded. On the other hand, having one massed learning
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session only would only lead to a rapid decrease of recall accuracy. Plotting this recall decay in

a function would resemble the forgetting function (Mozer et al., 2009).
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Figure 10— Spacing function, adapted from Mozer et al., 2009, p. 1322

In a universally acknowledged paper, Cepeda and team (2008) examined memory recall
performance of 1350 participants taking part in spaced learning over a duration of up to one
year. Four different RIs with different ISI conditions were tested and it was found that the

interpolated ISIs for the respective RIs were the following (Figure 11):

e RI: 7 days —ISI: 1 day (43 percent of RI)
e RI: 35 days — ISI: 11 days (23 percent of RI)
e RI: 70 days — ISI: 21 days (17 percent of RI)

e RI: 350 days — ISI: 27 days (8 percent of RI)
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Figure 11 — Optimum gap for restudy, based on Cepeda et al., 2008

From their work, Cepeda et al. (2006, 2008, 2009) concluded that the optimal ISI must
be approximately 15 percent of the RI. In line, Rohrer and Pashler (2007) suggested a ratio of
10 percent to 30 percent of ISI to RI and similarly, Pashler and team (2007) estimated the ratio
to be 10 percent to 20 percent. All these findings account for the large as well as nonmonotonic
spacing effects, showing that for every single RI, performance grew with increasing ISI and fell
with ever-increasing ISI (Cepeda et al., 2008). Additionally, both laboratory and real-world
experiment findings show that “final memory performance is an inverted-U-shaped function of
the degree of spacing between the study episodes [...]. This inverted-U-shaped function has
been observed when spacing is varied in the range of seconds and minutes [ ...] although it may
be seen more readily when study episodes and memory tasks are distributed over longer, more
educationally relevant intervals of several days or more” (Gerbier & Toppino, 2015, p. 53).

Gerbier and Toppino (2015) further concluded that one can never space too much, it is rather
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the opposite: if too little spacing occurs, it can have detrimental effects for long-term memory

formation.

2.2.3.3 Summary
No one ideal spacing schedule has been recommended in previous research. Contracting
schedules seem to be beneficial for short RIs, hence for circumstances in which knowledge is
only required for short intervals, whereas expanding and equal schedules are better to follow
for longer RIs, i.e., when long-term knowledge retention is the aim (Cepeda, et al., 2008;
Kiipper-Tetzel et al., 2014; Mozer et al., 2009; Wiseheart et al., 2019). Again, no clear statement
of preference for either expanding or equal schedule can be made. One rather must consider
several different aspects such as the difficulty of the material to be learnt, how retrieval shall
take place, and the given time frames (Storm et al., 2010 in Kang, 2016). Yet, when including
explanatory feedback on errors, some studies have shown a slightly higher advantage of the

equal spacing condition over the expanding one (Cull, 2000; Karpicke & Roediger, 2007a).

With regards to feedback in general, any type of feedback (e.g., immediate or delayed)
on errors during a test is always beneficial for subsequent knowledge retention (Balota et al.,
2006; Cepeda et al., 2006; Corral et al., 2021; Cull et al., 1996, Pashler et al., 2007). It should
nevertheless be mentioned that delayed feedback might even be more beneficial compared to
immediate feedback as it resembles an additional learning session which asks the learner to
retrieve information from memory and hence memory traces are strengthened (Corral et al.,

2021).

Based on the findings mentioned above, this research is going to experimentally assess
different equal spaced learning schedules compared to a massed learning schedule. When
setting up the experiments, it was ensured that the nonmonotonic relationship of ISI and RI, as

postulated by Cepeda and team (2008) was considered (see chapter 4.1 for details).



53

2.2.4 Theoretical accounts
Several theoretical neuroscientific accounts have been proposed to explain the spaced learning
effect as well as all above-mentioned related findings (Balota et al., 2011; Walsh et al, 2018b).
These theories evolved mainly from vocabulary research and can be classified as either
descriptive (i.e., trying to capture the underlying conceptual cognitive frameworks) or
computational (i.e., trying to make quantitative predictions about the spaced learning effect)

(Walsh et al., 2018b). Both sets will be explained next.

2.2.4.1 Descriptive theories of the spaced learning effect
Descriptive theories include the encoding variability theory (Glenberg, 1979; Melton, 1970),
study-phase retrieval theory (Greene, 1989; Thios & D’Agostino, 1976), retrieval difficulty
theory (Bjork & Bjork, 1992), deficiency processing (Hintzman, 1974) and its variants
consolidation theory (Wickelgren, 1972), and inattention theory (Hintzman, 1974). The
theories themselves can one by one be “distinguished [...] with respect to the underlying
memory processes they put forward to explain the [spaced learning effect]” (Kiipper-Tetzel &
Erdfelder, 2012, p. 38). Research (e.g., Delaney et al., 2012; Dunlosky et al., 2013, Toppino &
Gerbier, 2014) postulated that due to the effect size and extent of the spaced learning effect, it
might be the case that the theories are not mutually exclusive and various accounts are to be

considered.

From their meta-analysis, Cepeda and team (2006) concluded that encoding variability
theory, study-phase retrieval theory, and consolidation theory should be used to explain the
spaced learning effect as these are the only theories which reflect the “finding that optimal ISI

increases as retention interval increases” (Cepeda et al., 2006, p. 370). Based on these findings,
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this research solely immerses into these three theories and disregards all other proposed. Table

4 shows their critical review.

Table 4 — Overview of descriptive theories of the spaced learning effect, author’s own

compilation



Encoding variability theory

Definition
and basic
assumptions

Impact on
spaced
learning

Handling of
1Sl and Rl
interaction

Critical
review and
applicability

“The amplitude of the fluctuation of the lfearning context between
two retrieval episodes” (Latimier et al., 2021, p. 978).

All information stored in memory is associated to the context it was
learned in, so-called retrieval cues (Glenberg, 1979).

Many contextual fluctuations occurdue to multiple learning
sessions (Smolen et al., 2016). Contrary to massed learning, which
is encoded as one context only (Balota et al., 2011; Kang, 2016).

Greater variability of stored contextual elements and greater
overlap of the same contextual information encoded during the
initial learning session and the repetitions, leads to stronger
memory traces and higher probability of later successful retrieval
(e.g., Bird, 2010; Bjork & Allen, 1970; Cepeda et al_, 2006; Foot-
Seymour et al_, 2019; Glenberg, 1979; Wiseheart et al_, 2019).

This theory “[nicely handles] the intriguing spacing by retention
interval interaction” (Balota et al., 2011, p. 101), revealing that the
ideal 15l increases as the Rl increases, however with the ratio
decreasing with higher RI.

An inverted U-shaped memory function occurs, confirming the
nonmonotonic effects of 1S1s (Cepeda et al., 2006; Kiipper-Tetzel &
Erdfelder, 2012; Smith & Scarf, 2017).

“Lacks specificity (e.g., how can fluctuations in context and
cue/frace overlap be measured?) and does not account for the full
range of distributed practice effects reported in the literature”
(Wiseheartet al., 2018, p. 554).

The theory cannot stand for itself but a hybrid account combining
mechanisms of this, and study-phase retrieval theory is more
applicable (e.g., Benjamin & Tullis, 2010; Delaney et al., 2010;
Mozer et al., 2009).

55
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Table 4 continued — Overview of descriptive theories of the spaced learning effect

Study-phase retrieval theory

Definition
and basic
assumptions

Impact on
spaced
learning

Handling of
IS] and RI
interaction

Critical
review and
applicability

“Greater difficulty retrieving an earlier learning instance of an item
leads to greater strengthening of the memory trace for this item
during a subsequent learning event” (Wiseheart et al_, 2019, p.
553), which is viewed as retrieval cue of the initial learning event
(Cepeda et al_, 2006; Kupper-Tetzel & Erdfelder, 2012).

The more time elapses between initial and succeeding learning
events, the more effortful the retrieval of an item becomes (e.g.,
Bjork & Bjork, 1992; Braun & Rubin, 1998; Delaney et al_, 2010;
Hintzman & Block, 1973; Latimier et al., 2021; Thios & D’Agostino,
1976). Contrary to massed learning, where no memaory reactivation
happens.

Spacing learning sessions allow the learner to forget the item to-be-
learned. As a result, the difficulty of re-accessing the item increases,
memory traces are strengthened and less forgetting occurs (Braun
& Rubin, 1998; Delaney et al_, 2010; Latimier et al., 2021; Smolen

et al , 2016; Vlach et al_, 2019; Wiseheart et al_, 2019).

ISls between spaced study sessions should not become
excessively large as the item to-be-learned from the initial learning
session might be forgotten before the succeeding repetition, thus
the initial memory trace cannot be reactivated, and the long-term
memory formation mechanism is unavoidably hurt (Kupper-Tetzel
& Erdfelder, 2012; Smolen et al_, 2016; Wiseheart et al_, 2019).
This implies the nonmonotonic, inverted U-shape spacing function:
if the IS] becomes too long, the benefits of study-phase retrieval
are offset and forgetting occurs (Gerbier & Toppino, 2015).

The theory does not make it clear whether it assumes that the best
151 increases monotonically with the Rl (Cepeda et al_, 2006). It
also lacks explanations of the underlying factors affecting the
retrieval process and thus, might not be sufficient as a reason for
the spaced learning effectto occur (Wiseheart et al., 2019).

Similar to above, the theory also cannot stand for itself, however a
hybrid theory combining mechanisms of this and encoding
variability theory is more applicable (e.g., Benjamin & Tullis, 2010;
Delaney et al_, 2010; Mozer et al., 2009).
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Table 4 continued — Overview of descriptive theories of the spaced learning effect

Consolidation theory

= The conceptual model for consolidation proposed by Landauer,
(1969) and extended by Wickelgren (1972) is based on two
assumptions:

= First, if a second learning session is happening too close in
fime to the initial learning session this will not noticeably
strengthen the consolidation of the memory trace from the
first learning session.

= Second, the likelihood that a second learning session yields
a successful retrieval of the memory trace of the initial
learning session decreases with time.

Definition
and basic
assumptions

=  Temporarily distributing learning sessions allows memory traces to
get more durable and long-term memory is eventually created.

Ism::'g:i o Contrary to massed learning, where processing is substantially
IeF;rnin poorer as no retrieval takes place, hence no durable memory is
g formed (e.g., Bird, 2010; Delaney et al., 2012; Gerbier & Toppino,
2015; Hintzman & Block, 1973; Smolen et al., 2016).
Handiie o = It confirms the nonmonotonic interaction of 1S1and Rl as well as
g the inverted U-shaped spacing function: when the 151 becomes too
ISl and RI s -
interaction long and initial memory traces cannot be retrieved, all benefits of
spaced learning are offset (Cepeda et al., 2006).
CrrFlcaI = |t does not specify whether the 151 increases monotonically with
review and
et the Rl (Cepeda et al_, 2006).
applicability

2.2.4.2 Computational theories of the spaced learning effect
Next to the theoretical accounts, several computational models to describe and explain the
spaced learning effect have been proposed (Benjamin & Tullis, 2010; Lindsey et al., 2009;
Mozer et al., 2009; Pavlik & Anderson, 2005; Raaijmakers, 2003; Walsh et al., 2018b). All
computational theories “are instantiated as a set of mathematical equations, implemented in
running computational software. These models make testable predictions, which render them
falsifiable” (Walsh et al., 2018b, p. 1329). Mozer and team (2009) argued that these

mathematical models are relatively complex as “the brain contains multiple, interacting
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memory systems whose decay and interference characteristics depend on the specific content
being stored and its relationship to other content. Consequently, these computational theories
are fairly flexible and can provide reasonable post-hoc fits to spacing effect data” (p. 1322).
Yet, these models are of great usage to optimise spaced study schedules to maximise knowledge
retention for situations in which the exact timing of when knowledge needs to be recalled is
unknown. This is especially the case in real-life learning environments in which only a rough
idea exists until when items should be available for recall (Lindsey et al., 2009). Among the

most elaborated ones in use (Mozer et al., 2009; Walsh et al., 2018b) are:

e ACT-R (adaptive control of thought-rational) declarative memory equations (Pavlik
& Anderson, 2005)

e PPE (Predictive Performance Equation; Jastrzembski & Gluck, 2009; Walsh et al.,
2018a), which extends the general performance equation (Anderson & Schunn,
2000)

e SAM (Search of Associative Memory) model for spacing and repetition effects

(Raaijmakers, 2003)

Both ACT-R and PPE postulate that spaced learning reduces retrieval losses, however,
both computational models are based on different assumptions. Walsh and team (2018b)
explained these differences as follows: “/ACT-R] maintains separate decay rates and elapsed
times for each instance of an item, and activation is summed across all instances at retrieval.
Subsequent repetitions do not interact with stored instances, and their contribution to activation
is additive. In contrast, PPE computes the average decay rate and elapsed time for all instances.
The latter quantity, elapsed time, is weighted toward more recent experiences. The positive
effects of practice and the negative effects of decay are multiplied to predict performance. By
reducing the average decay rate or elapsed time, repetitions can have a super-additive effect
on activation.” (p. 1131). Being conceptually different to ACT-R equations and PPE, the SAM

model revealed that spaced learning effects are not only dependent on the storage of multiple
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contextual elements within the same memory trace, but on correct retrieval or recognition
during the repetitive learning sessions (Greene, 1989; Maddox, 2016; Raaijmakers, 2003). Yet,

it postulates the same assumptions on relearning as ACT-R does (Walsh et al., 2018b).

Even though SAM, ACT-R, and PPE make use of different descriptive accounts as
underlying principles (SAM — encoding variability and study-phase retrieval theory; ACT-R —
study-phase retrieval and consolidation theory; PPE — study phase retrieval theory) (Cepeda et

al., 2006; Walsh et al., 2018a/b), they all verify that:

1. Massed studying accelerates acquisition
2. Spaced studying increases retention
3. Knowledge retention develops nonmonotonically with the increase of the ISI

(Walsh et al., 2018b)

2.2.4.3 Summary
Enhanced knowledge retrieval and retention can arise from any of the above-mentioned
theoretical accounts, all of which “have been derived primarily from studies involving memory
for direct repetitions of the same stimuli” (Corral et al., 2021, p. 796). Further, it could be shown
that none of them can account exclusively for the broad range of spaced learning findings
(Dunlosky et al., 2013; Kiipper-Tetzel & Erdfelder, 2012; Wiseheart et al., 2019). Rather, they
support and back-up one another, either as hybrid models or as sequenced brain processes.
Nevertheless, all of the theoretical descriptive accounts presented in this review have been
replicated through computational models, which were all able to underpin the findings of the
spaced learning literature (Cepeda et al., 2008; Kiipper-Tetzel & Erdfelder, 2012; Walsh et al.,

2018b; Wiseheart et al., 2019).

Overall, one could derive the following remarks: once information is studied, a short-

term memory trace is built in the long-term memory store. Assuming the item is reviewed again
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immediately (e.g., time frame of seconds or not at all), these repetitions will not lead to new
encoding in memory. If the short-term memory trace of the item to be learnt has left short-term
memory and was also well recalled from the long-term memory store, new contextual elements
are stored and encoded along this specific memory trace. Either of these additional elements
can be accounted as a retrieval cue. Further, the successful re-encoding of the memory trace in
the long-term memory store represents the study-phase retrieval theory (Kiipper-Tetzel &
Erdfelder, 2012). All in all, “one can, therefore, conceive of the total [learning] process as a
cycle of acquisition, loss, and reacquisition of information, with diminishing amounts of
information lost during the intervals between exposures until the information becomes part of

permanent knowledge retrievable without further re- learning” (Bahrick, 1979, pp. 297).

2.2.5 Retrieval practice
The so-called retrieval practice supplements the positive learning effects of spaced learning
with the festing effect, which has been shown across a range of test formats, test materials, as
well as learners’ age groups, outcome measures, and time intervals (Cogliano et al., 2019;
Dunlosky et al., 2013; Morehead et al., 2015; Roediger & Karpicke, 2006a/b). Testing itself is
as of yet said to not only assess a learner’s knowledge to be able to judge whether a particular
instructional activity, such as spaced learning, yielded in envisioned learning outcomes
(Wiliam, 2011), but to also enhance it in multiple ways such as (Dunlosky et al., 2013;

Dunlosky & Rawson, 2015; Kang, 2016; Kapler et al., 2015; Roediger & Karpicke, 2006a):

e Improving the memory traces of the information tested
e Allowing transfer of the learnt information to new circumstances
e Slowing forgetting and boosting subsequent learning

e Enabling the learner to engage in much deeper encoding processes



61

Irrelevant of schedule (e.g., equal or expanding), spaced schedules of retrieval have
yielded much better knowledge retention after intervals lasting months and years (e.g., Bahrick
et al., 1993; Cepeda et al., 2009). In contrast, immediate tests only benefited massed learning
practice as information are recalled from working memory only (Roediger & Karpicke, 2006a,
b). Further, and in accordance with major findings of the spaced learning research, retrieval
practice research yielded an inverted U-shaped function which shows that retrieval declines as
a function of spacing, i.e., with time passing by the likelihood of correct recall declines (Gerbier
& Toppino, 2015). Also, all before-mentioned theoretical accounts underlying the spaced
learning effect have been proven correct for the testing effect (Balota et al., 2007; Gerbier &

Toppino, 2015; Modigliani 1976).

Any form of retrieval practice, such as testing, is said to diminish the information
forgotten as learners engage in much deeper and more comprehensive encoding processes
which lead to far more retrieval cues for the information to be learnt and is applicable well
beyond verbal learning (Pashler et al., 2007; Rodriguez et al., 2021; Roediger & Karpicke,
2006a). Therefore, it is interestingly not of relevance whether a learner receives feedback on
test performance (Butler et al., 2008; Karpicke & Roediger, 2007a). Coupled with the fact that
tests are still seen as a means of assessment and are neither favoured by teachers nor by learners,
wide-spread application of retrieval practice is missing (Dunlosky et al., 2013; Roediger &

Karpicke, 2006b).

2.2.6 Metacognition
Research on students’ declarative metacognitive knowledge, i.e., the “explicit factual
knowledge about the variables that affect memory performance” (Vlach et al., 2019, p. 117)
revealed that learners inaccurately rated massed learning higher than spaced learning as well as

retrieval practice, although the same learners had higher retrieval performances in any spacing
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condition (Bjork, 1999; Dunlosky et al., 2013; Morehead et al., 2015; Simon & Bjork, 2001;

Vlach et al., 2019; Zechmeister & Shaughnessy, 1980). Learners need to be confident and must
believe that a chosen learning strategy leads to success and errors in rating one’s confidence
through so-called judgments of learning (JOLs) (e.g., rating one’s confidence of having
correctly answered a test question on a scale from 0 to 100 percent) can have a heavy impact
on metacognitive knowledge (Cogliano et al., 2019; Dunlosky & Metcalfe, 2009; Roediger &

Karpicke, 2006a).

Erroneous assessment of one’s encoding fluency (how easy the learning process was
experienced) and retrieval fluency (how fast or easy any learnt information can be retrieved
from memory) can lead to falsified assessments of one’s own knowledge due to believing one
has learnt something better than one actually has (overconfidence) or believing one has not
learnt as much as one in fact has (under-confidence) (Finn & Tauber, 2015; Moore & Healy,
2008). When asked, many students reported that fast learning, i.e., quick encoding fluency, is
equal to good learning, yet performed much worse on final tests than those students who
reported the opposite. These learners can be classified as being overconfident caused by
overestimating their learning (Moore & Healy, 2008). With regards to retrieval fluency, learners
might become overconfident in their knowledge. They may assume they know something if it
seems familiar to something they have once learnt and thus stop studying. When tested,
however, it becomes apparent that they do not know as much as they thought they knew (Ariel
& Karpicke, 2018; Cogliano et al., 2019; Kornell & Bjork, 2007, Zechmeister & Shaughnessy,
1980). Furthermore, overconfidence in learning can arise when believing that one has learnt or
performed better than somebody else, i.e., overestimating their own abilities compared to those
of others (Moore & Healy, 2008) or take too lightly how fast something that has been learnt

can be forgotten (Putnam et al., 2016).

Falsified assessments of one’s own knowledge can lead to ineffective study strategy

selection such as massed instead of spaced studying and re-reading instead of self-testing or
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retrieval practicing (Ariel & Karpicke, 2018; Dunlosky & Rawson, 2015; Karpicke & Roediger,
2007a/b; Karpicke et al., 2009; Kornell & Bjork, 2007; Tullis et al., 2013). Surprisingly, a
survey by Morehead, Rhodes and DeLozier (2015) revealed that students are technically aware
that spaced practice is more beneficial to long-term knowledge retention than massed practice,
yet students engage in massed studying. A proposed reason for this was that encoding during
massed studying and re-reading appears more fluent and less difficult and thus, learners’
confidence in their learning progress is higher (Bjork, 1999; Kornell & Bjork, 2008; Simon &

Bjork, 2001; Son, 2010).

Theoretically, this perception is true as massed studying as well as re-reading “gives the
illusion that memory storage is strong and will last for a long time” (Wiseheart et al., 2019,
p. 554). Driven by this illusion, students inaccurately evaluate their JOL’s (Tullis et al., 2013).
However, research has shown en masse: learning acquisition processes which are experienced
as more effortful (such as spaced learning and retrieval practice) and create desirable
difficulties, promote significant better long-term memory retention, which is less prone to
forgetting (Bjork, 1999). Yet again, learners’ confidence in what was learnt is very low (Finn

& Tauber, 2015; Tullis et al., 2013).

Overall, “learners are not always cognizant of what learning conditions are best, and
they can even develop misconceptions as to what processes do and do not benefit their own
learning” (Vlach et al., 2019, p. 116). To overcome this lack of consciousness, learners as well
as learning instructors should be educated and explain the effectiveness of a chosen learning
strategy which in turn enhances confidence in learning strategies that have been dismissed due
to believed ineffectiveness (Ariel & Karpicke, 2018). It has been shown that through the
application of retrieval practice, learner’s metacognitive knowledge on how they actually did
on the test was enhanced and thus, the accuracy of their JOLs increased and was even stronger

when feedback was given (Butler et al., 2007; Cogliano et al., 2019; Dunlosky & Rawson,
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2015). By better understanding the benefits spaced learning or retrieval practice has for long-
term knowledge creation, learners automatically engage in more thorough encoding and
processing strategies during the learning experience and a learner is better equipped to
distinguish between items they know and those they do not know. In the end, this will lead to

profound long-term memory (DeWinstanley & Bjork, 2004 in Tullis et al., 2013).

2.3. Instructional design — Bridging theory and practice

2.3.1 Instructional design and e-learning
The preceding part of this chapter outlined the current state of research and great importance of
thoughtfully designed work-based learning interventions to foster cognitive activities for long-
term application and transfer of the learnt material. For this, spaced learning has proven to be

one of the most efficient instructional methods.

Taking again Schunk’s (2012) definition of learning and the three elements it contains
(see chapter 2.1.1), instructional design processes and models can be used to create formal
learning experiences which lead to change in the learner’s behaviour (Clark & Mayer, 2016).
Instructional design “refers to the systematic and reflective process of translating principles of
learning and instruction into plans for instructional materials, activities, information
resources, and evaluation” (Smith & Ragan, 2005, p. 4). Yet, the literature review has also
shown that a specific understanding of instructional design is lacking. Several approaches to
instructional design exist as well as various processes and models to apply it — all aimed at
helping people learn (e.g., Beck et al., 2001; Dabbagh & Bannan-Ritland, 2004; Diamond,
1989; Gagné et al., 2005; Gustafson & Branch, 1997, 2002; Merrill, 2002; Newby et al., 1996;
Twelker et al., 1972; van Merriénboer, 1997). These instructional design models and
approaches are most often based on common learning theories which provide clues as to how,

why and what kind of learning is to be expected (Clark & Mayer, 2016; Ertmer & Newby, 2013;
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Khalil & Elkhider, 2016; Taras, 2005). Behaviourism, cognitivism and constructivism are the
relevant learning theories to date, among which the cognitive learning theories are the most

influential ones (Ertmer & Newby, 2013; Khalil & Elkhider, 2016; Smith & Ragan, 2005).

Another finding from the literature review was that driven by digitisation efforts and the
recent COVID-19 pandemic, digital work-based learning interventions are gaining traction and
importance for work-based learning (for a review see chapter 2.1.2). Hence, to evaluate the
research at hand, all experiments undertaken focused on digital learning, herein called
e-learnings. E-learning is defined as “a combination of content and instructional methods
delivered by media elements such as words and graphics on a digital device intended to build
job-transferable knowledge and skills linked to individual learning goals or organizational
performance” (Clark & Mayer, 2016, p. 457). E-learning interventions have become a very
common means of delivering learning content in academia and the business environment as it
allows learners to flexibly learn whenever and wherever they want and need. Additionally,
‘unlimited’ options for providing learning content are available (Halawi et al., 2009; Yam &

Rossini, 2013).

All in all, this research seeks to understand if the instructional method of spaced learning
results in better retrieval of newly acquired knowledge from long-term memory within an
e-learning environment. As any formal learning intervention is said to only be beneficial when
it is congruent with human cognitive architecture and the principles of instructional design
derived from research-based practice (Caspersen & Bennedsen, 2007; Shavelson & Towne,
2002; Sweller, 2016; Sweller et al., 2019), the experimental e-learnings of this research were
designed following the principles of cognitivism, more precisely cognitive load theory (Mayer,

2019; Mayer & Moreno, 2002; Richards & Taylor, 2015).

Thus, the following chapter will summarise the present state of knowledge on human

cognitive architecture (chapter 2.3.1.1) which provides the foundation for cognitive learning
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theories. It is followed by an overview of the distinction between biologically primary and
biologically secondary knowledge (chapter 2.3.1.2) which altered the understanding of the
influence of human cognitive processes on instructional design. Cognitive load theory and its
implications on multimedia instruction will be introduced (chapter 2.3.1.3) as the basis for the
design of the e-learning experiments carried out for this research. Chapter 2.3.1.4 then

summarises the findings on instructional design and e-learning.

2.3.1.1 Human cognitive architecture
The human cognitive architecture, which underlies all human learning, is based on the
following mechanisms: a limited working memory, an unlimited long-term memory as well as
the relationship between the two (Caspersen & Bennedsen, 2007; Paas & Sweller, 2012;
Sweller et al., 1998, 2019; Sweller & Paas, 2017). Working memory is said to resemble an
individual’s consciousness, i.¢., attentional focus, as only the information available in working
memory can be actively perceived (Shipstead et al., 2014; Sweller et al., 1998). Information
entering working memory is processed in one of the working memory’s slave systems: the
phonological loop — which stores and manages verbal information; the visuospatial sketchpad
— which stores and manages visual information; or the episodic buffer or attention control —
which helps organise incoming information in chronological order (Baddeley 1986, 2000;
Kirschner et al., 2011; Sorden, 2005). These systems are independent from one another and
cannot compensate for a limited capacity in the other systems (Briinken et al., 2003). This is of
particular importance and should always be considered when designing learning interventions,
especially those teaching novel, unfamiliar information (Sweller et al., 2019). The limitations
of working memory, also referred to as “the defining aspects of human cognitive architecture”
(Sweller et al., 1998, p. 262), amount to three to five elements of novel information that can be
handled at once (Baddeley, 1986; Miller, 1956) for a storage duration of maximum 20 seconds

if not recalled (Peterson & Peterson, 1959). Anything exceeding this capacity overloads the
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working memory which in turn is not able to process the overload (Caspersen & Bennedsen,
2007). Limitations of working memory do not apply to information that has already been learnt

and that is stored and recalled from long-term memory (Paas et al., 2010).

Long-term memory is capable of unconsciously storing and organising an unlimited,
unimaginable number of facets of information, varying in complexity and size (Caspersen &
Bennedsen, 2007; Paas & Sweller, 2012; Sweller et al., 1998; Tricot & Sweller, 2014). Therefore,
it is regarded to be the centrepiece of human cognition (Paas et al., 2010). Information is stored
in long-term memory in the form of hierarchically structured mental knowledge constructs called
schemas, which allow to deal with current problems using past problem-solving experiences
(Paas et al., 2010; Sweller et al., 1990, 1998; see also Schema Theory by Chi et al., 1982). These
schemas “are used to store and organize knowledge by incorporating or chunking multiple
elements of information into a single element with a specific function” (Paas & Sweller, 2012, p.
28), i.e., working memory is able to process several elements of information as if these were one

element (Caspersen & Bennedsen, 2007; Paas & Sweller, 2012).

While learning, working memory processes and encodes incoming information elements,
alongside extracting and manipulating this information before creating or modifying it as a
schema in long-term memory (Caspersen & Bennedsen, 2007; Sweller et al., 1998). This process
is called schema construction (Sweller et al., 1998). Once a lower level schema is created in long-
term memory, it can be reactivated from working memory and modified to build higher level
schemas, which combine different interacting elements of lower level schemas, into a single
higher level schema (Caspersen & Bennedsen, 2007; Paas et al., 2004; Sweller et al., 1998).
Through extensive practice, schema automation occurs. Repeated practice leads to the
development of increasingly complex schemas. As a result, working memory starts to
unconsciously process a problem, a procedure or a task and thus, more capacity is available for

other new tasks and activities which require conscious processing (Sweller et al., 1998).
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Consequently, working memory capacity is freed as it no longer considers individual,
lower level schemas but instead complex, higher level ones and in turn, more sophisticated
processing takes place (Sweller et al., 1998). A basic model of human cognitive architecture is

shown in Figure 12.

Long-term memory: recoding/chunking
Schemas {unconcious)
encoding ' ‘ decoding
Working memory: decision
Integration (concious)
Senses Muscles

t 3

Environment

Figure 12 — The human cognitive architecture, adapted from Caspersen & Bennedsen, 2007,
p. 113

It is argued that the level of domain knowledge held in an individual’s long-term memory
determines their performance (Paas et al., 2010). It was found that skilled learners, i.e., experts
have a seemingly unlimited working memory capacity compared to novices when dealing with
familiar information already stored in long-term memory (Chi et al., 1982; de Groot, 1965;
Sweller & Paas, 2017). Schema construction and automation make experts in a specific domain
feel as if what they have learnt is clear and easy, yet, they are forgetting about the complexity
and difficulty of acquiring these schemas (Tricot & Sweller, 2014). Also, they tend to forget that
what seems easy to retrieve for one individual due to schema automation is difficult for another

individual with less expertise (Sweller et al., 1998).

Instructional design should therefore support both schema construction and schema

automation to make maximum use of working memory limitations (Paas et al., 2004). Cognitive
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load theory is a commonly acknowledged instructional theory that has detected a number of
strategies to facilitate cognitive learning, bearing in mind limited working memory capacity (Paas
& Ayres, 2014; Paas & Sweller, 2012; Sweller, 1988, 2010; Sweller et al., 1998, 2011; van
Merriénboer & Sweller, 2005). The theory as well as its recommended evidence-based
implications for multimedia e-leaning interventions will be explained after a brief excursion into
Geary’s (2002, 2008, 2011) distinction of biologically primary versus biologically secondary
knowledge, as it has severe implications on considering human cognitive architecture when it

comes to instructional design (Tricot & Sweller, 2014).

2.3.1.2 Excursion: Biologically primary versus biologically secondary knowledge
In his work on evolutionary educational psychology, Geary (e.g., 2002, 2008, 2011) divided
knowledge into two categories, namely a) biologically primary knowledge and b) biologically
secondary knowledge. Biologically primary knowledge resembles all skills and knowledge
gained over numerous decades and generations (Geary & Berch, 2016). It is acquired
effortlessly, intuitively, without leveraging working memory capacity and most importantly,
acquisition happens outside of educational settings (Sweller, 2011, 2016; Sweller et al., 2019;
Sweller & Paas, 2017; Tricot & Sweller, 2014). Examples of biologically primary knowledge
are learning to listen and to speak our native language, face recognition, basic social relations,
problem solving of unfamiliar problems, transfer of existing knowledge to new circumstances
— all of which represent generic-cognitive skills concerned mostly with learning, thinking, and
problem solving (Sweller, 2011, 2016; Sweller et al., 2019; Tricot & Sweller, 2014). Without

these, human survival is said to not be possible (Sweller, 2016).

Biologically secondary knowledge on the other hand “is knowledge that has become
culturally important and needs to be acquired in order to function appropriately in a society”

(Sweller, 2011, p. 40). Examples are reading, writing, mathematics, and even more
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comprehensive, all knowledge taught with explicit instruction in educational contexts such as
schools, universities, workplaces, etc. (Paas & Sweller, 2012; Sweller, 2011, 2016; Tricot &
Sweller, 2014). These taught skills are said to be domain-specific rather than generic-cognitive
and their acquisition requires a lot of external motivation, consciousness, and is further
associated with difficulty and effort (Paas & Sweller, 2012; Sweller, 2016). This also implies
that in contrast to a generic-cognitive skill’knowledge, which “is a mental process that can be
applied to a wide variety of unrelated areas [...], a domain-specific skill is a procedure that

only can be applied to a specific range of areas” (Sweller, 2016, p. 361).

Working memory capacity limitations as outlined in the preceding chapter do not apply
for biologically primary knowledge but only to novel biologically secondary knowledge since
humans have not evolved to learn how to process the latter automatically (Paas & Sweller,
2012; Sweller, 2016). It follows that, if biologically primary knowledge does not require
significant working memory capacity and teaching it is rather unsuccessful, instructional design
and procedures taking into account working memory capacity and duration limits can only be
applied for explicit tuition of biologically secondary knowledge (Sweller, 2016). Despite this,
“acquisition of biologically secondary knowledge is heavily dependent on the prior acquisition
of primary knowledge” (Tricot & Sweller, 2014, p. 266). Learning how to apply specific
generic-cognitive skills and biologically primary knowledge in certain domains facilitates the
acquisition of these domain-specific skills and biologically secondary knowledge (Sweller et
al., 2019; Youssef-Shalala et al., 2014). Consequently, skilled performance as per Paas and
Sweller (2012) is also dependent on how well an individual has learnt to make use of their
generic-cognitive skills and thus, is able to relieve working memory capacities (Sweller & Paas,
2017). Thus, while biologically primary knowledge and cognitive generic skills are
unteachable, they can support acquisition of domain-specific skills and biologically secondary

knowledge (Paas & Sweller, 2012). Herein, instructional interventions shall always consist of
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“a combination of primary and secondary skills with the secondary skill being the only part

that is learned” (Sweller et al., 2019, p. 272).

Cognitive load theory (Chandler & Sweller, 1991; Sweller, 1988) builds onto this
distinction of the two above-mentioned knowledge categories, using biologically primary
means to learn biologically secondary knowledge (Tricot & Sweller, 2014). The underlying
information processing system consists of five biologically primary principles mirroring
information processing aspects relying on Darwin’s (see Sweller & Sweller, 2006) evolutionary
theory (Sweller et al., 2011; Sweller, 2016; Tricot & Sweller, 2014). These are the information
store, the borrowing and reorganizing, the randomness as genesis, the narrow limits of change

and the environmental organizing and linking principle (Sweller, 2016).

Based on these insights on human cognitive architecture as well as Geary’s distinction of
biologically primary and secondary knowledge, it was concluded that instructional design’s
purpose is to ease the acquisition of novel domain-specific skills and biologically secondary
knowledge whilst managing working memory limitations (Sweller, 2016; Tricot & Sweller,
2014). Several instructional effects, i.e., cognitive load effects, were derived and recommended

for instructional usage (Sweller et al., 2019). These will be introduced in the next chapter.

2.3.1.3 Cognitive load theory and multimedia instruction in e-learning
In 1988, the first all-encompassing description of the cognitive load theory was presented
(Sweller, 1988; Sweller et al., 2019). Since then, cognitive load theory has become one of the
most acknowledged theories on learning, educational psychology, and instructional design for
learning complex cognitive tasks (Ayres & Paas, 2012; Paas et al., 2004). In essence, cognitive
load theory is concerned with eradicating working memory limitations when learning complex,
novel, and biologically secondary knowledge which would easily overwhelm learners so as to

enhance the extent of knowledge held in long-term memory (Paas et al., 2010; Sweller, 2011,
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2016). As mentioned in the previous part of this chapter, cognitive load is all load on “working
memory during problem solving, thinking, and reasoning (including perception, memory,
language, etc.)” (Caspersen & Bennedsen, 2007, p. 113). Cognitive load can “be caused by the
intrinsic nature of the task or by the manner in which the information within the task is

presented to them” (Kirschner et al., 2011).

The first type of load is called intrinsic cognitive load and depends on two things: first,
the so-called element interactivity and second, the expertise level of the learner (Schnotz &
Kiirschner, 2007). In that sense, intrinsic load cannot be changed or manipulated unless the
learner’s expertise level changes (Caspersen & Bennedsen, 2007; Sweller, 2011). The level of
element interactivity is central to the cognitive load theory. Element interactivity refers to “the
amount of interacting elements that have to be processed simultaneously” (van Merriénboer &
Sluijsmans, 2009, p. 56). Element interactivity is low when elements can be learnt in isolation
such as the vocabulary of a new language (Sweller et al., 1998). Each word can be learnt non-
interactively in isolation, successively, and does not impose a high load on working memory
(Paas et al., 2010). Element interactivity is high when several elements must be processed
simultaneously in working memory, such as when learning grammar, and an excessive load is

put on working memory (Sweller, 2011; Sweller et al., 1998).

The concept of element interactivity is also applicable to the second type of cognitive
load, namely extraneous cognitive load. Extraneous cognitive load is a result of inappropriate
presentation of the learning material which does not support but rather hinders learning
(Caspersen & Bennedsen, 2007; Sorden, 2005). Extraneous cognitive load increases element
interactivity and blocks schema construction and automation (Paas et al., 2004; Sweller et al.,

2019).

In contrast, germane cognitive load, the third type of cognitive load, encourages learning
processes by supporting schema construction and schema automation as well as reducing

element interactivity (Caspersen & Bennedsen, 2007; Paas et al., 2004). It is assumed that
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germane cognitive load is linked to intrinsic cognitive load as it reallocates working memory
capacity “from extraneous activities to activities directly relevant to learning by dealing with
information intrinsic to the learning task” (Sweller et al., 2019, p. 264). Thus, the more germane
cognitive load focuses on extraneous cognitive load, the less learning occurs as less working

memory resources can be allocated to intrinsic cognitive load and vice versa.

All three types of cognitive load add up but just as with working memory’s three slave
systems, available working memory capacity of a learner should never be exceeded (Kirschner
etal., 2011; Sorden, 2005). This relationship presented as a function could resemble (Caspersen

& Bennedsen, 2007):

Cognitive load = Extraneous load + Germane load + Intrinsic load

Yet, this function varies for different learners on various knowledge levels (Briinken et
al., 2003). Generally speaking, one can argue that individual performance decreases at both
ends of the continuum: either extreme underload or extreme overload (Issa et al., 2011; Paas et

al., 2004; Figure 13).

Learning
outcome

-
-

Cognitive load

Figure 13 — Learning outcome as a function of cognitive load, adapted from Caspersen &
Bennedsen, 2007, p. 113

When starting to learn something new, learners should not be overwhelmed through high
element interactivity, otherwise successful performance will be impossible due to working
memory capacity constraints (Ayres & Paas, 2012; Schnotz & Kiirschner, 2007). However, as
expertise develops, element interactivity can be increased as learners have cognitive schemas

which allow them to manage higher intrinsic load, in other words, expertise mirrors
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understanding (Sweller et al., 1998; van Merriénboer & Sluijsmans, 2009). Nevertheless,
misalignment of external learning task requirements and internal capabilities of the learners,
i.e., their level of expertise, can lead to little or no learning even for experts: if a learning task
is too easy for an individual and performance is highly automated, little if any working memory
capacity is needed (Schnotz & Kiirschner, 2007). Even though performance might be

successful, learning does not occur.

It follows that “the goal of the design of instruction is to optimize cognitive load for a
particular learner” (Briinken et al., 2003, p. 54). In doing so, it is essential to know the
characteristics of the learners, i.e., understanding their maximum level of intrinsic cognitive
load, and based on that design learning in a way that extraneous cognitive load (e.g., inadequate
instructional methods, environmental distractions) is minimised and germane cognitive load
(e.g., adequate instructional methods) is maximised, all aiming at easing the learners mental
effort whilst engaged in the learning process (Andersen & Makransky, 2020; Briinken et al.,
2003; Sweller, 2011; Sweller et al., 2019). This is especially important as what might be
germane cognitive load for a novice could easily be extraneous cognitive load for an expert
(Paas et al., 2004). Several cognitive load effects have been proposed to tie in with this (Sweller
et al., 2019). Most of these effects are due to a decrease in element interactivity and thus a
decrease in extraneous load, only few alter intrinsic cognitive load (Sweller et al., 2019). Table

5 summarises all of these and gives explanations and examples.

Table 5 — Overview of cognitive load effects, adapted from Sweller et al., 2019, pp. 266



Timeline of major cognitive load effects before and after 1998

Effect First naming of the effect Description
Goal-free Sweller and Levine (1982) in Replace conventional tasks with goal-free
effect Journal of Experimental tasks that provide learners with a non-

Psychology: Learning, Memory  specific goal.
and Cognition, 8, 463-474.

Worked Sweller and Cooper (1985) in Replace conventional tasks with worked
example Cognition and Instruction, 2, examples that provide learners with a
effect 59-89. solution they must carefully study
Completion van Merrienboer and Krammer Replace conventional tasks with completion
problem (1987) in Instructional Science, tasks that provide learners with a partial
effect 16, 251-285. solution they must complete.
Split-attention  Tarmizi and Sweller (19838) in Replace multiple sources of information,
effect Journal of Educational distributed either in space (spatial split
Psychology, 80, 424-436. attention) or time (temporal split attention),

with one integrated source of information.

Redundancy Chandler and Sweller (1991) in  Replace multiple sources of information
effect Cognition and Instruction, 8, that are self-contained (i.e., they can be
293-332. understood on their own) with one
source of information.

Compound Sweller (1994) in Learning and  Cognitive load effects that are found for high

element Instruction, 4, 295-312. element interactivity materials are typically
interactivity not found for low element interactivity mate-
effect rials. Actually, cognitive load theory is only
relevant forcomplex learning.
Variability Paas and van Merriénboer Replace a series of tasks with similar surfac:
effect (1994a) in Journal of Educatio- features with a series of tasks that differ from
nal Psychology, 86, 122-133. one another on all dimensions on which
tasks differ in the real world.
Modality Mousavi et al. (1995) in Journal Replace a written explanatory text and
effect of Educational Psychology, 87, another source of visual information (uni-
319-334. modal) with a spoken explanatory text and

the visual source of information (multimodal).

Self-explana- Tarmizi and Sweller (1988) in Replace separate worked examples or com-
tion effect Journal of Educational pletion tasks with enriched ones containing
Psychology, 80, 424-436. prompts, asking learners to self-explain the
given information.

Table 5 continued — Overview of cognitive load effects, adapted from Sweller et al., 2019,
pp- 266
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Timeline of major cognitive load effects before and after 1998

Effect First naming of the effect Description

Imagination  Cooper et al. (2001) in Journal Replace conventional study of a procedure

effect of Experimental Psychology: or concept to learn with imagination, where
Applied, 7, 68-82. the learner is asked to imagine or mentally

practice the concept or procedure.

Isolated Pollock et al. (2002).in Learning Replace a presentation of information/tasks

elements and Instruction, 12, 61-86. with all interacting elements at once by

effect initially presenting elements of information

sequentially in an isolated form rather than
in a fully interactive form.

Compound Kalyuga et al. (2003) in Cognitive load effects that are found for low

expertise Educational Psychologist, 38(1), expertise learners (e.g., worked example

reversal 23-31. effect, goal free effect) are typically not

effect found or even reversed for high expertise
learners.

Compound Renkl and Atkinson (2003) in Cognitive load effects that are relevant in the

guidance- Educational Psychologist, 38, beginning of a longer educational program

fading 15-22. (e.g., guided problem-solving, worked

effect examples) are no longer relevant in later

stages of the program, after the learners
acquired sufficient expertise.

Collective Kirschner et al. (2009) in Educa- Replace individual learning tasks with colla-

working tional Psychology Review, 21, borative tasks so that more cognitive

memory 31-42. resources become available.

effect

Compound Leahy and Sweller (2011)in Cognitive load effects that are found for

transient Applied Cognitive Psychology, transient information (e.g., self-pacing effect,

information 25, 943-951. segmentation effect, modality effect) are

effect typically not found for non-transient or less
transient information.

Human Paas and Sweller (2012) in Replace static or unrealistic visualisations

movement Educational Psychology Review, with visualisations showing human

effect 4 27-45. movements.

Compound Roodenrys et al. (2012) in Cognitive load effects that are found for ill-

self-manage- Applied Cognitive Psychology, designed instructional materials (e.g., split-

ment effect 26, 873-886. attention) are not found when learners are

explicitly taught how to reduce the asso-
ciated extraneous load.

Cognitive load theory is of particular importance for designing multimedia learning
environments such as e-learning interventions, in which distractions and unimportant
instructional units can easily be incorporated (Andersen & Makransky, 2020; Briinken et al.,
2003; Clark & Mayer, 2016; Mayer & Moreno, 2002; Sorden, 2005). Multimedia learning
environments or multimedia instruction are defined as a lecture with pictures and words (Mayer
& Moreno, 2002). Nevertheless, as cognitive load theory has proven “the way in which text and

pictures (or diagrams) are combined can have both positive and negative effects” (Ayres &
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Paas, 2012, p. 828) on the learning process. Similarly, in 2002, Mayer and Moreno presented
the cognitive theory of multimedia learning. This theory depicts the same three instructional
design goals as cognitive load theory does, namely a) reducing extraneous load, b) promoting

germane load and c) facilitating intrinsic load (Andersen & Makransky, 2020).

The cognitive theory of multimedia learning draws upon working memory’s slave
systems and argues that visual and verbal information are processed in a dual channel system
(in the phonological loop and the visuospatial sketchpad) and that the processing capacities of
these systems are limited (Mayer & Moreno, 2002; Sorden, 2005). It is argued that displaying
a combination of static or dynamic verbal or graphic information in distinct modalities leads to
well-designed multimedia learning interventions, as they make best use of working memory’s

different slave systems (Kirschner et al., 2011).

The cognitive theory of multimedia learning further assumes that meaningful learning
occurs when learners are cognitively active, meaning they actively select important words and
visuals, mentally organise these into particular representations and integrate these into already
existing representations in long-term memory (Briinken et al., 2003; Issa et al., 2011; Mayer &

Moreno, 2002; Sorden, 2005). Figure 14 illustrates this process.
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Figure 14 — Overview of dual-channel theory for multimedia learning, adapted from Issa et
al., 2011, p. 820

Pitfalls of multimedia e-learning interventions are the seamless, unlimited possibilities of
presenting content which can easily overwhelm working memory capacities and also, many
interventions are designed to rather entertain learners than educate them and thereby clearly
miss learning targets (Sorden, 2005). Regularly failing to learn and perform well on complex
tasks, due to e.g., incorrect presentation of the material resulting in cognitive overload, might
further lead to learners’ decrease in motivation (Paas et al., 2004). Therefore, evidence-based
measures, principles, and practice must be applied in instructional design to ease schema
construction and automation (Briinken et al., 2003; Clark & Mayer, 2016; Issa et al., 2011;

Sorden, 2005).
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In addition, Mayer and Moreno (2002, 2003) have identified several evidence-based aids

to guide multimedia-based e-learning processes aiming at promoting meaningful learning.
These are mainly focused on two things: a) reduction of cognitive load (Mayer et al., 2004;
Mayer & Moreno, 2003; Paas et al., 2003) and b) increasing interest of the learner (Mayer et

al., 2004; Mayer & Moreno, 2003).

On a), several recommendations were introduced such as “multimedia aids, in which
students understand more deeply when they receive words and pictures rather than words
alone, contiguity aids, in which students understand more deeply when words and pictures are
presented simultaneously rather than successively; coherence aids, in which students
understand more deeply when unneeded words and sounds are eliminated; modality aids, in
which students understand more deeply when words are presented as narration rather than on-
screen text, and redundancy aids, in which students understand more deeply when words are
presented solely as narration rather than as narration and on-screen text” (Mayer & Moreno,
2002, p. 117). In a nutshell, instructional design for multimedia e-learnings shall focus on a
visually interesting and insightful layout with learning activities being centred around the
concepts to be taught instead of trying to stimulate learners too much (Issa et al., 2011; Sorden,
2005). Referring to the previously introduced cognitive load theory, all aids and effects of the
cognitive theory of multimedia learning can be classified as either focusing on the reduction of
extraneous load, the increase of germane load or the facilitation of intrinsic load (Briinken et

al., 2003).

With regards to b), i.e., increasing the learner’s interest, it was found that personalisation
within the learning experience e.g., a conversational communication style such as use of first
and second person or comments addressed towards the learners during multimedia

presentations, increases learners interest to cognitively engage in the learning process and as a



80

result, yielded in higher transfer test scores compared to formal and unaddressed

communication (Mayer et al., 2004).

2.3.1.4 Summary
From the above, it can be summarised that when designing any, and in particular multimedia e-
, learning interventions, instructional designers must adhere to human cognitive architecture
and more specifically to the limited working memory capacities (Mayer & Moreno, 2003;
Sorden, 2005; Sweller et al., 2019). To achieve meaningful learning (Mayer & Moreno, 1998),
learning activities should be designed in a way that reduces cognitive load and fosters learners’
interest, both aiming at freeing capacity in working memory and then, using this free capacity
for further processing (Issa et al., 2013; Mayer et al., 2004). Thereby, it is of importance to base
all instruction on evidence-based procedures which “help learners attend to relevant

information, organise it into a coherent mental representation, and integrate it with prior

knowledge” (Issa et al., 2013, p. 389).

Cognitive load theory (Sweller et al., 1998) as well as the cognitive theory of multimedia
learning (Mayer & Moreno, 2002) take all of this into consideration. They aim to decrease
extraneous load, increase germane load, and facilitate intrinsic load. Hence, they should foster
schema construction and automation to increase the amount of knowledge held in long-term
memory (Paas et al., 2010; Sweller, 2011, 2016). Optimal learning design includes an analysis
of the learners to better manage their cognitive load, as what seems easy for domain experts

might put a huge load onto domain novices (Paas et al., 2004).

For this, several cognitive load effects have been proposed (for a review see Sweller et
al., 2019). With regards to the design of multimedia e-learning interventions, it is especially
important to understand how to most effectively use learning technologies and not base

decisions on how exciting a tool is but rather how it best suits the cognitive learning process of



81
the particular learner (Sorden, 2005). In line with their cognitive theory of multimedia learning,
Mayer and Moreno (2002) introduced five multimedia aids (multimedia, contiguity, coherence,
modality, and redundancy aids) to control extraneous, germane and intrinsic cognitive load,
which were followed in designing the experimental e-learnings of this research (see chapter
4.1). Finally, personalisation during the learning intervention enhances learner’s motivation and
interest to cognitively engage in the learning experience and therefore, more meaningful

learning takes place in the long-term (Mayer et al., 2004).

2.3.2 Evaluating learning — Learner’s sophistication versus proficiency
Even though applying instructional design methods to learning course design is indispensable,
it is not complete without clearly formulated learning objectives (Dirksen, 2016). Learning
objectives lead to expected learning outcomes of what learners know and which skills and
abilities learners possess after completion of any learning intervention (Harris & Clayton, 2019;
Stanny, 2016). Every single part of the course design should be based on the learning objectives
set — from the presentation of the learning content to the learning activities offered. If learners
are to apply what they have learnt in their daily work, a real-world scenario could be part of the
learning experience. If learners are meant to learn technical vocabulary, multiple-choice
learning could be more suitable (G6ldi, 2011). Clearly set learning objectives also help to
examine the expertise levels of the learners, i.e., what is the overarching expectation of what
the learning intervention achieves for the learners. Based on this, the assessment to be applied

is decided (Bloom et al., 1956).

Bloom’s learning taxonomy (Bloom et al., 1956) is the most known and applied
psychological learning taxonomy to date with most influence on learning course design,
learning outcome description as well as learning assessment creation (chapter 2.3.2.1; Goldi,

2011; Stanny, 2016). Even if the originally proposed learning taxonomy classified learning
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along three areas, namely cognitive (knowledge and intellectual skills), affective (interests,
attitudes, and understanding of values), and psychomotor (physical, manual, motor, sensory or
technical skills), it only applies to the cognitive learning area (Halawi et al., 2009). The
taxonomy was reassessed in 2001 by Anderson, Krathwohl and team, underpinning the
importance it has especially for the cognitive domain and adding latest research on cognitive
learning processes (Adams, 2015; Radmehr & Drake, 2019). The following chapter will review
both learning taxonomies and elaborate on what these mean for creating learning objectives as

well as how to assess them (chapter 2.3.2.2).

2.3.2.1 Bloom’s learning taxonomy

Bloom’s learning taxonomy was originally intended to serve as a

*  “common language about learning goals to facilitate communication across
persons, subject matter, and grade levels;

*  basis for determining for a particular course or curriculum the specific meaning of
broad educational goals, such as those found in the currently prevalent national,
state, and local standards;

*  means for determining the congruence of educational objectives, activities, and
assessments in a unit, course, or curriculum; and

*  panorama of the range of educational possibilities against which the limited
breadth and depth of any particular educational course or curriculum could be

contrasted” (Krathwohl, 2002, p. 212).

The taxonomy was ground-breaking as it, for the first time, systematically organised
cognitive skills for meaningful learning to take place (Adams, 2015; Halawi et al., 2009;
Murphy, 2007). Learning and thinking were classified into six categories of cognitive skills,

hierarchically organised, gathering lower-level cognitive skills (i.e., those requiring little
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cognitive processing such as knowing and understanding) and higher-level cognitive skills (i.e.,
those requiring deeper cognitive processing such as analysing, differentiating or evaluating)
(Adams, 2015; Stanny, 2016). The six categories were knowledge, comprehension, application,

analysis, synthesis, and evaluation (Bloom et al., 1956; Krathwohl, 2002; Murphy, 2007):

o  “knowledge [...] focuses on memorization, recognition, and recall of information;
[.--]

e comprehension [...] focuses on organization of ideas, interpretation of information,
and translation [...]

e application [...] focuses on problem solving, use of particulars, and principles [ ...]

e analysis [...] focuses on finding the underlying organization, and the division of a
whole into components [...]

o synthesis [...] focuses on a combination of ideas to form something new, creating
something unique whether verbal or physical [...]

e evaluation [...] focuses on making judgments about issues, resolving disparities or

disagreements” (Halawi et al., 2009, p. 375).

All of these categories, with the exception of application, were further broken down in
subcategories (Krathwohl, 2002). Taken together, it was argued that the acquisition of all skills
along the taxonomy is required for learners to develop critical thinking abilities (Murphy,

2007). All categories and subcategories are shown in Figure 15.



84

6.1 Evaluation in terms of internal evidence

6.2 Judgements in terms of external criteria

5.1 Production of a unigue communication

5.2 Production of a plan or proposed set of
operations

5.3 Derivation of a set of abstract relations

4 1 Analysis of elements
4 Analysis 4 2 Analysis of relationships
4 3 Analysis of organizational principles

6 Evaluation

2.1 Translation
2.2 Interpretation
2 3 Extrapolation

1.10 Knowledge of specifics
1.11 Knowledge of terminology
1.12 Knowledge of specific facts
1.20 Knowledge of ways and means
of dealing with specifics
1.21 Knowledge of conventions
1.22 Knowledge of trends and sequences
1.23 Knowledge of classifications and
categories
1.24 Knowledge of criteria
1.25 Knowledge of methodology
1.30 Knowledge of universals and abstractions
in a field
1.31 Knowledge of principles and
generalizations
1.32 Knowledge of theories and structures

Increasing complexity
]
O
(=]
3
=)
=y
111
=1
o
=
@,
o
-

1 Knowledge

Figure 15 — Bloom’s original taxonomy, adapted from Adams, 2015, p. 153 & Krathwohl,
2002, p. 213

Bloom et al. (1956) used several verbs describing each category, illustrating a continuing
growth of cognitive abilities of the learner: whilst lower-level verbs define learning of terms,
facts, knowledge, basic principles, and methods, higher-level verbs define learning of complex
thinking skills, such as applying knowledge to real-world problems or examining opposing
interpretations (Murphy, 2007; Stanny, 2016). Bloom et al. (1956) did not use the
differentiation of lower-level and higher-level cognitive skills (Adams, 2015), yet it was done
so afterwards, as Bloom et al. (1956) regarded their taxonomy as a gradual process, meaning

that the next higher-level in the taxonomy requires more sophisticated cognitive skills than the
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previous (Conklin, 2005). As Agarwal put it: “To achieve a higher objective or category, one
must first master cognitive processes at a lower category. In other words, before
comprehension, application, or analysis can take place, a student must first acquire
knowledge.” (Agarwal, 2019, p. 190). For each of these categories, different assessment tools

are used, as shown in Table 6.

Table 6 — Learning and thinking categories with respective forms of assessment, adapted from
Adams, 2015, p. 152

= Multiple-choice/short-answer questions for refrieval or recognition
of information

Knowledge

= Paraphrasing information in ong’s own words

= Classifying items in groups

= Comparing/cantrasting information with similar objects
= Explaining a principle to other people

Comprehension

Application = Using knowledge, skills, methods in unfamiliar situations

= Distinguishing between fact/opinion

Analysis
o = Breaking down information into single units
Synthesis =  Creation of a new product in a paricular situation
Evalisaion = Reflection upon alearning session by using feedback and assess-

ment results of learners to conclude value of a learning intervention

Even if the taxonomy was ground-breaking, several critiques arose both conceptually and
empirically (Conklin, 2005). Weaknesses in the differentiation and hierarchisation of the six
main categories were pointed out (Paul, 1995, in Stanny, 2016; Sitte, 2001); and, the evolving
order of categories was questioned (Anderson, Krathwohl, et al., 2001). Further, it was argued
that a lack of a common language typically leads to a lack of mutual understanding, meaning

that the verb lists proposed by Bloom and associates “function like a thesaurus or a rhyming
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dictionary. Authors use these lists to discover alternative words when they search for variety
for their writing. But an author who uses a thesaurus has no guarantee that she will produce
crisp prose or inspired poetry. Similarly, authors who use a list of Bloom’s taxonomy verbs to
write measurable [learning objectives] have no guarantee that the verbs they select for their
learning outcomes will provide all the detail needed to clearly describe increasing levels of

expertise” (Stanny, 2016, p. 10).

Though being useful, Bloom’s taxonomy does not provide a holistic picture of learning
(Stanny, 2016). In 2001, Anderson, Krathwohl and team proposed a revised taxonomy
incorporating latest findings of research in cognitive sciences, latest learning principles and
theories as well as data of a meta-analysis conducted on Bloom’s taxonomy (Adams, 2015;
Conklin, 2005; Radmehr & Drake, 2019). The revised taxonomy is a two-dimensional
framework, called Taxonomy Table, in which the knowledge dimension resembles the
subcategories of the initial taxonomy (vertical axis), and the cognitive processes dimension
resembles the former six categories of Bloom’s taxonomy (horizontal axis) (Anderson,
Krathwohl, et al., 2001). Thereby, verbs are being used to portray the aimed cognitive process
and nouns are used to explain the knowledge a learner is supposed to use or acquire (Anderson,

Krathwohl et al., 2001).

The knowledge dimension addresses four types of knowledge that could be taught in any
learning intervention, namely factual, conceptual, procedural, and metacognitive knowledge
(Adams, 2015). This differentiation, however, is not set, and no clear dividing lines exist.
Rather, the different types of knowledge can overlap or merge and subtypes for each of the
knowledge categories exist (Anderson, Krathwohl, et al., 2001; Radmehr & Drake, 2019). This

structure is shown in Table 7.

Table 7 — Bloom’s revised taxonomy, adapted from Krathwohl, 2002, p. 214
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Structure of the knowledge dimension of the revised taxonomy

« Definition: The basic elemenis that students must know to be
acquainted with a discipline or solve problems in it.

Factual :
knowledge Types: .
=  Knowledge of terminolagy
=  Knowledge of specific details and elements
= Definition: The interrelationships among the basic elements within
a larger structure that enable them to function together.
Conceptual = Types:
knowledge =  Knowledge of classifications and categories
=  Knowledge of principles and generalisations
= Knowledge of theories, models and structures
= Definition: How to do something; methods of inquiry and criteria
for using skills, algorithms, techniques and methods.
= e = Types:
rocedura i : ; ;
knowledge =  Knowledge of subject-specific skills and algorithms

= Knowledge of subject-specific techniques and methods

=  Knowledge of criteria for determining when fo use
appropriate procedures

= Definition: Knowledge of cognition in general as well as
awareness and knowledge of one’s own cognition.

= Types:
= Sirategic knowledge

»  Knowledge about cognitive tasks, including appropriate
contextual and conditional knowledge

«  Self-knowledge

Metacognitive
knowledge

The cognitive process dimensions has, as the original taxonomy had, six hierarchical
dimensions; however, dimensions were either renamed or changed: the former knowledge
dimension was renamed ‘remember’, the former comprehension dimension was renamed
‘understand’, ‘synthesis’ was renamed ‘create’ and placed highest on the hierarchy; all other
dimensions were kept but changed to the respective verb forms: apply, analyse and evaluate
(Anderson, Krathwohl et al., 2001) All cognitive process dimensions and subdimensions still
build on each other, increasing in complexity from lower-level to higher-level cognitive
processing. Yet, Anderson, Krathwohl and team designed it in a flexible way, allowing the

overlap of dimensions and therefore, allowing for broader applicability than the original one
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(Krathwohl, 2002). The structure of the cognitive process dimensions as well as inherent sub-

dimensions can be seen in Figure 16.

6 Create
put elements together to form a novel, coherent whole or make
an original product

5 Evaluate
make judgement based on criteriaand standards

4 Analyse
break material into its constituent parts and detect how the parts
relate to one another and to an overall structure ar purpose

3 Apply
carry out or use a procedure in a given situation

6.1 Generate
6.2 Plan
6.3 Produce

9.1 Check
5.2 Critique

4 .1 Differentiate
4.2 Organize
4 .3 Aftribute

3.1 Execute
3.2 Implement

2.1 Interpret

2.2 Exemplify
2 Understand 2.3 Classify
determine the meaning of instructional messages, including oral, 2.4 Summarise
written and graphic communication 2.5 Infer
2 6 Compare
2.7 Explain

1 Remember
retrieve relevant knowledge from long-term memory

1.1 Recognize
1.2 Recall

Figure 16 — The cognitive process dimensions of Bloom’s revised taxonomy, adapted from
Agarwal, 2019, p. 190 & Krathwohl, 2002, p. 215

Putting both dimensions together results in the two-dimensional framework: both the
cognitive process dimension and the knowledge dimension can be used independently or linked
for a comprehensive analysis of instruction, understanding, and assessment (Radmehr & Drake,

2019).

Thus to summarise, Bloom’s taxonomy for learning, teaching, and assessing has been
used for a long time by education and learning professionals and designers for traditional offline
teaching but in recent years also for online teaching and learning interventions (Halawi et al.,
2009). Providing a practical structure for knowledge transfer, the taxonomy as well its revision,

is used to classify learning objectives, enabling a smooth transition from the simple to the



89
complex and serve as an assessment tool to evaluate the performance of the learners (Adams,

2015; Anderson, Krathwohl, et al., 2001; Halawi et al., 2009; Radmehr & Drake, 2019).

2.3.2.2 Assessing learning
Embedded learning objectives formulated on the basis of a profound learning taxonomy, such
as the revised Bloom’s learning taxonomy (see previous chapter), as well as carefully planned
and effectively delivered instruction, do not relate to the different levels of understandings
various learners acquire when taking part in the same learning intervention (Wiliam, 2011).
Therefore, learning assessments are needed, as “it is only through assessment that we can find
out whether a particular sequence of instructional activities has resulted in the intended
learning outcomes” (Wiliam, 2011, p. 3). Yet, assessments do not only help teaching and
instruction professionals to gain an understanding of how well learners acquired what was
supposed to be taught, they also serve as guidance for learners on what they regard as important,
impacts the value they put on these tasks, and further affects future transfer of these

(Schellekens et al., 2021).

In terms of measuring memory performance, retention and transfer tests are used to assess
learning with the former “measur(ing) how much of the presented material is remembered, [and
the latter] measur(ing) how well the learner can apply what was learned to new situations”
(Issa et al., 2011, p. 821). Both assessments of memory performance, are measured sometime
after a learning intervention has taken place (Schmidt et al., 2019). Even though some people
regard both types of tests as equal, others argue that it is transfer tests which should be the
overall aim of instruction as these provide a better understanding of learners’ level of
knowledge than retention tests do (Mayer et al., 2004; Schmidt et al., 2019; Sorden, 2005).
Transfer can either be near or far: near transfer relates to applying what was learnt to a related

domain and far transfer relates to applying what was learnt to an unrelated domain (Sala &
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Gobet, 2017). If performance at test sometime after a learning intervention is as good as right
after the learning intervention has taken place, one can argue that nothing was forgotten and

vice versa, if performance is worse, that something was forgotten (Schmidt et al, 2019).

As discussed in chapter 2.1.1 successful learning is only achieved when the three basic
cognitive memory functions of encoding, storage, and retrieval have been successful (Spielman
et al., 2018). Performance of all three memory functions can be assessed retrospectively:
encoding performance can be measured through recognition tests, storage performance is
usually measured through cued recall tests, and retrieval performance is usually measured
through free recall tests (Wise, 2020). Recognition tests require the least effort as learners are
just asked to recognise something they have previously learnt (Dirksen, 2016; Wise, 2020).
These tests are mainly held as multiple-choice tests, containing both answers that the learners
haven been exposed to and not exposed to and are not meant to enable learners to apply the

learnt material in real-life (Dirksen, 2016; G6l1di, 2011; Wise, 2020).

The opposite is the case with recall tests, which enhance knowledge retention and are
intended to enable real-life application of the learnt information (Dirksen, 2016; Goldi, 2011).
Cued recall tests require even more cognitive effort of learners, as they are asked to remember
the sequence of steps to be taken (Dirksen, 2016). Free recall tests which assess retrieval
performance require the most effort, as learners are not given any clue to answer a test question
but are asked to freely recall everything they know about a specific topic (Wise, 2020). To not
distort performance results, it is recommended to first have a free recall test, then the cued recall
test, and recognition tests last as the first type of test does not provide any clue at all and the
last one provides stimulus clues and therefore a reversed order might promote recall which does
not exist (Wise, 2020). Memory performance can be reported either as a percentage or number
of correctly recognised/recalled items, however determination of correct items in cued and free
recall tests is more difficult than for recognition tests, which can easily be evaluated (Dirksen,

2016; Wise, 2020). Recall tests require an individual to subjectively evaluate a response to
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determine the learner’s proficiency, which is why it is advised to define what is regarded to be

acceptable and profound beforehand (Connors, 2021; Dirksen, 2016; Wise, 2020).

Learning assessments can further be formative or summative, two terms formulated and
introduced 1967 by Scriven. Formative assessments are also called assessments for learning
(Black & Wiliam, 2009) as they are designed to improve overall student learning and are carried
out regularly during the learning process (Connors, 2021; Schellekens et al., 2021). Summative
assessments, on the other hand, are referred to as assessments of learning, as they take part after
a learning process has come to an end and judge the learner’s performance and whether learning
has taken place (Connors, 2021; Schellekens et al., 2021). It is argued that both forms of
assessment should be used together and build on each other (Dixson & Worrell, 2016; Houston
& Thompson, 2017): during the learning intervention, formal or informal formative
assessments should be used to enhance students’ performance, providing both instructors and
learners feedback on learning progress (Black & William, 1998; Broadbent et al., 2021). This
information can then be used by instructors to modify instructional activities (Yam & Rossini,
2013) and by learners to become self-regulated through developing more accurate meta-
cognition on their level of knowledge, a better understanding of learning objectives (McDaniel
et al., 2011) as well as the provision of the opportunity to learn from mistakes (Goldfinch &
Hughes, 2007). After a learning intervention has taken place, summative assessments should
be used to holistically assess how much learners have actually learnt or retained from the
intervention (Dixson & Worrell, 2016; Houston & Thompson, 2017; Perera-Diltz & Moe,
2014). Thereby, it has been shown that feedback provided during the formative assessments is
central as it allows for learners to perform better during summative assessments, regardless if
learning takes place online, offline or combined (Broadbent et al., 2021). Characteristics of both

forms of assessment can be found in Table 8.
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Table 8 — Formative and summative assessments, adapted from Dixson & Worrell, 2016,
p. 154

Characteristic of formative and summative assessments

Characteristic = Formative assessment Summative assessment
Purpose To improve teaching and learning Evaluation of learning outcomes
To diagnose student difficulties Placement, promotion decisions
Formality Usually informal Usually formal
Timing of Ongoing, before and during Cumulative, after instruction
administration instruction
Developers Classroom teachers to test Classroom teachers to test
publishers publishers
Level of stakes Low stakes High stakes
Psychometric  Low fo high Moderate fo high
rigor
Types of What is working Does student understand the material
questions What needs to be improved Is the student prepared for next level
asked of activity
How can it be improved
Examples Observations Projects
Homework Performance assessments
Question and answer sessions Portfolios
Self-evaluations Papers
Reflections on performance In-class examinations
Curriculum-based measures State and national tests

Both forms of assessment share several similarities such as “assessors look for evidence
of achievement, [...] (j)udgements are made about the match between evidence and criteria,
[...] ()udgements invokes communication, [and] (j)udgements are economic processes.”
(Knight, 2002, p. 277). Yet, one decisive difference of both is who the information regarding
learning status is directed to (Knight, 2002): formative assessments inform learners about their
learning progress and hence, enhances successive learning (Houston & Thompson, 2017;
Perera-Diltz & Moe, 2014). Summative assessments, on the other hand, inform external parties
about a learner’s status of learning in the form of an evaluation or certification (Dixson &
Worrell, 2016; Houston & Thompson, 2017). Hence, formative assessments are forward

looking whereas summative assessments are backward looking (Taras, 2005).

However, formative assessments can also be used summatively, e.g., when external

parties are informed about a learner’s progress, and summative assessments can also be used
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formatively, e.g., when the results of a summative assessment are used to improve subsequent
learning interventions (Dixson & Worrell, 2016; Perera-Diltz & Moe, 2014; Taras, 2005). Both
forms of assessments are “interdependent, as formative assessment feeds into summative and
enhances the quality of information on which final judgements are made and communicated”
(Houston & Thompson, 2017, p. 5). Therefore, it is argued that assessments and subsequent
feedback should not only take place at the end of the learning process but rather continuously

throughout the learning process (Burke, 2009, in Schellekens et al., 2021).

2.3.2.3 Summary
This chapter outlined that not only a cognitive understanding of learning processes is required
to design effective instruction, but also knowledge of learning goal description, learning
objective setting, and assessment creation. The whole process of authentic instructional design
is not a straightforward process but rather entails profound knowledge of educational and

educational psychological research and theory (Connors, 2021; Gallardo, 2021).

Bloom’s taxonomy for learning, teaching, and assessing (Bloom et al., 1956) and more
importantly its revision (Anderson, Krathwohl et al., 2001) is the standard work for instructional
design. Anderson, Krathwohl and teams’ (2001) two-dimensional framework with its cognitive
process dimension and knowledge dimension is comprehensively used to classify learning
objectives, help learners transition from simple to complex as well as help learning
professionals design assessments and support learner evaluation (Adams, 2015; Halawi et al.,
2009; Radmehr & Drake, 2019). Therefore, no distinction is made between offline and online

learning, the taxonomy finds application everywhere (Halawi et al., 2009).

To assess memory performance in terms of encoding, storage, and retrieval, three
different tests can be used: recognition tests, cued-recall tests, and free recall tests (Wise, 2020).

These tests can either be used to measure retention or in more applied settings to measure
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transfer (Issa et al., 2011). With regards to when assessments take place, formative and
summative assessments are distinguished: with the first taking place along the learning process
and the later taking place after the learning process has come to an end (Houston & Thompson,

2017).

Assessment design is an integral part of any instruction, as assessments are the only
evidence of whether learning has taken place during the learning intervention (Wiliam, 2011).
However, those responsible for writing assessments must be knowledgeable of the aim of the
assessment: i.e., how sophisticated and proficient learners should be after the learning
intervention (Connors, 2021; Dirksen, 2016; Gallardo, 2021). As sophistication and proficiency
are subjective, instructional design and assessment writing require clear guidelines, starting
with setting learning goals, developing learning objectives, agreeing on the appropriate
assessment tools, and upfront definition of what is regarded correct and appropriate (Connors,
2021; Dirksen, 2016; Krathwohl, et al., 2001; Halawi et al., 2009; Radmehr & Drake, 2019;

Wise, 2020).
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3. Derivation of research focus and hypotheses

The following chapter 3.1 summarises the deficits in the spaced learning literature in the context
of management and work-based learning, thereby justifying the overarching research question
of whether the instructional method of spaced learning causes better learning in a work-based
e-learning environment as introduced in chapter 1.2 and highlighting its importance.
Afterwards, the directing research hypotheses that guide the experimental research at hand are

presented in chapter 3.2.

3.1 Research gaps in the literature and overarching research question
As outlined in chapter 1, employee work-based learning and skill-building is becoming more
and more important and success-critical in today’s business environment. For this to be
effectful, knowledge retention is critical (esp. when considering the challenges of lifelong
learning). Since 1885, research argues that distributing learning sessions temporarily over time
(spaced learning) results in better knowledge retention compared to one-off programmes
(massed learning) (Cepeda et al., 2006). Ideally, applying spaced learning in educational
situations would prevent general forgetting of information and accelerate subsequent relearning
as well as skill acquisition (Blanchard, 2013; Glaveski, 2019; Ryu & Moon, 2019; Tauber et
al., 2019; Walsh et al., 2018b). Yet, the number of experiments which address the context of
this study with the requirement to improve on employee work-based and lifelong learning
through spaced learning is very low — a fact that has been already stated by Dempster in 1988

and is still relevant today (Kapler et al., 2015).

An encompassing literature review (see table 3 in chapter 2.2.2) contains a section of 33
exemplary studies conducted within the experimental research of spaced learning. Even though
27 out of these 33 studies yielded moderate to strong effects (Balota, et al., 2006; Bird, 2010;

Carpenter & DeLosh, 2005; Carpenter et al., 2009; Cepeda et al., 2008, 2009; Delaney et al.,
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2012; Donovan & Radosevich, 1999; Foot-Seymour et al., 2019; Grote, 1995; Kalenberg, 2017;

Kang & Pashler, 2012; Kapler et al., 2015; Karpicke et al., 2016; Kondratjew & Kahrens, 2018;
Kornell & Bjork, 2008; Kornell et al., 2010; Mettler et al., 2016; Rea & Modigliani, 1987;
Reynolds & Glaser, 1964; Rohrer & Taylor, 2006, 2007; Seabrook et al., 2005; Smith &
Rothkopf, 1984; Sobel et al., 2011; Verkoeijen et al., 2008; Vlach et al., 2008), only one of
those provided insights on effects for managerial relevant learning (Kondratjew & Kahrens,
2018). Yet, this study contained experimental confounds as seven others did, for example by

not considering the RI-ISI relationship (as discussed in chapter 2.2.3.2).

Furthermore, the extant literature in chapter 2 shows that the majority of spaced learning
research has been conducted in the laboratory rather than in educational or life-relevant learning
environments with comparably short ISIs and RIs (e.g., Balota et al., 2006; Benjamin & Craig,
2001; Braun & Rubin, 1998; Carpenter & DeLosh, 2005; Delaney et al., 2012; Kang & Pashler,
2012; Karpicke et al., 2016; Kornell & Bjork, 2008; Kornell et al., 2010; Mettler et al., 2016;
Rea & Modigliani, 1987; Seabrook et al., 2005; Smith & Rothkopf, 1984; Verkoeijen et al.,
2008; Vlach et al., 2008), a fact that has been asked for decades (Dempster, 1988). Within these
studies, participants were mostly asked to learn facts (e.g., Mettler et al., 2016; Seabrook et al.,
2005) or word lists/pairs (e.g., Balota et al., 2006; Benjamin & Craig, 2001; Braun & Rubin,
1998; Karpicke et al., 2016; Rea & Modigliani, 1987), recognising paintings (e.g., Kang &
Pashler, 2012; Kornell & Bjork, 2008) or basic statistics (e.g., Smith & Rothkopf, 1984). Few
studies considered more educational relevant ISIs and RlIs on the scale of days, weeks, and
months taught participants more intellectual skills such as more complex concepts such as
physics concepts (Grote, 1995), meteorology concepts (Kapler et al., 2015) or solving
permutation problems (Rohrer & Taylor, 2006, 2007). Thus, in summary, it can be stated that
more non-laboratory studies with longer RlIs on the scale of weeks, months, and years are
needed from which knowledge on how to best balance ISIs and RIs can be derived (Balota et

al., 2011; Cepeda et al., 2006; Mozer et al., 2009)
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In addition, the critical review of literature identified three further areas still to be
investigated: Firstly, more applied studies are needed which examine different spacing
schedules as well as the influence of retrieval practice and feedback on learners in real-life
learning environments with more than three re-learning sessions to understand the educational
relevance of the spaced learning effect (e.g., Balota et al., 2011; Dunlosky et al., 2013; Kapler
et al., 2015). Secondly, even with complex learning material, learners must not be “trained to
a criterion of perfect performance on all items during the second and subsequent learning
sessions” (Cepeda et al., 2006, p. 356) but re-learning sessions should be fixed, containing
feedback to not derive misleading conclusions on how spacing impacts learning (Cepeda et al.,
2006). Thirdly, some researchers claim that more studies examining the spaced learning effect
outside the verbal learning domain are needed to showcase how to best bring laboratory-drawn
results into the classroom (Dempster, 1988; Dunlosky et al., 2013; Gerbier & Toppino, 2015;
Wiseheart et al., 2019), which does not even consider the additional demand on bringing these

effects to use in work-based, business environments.

In addition, real-life implementation of spaced learning is lacking largely, even if it would
be very relevant for the application in the field of digital work-based learnings and its impact
on organisational development and employee retention and satisfaction (Bersin, 2018; Tauber
et al., 2019). Regarding instructional design, not much clarity exits on how these work-based
learning interventions must be designed to allow for long-term application of the learnt material
(Beier, 2021; Billett, 2014; Blume et al., 2010; Kirchherr et al., 2020; Tuijnman & Bostrom,
2002; Vargas, 2017). Hence, guidance is needed on strategies to enhance long-term knowledge

retention in the context of managerial work-based learning offerings.

It appears very interesting that there has not yet been a big push to integrate spaced
learning into real-life educational contexts and bring it to actual application, even though the

effects are universally confirmed. To contribute to filling this research gap, the research at hand
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aims at applying effects of spaced learning to complex digital work-based learning programmes
to discover if and how far knowledge retention is enhanced through this addition or if spaced

learning is solely applicable to low-level knowledge learning.

To address this, the overarching research question for the research at hand was formulated

as follows:

Does the instructional method of spaced learning cause better learning in a work-based

e-learning environment?

To answer this question with consideration of the above discussed shortcomings of the
existing state of research, this experimental research will use (a) real-life, non-laboratory
environments, (b) an RI of at least two weeks (to both consider optimal ISI and to pragmatically
address needs for long-term/lifelong learning), (c) different moderating influences (i.e.,
repetition schedules, repetition frequencies, direct testing, and feedback), and (d) factual,
conceptual as well as procedural knowledge with complex learning materials. It furthermore
aims to (e) formulate clear guidelines to allow easier application of the spaced learning effect
into modern day work-based trainings (i.e., e-learning), while (f) employing theories on human
cognitive architecture, cognitive load as well as theories on multimedia instruction. Figure 17

shows this research focus and the research requirements.
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Deduction of research focus and research aspects

Apply effects of spaced learning to a digital work-based learning
programme to discover how far knowledge retention is enhanced

| ||
Instructional design

Spaced learning

Vv ¥

Research focus

Aspects addressed
to expand existing
state of research

application of spaced learning in digital work-

based trainings
architecture, cognitive load and multimedia

Real-life, non-laboratory environments
Retention interval (RI) of at least 2 weeks
Different moderating influences (i.e., repetition
schedules, repetition frequencies, direct
testing, and feedback])

Factual, conceptual as well as procedural
knowledge with complex learning materials
Formulate clear guidelines to allow easier
instruction

Employ theories on human cognitive

Figure 17 — Derived research focus and the research aspects, author’s own compilation

By answering the research question, the research at hand aims at:

a) Firstly, contributing to the overall spaced learning and work-based learning
literature. Educational as well as psychological research recognises the importance
of spaced learning towards long-term knowledge retention, yet since this research is
rather meagre in analysing or even considering effects of spaced learning to
complex, higher-learning environments in which the long-term learning of new
skills determines the success or failure of individuals, but also collectives such as
companies, addressing the research question provides a valuable extension of the
spaced learning and work-based learning literature.

b) Secondly, contributing to the calls for wide-spread application of spaced learning in

real-life educational settings (Carpenter et al., 2012; Dempster, 1988) by addressing
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this research question in an empirical field experiment under lifelike learning
conditions. By empirically testing if the effect can also be confirmed for complex,
higher-level knowledge learning, a more holistic perspective to the spaced learning
research is provided.

¢) Thirdly, providing practical guidance for managers and learning professionals in
charge to develop and design work-based learning programmes aiming at
optimising knowledge retention, yielding into the build of applicable, transferrable
skills, by potentially offering a sustainable means to enhance long-term knowledge
retention for work-based learning. Although work-based learning opportunities are
seen inevitable for both individuals and organisations (e.g., European Commission,
2018; Hanushek & Wo6Bmann, 2010; Kugler et al., 2017; Rees, 2010; Tynjil4,
2008) and as a result are offered wide-spread globally (Glaveski, 2019), these are
often offered for the wrong reasons, not considering biological brain processes
underlying the human learning process, leading to dissatisfaction of participants
which even results in employees leaving organisations to find better opportunities
to grow elsewhere (Beier, 2021; Bersin, 2018; Billett, 2014; Chelovechkov & Spar,
2019; Glaveski, 2019; Tuijnman & Bostrom, 2002; Vargas, 2017). By addressing
the mentioned research question, this research aims to help managers, external and
internal professionals of work-based learning to design and develop learning
programmes that do not waste investments because participants forget what they

learnt in a short time.

3.2 Specific research hypotheses and their relevance
As will be described in chapter 4.1, this research follows an experimental research design,
aiming at providing insights on the cause-effect relationship of spaced learning to knowledge

retention of managerial e-learnings. Therefore, theoretically generated hypotheses are required
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to be proven or disproven to eventually formulate statements providing evidence about
causalities and correctness of interpretation of the set research objectives per the above (Bortz
& Doring, 2009, in Kubbe, 2018). As outlined in chapter 3.1, the overarching aim of the
research at hand is to test if the positive effects of spaced learning can also be confirmed for
complex managerial-relevant learning aiming at fostering lifelong learning in organisations.
Thus, the hypotheses which will be introduced in the following derive mainly from the available

spaced learning literature.

As discussed throughout chapter 2 and summarised in chapter 3.1, the robustness of the
spaced learning effect has been shown to be highly replicable within the domains of verbal and
trivia factual learning materials, associating names and faces across populations, age groups,
and even for individuals with memory impairments (e.g., Balota et al., 2006; Carpenter et al.,
2009, 2012; Fritz et al., 2007; Kalenberg, 2017; Kapler et al., 2015; Rea & Modigliani, 1987;
Toppino, 1991; Toppino & DiGeorge, 1984; Vlach et al., 2008; Wilson & Evans, 1996). The
majority of empirical studies in the field of spaced learning took place in relatively short
laboratory studies (Balota et al., 2011; Bird, 2010; Carpenter et al., 2012; Cepeda et al., 2006),
focusing on pure fact learning which enables learners to cognitively engage in proper skill
building needed for lifelong application of the learnt (Bloom, 1956; Foot-Seymour et al., 2019).
Since the spaced learning effect has been universally acknowledged, researchers started to
question whether there is any specific way in which spaced learning interventions should be
scheduled and if any relationship exists between how the single learning sessions are scheduled
relative to one another and for how long knowledge should be retained (e.g., Carpenter et al.,
2012; Cepeda et al., 2008; Karpicke & Bauernschmidt, 2011; Lindsey et al., 2009). All in all,
three spacing schedules were considered: a contracting one, an expanding one, and an equal
one. Yet, experiments comparing the different spacing schedules revealed mixed results
throughout the spaced learning research (e.g., Balota et al., 2006; Carpenter et al., 2012; Cull

et al., 1996; Karpicke & Bauernschmidt, 2011; Karpicke & Roediger, 2007a, 2010; Logan &
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Balota, 2008; Spitzer, 1939; Toppino et al., 2018). Still, it has been found that whilst contracting

schedules should be applied in situations in which knowledge must only be retained for short
periods of time, i.e., short Rls, and expanding and equal schedules should be applied in
situations where long-term knowledge retention is the aim, i.e., longer Rls (Cepeda, et al., 2008;
Kiipper-Tetzel et al., 2014; Mozer et al., 2009; Wiseheart et al., 2019). Deciding whether and
when to take the expanding schedule or the equal schedule depends on a lot of factors, such as
the complexity of the learning materials or what form of knowledge is to be taught (Storm et
al., 2010 in Kang, 2016). But more importantly, it was found that it is most likely the RI which
determines the ideal spacing schedule to follow (Latimier et al., 2021). Even though fictious
learning curves comparing outcomes of expanding and equal spaced learning setups as well as
carried out experiments yielded quite similar results of knowledge retention at final test, it is
assumed that equal spacing schedules lead to more sustainable, long-lasting learning success

(Carpenter & DeLosh, 2005; Cull, 2000; Karpicke & Roediger, 2007a; Logan & Balota, 2008).

As it is regarded as highly important to understand if the spaced learning effect is also
applicable for complex, high-level knowledge, taught within digital learning environments, in
educational and consequently work-based learning interventions to allow individuals as well as
organisations to stay competitive in ever-faster changing markets, the following overarching

research hypothesis H1 was set:

Hypothesis HI: Learning outcomes derived from e-learning interventions following an
equal spaced learning design will be significantly higher than those derived following a

massed design.

When considering work-based learning interventions and the importance they represent
for both individuals as well as organisations to ensure competitive advantage in local but also

global job and economic markets, emphasis should be put on how to design work-based
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learning interventions to ensure long-term application and transfer of what was learnt. By doing
s0, the economic advantages resulting from education can be extended. It is widely agreed that
return on learning is the maximised permanent transfer of the learnt into skills which can be
automatically used (Connors, 2021; Gallardo, 2021; G6ldi, 2011; Ryo & Moon, 2019; Sala &
Gobet, 2017). It follows, that the overarching aim of work-based learning interventions is long-
term knowledge retention to form the basis on which permanent transferable skills can be built

(Billett, 2018; Billing et al., 2021; Blume et al., 2010; Kirkpatrick, 1967; Vargas, 2017).

Reverting to previously conducted spaced learning research, it has been outlined in depth
that the best part of this research has taught and assessed factual knowledge rather than
conceptual or procedural knowledge, which would rather be applicable for work-based learning
environments. Further, the majority of experiments were set-up with relatively brief ISIs and
RIs, which does not reflect the needs and requirements of work-based learning, in which long-
term transfer and skill building is key to secure individual as well as organisational competitive

advantage (Balota et al., 2011; Cepeda et al., 2006; Mozer et al., 2009).

Since the research at hand would like to add to the spaced learning as well as work-based
learning literature and serve as guidance on how to design effective and efficient work-based
learning interventions, whilst using complex factual, conceptual as well as procedural learning
topics, an equal spaced learning setup, using Rls of two and four weeks were chosen to check
by way of example if spaced learning can be applied to those knowledge dimensions. In doing
so, the ISI-RI relationship as outlined in chapter 2.2.3.2 has been considered. Given that factual
knowledge is on the lowest hierarchical level of Bloom's knowledge pyramid (see chapter
2.3.2), it is assumed that the spaced learning effect already occurs with relatively few learning
sessions, separated by short ISIs, and assessed after short RIs (which has been shown in multiple
studies throughout the last decades — for reference see chapter 2). Therefore, it is also assumed

that more complex teaching materials (as used for this research), which require more demanding
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cognitive processing (as described in chapter 2.3.1), demand a higher number of learning
repetitions at longer intervals for the spaced learning effect to become apparent. As a result, the

following hypothesis H2 has been formulated, containing two sub-hypotheses:

Hypothesis H2: Learning outcomes derived from e-learning interventions instructing
complex knowledge following an equal spaced learning design will be more pronounced
with a) longer Rls and b) with increasing frequency of repetitions (with total time of

learning being constant).

Additional streams of distributed practice research revealed that combining the spaced
learning effect with the testing effect, i.e., the conscious testing of knowledge with the aim of
knowledge retention, further enhances the proven spaced learning effect (Cogliano et al., 2019;
Dunlosky et al., 2013; Morehead et al., 2015; Roediger & Karpicke, 2006a/b). By intentionally
using testing as a learning strategy, forgetting of the subject or content learnt is minimised as
individuals’ encoding processes run much deeper and more comprehensive, therefore, retention
is enhanced (Pashler et al., 2007; Rodriguez et al., 2021; Roediger & Karpicke, 2006a). Thereby
it is said that retrieval practice leads to better knowledge retention, irrelevant of which spacing
schedule is followed or whether corrective feedback on test performance is provided (Bahrick

et al., 1993; Butler et al., 2008; Cepeda et al., 2009; Karpicke & Roediger, 2007a).

Although the research on retrieval practice has not established that corrective feedback
would be necessary for additional learning success, spaced learning research providing
corrective feedback revealed a remarkable impact on knowledge retention (Balota et al., 2006;
Cepeda et al., 2006; Pashler et al., 2007). Interestingly, when it comes to corrective feedback,
timing of when provided does not matter — results of studies on comparisons of immediate and
delayed feedback showed that both help learners to understand their own knowledge gaps as

well as conquer metacognitive misbeliefs of actual and perceived knowledge thereby
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diminishing forgetting (Black & William, 1998; Butler et al., 2007, 2008; Corral et al., 2021;
Hattie & Timperley, 2007; Pashler et al., 2007). Additionally, it was found that when comparing
both the expanding and the equal spacing condition including immediate testing and providing
corrective feedback afterwards within both, a slightly higher advantage was found for the equal

spacing condition (Karpicke & Roediger, 2007a).

Since Cepeda and associates (2006) called for additional spaced learning research using
complex knowledge learning materials as research topic and concretely asking this research to
use fixed schedules, providing feedback to the learners for them to create accurate awareness
of their learning status, and business-related research on learning also highlighting the
importance of providing immediate feedback on the learning process and guiding learners
through the learning experience (e.g., Chelovechkov & Spar, 2019; Udemy, 2018), it would be
of interest to understand if direct testing followed by immediate corrective feedback on test
performance would enhance knowledge retention, bearing in mind the complexity of the
learning materials as well as the e-learning environment. This also seems to be of relevance as
it is precisely work-based learners who are asking to be tested and receive feedback in order to
better understand where their knowledge and skill gaps are so that they can be addressed and

continuously improve through learning (Tauber et al., 2019).

As a result, clearer understanding about the cause-effect relationship on how direct testing and
feedback impacts subsequent knowledge retention of complex learning materials in an
e-learning environment can serve as guidance on how to improve existing work-based learning

offerings and how to better design future ones. Therefore, the following hypothesis H3 was set:

Hypothesis H3: Direct testing after an e-learning intervention followed by corrective
feedback on errors will have an additional positive effect on overall learning outcomes

within equal spaced learning schedules.
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Prior research demonstrated that learners perceive massed learning to be more efficient
and effective than spaced learning or retrieval practice, although better retrieval performances
were achieved in any spacing learning intervention (Bjork, 1999; Dunlosky et al., 2013;
Morehead et al., 2015; Simon & Bjork, 2001; Vlach et al., 2019; Zechmeister & Shaughnessy,
1980). Falsified judgements of learning outcomes lead to ineffective study strategy selection
such as massed instead of spaced studying and re-reading instead of self-testing or retrieval
practicing (Ariel & Karpicke, 2018; Dunlosky & Rawson, 2015; Karpicke & Roediger, 2007a;
Karpicke et al., 2009; Kornell & Bjork, 2007; Tullis et al., 2013). This appears to be even more
critical in the field of work-based learning, in which managers and others in charge still largely
follow approaches to learning and development which rely on traditional classroom learning
methods inappropriate for work-based learning (Ellinger, 2004; Tauber et al., 2019). If
individual learners as well as those designing learning interventions would be cognisant and
confident that spaced learning conditions are better than massed learning conditions and benefit
the overall learning process (Vlach et al., 2019), confidence in and application of spaced
learning conditions is said to be enhanced (Ariel & Karpicke, 2018). It is plausible to assume
that not only learners in simple, low-level knowledge spaced learning conditions rate massed
learning superior to the first but also, and even more, learners in complex, high-level knowledge
spaced learning conditions, found in real-life work-based learning environments. Thus, the

following hypotheses H4 and HS5 were set:

Hypothesis H4: Most learners taking part in spaced e-learning interventions will report
that they felt less self-confident with regards to predicted learning outcomes than

learners in the massed e-learning intervention.

Hypothesis H5: Most learners taking part in spaced e-learning interventions will see a
greater delta between perceived and real learning outcomes learning outcomes than

learners in the massed e-learning intervention.



107

Prior investigations into formal work-based learning call for transformative, adaptable
learning strategies, which keep up with changing circumstances, leading to transferrable skills
allowing for long-term application (Glaveski, 2019; Kane et al., 2018; Tauber et al., 2019).
Transfer of knowledge and skills is key to competitive advantage for employees as well as
organisations. Thus, developing and designing work-based learning interventions should
inevitably consider biological and neuroscientific research findings, aiming at improving
current and future job-related skills, whilst also creating opportunities for employees to
incorporate learning into their day-to-day business and preventing that currently half of skills
and knowledge taught are forgotten about one day after the intervention (Blanchard, 2013;
Glaveski, 2019; Ryu & Moon, 2019; Tauber et al., 2019). If all the above would be considered
in detail and transfer of what was learnt during formal work-based learning is actively
reinforced, economic advantages resulting from education for individuals as well as
organisations can be increased (Blume et al., 2010; Kirkpatrick, 1967). Yet, it was also shown
that the majority of work-based learning interventions are developed and designed with little
thought on what and how to train individuals (Tynjild, 2008). Severe discrepancies exists
between executive managers and learning and development departments, resulting in
ineffective learning programmes being offered (Tauber et al., 2019) and furthermore, the
holistic view of lifelong learning is disregarded (Beier, 2021; Dunlosky et al., 2013; Pashler et

al., 2007; Tuijnman & Bostrom, 2002).

Research in the field of instructional design revealed that regardless of whether learning
takes place online or offline, designers of learning interventions must adhere to human cognitive
architecture (Mayer & Moreno, 2003; Sorden, 2005; Sweller et al., 2019). In doing so, cognitive
load should be reduced and learners’ interest should be fostered to free up working memory
capacities (Issa et al., 2013; Mayer et al., 2004). As a result, meaningful learning is achieved

(Mayer & Moreno, 1998).
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According to this instructional design research, it is of further importance to base all
decisions on how to design instruction on evidence-based procedures (Issa et al., 2013).
Therefore, it appears highly relevant to gather insights into learner’s satisfaction and
preferences when it comes to work-based e-learning interventions, stemming from evidence-
based practice. Eventually, these insights shall provide clarity on how to effectively design
work-based e-learning interventions to maximise their impact. Based on the works of Mayer
and Moreno (1998, 2002, 2003) on meaningful learning and multimedia instruction in
e-learning, the following hypotheses H6 and H7, each with their three sub-hypotheses, were
set:

Hypothesis H6:

a. Most learners will report that their overall satisfaction with the e-learning

experience decreases the more learning sessions they need to attend.

b. Most learners will report that their overall satisfaction with interactive learning

formats is higher than with non-interactive ones.

c. Most learners will report that their overall satisfaction with guided learning formats

is higher than with self-paced ones.

Hypothesis H7:

a. Most learners will report a preference for more spaced e-learning interventions in
their work life.

b.  Most learners will report a preference for interactive learning interventions over
non-interactive ones.

c. Most learners will report a preference for guided learning interventions over self-

paced ones.
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Finally, research has identified that the skills needed for companies and individuals to

stay competitive in the future of work, such as digital, software, and technological literacy as
well as cognitive, interpersonal, and self-leadership skills (Dondi et al., 2021) are
predominantly to be assigned to the declarative and procedural knowledge categories. As
outlined in chapter 2.1.1, facts and larger organisational structures built around them are
declarative knowledge stored in the declarative memory, whereas cognitive and motoric skills
are procedural knowledge, stored in the procedural memory (Roth, 2011). Declarative elements
or information are learnt through conscious repetitive instruction and exposure, supported by
cues to retrieve, and recall this theoretical knowledge from memory (Anderson, Krathwohl et
al., 2001). To gain mastery in procedural knowledge, and to translate a theoretical ‘what’ into

a practical ‘how to’, a lot of practice is needed (Anderson, Krathwohl et al., 2001).

To sum it up, declarative knowledge is based and derived from factual, theoretical
statements, whereas procedural knowledge is formed and derived from practically doing
something (Anderson, Krathwohl et al., 2001; Roth, 2011). As mentioned before, previous
research in the field of spaced learning mainly explored its effects on the factual and, at times,
on the conceptual knowledge dimensions (Carpenter et al., 2012; Kang & Pashler, 2012; Kapler
et al., 2015; Kornell & Bjork, 2008; Rohrer, 2009; Rohrer & Taylor, 2006, 2007; Vlach et al.,
2008). Studies examining effects of spaced learning on more application-oriented knowledge,
such as procedural knowledge is not known. It is assumed that this is due to the fact that each
type of knowledge is acquired differently: Whilst the first heavily depends on systematic,
educational instruction and conscious cognitive attention of the learner, the second can also be
learnt unconsciously by observing others, or through trial and error (Anderson, Krathwohl et

al., 2001; Roth, 2011).

However, as noted above, it is not only factual- and conceptual-based skills like digital,

software, and technological literacy that are lacking and needed to stay competitive in global
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competition and labour markets, but rather more procedural-based skills, such as cognitive,
interpersonal, and self-leadership skills are of importance (Dondi et al., 2021). Since no study
is known which examined if spaced learning is also applicable to the field of procedural
knowledge, it would be interesting to understand, if any effects become evident, although it is
assumed that this is not the case due to the different ways in which the two forms of knowledge

are neurologically acquired.

Still, it is assumed that learners are going to assess relative learning outcomes higher for
the training on procedural knowledge compared to the training on factual and conceptual
knowledge, due to the better applicability and relation to real life, regardless of the instructional
method used. This assumption results from the following two arguments: first, Schunk’s (2012)
definition of learning which states that learning is a change in behaviour resulting from
experiences and practice and second, as procedural knowledge, as stated by Anderson,
Krathwohl and associates (2001), is best learnt by trial and error and observation. By engaging
in trial and error and practicing something that has just been learnt regularly, one could argue
that learners’ judge both their encoding and retrieval fluency (Finn & Tauber, 2015; Moore &
Healy, 2008), as outlined in chapter 2.2.6, as high and thus will rate learning from practice and

experience as better than learning from pure instruction only.

Therefore, and taking all of the above together, hypothesis H8 was formulated as follows:

Hypothesis H8: The effects of spaced learning are especially applicable in work-based
learning interventions for factual and conceptual over those for procedural knowledge.
Learners themselves, however, will perceive the training on procedural knowledge to

have yielded a higher metacognitive learning success.

Jointly the experimental review against these hypotheses will provide insights regarding

the effectiveness of spaced learning and its’ applicability for managerial, work-based, lifelong
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learning in the factual, conceptual, and procedural knowledge domains, thus aiming at
answering the overarching research question. All the above will be addressed in two empirical

experiments conducted for the research at hand and will be detailed in the following chapter 4.
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4. Experimental research

To best address the research focus as just deducted, this research followed an applied evaluative
multi-method quantitative approach. According to Saunders, Lewis, and Thornhill (2016) such
type of research applies the research paradigm of positivism. For this research, two field
experiments (Gerber, 2011) were conducted, gathering quantitative data in form of knowledge
tests and surveys. This research concludes by giving pragmatic advice on how to integrate the

findings in real-life management learning curricula.

Chapter 4.1 first summarises how the two experimental e-learnings conducted for this
research were designed. Therein, chapter 4.1.1 focuses on the first e-learning on “platform
business models” and chapter 4.1.2 focuses on the second e-learning on “time management”.
From these experiments, profound recommendations shall be drawn for future work-based
e-learning interventions. The subsequent chapters 4.2 and 4.3 represent the experimental reports
of both experiments. Within chapter 4.4, the effects of both experiments are compared, aiming

at answering hypothesis H8 of this research.

4.1 Design of experimental e-learnings
The two field experiments conducted were set-up, managed, and delivered via the e-learning
platform of University4Industry. University4Industry (2021) is a training provider in the field
of digitalisation that uses a blended learning format and offers a learning platform as well as
content in different multimedia formats. University4Industry (2021) follows the learning
approach of Learn, Explore, Discuss, and Act (LEDA). To be in line with the learning offerings
of University4Industry, the e-learnings designed for this research were set up similarly,
meaning self-paced learning content was provided on slides and with videos (Learn), at least
one live session was scheduled and conducted for learners to recap and discuss what was taught

during the self-paced learning sessions (Discuss), and a knowledge test was designed in the
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wake of acting (A4ct). Since it was not possible to generate a simulation of the learning content
in this experiment, the Explore part of the learning approach was omitted. In the following, it
is explained how content for the two experimental e-learnings was derived, designed, and

planned.

4.1.1 E-learning on “platform business models”
The basic content of the e-learning “platform business models” originated from the lecture
course “Digital Strategy” of the faculty of Management at Heinrich Heine University,
Diisseldorf. The course on “platform business models” contained five sub-topics, which
provided the structure for the to-be-developed e-learning. In addition to the provided slides, the
faculty of Management at Heinrich Heine University, Diisseldorf, shot five videos which
allowed learners to further explore the five individual topics by elaborating and repeating the
content of the slides. Mainly factual as well as conceptual knowledge was taught within this
course. Based on these materials, the following learning objectives of the e-learning programme

were set:

1. Learners can recall the term “platform business models”

2. Learners can recall, interpret, summarise, compare, and explain different platform
strategies and concepts

3. Learners can differentiate main concepts underlying platform business models

4. Learners can evaluate the appropriateness of different KPIs for platform business

models

Afterwards, an assessment to test knowledge after the learning intervention was
developed and set-up in Typeform (2021), an online survey tool (Appendix A). For spacing
Group 4 an additional multiple choice test consisting of five questions was developed and set-

up in ClassMarker (2021), an online testing website used for multiple choice testing (Appendix
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B) Following previous research (e.g., Butler et al., 2007, 2008, 2013; Cogliano et al., 2019),
this was used directly after the respective learning units and direct feedback was given on
correct and incorrect answers. In Group 4, the aim was to test whether the immediate feedback

had an additional influence on the learning success apart from the spacing itself.

The slides provided by the faculty were in English. As the videos shot by the faculty were
in German and could not be shot again, all slides were translated into the German language and
at the same time were redesigned to adhere to the multimedia design principles of cognitive
load theory proposed by Mayer and Moreno (2003). Though, it must be mentioned that this
e-learning was not set up to validate the theories of multimedia design or cognitive load theory.
Rather those theories were used as guidelines to ease the learning process for participants and

to minimise cognitive disruptors.

The live sessions for this e-learning were set-up in consultation with Prof. Dr Andreas
Engelen. These were either scheduled for 60 minutes or twice for 30 minutes, depending on the
experimental e-learning group. All sessions were set up the same way: in the first part of the
session Prof. Dr Engelen repeated what was taught during the self-paced learning sessions,
using another example to illustrate and deepen the concepts of platform business models again,
and the second part of the sessions were open to participants to raise questions and discuss the
topics. Prof. Dr Engelen was briefed prior to each session on the contents the individual groups

had already seen, to be able to guide the session accordingly.

Once all contents and materials used for the e-learning programme on “platform business
models” were agreed on and confirmed, the individual sessions per experimental e-learning
group were spaced. First, RIs were set with two weeks for four groups and four weeks for two
groups, following an equal spacing schedule. Based on the research findings of Cepeda and
team (2008), ISIs of four days for the two week RI groups and seven days for the four week RI

were defined. As the learning sessions were not supposed to take place on a Saturday, the ISI
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was shortened to three days in two cases for the two-week RI groups. The exact sequence of

learning sessions held per group and date is shown in Appendix C.

To gather metacognitive judgments of learning, feedback surveys were developed via
Typeform (Appendix D), containing JOL prompts such as: “What percentage of the final test
questions do you think you can answer correctly 2-4 weeks after the last training?” for those
surveys right after each learning intervention and “How many of the last 15 test questions do
you think you answered correctly?”, “Do you think your specific training process had a positive
effect on your personal learning success?”, and “Which of the following types of training would
be suitable for your professional environment?” for the survey right after the final knowledge
tests. This question format was chosen based on previous research (e.g., Cogliano et al., 2019;
Tullis et al., 2013; Vlach et al., 2019). In the same surveys, questions were raised to gather

insights on learners’ satisfaction levels and preferences.

To allow for a smooth learning experience, all learning materials as well as after-learning-
intervention surveys were accessible via the learning platform provided by University4Industry.

Only the final knowledge test was sent to the learners as a link embedded in an email.

4.1.2 E-learning on “time management”
The idea to create an e-learning on “time management” came from observations of students at
the chair of management, Heinrich Heine University, Diisseldorf, who had problems with their
own personal time management. This resulted in a video series called “+beyond” to give
students tools to address — among others — time management. In addition, a cooperation with
the German Football Association took place, resulting in a seminar on “Time Management for
Managers”. Three of the +beyond videos on the topic of “time management”, as well as the
documents from a seminar with the German Football Association, served as the basis for the

creation of the e-learning. Mainly procedural knowledge was taught during the training.
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An additional introductory video was shot based on the seminar documentation and a set

of slides was generated on the basis of each of the videos, again following the theories of Mayer
and Moreno (2003) on multimedia design and cognitive load. However, as already mentioned
for the first set of experiments, this e-learning too was not set-up to validate these theories.
Rather those theories were used as guidelines to ease the learning process for participants and

to minimise cognitive disruptors.

Based on the videos and slides, the following learning objectives of the e-learning

programme were set:

1. Learners can recall different “time types”

2. Learners can recall and recognise different “time traps”

3. Learners can recognise the three “Ps” of time management theory

4. Learners can compare and differentiate different “time types”

5. Learners can explain which techniques to improve time management are attributed

to which “time type” and to make judgements about the applicability of these

All the following steps were analogous to the first e-learning on the topic of “platform

business models” (chapter 4.1.1):

e 12 assessment questions were developed based on the learning objectives and again
set-up in Typeform (Appendix E)

e Spacing Group 4 was given an extra multiple-choice test, set-up in ClassMarker
(Appendix F)

e Live sessions with Prof. Dr Engelen were set-up and conducted as in the first
experiment

e The experimental groups were spaced, following an equal spacing schedule at the
same inter-session and retention intervals as the first experimental e-learning

(Appendix G)
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e Surveys to gather metacognitive judgments of learning were developed and set-up
in Typeform analogue to the questions raised in the first experiment (Appendix H)

e All learning content was made available via the learning platform of
University4Industry except for the final knowledge test which was distributed via

email.

4.2 Experiment 1: Factual and conceptual knowledge
The first field experiment of this research examined the effect the instructional method of
spaced learning had on an e-learning programme on the topic of “platform business models™.
Factual and conceptual knowledge (Anderson, Krathwohl et al., 2001) regarding the following
five topics was taught: first, how platform business models differentiate from pipeline business
models; second, how supply and demand interact for platform business models; third, how they
are monetised; fourth, how economies of scale work for platform business models, and fifth,
different success KPIs for platform business models for different growth stages. This topic was
chosen as one example of factual and conceptual knowledge, as taught by the faculty of
management, Heinrich Heine University, Diisseldorf. The experiment took place between

September 27, 2021, and November 22, 2021.

4.2.1 Method
4.2.1.1 Sample
To determine the sample size of the experiment needed to be statistically significant, the optimal

sample size was calculated with the following assumptions:

e  Effect size: #* = 0.06; this medium effect was assumed as for this research to be of
practical relevance and to be put into action any effect < 0.06 seems irrelevant for

implementation (Cohen, 1988)
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e Alpha level: 0.05

e Power: 0.8 (see Cepeda et al., 2006)

With seven groups, this results in a minimum number of participants of 32 people per
group and 224 in sum (Hemmerich, 2018). A total of 226 participants signed up for the
e-learning programme on “platform business models”, following self-selection sampling, i.e.,
those interested in the topic of “platform business models” enquired to participate. The training
was advertised through several channels on LinkedIn, email communications at Heinrich Heine
University, Diisseldorf, TU Dortmund, Ruhr University Bochum, University of Munster, and
University of Applied Sciences Trier. The participants were then stratified-randomly assigned
into one of seven experimental groups, whereby focus was put on all groups having roughly the
same averages for age, gender, pre-experience with the taught topic, and pre-experience with
e-learning programmes. This was necessary to ensure a meaningful comparison of all groups
as no pre-test of the participants' abilities took place before the experiment. Table 9 summarises

the characteristics of each group.
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Table 9 — Characteristics of each experimental group, author’s own compilation

Characteristics (averages)

Work Pre-experience Pre-experience
Gender Gender Age experience training topic e-learning
Group [% female] [% male] [years] [years] [% yes] [% yes]
Group 1 37 63 29 6 30 73
Group 2 43 a7 29 6 37 84
Group 3 43 57 28 5 36 79
Group 4 48 52 30 7 39 82
Group 5 47 53 29 7 28 91
Group 6 37 63 29 6 40 97
Group 7 39 61 27 4 36 93
Average 42 58 29 6 35 85

Upon registration, participants were assured that participation in the training is voluntary,
that they can drop out any time; and that all personal data collected will not be shared with
anyone but the experiment team and are only used for randomisation purposes. Further, it was
made clear that all data collected in the surveys and knowledge tests cannot be traced back to
any individual. All of these ethical considerations were in line with the data protection policies

of Heinrich Heine University, Diisseldorf (Appendix I).

213 participants finished all e-learning sessions as well as the knowledge test two weeks
or four weeks after the last e-learning session and received a certificate of participation from
the faculty of Management at Heinrich Heine University, Diisseldorf. 33 participants in
Group 1, 32 participants each in Groups 2-5, 31 participants in Group 6, and 21 participants in

Group 7 submitted the knowledge test after the e-learning intervention.

4.2.1.2 Design and materials
A between-subjects experimental design was used across the seven groups. The first group
followed a massed learning condition, studying all learning content in one day. They then took

one test after a retention interval of two weeks, serving as control group for Groups 2 to 5 and
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another test after a retention interval of four weeks, serving as control group for Groups 6 and
7. Groups 2 to 7 followed equal spaced learning conditions, whereby learning sequences, ISIs,
and RIs varied. At the end of the experiment, learning outcomes at final test were compared

between the massed group and the spacing groups as well as between the spacing groups.

Group 2-5 had an ISI of three, respectively four days each and a RI of two weeks. Group
2-4 had three study sessions in sum, whereby Group 2 started with a video for each of the five
to-be-learnt topics in the first session, followed by five sets of slides (one per topic) in the
second session and concluded with a live session covering all five topics, hosted by Prof. Dr
Engelen. Group 3 followed a different learning sequence, starting with the five sets of slides,
followed by the live session, and concluding with the five videos. Group 4 followed the same
learning sequence as Group 2 with the difference that after each learning session, a multiple-
choice test on the taught topics was conducted, on which immediate feedback was given. Group
5 had five study sessions in sum: the first session introduced the first and second topic via
videos, in the second session the third video was introduced and the slides on topic one were
made available. The third session entailed slides on sessions two and three and a live session
was held on the topics one, two, and three. The fourth session introduced videos four and five
and the learning programme concluded with a fifth session, entailing slides on topic four and
five and a live session on these topics. Group 6 and 7 had an ISI of seven days and a RI of
fourteen days. Thereby, Group 6 followed the same sequence as Group 2, and Group 7 followed

the same sequence as Group 5. The design plan of the experiment is shown in Appendix C.

After each learning session, participants were asked to complete a short survey, gathering
information on their judgement of learning, preference of learning media, and satisfaction with
their learning experience (Appendix D). The final knowledge test conducted either two weeks

or four weeks after the final learning session consisted of 15 questions. Furthermore, as part of
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the test, a survey was conducted, gathering information such as participant’s judgement of

learning, overall learning preferences, and satisfaction (Appendix A).

4.2.1.3 Procedure
After registration, participants received a “welcome email” to the e-learning programme and
were informed about their learning schedule as well as their access details to the learning
platform. The individual learning sessions were made available manually by the researcher in
the mornings of the corresponding training days. Participants were informed by email that the
learning session of the respective training days were available for 24 hours and were asked to
complete the session within this time frame. Further, they were reminded about the upcoming
training days. During the single training days, participants were allowed to complete the
individual units of each session as they preferred. At the end of each session, participants were
asked to complete a short, non-mandatory survey via the online tool Typeform (2021). During
the survey, participants were asked to rate satisfaction ranging from very unsatisfied,
unsatisfied, neither satisfied nor unsatisfied, satisfied and very satisfied. This data was
transformed into a scale ranging from 1 to 5. Group 4 was further asked to take part in a five-
question multiple-choice test via the online testing tool ClassMarker (2021). This test took on
average three minutes to complete. After each test completion, the tool automatically fed back

to the participants on which answers were right and wrong and gave explanations for each.

After every group’s RI, participants received another email, asking them to take part in a
final test, conducted via Typeform (2021). Within this test, 15 question were asked, four were
multiple-choice questions assessing recognition and eleven were open questions assessing
recall. Subsequently, participants were further asked to answer a survey in which 13 questions

were asked on their JOL, learning satisfaction, preferences, and confidence.
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Participants received one kind reminder to participate in the final test one day after the
retention interval ended to ensure that as few participants as possible drop out of the field
experiment and that statistical power per group was achieved. Since all tests were conducted
anonymously and, for data security purposes, it was not possible to trace which participant took
the final test, the final note of the survey asked participants to reach out to the researcher,
informing her about their participation in the test. Upon this email, participants were thanked
for their contribution to the learning research and were given an official certificate from the

faculty of Management at Heinrich Heine University, Diisseldorf.

4.2.1.4 Analysis
All analyses presented in the following chapters 4.2.2.1-4.2.2.6 were calculated with the
software “The Jamovi project”, Jamovi 2.2.5 (2021), using either a one-way or two-way
analysis of variance (ANOVA), each with a confidence interval of 95%, corresponding to an
alpha level of 0.05. In case of a statistically significant result, it was tested again with a post

hoc test, using a Tukey-correction to determine which group caused the difference in means.

The results in section 4.2.2.7 are descriptive and were obtained from the evaluation of the
final survey. In total, 213 knowledge tests including surveys were evaluated and used for data

analysis. 15 participants left the experiment early.

4.2.2 Results
Within this chapter, results of the first experiment are presented. For a better overview, the
following Table 10 summarises all hypotheses with the respective dependent and independent

variables, as well as the corresponding results before each individual hypothesis is discussed.

Table 10— Overview of research hypotheses and results experiment 1, author’s own
compilation
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Dependent Independent

Hypothesis variable variable(s) Brief description of results
H1 — Massed = Points/ = Instructional = Spaced learning leads to significantly
learning person at method (massed better test results than massed learning
versus spaced  final test or spaced) (p<0.001, 2=0.119)
learning = RI (2 weeks and

4 weeks)
H2a/b - = Points/ = 2a: Rl (2weeks = 2a: Main effect of spaced learning
Spacing person at and 4 weeks) leading to betfter test results than
frequency finaltest = 2b: Frequency of massed learning might only be valid at

spaced learning  longer Rls, here: 4 weeks

sessions (3 or 5 = 2b: No statistically significant main effect

sessions) detected; descriptive trend noted
towards spaced learning with 5 sessions

H3 - Testing = Points/ = Testing and No statistically significant main effect

and immediate person at feedback or no detected

feedback final test testing and = Descriptive trend noted towards testing
feedback during and feedback giving during learning
learning process process

H4 — Learner’s = Confidence = Number of lear- = Confidence depends on Rl (p = 0.001)
self-confidence ning sessions = Spaced learners with Rl of 2 weeks
(3 or 5 sessions) reported highest confidence towards a
= Rl (2 weeks and future test
4 weeks) = Massed learners reported least
confidence towards a fuiure test

H5 — Learner’s = Delta = Instructional = 2 significant main effects: instructional
self-perception realto method (massed method (p = 0.002), Rl
perceived  or spaced) (p=0001, #=0.119)
learning = Rl (2 weeks and = Significant interaction effect: instructional
success 4 weeks) method (p < 0.001, 77 = 0.009)

For learners with Rl of 2 weeks: self-
perception less positive for massed
group than forspaced groups

For learners with Rl of 4 weeks: vice
versa

H6 — Learner’s = Safisfac- = Instructional Satisfaction depends on instructional

satisfaction fion method (massed method (p= 0.004)
or spaced) = Rl also impacts satisfaction: the more
= Interactivity of sessions, the higher satisfaction

learning session = Massed learners more satisfied with
= Guidance during interactive, non-guided learning sessions
learning session = Spaced learners more satisfied with
non-interactive, guided learning sessions
H7 — Learner’s = Descriptive analysis, derived = Overall, learners prefer spaced,

preference from the evaluation of survey  interactive, guided learning sessions
after final test for future learning set-ups

4.2.2.1 Massed learning versus spaced learning (HI and H2a)
Figure 18 shows the performance of participants on the final knowledge test (administered

either two weeks or four weeks after the last learning session).
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Figure 18 — Average performance of participants at final test; error bars represent 95%
confidence intervals; adapted from Jamovi, 2022

As can be seen from the data in Table 11, the difference between spaced and massed
learning is statistically significant with p <0.001 and #?> = 0.119 (average of 7.29 points/person
for learners in the massed condition; average of 10.23 points/person for learners in the spaced
condition). This effect size was calculated with a two-way ANOV A, using points/person at final

test as dependent variable and instructional method and RI as independent variables.

Table 11 — Two-way ANOVA with points/person at final test as dependent variable, and
instructional method and RI as independent variables, adapted from Jamovi, 2022

AMNOVA — Points/person

Sum of Mean

squares df square F p n?
[nstructional method 393 1 393.2 38.2 <0.001 0.119
RI 287 1 287.0 278 <0001 0087
Instructional method * Rl 119 1 1188 115 <0001 0036

Yet, Figure 18 further shows that an increase in RI corresponds to a decrease in final test
score (average of 9.77 points/person for spacing groups with a RI of four weeks) compared to

the spacing groups with a RI of two weeks (average of 10.68 points/person). The benefit of
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spacing compared to massed learning at longer RIs is higher compared to shorter Rls

(9.77 points/person  vs. 5.18 points/person compared to 10.68 points/person vs.

9.39 points/person).

This interaction effect of instructional method and retention interval is disordinal
(Table 12; see comparison massed 2 weeks vs. spaced 2 weeks and massed 4 weeks vs. spaced
4 weeks), meaning that the main effect of spaced learning leading to superior knowledge
retention might only be valid under certain conditions, e.g., at longer Rls. Further, the Tukey-
corrected post hoc test revealed a significant difference (puey <0.001) between massed learning
with a RI of two weeks and massed learning with a RI of four weeks, with the learning outcomes
of the former being superior to the learning outcomes of the latter. It further exposed that massed
learning with a RI of four weeks is significantly different (purey < 0.001) to spaced learning
with both a RI of two and four weeks (Table 12).

Table 12 — Tukey corrected post hoc test comparisons instructional method * RI, adapted
from Jamovi, 2022

Post hoc comparisons — Instructional method * Rl

Comparison

Instruc- Instruc-

tional tional Mean

method RI method Rl  difference SE df t Ptukey
Massed 2 w vs. Massed 4w 4121  0.790 242 5215 <0.001
Massed 2w  vs. Spaced 2 w -1.322 0627 242 2109 0153
Massed 2w vs. Spaced 4 w -0428 0714 242 -0599 0932
Massed 4 w vs. Spaced 2 w -5443 0627 242 -8685 <0.001
Massed 4w  vs. Spaced 4 w -4549 0714 242 6367 <0001
Spaced 2w vs. Spaced 4 w 0849 0528 242 1694 0329

Note: Comparisons are based on esfimated marginal means
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4.2.2.2 Spacing frequency (H2b)
Figure 19 represents the differences in test results at final tests of groups following the
instructional method of spaced learning who had three learning sessions and groups following

the same who had five learning sessions.
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Figure 19 — Difference in test results of spaced learning groups with three and five learning
sessions, error bars represent 95% confidence intervals, adapted from Jamovi, 2022

The statistical data of Table 13, again calculated with a two-way ANOVA using
points/person at final test as dependent variable and frequency of learning sessions and RI as
independent variables did not reveal a statistical main or interaction effect, with
p(frequency) = 0.461, p(RI) = 0.152 and p(frequency*RI) = 0.969 each greater 0.05. However,
with the given sample a descriptive trend is noted towards the spaced learning groups who had
five learning sessions instead of three. Further, the data illustrates descriptively that the spacing
effect of the groups with a RI of four weeks is lower than for those groups with a RI of two

weeks.
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Table 13 — Two-way ANOVA with points/person at final test as dependent variable and
frequency of learning sessions and Rl as independent variables, adapted from Jamovi, 2022

ANOVA — Points/person

Sum of Mean

squares df square F p n?
Frequency 5 8060 1 58060 054646 0461 0004
RI 22.0124 1220124 207176 0152 0.014
Frequency * Rl 0.0162 1 00162 000153 0969 0.000

4.2.2.3 Testing and immediate feedback (H3)
Figure 20 shows the difference in points per person at final test for spacing groups who were
not tested right after a learning session and were given immediate feedback on the test and the

group who was tested and was given immediate feedback.

Points/ &
person T
11
10.5
10 - B
Yes MNo
Feedback

Figure 20 — Impact of direct testing and feedback on results on final test; error bars represent
95% confidence intervals, adapted from Jamovi, 2022

The statistical data of Table 14, calculated with a one-way ANOVA, using points/person

at final test as dependent variable and direct testing and feedback or no testing and feedback as
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independent variables do not show any significant main effect (p = 0.481). Yet, the descriptive

data of the plot above shows a positive trend that feedback might benefit the learning process.

Table 14 — One-way ANOVA with points/person at final test as dependent variable and
feedback or no feedback as independent variables, adapted from Jamovi, 2022

ANOVA — Points/person

Sum of Mean
squares df square F p n?
Feedback 4 69 1 4 69 0501 0481 0005

4.2.2.4 Learner’s self-confidence (H4)
Figure 21 represents the confidence learners reported after their final learning session towards

taking a knowledge test within the next two or four weeks.

Confidence &
70
60
50 .
T T >
IMassed 2 weeks 4 weeks
spaced spaced
Rl

Figure 21 — Participant’s reported confidence after each learning session; differences in
confidence intervals might be explained by different group sizes/participants per learning
session; error bars represent 95% confidence intervals; adapted from Jamovi, 2022



130
As can be seen from the data in Table 15, calculated with a one-way ANOVA using

confidence as the dependent variable and RI as the independent variable, there is a statistically

significant difference between the confidence of different groups with p =0.001 and #> = 0.069.

Table 15 — One-way ANOVA using confidence as dependent variable and RI as independent
variable, adapted from Jamovi, 2022

ANOVA — Confidence

Sum of Mean
squares df square F p n?
RI 7927 2 3964 688 0.001 0.069

A Tukey-corrected post hoc test (Table 16) further revealed that this statistical
significance derives from differences between the two spacing groups, i.e., those with a RI of
two weeks and those with a RI of four weeks, with puuke, = 0.002. Between the two weeks spaced
and massed groups, only a marginal significant difference can be reported. It could be the case
that there are effects that are not visible in the small group size available and could potentially

be if the groups would have had more participants.

Table 16 — Tukey-corrected post hoc comparisons Rl, adapted from Jamovi, 2022

Post hoc comparisons — Rl

Comparison

Mean
RI RI difference SE df t Ptukey
Massed vs. 2 w spaced -9 .47 406 187 -2.33 0.054
Massed vs. 4 w spaced 6.21 485 187 1.28 0.408
2 w spaced vs. 4 w spaced 15.68 445 187 3.52 0.002

Note: Comparisons are based on esfimated marginal means
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4.2.2.5 Learner’s self-perception (H5)

Figure 22 shows the delta of the perceived learning success and the actual learning success of
the participants. From the plot for a RI of two weeks, the delta of perceived versus actual
learning success is more negative for the massed group whereas it is more positive for the
spaced groups. For the RI of four weeks, a different picture can be seen: the massed group
assessed themselves much better than they actually are whereas the spaced group is again
negative, yet very close to how their spaced counterparts with a RI of two weeks rated

themselves.
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Figure 22 — Delta of perceived and actual learning success of participants; error bars
represent 95% confidence intervals, adapted from Jamovi, 2022

Table 17 verifies this picture with two significant main effects: first, instructional method
with p = 0.002 and #*> = 0.031 and second, RI with p < 0.001 and #*> = 0.119. Furthermore, a
significant interaction effect between instructional method and RI, with p < 0.001 and
n*=0.099 was revealed. The data was submitted into a two-way ANOVA, using delta real-
perceived learning success at final test as dependent variable and instructional method as well

as RI as independent variables.
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Table 17 — Two-way ANOVA with delta perceived vs. real learning success at final test as
dependent variable and instructional method as well as RI as independent variables, adapted
from Jamovi, 2022

AMNOVA — Delta perceived vs. real learning success

Sum of Mean

squares df square F p n?
[nstructional method 85.6 1 85.62 9./8 0.002 0.031
RI 329 1 1 32914 37.59 < 0.001 0.119
Instructional method * Rl 2746 1 27459 31.36 < 0.001 0.099

A Tukey-corrected post hoc test for the main and interaction effects mentioned above
confirmed the significant effects as follows (for complete analysis refer to Appendix J): for
instructional method (massed vs. spaced) with puke, = 0.002, for RI (two weeks vs. four weeks)
Ppukey < 0.001 and three interaction effects between instructional method and RI. The three
statistically significant interaction effects are first, between massed learning two weeks versus
spaced learning four weeks with pukey < 0.001, second, massed learning four weeks versus
spaced learning two weeks: pukey < 0.001, and third, massed learning four weeks versus spaced

learning four weeks: pukey < 0.001.

In addition to this, a three-way repeated measures ANOVA (instructional method, RI,
learning success (perceived results vs. actual learning success)) was calculated which revealed
similar results (Appendix J). A descriptive underlining of these results can be found in

Figure 23.
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Figure 23 — Learning success (actual vs. perceived) of the participants with additional

independent variables instructional method and retention interval; error bars represent 95%
confidence intervals, adapted from Jamovi, 2022

4.2.2.6 Learner’s satisfaction (H6)
Figure 24 presents the cumulated satisfaction ratings participants gave after each learning
session they attended. The data in the figure below show that participants in the spaced learning
groups attending five learning sessions recorded highest satisfaction levels and participants in

the massed learning group recorded lowest satisfaction scores.
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unsatisfied (2), neither satisfied nor unsatisfied (3), satisfied (4)
and very satisfied (5)

Figure 24 — Cumulated satisfaction ratings after each learning session; adapted from Jamovi,
2022

The data in Table 18 confirms the descriptive plot above: satisfaction of participants
taking part in the experiment was dependent on the instructional method and number of learning
sessions of their respective group, with p = 0.004. The data was analysed with a one-way
ANOVA, using satisfaction as dependent variable and instructional method as independent
variable. Yet, this statistical main effect merely states that all three groups do not have the same
mean value of satisfaction.

Table 18 — One-way ANOVA with satisfaction as dependent variable and instructional
method as independent variable, adapted from Jamovi, 2022

ANOWVA — Satisfaction

Sum of Mean
squares df square F p n?

Instructional method 11.8 2 590 550 0.004 0.016
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A Tukey-corrected post hoc test within this ANOVA (see Table 19) shows that both the
difference between the massed groups and the five-session spaced learning groups is significant
with p = 0.009 and the difference between the three-session spaced learning groups and the

five-session spaced learning groups is statistically significant with p = 0.035.

Table 19 — Tukey-corrected post hoc test of experimental groups, adapted from Jamovi, 2022

Post hoc comparisons — Instructional method

Comparison
Instructional Instructional Mean
method method difference SE df t Piukey
Massed vs. Spaced 3 sessions  -0.112  0.1142 679 -0.984 0.587
Massed vs. Spaced 5 sessions  -0.330 0.1118 679 -2952  0.009

Spaced 3 sessions vs. Spaced 5 sessions -0.218 0.0876 679 -2.484 0.035

Note: Comparisons are based on estimated marginal means

Two further influences on the participant’s satisfaction levels were assessed: The
interactivity of the course and whether a learning session was self-paced or guided. In that
sense, two one-way ANOVA were undertaken, one with interactivity as independent variable
and one with guidance as independent variable. Since all interactive learning interventions were
also the guided ones, all calculations listed here for interactivity apply equally to guidance. For
further analysis refer to Appendix L. Both investigations did not reveal any statistical relevant

results, as shown by the example of interactivity, with p = 0.902 (Table 20).

Table 20 — One-way ANOVA with satisfaction as dependent variable and interactivity as
independent variable, adapted from Jamovi, 2022

ANOVA — Satisfaction

Sum of Mean
squares df square F p n?

Interactivity 0.0164 1 0.0164 0.0151 0902 0.000
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Yet, when conducting a two-way ANOVA, using satisfaction as the dependent variable
and instructional method and interactivity as the independent variables, a statistically
significant interaction effect of instructional method and interactivity with p = 0.031 was
revealed (Table 21). Further, the main effect of instructional method as discussed earlier was
confirmed with p = 0.005.

Table 21 — Two-way ANOVA with satisfaction as dependent variable and instructional
method and interactivity as independent variables, adapted from Jamovi, 2022

ANOWVA — Satisfaction

Sum of Mean

squares df square F p n?
Instructional method 11 509 2 5754 5405 0005 0016
Interactivity 0.469 1 0469 0441 0507 0.001

Instructional method * Interactivity 7.405 2 3703 3478 0031 0010

Figure 25 below illustrates these results: participants in the massed learning group were
least satisfied with interactive learnings sessions, whereas participants in the spaced learning
groups and especially those having five learning sessions were most satisfied with interactive
learning sessions, followed by those learners in the three-session spaced learning groups.
Participants in the three-session spaced learning groups were (on a descriptive level) least
satisfied with non-interactive learning sessions, yet no statistically significant effect has been

found in terms of satisfaction with non-interactive learning sessions.
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Figure 25 — Satisfaction of participants attending interactive learning formats; adapted from
Jamovi, 2022

The same two-way ANOVA was conducted using guidance as well as instructional
method as independent variables and satisfaction as the dependent variable. All effects were
the same and are shown in Appendix L. Both statistically significant interaction effects were
confirmed by two Tukey-corrected post hoc tests (Appendix L), which showed significant

differences between the following groups (and can be applied also to guidance):

e Massed learning group, receiving an interactive learning session vs. spaced learning
groups with five learning sessions in total, receiving no interactive learning sessions
(Paukey=0.025)

e Massed learning group, receiving an interactive learning session vs. spaced learning
groups with five learning sessions in total, receiving interactive learning sessions

(p[ukey = 0.007)
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e Spaced learning groups with three learning sessions in total, receiving no interaction
vs. spaced learning groups with five learning sessions in total, receiving interactive

learning sessions (Pukey = 0.040)

4.2.2.7 Learner’s preference (H7)
Before evaluating this hypothesis, it should be noted that when adding up the percentages, the
result is not 100 percent because there were participants who either did not give an answer or

did not stay until the end of the experiment. This is the case for all the analyses below.

When asked about whether participants prefer a spaced learning approach (“more shorter
sessions”) over a massed one (“one longer session”), both the massed and spacing groups
believed a spaced learning approach would be more effective in terms of long-term knowledge
retention (on average 4.11 vs. 2.42 and a delta 1.09-1.97 points, each on a 5-scale) compared to
a massed one. Further, when asked about their desire for future work-based learning setups,
participants clearly voiced preference for more spaced learning sessions. Only 46 percent see it
as their current practice against 78 percent who would prefer it. This is mirrored by a low desire
for one longer learning session (= massed). Here, 14 percent voiced preference for it, against

40 percent who are currently learning in this way. The descriptive data is shown in Figure 26.

8%

46%
14%
As-is  Future As-is  Future

Spaced Massed

Figure 26 — Participants’ preference of spaced learning versus massed learning, author’s
own compilation
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When asked about whether participants would prefer interactive or non-interactive
learning sessions in the future, a clear desire for interactive sessions was stated with 66 percent
of participants asking for it. This is an increase of 72 percent compared to 38 percent of
participants receiving mainly interactive learning interventions currently. Only 4 percent asked
for non-interactive learning sessions in their future learning, which is a drop of 80 percent
compared to 19 percent of participants receiving mainly non-interactive learning interventions

currently. The descriptive data is shown in Figure 27.

66%

38%
@ 19%
4%
=
As-is  Future As-is  Future
Interactive Non-interactive

Figure 27 — Participants’ preference of interactive versus non-interactive learning formats,
author’s own compilation

When asked about their preference of guided learning sessions versus self-paced learning
sessions, participants recorded that current learning setups encourage self-paced learning
(48 percent) over guided ones (26 percent). However, when asked about how they envision
future learning setups to look, they preferred guided learning sessions over self-paced ones
(preference for self-paced learning interventions dropped by 12 percent to 42 percent and
preference for guided learning interventions increased by 16 percent to 30 percent). The

descriptive data is shown in Figure 28.
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Figure 28 — Participants’ preference of self-paced versus guided learning formats, author’s
own compilation

4.2.3 Discussion
The purpose of this experiment was to answer the leading research question whether the
instructional method of spaced learning causes better learning in a work-based e-learning
environment. Results indicate that work-based relevant factual and conceptual knowledge is
associated with better learning compared to massed learning in an e-learning environment, in
accordance with the overarching hypothesis H1. Therefore, it appears that spaced learning is
not only applicable to laboratory studies, focusing on verbal and simple fact learning (e.g., Bird,
2010; Cepeda et al., 2008; Delaney et al., 2010; Dempster, 1989; Melton, 1970; Vlach et al.,
2019) but also in real work-based learning environments that focus on complex concept
learning. Especially at increasing Rls relevant for lifelong learning, spaced learning showed a

large effect on knowledge retention, which is in line with hypothesis H2a.

Within this experiment, no statistical evidence has been found to claim that testing and
immediate feedback as well as a higher frequency of learning sessions leads to even better
knowledge retention as found in previous experiments (e.g., Cogliano et al., 2019; Dunlosky et
al., 2013; Roediger & Karpicke, 2006a/b). Yet, descriptive trends towards confirming these
hypotheses are given. It appears that these effects might be small in comparison to the effect of

spaced learning (vs massed learning). If so, larger sample sizes might be necessary to assess the
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statistical significance of these effects and further investigations are needed to approve or

disapprove both hypothesis H2b and hypothesis H3.

Interestingly, this experiment yielded different results in terms of learners’ confidence
than previous experiments did (e.g., Bjork, 1999; Dunlosky et al., 2013; Morehead et al., 2015):
learners in the spaced learning intervention with a RI of two weeks felt more confident towards
a future test than their counterparts with a RI of four weeks or those in a massed learning
intervention. Even though no statistically significant difference exists between the spaced
learning groups and the massed learning group, descriptive trends indicate this. Therefore, and
as discussed before, larger sample sizes might be necessary to examine this effect and to
understand why this experiment yielded the exact opposite finding of previous research and
what influence the RI has on learners’ confidence towards a future test. At this stage, hypothesis

H4 cannot be supported by the research at hand.

Also, different results in terms of learners’ self-perception on their learning success were
yielded than previous research (e.g., Simon & Bjork, 2001; Vlach et al., 2019; Zechmeister &
Shaughnessy, 1980): the spacing groups with the shorter RI of two weeks had a higher selt-
perception with regards to learning outcomes than the massed control group, still
underconfident. For the RI of four weeks, the same picture as in previous experiments showed:
the spacing groups judged their own learning as inferior compared to the massed control
learning group. Still, their judgement of learning was very close to actual test results. Even
though hypothesis H5 cannot be supported by this investigation, it is proposed to further

examine the effects demonstrated in this research by differentiating between different Rls.

Within this experiment, participants attending the most learning sessions, i.e., those
participants in spacing groups with five learning sessions, were the most satisfied ones.
Participants in the massed learning groups where least satisfied. Both as opposed to hypothesis

Hé6a. Further, it could not be proven that either interactive or guided learning sessions had an
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additional positive effect on participants’ satisfaction, as captured in the works of Mayer and
Moreno (1998, 2002, 2003). Thus, no evidence for the existence of a main effect of hypotheses
Hé6a, H6b, and H6c could be shown. Yet, what could be shown is that a more differentiated
view is more applicable as it appears that satisfaction levels might be dependent on the
interaction of both instructional method and learning format: massed learners where more
satisfied with non-interactive and self-paced learning interventions whereas the spacing groups

scored satisfaction higher for interactive and guided learning interventions.

Lastly, it can be summarised that participants of the given experiment generally prefer
spaced, interactive as well as guided learning interventions in their work life, which is in line
with hypothesis H7. Even though preferences for self-paced learning formats were higher than
for guided sessions, participants asked for less self-pacing and more guidance in their preferred

future learning.

Therefore, and taking all the above together, it is assumed that the instructional method
of spaced learning and interactive and guided forms of learning would be well accepted by
learners, especially if, as in this experiment, they are participants who have an interest in the
subject matter. Spaced learning in itself does not only have a positive impact on long-term
knowledge retention but is also perceived by learners as a better instructional method. This

should be fully considered in the future design of work-based learning interventions.

In sum, the given experiment concludes the following:

e Hypothesis H1 as well as hypothesis H2a is supported by the investigation.

e Hypotheses H2b and H3 are lacking strong evidence within the data but seem
plausible on a descriptive level. Further investigations herein are needed.

e Hypothesis H4 is not supported by the investigation. Further investigations herein

are needed, especially how different RIs impact confidence.
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e Hypothesis H5 is not supported by the investigation and needs to be considered in
greater detail, differentiating between different Rls.
e  Hypothesis H6 cannot be supported on the level of main effects, but a more
differentiated view seems appropriate. Again, further investigations are needed.

e Hypothesis H7 is supported by the investigation.

4.3 Experiment 2: Procedural knowledge
The second field experiment of this research examined the effect the instructional method of
spaced learning had on an e-learning programme on the topic of “time management”.
Procedural knowledge (Anderson, Krathwohl et al., 2001) on how to use one’s time better and
more effectively, depending on which “time person” someone is, was taught. Thereby, deep
dives took place into common time-traps and how to overcome these depending on each of the
three time-types. This topic was chosen as one example of procedural knowledge, as taught by
the faculty of management, Heinrich Heine University, Diisseldorf. The experiment took place

between May 2, 2022, and June 27, 2022.

4.3.1 Method
4.3.1.1 Sample
As for the first experiment, the optimal sample size for this experiment was determined based

on these assumptions:

e Effect size: #*> = 0.06; this medium effect was assumed as for this research to be of
practical relevance and to be put into action any effect < 0.06 seems irrelevant for
implementation (Cohen, 1988)

e Alpha level: 0.05

e Power: 0.8 (see Cepeda et al., 2006)
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Also resulting in a minimum number of 32 participants per group for seven groups
(Hemmerich, 2018). However, the required 224 participants for the experiment were not
achieved. A total of 211 participants signed up for the e-learning programme on “time
management”, again following self-selection sampling. The participants were then stratified-
randomly assigned into one of seven experimental groups, whereby focus was put on all groups
having roughly the same averages for age, gender, previous experience with the taught topic,
and previous experience with e-learning programmes. This was necessary to ensure a
meaningful comparison of all groups as no pre-test took place. Table 22 summarises the

characteristics of each group.
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Table 22 — Characteristics of each experimental group, author’s own compilation

Characteristics (averages)

Work Pre-experience Pre-experience
Gender Gender Age experience training topic e-learning
Group [% female] [% male] [years] [years] [% yes] [% yes]
Group 1 46 54 34 11 58 92
Group 2 52 48 25 3 45 94
Group 3 50 50 26 4 47 91
Group 4 47 53 27 4 50 91
Group 5 45 55 29 6 48 83
Group 6 58 42 35 12 58 96
Group 7 42 58 30 7 45 94
Average 49 51 29 B 50 a3

192 participants finished all e-learning sessions as well as the knowledge test two weeks
or four weeks after the last e-learning session and received a certificate of participation from
the faculty of Management at Heinrich Heine University, Diisseldorf. 28 participants in
Group 1, 27 participants in each Groups 2-6, and 29 participants in Group 7 submitted the

knowledge test after the e-learning intervention.

4.3.1.2 Design and materials
The design of the second experiment was adapted from the first experiment, as it was aimed to
understand if what holds true for factual and conceptual knowledge is also applicable for

procedural knowledge. The design plan of this experiment is shown in Appendix G.

As was the case in the first experiment, participants were asked to complete a short
survey, gathering information on their judgement of learning, preference of learning media, and
satisfaction with their learning experience after each session. In addition, participants were also

asked about their level of motivation towards the training to gain better understanding on why
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some participants dropped out of the learning programme. In the survey participants were again
asked to rate satisfaction ranging from very unsatisfied, unsatisfied, neither satisfied nor
unsatisfied, satisfied and very satisfied (Appendix H). This data was transformed into a scale
ranging from 1 to 5 (1 = very unsatisfied, 5 = very satisfied). The final knowledge test conducted
either two or four weeks after the final learning session consisted of 12 questions. Again, as
part of the test, a survey was conducted, gathering information such as participants’ judgement

of learning, overall learning preferences, and satisfaction (Appendix E).

4.3.1.3 Procedure
This experiment mainly followed the same procedure as experiment 1 as outlined in chapter
4.2.1.3. Two deviations from experiment 1 are to mention: firstly, the survey conducted after
each learning session included a question on how motivated participants were with regards to
the learning session they attended. They rated motivation ranging from very motivated,
motivated, neither motivated nor unmotivated, unmotivated, and very unmotivated. Secondly,
the final knowledge test consisted of 12 questions instead of 15. Out of these 12 questions, four

were multiple-choice assessing recognition and eight were open questions assessing recall.

4.3.1.4 Analysis
This experiment followed the same analysis as experiment 1 on factual knowledge as outlined
in chapter 4.2.1.4. In total, 192 knowledge tests including surveys were evaluated and used for

data analysis. 19 participants left the experiment early.
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4.3.2 Results
Within this chapter, results of the second experiment are presented. For a better overview, the
following Table 23 summarises all hypotheses with the respective dependent and independent

variables, as well as the corresponding results, before each individual hypothesis is discussed.

Table 23 — Overview of research hypotheses and results experiment 2, author’s own
compilation

Dependent Independent

Hypothesis variable variable(s) Brief description of results
H1 - Massed = Points/ = Instructional = No statistically significant difference /
learning person at method (massed main effect detected
versus spaced final test or spaced)
learning = Rl (2 weeks and
4 weeks)
H2a/b - = Points/ = 2a: Rl (2 weeks = 2a: No statistically significant difference/
Spacing person at and 4 weeks) main effect detected
frequency final test = 2b: Frequency of = 2b: No statistically significant difference /

spaced learning  main effect detected
sessions (3 ors
sess5ions)

H3 - Testing = Points/ = Testing and = No statistically significant difference /
and immediate person at feedback or no main effect detected
feedback final test testing and

feedback during

learning process

H4 — Learner’s = Confidence = Number of lear- = No statistically significant difference /
self-confidence ning sessions main effect detected
(3 or 5 sessions) = Descriptive trend towards spaced
= Rl (2 weeks and learning groups with Rl of 2 weeks

4 weeks) most confident plausible
H5 — Learner’s = Delia = Instructional = No statistically significant main effect
self-perception real fo method (massed detected, however statistical significant
perceived or spaced) interaction effect (instructional method
learning = Rl (2 weeks and and Rl (p = 0.050))
suUccess 4 weeks) = All learners underestimated real learning
strongly
H6 — Learner’s = Satisfac- = Instructional = No statistically significant difference /
satisfaction tion method (massed main effect detected
or spaced) = Descriptive trend towards massed
= Interactivity of learners being least satisfied plausible

learning session
= Guidance during
learning session

H7 — Learner’s = Descriptive analysis, derived = Overall, learners prefer spaced,
preference from the evaluation of survey  interactive, guided learning sessions
after final test for future learning set-ups
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4.3.2.1 Massed learning versus spaced learning (HI and H2a)

Figure 29 shows the performance of participants on the final knowledge test (administered
either two weeks or four weeks after the last learning session). Based on the figure, no

significant difference between the variables can be observed.

Points/ % B —— RI:2weeks
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Figure 29 — Average performance of participants at final test,; error bars represent 95%
confidence intervals; adapted from Jamovi, 2022

This is also verified by the data in Table 24, calculated with a two-way ANOVA, using
points/person at final test as the dependent variable and instructional method and RI as
independent variables, which does not reveal any statistical main or interaction effect, with
p(instructional method) = 0.348, p(RI) = 0.508 and p(instructional method*RI) = 0.827, which
is each greater than 0.05. Based on the data gathered, it appears that the hypothesised effects
that spaced learning leads to better learning than massed learning and that this effect is

pronounced with longer RIs do not exist.
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Table 24 — Two-way ANOVA with points/person at final test as dependent variable, and
instructional method and RI as independent variables, adapted from Jamovi, 2022

AMNOVA — Points/person

Sum of Mean

squares df square F p n?
Instructional method 3716 1 3716 08861 03483 0004
RI 1.847 1 1.847 04403 0508 0.002
Instructional method * Rl 0.201 1 0201 00480 0827 0.000

4.3.2.2 Spacing frequency (H2b)
Figure 30 represents the differences in test results at final tests of groups following the
instructional method of spaced learning who had three learning sessions and groups following

the same who had five learning sessions.

Ll
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Figure 30 — Difference in test results of spaced learning groups with three and five learning
sessions, error bars represent 95% confidence intervals, adapted from Jamovi, 2022

The statistical data of Table 25, again calculated with a two-way ANOVA using
points/person at final test as the dependent variable and frequency of learning sessions and RI

as independent variables did not reveal a main effect, with p(frequency)=0.608, p(RI) = 0.525,
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both of which are greater than 0.05. Yet, a statistically significant interaction effect between
frequency and RI was detected, with p = 0.039 and 7> = 0.032. From the available data it appears
that even though, on average it makes no difference whether one increases the RI from two to
four weeks or has three or five learning sessions, there is a correlation in a common observation:
for a RI of four weeks, it appears that five repetitions are better and for a RI of two weeks three
repetitions seem to lead to higher impact.

Table 25 — Two-way ANOVA with points/person at final test as dependent variable and
frequency of learning sessions and RI as independent variables, adapted from Jamovi, 2022

AMNOVA — Points/person

Sum of Mean

squares df square F p n?
Frequency 1.04 1 1.04 0264 0608 0002
RI 1.61 1 1.61 0410 0523 0.003
Freguency *RI 17.09 1 17.09 4354 0039 0.032

However, a Tukey-corrected post hoc test (Table 26) did not reveal any significant
differences with each pue, greater than 0.05, and therefore, no interpretation can be drawn from

the data.
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Table 26 — Tukey-corrected post hoc test comparisons frequency * RI, adapted from Jamovi,
2022

Post hoc comparisons — Freguency * Rl

Comparison

Mean
Frequency RI Frequency RI difference SE df t Ptukey

5 sessions 2w vs. 5 sessions 4 w -0.5109 0530 133 -0.9641 0.770
5 sessions 2w vs. 3 sessions 2 w -0.5556 0467 133 -1.1896 0634
5 sessions 2w vs. 3 sessions 4w 0.4074 0539 133 07555 0.874
5sessions 4w vs. 3 sessions 2w -0.0447 0456 133 -0.0980 1.000
5 sessions 4w vs. 3 sessions 4 w 09183 0530 133 17330 0311

3 sessions 2w vs. J sessions 4 w 0.9630 0467 133 2.0620 0.171

Note: Comparisons are based on estimated marginal means

4.3.2.3 Testing and immediate feedback (H3)
Figure 31 shows the difference in points per person at final test for spacing groups who were
not tested right after a learning session and were given immediate feedback upon the test and

the group who was tested and was given immediate feedback.
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Figure 31 — Impact of direct testing and feedback on results on final test; error bars represent
95% confidence intervals, adapted from Jamovi, 2022
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The statistical data of Table 27, calculated with a one-way ANOVA, using points/person

at final test as dependent variable and direct testing and feedback or no testing and feedback as
independent variables do not show any significant main effect with p = 0.559. Again, based on
the data gathered, it appears that the hypothesised effect that testing and direct feedback leads

to better learning than no testing and direct feedback does not exist.

Table 27 — One-way ANOVA with points/person at final test as dependent variable and feedback
or no feedback as independent variables, adapted from Jamovi, 2022

ANOVA — Points/person

Sum of Mean
squares df square F p n?
Feedback 1.21 1 1.21 0344 0559 0004

4.3.2.4 Learner’s self-confidence (H4)
The calculations of the data in a one-way ANOVA using confidence after last learning session
as the dependent variable and RI as the independent variable, did not reveal any significant

main effect, with p = 0.230 (see Table 28).

Table 28 — One-way ANOVA with confidence after last learning session test as dependent
variable and RI as independent variable, adapted from Jamovi, 2022

ANOWVA — Confidence

Sum of Mean
squares df square F p n?

979 2 488 148 0230 0.020

This is also confirmed by the descriptive plots in Figure 32: no significant differences can
be seen in confidence between the different groups. However, it could be argued that a trend
towards spaced learning groups and especially those with a RI of two weeks being more

confident towards a future test might occur.
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Figure 32 — Participant’s reported confidence after final learning session, error bars
represent 95% confidence intervals, adapted from Jamovi, 2022

4.3.2.5 Learner’s self-perception (H5)
The calculations of the data in a two-way ANOVA using the delta of perceived vs. real
outcomes at test as the dependent variable and instructional method as well as RI as independent
variables (see Table 29), did not reveal any significant main effect, with p(instructional method)
= 0.992 and p(RI) = 0.068, both of which are greater than 0.05. However, a statistically
significant interaction effect between instructional method and RI was detected, with p = 0.050.
Yet, since this significance is right on the borderline of significance, conclusions about possible

interpretations should be drawn with caution.



154

Table 29 — Two-way ANOVA with the delta of perceived vs. real outcomes at test as
dependent variable and instructional method as well as RI as independent variables, adapted
from Jamovi, 2022

AMNOVA — Delta perceived vs. real learning success

Sum of Mean

squares df square F p n?
[nstructional method 3.62e-4 1 3.62e-4 1.13e-4 0992 0.000
RI 10.8 1 10.75 336 0068 0015
Instructional method * Rl 12.4 1 12.40 388 0050 0017

A Tukey-corrected post hoc test (Table 30) could not reveal any significant comparison
with each puke, greater than 0.05, and therefore, no conclusion should be drawn from this

interaction.

Table 30 — Tukey-corrected post hoc test comparisons instructional method * RI, adapted from
Jamovi, 2022

Post hoc comparisons — Instructional method * Rl

Comparison

Instruc-
tional Mean
RI method RI difference SE df t Ptukey
Massed 2w vs. Massed 4w 1.0679 0478 215 2235 0117
Massed 2w Vs Spaced 2w 05560 0380 215 1465 0461
Massed 2w vs. Spaced 4w 0.5179 0.414 215 1.251 0.595
Massed 4w vs. Spaced 2w -05119 (03380 215 -1.349 0.533
Massed 4w vs. Spaced 4w -0.5500 0414 215 -1.329 0.546
Spaced 2w vs. Spaced 4 w -0.0381 0.295 215 -0.129 0.999

Note: Comparisons are based on estimated marginal means

This is also confirmed by the descriptive plots in Figure 33. No significant differences
between the groups can be seen in how learners perceived they performed and how they actually

performed at their tests.
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Figure 33 — Delta of perceived and actual learning success of participants; error bars
represent 95% confidence intervals, adapted from Jamovi, 2022

As done in experiment 1, a repeated measures ANOVA was conducted (see Table 31).

Table 31 — Repeated measures ANOVA on delta of perceived and actual learning success of
participants, adapted from Jamovi, 2022

Repeated measures ANOVA learner’s self-perception (within subjects effects)

Sum of Mean

squares df square F p
Self-perception 19569 1 19569 122.42 < 0.001
Self-perception * Instructional method 1.81e-4 1 181e-4 113e-4 0992
Self-perception * RI 538 1 538 336 0068
Self-perception * Instructional method * RI 6.20 1 6.20 388 0050

Mote: Type 3 sums of squares

The repeated measures ANOVA revealed a significant main effect (p <0.001) of the delta
of perceived and actual learning success of participants, confirming the descriptive plots in
above-shown Figure 33, namely that the delta of learners perceived, and actual learning success
is significantly different from zero, which means that learners underestimate their actual

learning success on average. Furthermore, a statistically significant interaction effect of self-
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perception, instructional method, and RI was revealed with p = 0.050, delineating the same
picture as the previously calculated two-way ANOVA (with delta as dependent variable).

Further analysis is shown in Appendix K.

4.3.2.6 Learner’s satisfaction (H6)
Figure 34 represents the cumulated satisfaction ratings participants gave after each learning
session they attended. The data in the figure shows that participants in the spaced learning
groups attending three learning sessions recorded highest satisfaction levels and participants in

the massed learning group recorded least lowest satisfaction scores.
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Note: error bars represent 95% confidence intervals;

scale of 1-5 depicts satisfaction levels from very unsatisfied (1),
unsatisfied (2), neither satisfied nor unsatisfied (3), satisfied (4)
and very satisfied (5)

Figure 34 — Cumulated satisfaction ratings after each learning session; adapted from Jamovi,

2022

The data in Table 32 however, does not confirm a significant main effect, with p = 0.345.
The data was analysed with a one-way ANOVA, using satisfaction as dependent variable and

instructional method as the independent variable.
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Table 32 — One-way ANOVA with satisfaction as dependent variable and instructional
method as independent variable, adapted from Jamovi, 2022

ANOVA — Satisfaction

Sum of Mean
squares df square F p n?
[nstructional method 2.38 2 1.19 1.07 0345 0.004

Two further influences on the participant’s satisfaction levels were assessed: The
interactivity of the course and whether a learning session was self-paced or guided. In that
sense, two one-way ANOVAs were undertaken, one with interactivity as the independent
variable and the other with guidance as the independent variable. Since all learning
interventions which were interactive in nature were also the guided ones, all calculations listed
here for interactivity apply equally to guidance. For further analysis, refer to Appendix M. Both
investigations did not reveal any statistical relevant results, as shown by the example of
interactivity with p = 0.687 (Table 33).

Table 33 — One-way ANOVA with satisfaction as dependent variable and interactivity as
independent variable, adapted from Jamovi, 2022

ANOWVA — Satisfaction

Sum of Mean
squares df square F p n?
Interactivity 0181 1 0181 0162 0687 0000

Even when conducting a two-way ANOVA, using satisfaction as the dependent variable
and instructional method and interactivity as independent variables, no significant interaction

effect of instructional —method and interactivity @ was  observed,  with

p(instructional method) = 0.394, p(interactivity) 0.332 and

p(instructional method*interactivity) = 0.365 (Table 34).
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Table 34 — Two-way ANOVA with satisfaction as dependent variable and instructional
method and interactivity as independent variable, adapted from Jamovi, 2022

ANOWVA — Satisfaction

Sum of Mean

squares df square F p n?
Instructional method 2.08 2 1.04 0933 0.394 0.003
Interactivity 1.10 1 1.10 0982 0322 0.002

Instructional method * Interactivity 2.25 2 1.13 1.010 0.365 0.003

Yet, since it can be seen from Figure 34 above that the mean values of the massed group
are lower than those of the spaced group, it could be the case that there are effects that are not
visible in the small group size available and could potentially be if the groups would have had

more participants.

4.3.2.7 Learner’s preference (H7)
Before evaluating this hypothesis, it should be noted that when adding up the percentages, the
result is not 100 percent because there were participants who either did not give an answer or

did not stay until the end of the experiment. This is the case for all the analyses below.

When asked about whether participants prefer a spaced learning approach (“more shorter
sessions”) over a massed one (“one longer session”), both the massed and spacing groups
believed a spaced learning approach would be more effective in terms of long-term knowledge
retention (on average 4.19 vs. 2.86 and a delta 0.85-1.90 points, each on a 5-scale) compared to
a massed learning approach. Further, when asked about their desire for future work-based
learning setups, participants clearly voiced preference for more shorter learning sessions
(= spaced), with 84 percent of participants asking for it as compared to only 45 percent using
this as current practice. This is mirrored by a low desire for one longer learning session
(= massed). Here, 11 percent voiced preference for it, compared to 40 percent who currently

only have these type of learning setups. The descriptive data is shown in Figure 35.
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Figure 35 — Participants’ preference of spaced learning versus massed learning, author’s
own compilation

When asked about whether participants would prefer interactive or non-interactive
learning sessions in future, a clear desire for interactive sessions was stated, with 70 percent of
participants asking for interactive ones. This is an increase of 82 percent compared to 38 percent
of participants receiving mainly interactive learning interventions currently. Only 5 percent
asked for non-interactive learning sessions in their future learning, which is a drop of 76 percent
compared to 20 percent of participants receiving mainly non-interactive learning interventions

currently. The descriptive data is shown in Figure 36.
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Figure 36 — Participants’ preference of interactive versus non-interactive learning formats,
author’s own compilation
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When asked about their preference of guided learning sessions versus self-paced learning
sessions, participants recorded that current learning setups encourage self-paced learning
(52 percent) over guided ones (24 percent). However, when asked on how they envision future
learning setups to look, they preferred guided learning sessions over self-paced ones (preference
for self-paced learning interventions dropped by 14 percent to 45 percent and preference for
guided learning interventions increased by 54 percent to 36 percent). The descriptive data is

shown in Figure 37.

52%

45%
368%
24%, I
As-is  Future As-is  Future
Self-paced Guided

Figure 37 — Participants’ preference of self-paced versus guided learning formats, author’s
own compilation

4.3.3 Discussion
The purpose of this experiment was to answer the leading research question whether the
instructional method of spaced learning causes better learning in a work-based e-learning
environment. Results indicate that for the case of work-based relevant procedural knowledge it
is not associated with better learning compared to massed learning in an e-learning
environment. Therefore, it appears that spaced learning is not applicable to procedural
knowledge which can be easily implemented in daily life but rather for factual knowledge as
shown in the previous experiment. As a result, the overarching hypothesis HI and hypothesis

H2a cannot be approved by this study.
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Furthermore, within this experiment, no statistically significant evidence has been found

to claim that testing and immediate feedback as well as a higher frequency of learning sessions
leads to even better knowledge retention when teaching procedural knowledge as found in
previous experiments teaching mainly factual knowledge (e.g., Cogliano et al., 2019; Dunlosky
et al., 2013; Roediger & Karpicke, 2006a/b). Rather, other influences than testing and direct
feedback as well as the frequency of learning sessions should be considered when dealing with
procedural knowledge. From this investigation, both hypothesis H2b and hypothesis H3 are not

supported.

Furthermore, this experiment yielded different results in terms of learners’ self-perception
on their learning success than previous experiments did (e.g., Bjork, 1999; Dunlosky et al.,
2013; Morehead et al., 2015): no statistically significant differences have been found regarding
how learners perceived their test performance and how they actually performed at test.
Descriptively, and confirmed by a repeated measures ANOVA, all groups underestimated their
learning. Thereby, for a RI of two weeks, massed learners showed a lower deviation to actual
learning performance than spacers did. However, for the RI of four weeks the picture changed
and the JOL of massed learners was more underconfident than those of the spaced learners. All
in all, hypothesis H5 is not supported by this investigation and further research is needed on
what drives learner’s own judgement of learning, especially differentiating between different

instructional methods and RlIs.

Within this experiment, no support was found for learners in spaced learning
interventions to feel less confident towards a future knowledge test than massed learners as
shown by previous research (e.g., Simon & Bjork, 2001; Vlach et al., 2019; Zechmeister &
Shaughnessy, 1980). From the given data, no statistical significance could be derived which
underlines this finding and could support hypothesis H4. Another interesting finding was that

participants in spaced learning groups attending three learning sessions were the most satisfied
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ones. Participants in the massed learning groups where least satisfied, contrary to postulations
by Mayer and Moreno (1998, 2002, 2003). Yet, none of the statistical analyses revealed any
significant main or interaction effect supporting hypotheses H6a, H6b or Héc, thus it is also not
supported by the investigation. However, since for both analyses (H4 and H6) descriptive trends
could be suspected, even if these trends are directed in the opposite direction to the original
hypothesis, one could argue that the sample size of the given experiment was too small for
potential opposite effects to become apparent. Therefore, further investigations independent

from both hypotheses to explore these effects are needed.

Yet, it can be summarised that participants of the given experiment generally prefer
spaced, interactive as well as guided learning interventions in their work life, which is in line
with hypothesis H7. Even though preferences for self-paced learning formats were higher than
for guided sessions, participants asked for less self-pacing and more guidance in their preferred
future learning. Although the instructional method of spaced learning and related phenomena
such as testing, feedback, and associated metacognitive effects, appear not to impact long-term
knowledge retention when teaching procedural knowledge, it is yet perceived by learners to be
the more efficient and effective instructional method, when compared to the instructional
method of massed learning. Furthermore, learners interested in the subject matter would well
accept interactive and guided forms of learning, especially within work-based learning
offerings. Thus, this should be fully considered in the future design of work-based learning

interventions.

In sum, the given experiment concludes the following:

e Hypotheses H1, H2, H3, H4, H5 and H6 are not supported by the investigation

e Hypothesis H7 is supported by the investigation
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4.4 Comparison of effects between factual/conceptual and procedural knowledge

To find evidence for hypothesis HS, two steps were taken: First, a three-way ANOVA was
performed between the experimental groups of both experiments 1 and 2. Relative points per
person on the final test (0-100 percent) was chosen as the dependent variable, and the
instructional method (massed or spaced), RI (two or four weeks), and the type of knowledge
(factual/conceptual or process knowledge) were chosen as independent variables. As shown in
Table 35, the analysis of the three-way ANOVA revealed three (i.e., all) statistically significant
main effects between the two groups, namely for instructional method with p < 0.001 and #* =
0.040, for RI with p <0.001 and #* = 0.028 and for the type of knowledge taught with p <0.001
and #? = 0.170. Whereby the type of knowledge taught had the strongest impact on relative
points. Furthermore, four (i.e., all) statistically significant interaction effects were discovered:
first, between instructional method and RI with p = 0.020 and #? = 0.008, second, between
instructional method and the type of knowledge taught with p < 0.001 and #> = 0.025, third,
between RI and the type of knowledge taught with p <0 .001 and #>=0.019 and fourth, between
instructional method, RI and the type of knowledge taught with p = 0.007 and #> = 0.011 (also

see Table 35).
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Table 35 — Three-way ANOVA with relative points/person as dependent variable and
instructional method, RI, and type of knowledge as independent variables, adapted from
Jamovi, 2022

ANOVA — Relative points

Sum of Mean

squares df square F p n?
Instructional method 1.000 1 0.9996 26.09 <0.001 0.040
RI 0.693 1 06932 18.09 <0.001 0.028
Knowledge type taught 4 207 1 42074 109.80 <0.001 0.170
Instructional method * RI 0.210 1 02102 549 0020 0.008
Instructional method * 0628 1 06282 16.39 <0001 0025
Knowledge type taught
RI * Knowledge type taught 0.481 1 04808 12.55 <0.001 0.019
Instructional method * RI * 0279 1 02788 728 0007 0011

Knowledge type taught

The below Figure 38 illustrates this data further: participants in experiment 2 who were
taught procedural knowledge scored better at final test than their counterparts in experiment 1
did, who were taught factual and conceptual knowledge. Furthermore, within both experimental
groups, differences are obvious with regards to the relative points per person at final test
depending on which instructional method they followed. However, it is also evident that the
spaced learning effect becomes especially apparent for experimental group 1, who was taught

factual and conceptual knowledge and is more pronounced with longer Rls.
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Figure 38 — Average performance of participants at final test for experiment 1 on factual
knowledge (right-hand side) and for experiment 2 on procedural knowledge (left-hand side),
error bars represent 95% confidence intervals, adapted from Jamovi, 2022

Furthermore, a Tukey-corrected post hoc test (Appendix N) confirmed the statistical
significance of the expression of the spaced learning effect when comparing test results of
learners who have been mainly learning factual and conceptual knowledge and those who have
been mainly learning procedural knowledge. For the massed learning group with a RI of two
weeks, being taught procedural knowledge three statistically significant differences have been
revealed: first, against the massed learning group with a RI of two weeks, being taught factual
knowledge with pukey = 0.011. Second, against the massed learning group with a RI of four
weeks, being taught factual knowledge with pukey, < 0.001. And third, against the spaced

learning groups with a RI of four weeks, being taught factual knowledge with puuke, = 0.031.

For the massed learning group with a RI of two weeks, being taught factual knowledge
four statistically significant differences have been uncovered: First, versus the massed learning
group with a RI of four weeks, being taught procedural knowledge with puue, = 0.025. Second,

versus the massed learning group with a RI of four weeks, being taught factual knowledge with
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Pukey < 0.001. Third, versus the spaced learning groups with a RI of two weeks, being taught
procedural knowledge with puke, < 0.001. And fourth, versus the spaced learning groups with a

RI of four weeks, being taught procedural knowledge with pue, < 0.001.

For the massed learning group with a RI of four weeks, being taught procedural
knowledge one statistically significant difference has been revealed, namely, versus the massed

learning group with a RI of four weeks, being taught factual knowledge with pruey < 0.001.

For the massed learning group with a RI of four weeks, being taught factual knowledge
four statistically significant differences have been found: First, against the spaced learning
groups with a RI of two weeks, being taught procedural knowledge with pue, < 0.001. Second,
against the spaced learning groups with a RI of two weeks, being taught factual knowledge with
DPukey < 0.001. Third, versus the spaced learning groups with a RI of 4 weeks, being taught
procedural knowledge with puke, < 0.001. And fourth, versus the spaced learning groups with a

RI of four weeks, being taught factual knowledge with puse, < 0.001.

Furthermore, for the spaced learning groups with a RI of two weeks, being taught
procedural knowledge two statistically significant differences have been discovered: First,
against the spaced learning groups with a RI of two weeks, being factual knowledge with psey <
0.001 and second, against the spaced learning groups with a RI of four weeks, being taught

factual knowledge with puue, < 0.001.

For the spaced learning groups with a RI of two weeks, being taught factual knowledge
one statistically significant difference has been revealed versus the spaced learning groups with
a RI of four weeks, being taught procedural knowledge with puuke, < 0.045. Finally, for the
spaced learning groups with a RI of four weeks, being taught procedural knowledge a
statistically significant difference has been revealed against the spaced learning groups with a

RI of four weeks, being taught factual knowledge with puse,= 0.001.
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The results from this quantitative analysis confirm the first part of hypothesis H8 as
outlined in chapter 3.2, arguing that the effects of spaced learning are especially applicable in
work-based learning interventions for factual and conceptual rather for those for procedural

knowledge.

As a second step, a metacognitive survey was set-up in Typeform (Appendix N) and sent
to 88 participants who took part in both experiment 1 and experiment 2. Of these, 52 participants
completed the survey. The aim of the survey was to gather information such as if and how
differences between both learning topics were perceived, participants’ thoughts on influences
on learning outcomes, and participants’ judgement of learning related to the two topics. The
survey was based on the evaluation of the two metacognitive surveys after the final knowledge
test of each learning experiments, where a thematic coding analysis on what particular elements
the learners like the most revealed several differences between the two experiments, mainly on
the topic of applicability (18 percent for “time management” vs. 0 percent for “platform
business models”; see Appendix O for details). Results drawn from the survey are to underline

the quantitative analysis of the statistical comparison of both experimental groups.

Through the metacognitive survey, the following tendencies emerged:

1. 69 percent of all participants found the training on “time management” more
interesting in terms of content than the training on “platform business models”;
likewise, 69 percent of participants stated that they knew more about the topic after
the training on “time management” than after the training on “platform business
models”.

2. 83 percent of all participants who found the training on “time management” more
interesting did so because of the direct applicability of what was learnt; the
participants who found the training on “platform business models” better did so

primarily because of the interesting content (69 percent).
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3. 75 percent of the respondents found the training structure of the training on “time
management” more effective than the training structure of the training on “platform
business models”, although the structures of both trainings were identical (with
slightly different divisions of the participants into the experimental groups).

4. 83 percent of respondents felt that the content of the training was more relevant to
their perceived learning success than a more effective structure.

5. Personal interest and applicability (78 percent each, multiple answers possible)
contributed most to the metacognitively assumed increase in knowledge; this was
followed by the presentation of the media with 54 percent; it is interesting to note
that participants who found the training on ‘time management’ more interesting in
terms of content emphasised applicability with 86 percent, and among the
participants who found the training on “platform business models” more
interesting, the presentation of materials (63 percent) was almost as high as the
interest on content (75 percent).

6. 90 percent of all participants found the training on “time management” more
relevant for their everyday work than the training on “platform business models”
(rating ‘agree’ or ‘fully agree’); 73 percent also stated that they can better
remember the contents of the training on “time management”; 67 percent stated that
they can “generally better remember topics that are more relevant for everyday
life”; 77 percent of all participants stated that several repetition units help especially
strongly with fact-based knowledge (only 48 percent stated this for the training on

“platform business models”).

More details regarding the survey results can be found in Appendix N.

In summary, the results of this survey confirm that participants believe they learn easier
and better when procedural knowledge is taught due to its applicability to their daily life.

Applicability of the learnt by daily usage could be equated with constantly retrieving the learnt
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information from memory and hence, memory traces are strengthened and learning and
knowledge retention increases (just like as it does with the testing effect). In addition, learners
attribute their perceived learning success mainly to the content and applicability of what is
learnt rather than the specific setup of their learning interventions and number of repetitions,
1.e., spaced learning. These results are in line with what was postulated for hypothesis H8 in
chapter 3.2, namely, that learners will judge their mastery in procedural knowledge higher due
to easier encoding and retrieval fluency resulting from practice (Anderson, Krathwohl et al.,
2001; Finn & Tauber, 2015; Moore & Healy, 2008). This is nicely described in one particular
quote of a participant of the survey: "In the case of [the training on] “platform business
models”, the repetition units were mainly relevant because the topic had less to do with one's

own everyday life and one therefore internalised it less quickly."

Taking all of the quantitative and qualitative analysis together, hypothesis H8 is thus

confirmed by this investigation.
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5. Summary of research

The final chapter of this research firstly builds upon the key findings drawn from the two
experiments conducted for this research, summarises those, and discusses in general the
overarching research question as well as all hypotheses set (chapter 5.1). Following is an
elaboration on the /imitations of the two experiments conducted to answer the research question
(chapter 5.2). Finally, recommendations are made on first, how fo better design work-based
e-learning interventions in the future (chapter 5.3) and second, on where future research can

continue (chapter 5.4).

5.1 General discussion of key findings
Although the spaced learning effect has created a large body of literature, prior research failed
to examine spacing effects in more life-relevant learning environments such as work-based
learning. In this research, to answer the question on positive learning effects in work-based
e-learning environments due to spaced learning, two field experiments were conducted, both
teaching work-based relevant contents aiming at closing this research gap, with the first
experiment focusing on factual and conceptual knowledge (topic “platform business models”)

and the second one focusing on procedural knowledge (topic “time management”).

When participants learnt factual and conceptual knowledge, the spaced learning effect
became evident, especially for longer inter-session and retention intervals (herein seven days
and four weeks, compared to a shorter interval of three days and two weeks). Altogether,
participants recalled and retrieved more after the spaced learning intervention than participants
in the massed learning intervention did (resembling an effect size of #*> = 0.119). A different
pattern became apparent for participants who have learnt procedural knowledge since the

spaced learning effect did not become evident there.
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Both results were independent of other factors previously investigated and said to enlarge
the spaced learning effect, such as direct testing and feedback (e.g., Cogliano et al., 2019;
Dunlosky et al., 2013; Morehead et al., 2015; Roediger & Karpicke, 2006a/b), as well as the
number of learning sessions (e.g., Cepeda et al., 2006). The first experiment on work-based
relevant factual knowledge revealed some descriptive trends towards spacing frequency, testing
and immediate feedback, all of which positively impacts learning success, which clearly
warrants further research. In contrast, the second experiment on work-based relevant procedural
knowledge did not reveal any obvious systematic evidence that either spacing frequency or

testing or immediate feedback impacts learning success at all.

Both experimental investigations failed to confirm previous findings on learner’s
confidence, self-perception, and satisfaction (e.g. Bjork, 1999; Dunlosky et al., 2013; Morehead
et al., 2015; Simon & Bjork, 2001; Vlach et al., 2019; Zechmeister & Shaughnessy, 1980).
Clear statements can neither be made that the learners of the massed condition always
overestimated their own learning (both towards a future test and right after a distributed test has
taken place) nor were they always more satisfied than the participants of the spaced condition.
Rather effects directed in the opposite direction of the original hypotheses were detected and
thus, other influences impacting learner’s confidence, self-perception and satisfaction and the

role different RIs play must be acknowledged, examined, and investigated in the future.

What can be noted however from both experiments is that regardless of which knowledge
type was taught (factual and conceptual or procedural knowledge), participants universally
agreed on the same learning preferences, asking for spaced, interactive, and guided work-based

learning interventions (Table 36).
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Table 36 — Changes in learner’s preferences on learning design for experiment 1 and
experiment 2; author’s own compilation

Preferred changes from current to future state

Experiment 1 Experiment 2
(factual knowledge) (procedural knowledge)

Spaced +72% +86%
Massed -65% -73%
Interactive +72% +82%
Non-interactive -80% -76%
Self-paced -12% -14%
Guided +16% +54%

When answering the leading research question, if the instructional method of spaced
learning causes better learning than massed learning in an e-learning environment in which
work-related complex factual and procedural knowledge is taught, then the question must be
answered in dependence of the knowledge type taught and until when knowledge needs to be
retained. Spaced learning does not always lead to better learning in complex knowledge work-

based e-learning environments, however, a more differentiated view is needed.

Whilst the spaced learning effect could be demonstrated clearly for work-based relevant
factual and conceptual knowledge and long Rls, but not for work-based relevant procedural
knowledge, a comparison of the spaced learning effects within the two experiments clearly
showed that the spaced learning effect especially causes better learning for factual-based
knowledge topics, which are unrelated to daily usage and should be retained for longer periods.
When comparing the results of the overarching hypothesis H1 in both experiments, an effect
size of #* = 0.170 was revealed for the impact the type of knowledge being taught had on the

spaced learning effect. Hence, the spaced learning effect can be observed especially in the
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context of factual and conceptual knowledge. This quantitative finding was further supported

by a metacognitive survey among all participants who took part in both experiments.

Given the practical importance of well-designed work-based learning interventions
resulting in long-term knowledge retention, research is still widely lacking on how the spaced
learning effect can be applied to work-based learning interventions. This research provides
strong empirical evidence which should be investigated further, especially with regards to
differentiating between types of knowledge being taught and for long-term desired learning

success and retention.

A complete overview of all experimental results of the research at hand can be found in

Table 37.
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Table 37 — Overview of all experimental results of the research at hand; author’s own
compilation

Results of experiment 1: Results of experiment 2:
Hypothesis factual knowledge procedural knowledge
H1 - Massed = Supporied by the investigation = Not supported by the investigation
learning
versus spaced
learning
H2al/b - = 2a: Supported by the = 2a
Spacing investigation Not supported by the investigation
frequency = 2b: Lacking strong evidence = 2b:
within the data but seem Not supported by the investigation
plausible on a descriptive level
= Further research needed
H3 - Testing = Lacking strong evidence = Not supported by the investigation
and immediate within the data but seem
feedback plausible on a descriptive level

= Further research needed

H4 — Learner’s = Not supported by the investigation = Not supported by the investigation
self-confidence = Further research needed

H5 — Learner’s = Not supported by the investigation = Not supported by the investigation
self-perception = Further research needed

H6 — Learner’s = Not supported by the investigation = Not supported by the investigation
satisfaction = Further research needed

H7 - Learner’s = Supported by the investigation = Supported by the investigation
preference

H8 — Knowledge = Supported by the investigation

categories

5.2 Limitations of the research at hand
While this research successfully showed that spaced learning causes better learning in
e-learning environments teaching complex factual and conceptual knowledge than common
massed learning, there were some limitations to the internal and external validity of the research

at hand.

First, as the literature review pointed out, there have been no real-life spaced learning

(field) experiments in the knowledge areas of factual knowledge, conceptual knowledge, or
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procedural knowledge. Therefore, there was no valid prior literature on which to base this
specific experimental design. Although one of the leading researchers in spaced learning
research was consulted on the topic of experimental design (Appendix P) and found it
reasonable, it was only possible in the design of the experiments to refer to literature that had

'simpler' sequences.

Second, since both experiments had self-selection as the primary selection method of
study participants, there is an underlying sampling bias in both experiments. Thus, the results
of both experiments cannot be fully generalised, but only refer to the population of learners
who are interested in a specific teaching topic. Furthermore, the number of participants who
left the experiment prior to finishing the knowledge test should be mentioned. This was
especially relevant for groups with a RI of four weeks for the first experiment and due to the
higher drop out of participants in these groups, the dependent variable of the knowledge tests
could not be observed for all participants. It is assumed that this drop out could be due to
diminished motivation of the respective participants or the self-assessment that they knew too
little for a test. However, this cannot be fully confirmed with the present experiments.
Therefore, it is recommended to direct further research on how to keep learners engaged over a

longer period in a learning intervention.

Third, since both experiments were conducted as field experiments and not in the
laboratory, there might have been unknown influences that could have been controlled in a
laboratory environment. Furthermore, it was only possible to instruct the participants in
advance not to take notes and transcripts and not to repeat the contents between the learning
units and between the last learning unit and the knowledge test. However, it was not possible
to control this within the setting of these experiments. It was also not possible to prevent a
possible exchange of the study participants, who were in different learning groups, which could

have resulted in a reduction of motivation to participate in the learning experiment.
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Fourth, the required number of participants of 32 per group was not reached in all
experimental groups and even in the groups in which 32 participants took part, the number of
people was not exceeded. Since the statistical power of experiments depends on the effect size
that one wants to detect with an experiment, one has a higher power for larger effects and vice
versa. Accordingly, more test subjects are needed if smaller effects with a higher power shall
be detected. Assuming that the effects of the hypotheses that were not confirmed by these
experiments are smaller than expected, the power of both experiments was too low for the given

sample size.

Finally, as this research followed the research data guideline of the Heinrich Heine
University, Diisseldorf (Appendix I), the personal data on the participants' feelings and
metacognition after the individual learning sessions and on the learning success of the study
participants were anonymised according to the relevant research standards. This meant that it
was not possible to assign the knowledge tests carried out to a specific person. However, this
also meant that correlations between the participants' surveys after each learning unit and the
results of the knowledge tests were not possible. Thus, each survey response and each test had

to be considered individually with no option to assign these to specific individuals.

5.3 Practical recommendations for future work-based e-learnings
The empirical findings derived from the two experiments conducted for this research provide
meaningful and beneficial insights for any designer and provider of work-based e-learning
interventions as well as for managers and executives in charge seeking long-term knowledge

retention of individuals taking part in the interventions.

First, the results of the empirical field experiments demonstrate that designers and
providers of work-based e-learning interventions aiming at teaching factual as well as

conceptual knowledge should make use of the instructional method of spaced learning.
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Especially for those interventions in which long-term knowledge retention is key, longer ISIs
as well as RIs should be considered compared to having a single e-learning session. Cepeda and
team’s (2008) analysis on the optimum gap for restudy could be used as a baseline for

scheduling learning sessions and adapted where needed.

Second, the findings across both experiments show that irrespective of which knowledge
type was taught, learners prefer spaced learning experiences (indicating a stronger motivation
to learn). Thus, even though the spaced learning effect could not be proven for an e-learning
intervention teaching procedural knowledge, designers and providers of work-based e-learning
interventions should still consider the instructional method of spaced learning based on
learner’s preference. Also, learners unanimously preferred interactive and guided learning
sessions over non-interactive, self-paced learning sessions. Therefore, it is recommended to
design work-based e-learning interventions in a spaced, interactive, and guided form. This is
all based on the premise that, under the given results, an actual increase in knowledge retention

only occurs for factual and conceptual knowledge.

Third, the empirical findings at hand should encourage managers and executives in charge
to rethink the way work-based learning is conducted, implemented, how they prioritise human
resources and learning departments on their organisational agenda as well as how they invest
their learning and development budgets. This research has clearly shown that approaches to
learning and development relying on traditional instructional methods such as massed learning,
non-interactive, self-paced learning formats are to be rejected. The following three reasons,

derived from this research, shall be listed as justification:

e They do not lead to sustainable knowledge retention, especially for long lasting
intervals and interventions teaching factual and conceptual knowledge.

e They are most likely to be incorrect investments of learning budgets.
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e They are not the preferred choice of learners and hence might lead to job

dissatisfaction, resulting in employees changing employers.

By getting learning right and supporting human resources as well as learning departments
accordingly, organisations can sustain and enhance their competitive advantage by making sure
the right people are kept within the organisation through investing in the right learning and

skill-building measures.

5.4 Theoretical recommendations for future research
The present research is the first known empirical effort to investigate the effect of spaced
learning on real-life work-based e-learning interventions and as such contributes to academic
research in the field of learning in general and management learning in particular. It offers
insights about how spaced learning can be applied to complex, non-laboratory, work-based
e-learning interventions. Thereby, the research followed previously mentioned calls for applied
real-life relevant research of the spaced learning effect (e.g., from Carpenter et al., 2012;
Dempster, 1988; Kapler et al., 2015; Karpicke et al., 2016; Larsen, 2018; Mettler et al., 2016;

Seabrook et al., 2005; Sobel et al., 2011).

The results from the first experiment of this research led to the conclusion that spaced
learning interventions cause considerably better learning outcomes compared to massed
learning interventions, in line with previous research (e.g., Carpenter et al., 2012; Cepeda et al.,
2006; Delaney et al., 2010; Dempster, 1989; Gerbier & Toppino, 2015; Vlach et al., 2019),
especially with increasing RI (which is of specific relevance for lifelong learning). However,
the benefit of spaced learning interventions compared to massed learning interventions have
not been validated by the second experiment of the research at hand. This lack of benefit is
interesting as participants in the second experiment performed much better on average across

groups in the final knowledge test than those of the first experiment, even though no spaced
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learning effect could be shown. One potential reasoning for this finding could be that the
occurrence of the spaced learning effect does not solely depend on how learning interventions
are designed technically, e.g., schedules, existence of feedback, number of sessions, but also on
the knowledge type taught, i.e., either factual/conceptual or procedural. Since past learning
research within the field of spaced learning has been examined in depth in the laboratory
(Wiseheart et al., 2019), thereby mainly focusing on verbal or trivia factual learning (e.g.,
Carpenter et al., 2012; Kapler et al., 2015), only few studies are known to have assessed the
effects on more complex higher-level skill learning such as mathematical and science concept
learning as well as inductive category learning and making complex judgments (e.g., Kang &
Pashler, 2012; Kornell & Bjork, 2008; Rohrer, 2009; Rohrer & Taylor, 2006, 2007; Vlach et
al., 2008) or even the effects of perceptual and coordinated motor tasks (Baddeley & Longman,
1978; Carpenter et al., 2012; Cepeda et al., 2006; Dempster 1996). Yet, no applied study is
known to have assessed the impacts, if any, spaced learning could have on acquiring procedural
knowledge. Therefore, it is recommended, that future research carefully investigates if and how
the effect appears with different knowledge categories (in this case: factual/conceptual and
procedural) or occurs at all. If the effect is not widely demonstrable for procedural knowledge,
this could be because procedural knowledge is learnt differently by the brain than factual or
conceptual knowledge (Anderson, Krathwohl et al., 2001). But this, too, would have to be
further investigated in future research. In case the outcomes concur with those detected in the
present research and verify the findings, practical recommendations should then be extended

on how to best design and run work-based e-learning interventions.

Since the present study did not find any evidence that previously identified factors such
as testing and direct feedback, which are supposed to strengthen the spaced learning effect (e.g.,
Cogliano et al., 2019; Dunlosky et al., 2013; Morehead et al., 2015; Roediger & Karpicke,
2006a/b), actually enhance knowledge retention in real-life work-based learning interventions,

it remains to be investigated why this is the case and whether these factors become obsolete
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with higher complexity of the learning material or if other ways of implementing these lead to
an even stronger impact on knowledge retention. The lack of evidence for those factors in the
present research appears quite intriguing. Obvious differences between the research at hand and
previously conducted research are the complexity of learning materials (simple vocabulary or
fact learning versus learning of concepts or new behaviours), the change of media between the
independent learning sessions (videos, slides, live session(s)), the incorporation of more than
two spaced learning sessions (in the research at hand three or even five repetition sessions) as
well as the limited range of tested learning schedules within this experiment (ISI either four or
seven days and RI either two weeks or four weeks). Even though these learning schedules have
been based on Cepeda’s and teams (2008) optimal gap on restudying, it could be that shorter
gaps do not produce any benefits with increasing complexity of learning content and changes
in learning media. Since the primary goal of any work-based learning intervention should be
enabling learners to apply and transfer the knowledge learnt (Connors, 2021; Gallardo, 2021;
Goldi, 2011; Ryo & Moon, 2019; Sala & Gobet, 2017), the above should further be investigated
and thereby clearly differentiate between the correlations between knowledge types (e.g.,
factual/conceptual and procedural), knowledge complexity, learning media used, RIs as well as

ISIs (shorter ones versus longer ones with relevance to real-life application).

Also, it is recommended to investigate drivers of learner’s confidence, self-perception,
and satisfaction further as, again, previous findings of mainly laboratory-based spaced learning
research could not be confirmed in the field of work-based learning with the given research and
at times even opposing findings were observed (e.g., Bjork, 1999; Dunlosky et al., 2013;
Morehead et al., 2015; Simon & Bjork, 2001; Vlach et al., 2019; Zechmeister & Shaughnessy,
1980). This in turn is also of great interest, as the body of research in this field is relatively large
and the findings do not seem like coincidences. A reasoning for the lack of evidence in the two
experiments at hand could be that the single learning sessions were too long and as a result

perceived as independent massed learning entities rather than repetitions of the same materials.
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Arguments that could speak in favour to this are first, that learning sessions were on average
quite long (shortest session 15 minutes and longest session 60 minutes) and second, the change
in learning media used, which addressed different independent working-memory channels. As
a result, one could assume that rather than forming one strong memory trace, several weaker
memory traces were formed on the topics taught, which also led to learning success, yet did not
confirm the metacognitive findings of previous research. It is thus recommended to investigate
in more depth, how interactions of chosen instructional methods, learning formats and media,
and especially different lengths of retention intervals impact learner’s confidence, self-
perception, and satisfaction. Further, since it has not been part of this research, it is
recommended to investigate why learners in work-based learning environments are motivated

to learn and how this impacts real learning success as well as learner’s metacognition.

This research has nevertheless shown evidence that the spaced learning effect is
applicable to work-based e-learning interventions, to the extent of factual and conceptual
knowledge. Yet, to increase the validity of the findings of the two field experiments conducted,
further field experiments should be considered. In case the resources and time of future research
allow it, the two presented experiments could be replicated. Thereby, care should be taken to
reach a much larger number of participants to be able to detect small effects. As a suggestion

for a future experimental setup, the following is proposed:

e Two separate experimental investigations, one teaching factual/conceptual
knowledge and one teaching procedural knowledge, with about the same level of
difficulty.

e  Within each of the experimental investigations, two separate ISI-RI conditions are
differentiated: the first in accordance with the longer ISI-RI conditions of the
experiments of the research at hand, i.e., an ISI of seven days and a RI of four
weeks. The second should be even longer with an ISI of ten days and a RI of eight

weeks.
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e For each of the conditions, the following nine groups should be considered: a) a
massed control learning group, b) a spaced learning group with three learning
sessions, ¢) a spaced learning group with three learning sessions and changing
learning media, d) a spaced learning group with three learning sessions and direct
testing and feedback, e) a spaced learning group with three sessions, changing
learning media, direct testing and feedback, f) a spaced learning group with five
learning sessions, g) a spaced learning group with five learning sessions and
changing media, h) a spaced learning group with five learning sessions, direct
testing and feedback and also, 1) a spaced learning group with five learning
sessions, changing media, direct testing and feedback. Thus, resulting in 18 groups
per experiment.

e Assuming an ideal effect size of at least #*> = 0.06; an alpha level of 0.05 and a
required power of 0.8 (see Cepeda et al., 2006), at least 18 participants per group
would be required, however larger groups should be considered to reveal small
effects.

e  Once both experiments with each 18 groups have been conducted, conclusions shall
be drawn per experiment, knowledge type taught, ISI-RI condition, number of
learning sessions, usage of learning media as well as direct testing and feedback.
Further, cross-experimental comparisons are recommended to build upon the

findings of this research.

All in all, spaced learning, and all its moderating influences as well as retrieval practice
are widely recognised and proven instructional methods to enhance long-term knowledge
retention. However, the majority of findings and recommendations drawn for real-life
application mostly stem from laboratory experiments that are very similar in structure and

content. Not every finding on spaced learning and the distributed practice made in the
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laboratory is applicable to all learning fields, subjects and learning environments but rather
different combinations of the techniques should be considered when it comes to real-life
application. As a result, much broader research is needed to investigate how to best implement
and take advantage of spaced learning in more applied settings such as work-based learning

interventions.
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Appendices

Appendix A — Typeform assessment for the e-learning on “platform business models”

Typeform assessment for platform business models

Question
no.

Question Correct answer

Was ist eine Alternative zum Plattform Geschaftsmodell
klassischen Pipeline-
Geschaftsmodell?

Wie funktioniert das Qualitats- Die Anbieter und Kunden auf der Plattform

management in einem Plattform- bewerten sich gegenseitig. Schlechte

Geschaftsmodell? Anbieter/Kunden finden keine weiteren
Kunden/Anbieter.

Erlautern Sie einen konkreten Die Plattfiorm hat keine Gatekeeper

Vorteil des Plattform- {Anbieter und Kunden bestimmen selbst,

Geschaftsmodells gegenuber dem  wer auf der Plattform erfolgreich ist); ist nicht

Pipeline-Geschaftsmodell. begrenzt durch Ressourcenknappheit (z.B.

Finanzmittel) und kann besser Daten nutzen
(z.B. in Form von Kundenbewertungen).

Was ist keine Buy-and-build-5trategie
Plattformgeschéfisstrategie?

* Follow-the-Rabbit-Strategie

* Piggyback-Strategie

* Buy-and-build-Strategie

* Micromarket-Strategie

Bitte erklaren Sie das Konzept Beispiel: Follow-the-rabbit Strategie: Man
einer Plattformstrategie. offnet sein bestehendes Geschaft fur andere
Partner (andere Strategien denkbar).

Bitte erlautern Sie den Unterschied Beispiel: In der follow-the-rabbit Strategie

zwischen zwei Plattformstrategien  6ffnet man sein bestehendes erfolgreiches

Ihrer Wahl. Geschaftsmodell fur andere Partner. In der
Marguee-Strategie Uberzeugt man dagegen
Branchenfihrer auf die eigene Plattform zu
kommen, ohne dass sie notwendigerweise
bereits erfolgreich ist (andere Antworten

denkbar).
Wie funktioniert das Konzept der Es wird bei jeder erfolgten Transaktion eine
erfolgshasierten Gebuhren bei Gebihr erhoben (z.B. x% des
einem Plattformgeschaft? Transaktionsvolumens oder eine fixe
Gebuhr).

Was ist keine Preisstrategie fiir ein  Gebiihren fur Produktentwicklung
Plattformgeschaft?
* Erfolgshasierte Gebiihren
* Gehihren fir zuséizliche
Services
+ Gehihren fiir Produktentwicklung
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Typeform assessment for platform business models (continued)

Question
no. Question Correct answer

9 Erklaren Sie den Unterschied Bei der erfolgsbasierten Gebuhr wird nur bei
zwischen erfolgsbasierten abgeschlossenen Transaktionen gecharged.
Gebiihren und Gebiihren far Beim anderen Konzept werden dagegen fir
zusatzliche Qualitétssicherung. die Teilnahme an der Plattform Gebiihren

fallig, da eine zusatzliche Qualitatskontrolle
erfolgt.

10 MNennen Sie bitte eine Art von Same-side effects/cross-side
Netzwerkeffekten. effects/reinforcing economies of

scale/supply-side effect/demand-side effects
11 Welche der folgenden Aussagen Seitenibergreifende Effekie gelten sowohl
ist richtig (Mehrfachnennung fur die Nachfrage als auch fir das Angebot
maglich)? Effekie auf einer Seite gelten sowohl fur die
+ Seiteniibergreifende Effekte Nachfrage als auch fur das Angebot
gelten sowohl fir die Nachfrage
als auch fiir das Angehot

+ Effekte auf einer Seite gelten
sowohl fir die Nachfrage als
auch fiir das Angebot

+ Seiteniibergreifende Effekte
gelten nur fiir die Nachfrage

+ Effekte auf einer Seite gelten nur
fiir das Angebot

12 Wie funkiionieren Skaleneffekie Der Nutzen einer Plattform steigt mit jedem
auf Plattformen? weiteren Nutzer an, da der Markt auf der

Plattform wachst, die Platiform attrakiiver
macht und weitere Nutzer anzieht.

13 Bitte nennen Sie den Namen einer Beispiel: Skalierungsphase: Anzahl neuer
Phase und eine fir diese Phase aktiver Nutzer (andere Antwaorten denkbar).
geeignete Erfolgskennzahl fir
Plattform-Geschéaftsmodelle.

14 Warum brauchen Sie Die Herausforderungen einer Plattform sind
unterschiedliche in jeder Phase unterschiedlich. Daher sieht
Leistungskennzahlen entlang der  auch Erfolg in jeder Phase anders aus,
verschiedenen sodass es unterschiedlicher KPls bedarf.
Lebenszyklusphasen eines
Plattformgeschafts?

15 Mennen Sie die 4 Phasen im Einfiihrung
Lebenszyklus eines Ausweitung
Plattformunternehmens. Reifegrad
« Einfiihrung Weiterentwicklung
= Start
+ Entwicklung
+ Skalierung
+ Ausweitung
* Reifegrad
* Wachstum
* Riickgang

+ Weiterentwickiung
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Typeform assessment for platform business models (continued)

Question
no.

Question

16

17

18

19

20

21

22

Was schatzen Sie, wie viele der zuletzt gesteliten 15 Testfragen haben Sie richtig
beantwortet?

Haben Sie sich zwischen dem letzten Training und diesem Test nochmals mit
dem Lernmaterial befasst?

Glauben Sie, Ihr spezifischer Trainingsablauf hatte einen positiven Effekt auf
Ihren personlichen Lernerfolg?

In Ihrem jetzigen beruflichen Umfeld, wie wiirden Sie lhre Trainings beschreiben?
+ Mehrere kiirzere Wiederholungseinheiten

* Eine langere Lerneinheit

* Interaktiv

* Nicht-interaktiv

» Selbstgesteuert

« Gefiihrt

Welche der folgenden Arten von Training waren fur Ihr personliches berufliches
Umfeld am besten geeignet?

» Mehrere kiirzere Wiederholungseinheiten

* Eine langere Lerneinheit

= Interaktiv

= Nicht-interaktiv

» Selbstgesteuert

= Gefthrt

Glauben Sie, es ware effektiver fur Ihren personlichen Lernerfolg gewesen, wenn
Sie nur eine Lerneinheit gehabt hatten?

Glauben Sie, dass sich Ihr Verstédndnis zu den gelehrten Konzepten zu Plattform
Geschéaftsmodellen signifikant, in geringem Malke oder gar nicht verandert hat?
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Typeform assessment for platform business models (continued)

Question
no. Question

16 Was schatzen Sie, wie viele der zuletzt gesteliten 15 Testfragen haben Sie richtig
beantwortet?

17 Haben Sie sich zwischen dem letzten Training und diesem Test nochmals mit
dem Lernmaterial befasst?

18 Glauben Sie, Ihr spezifischer Trainingsablauf hatte einen positiven Effekt auf
Ihren personlichen Lernerfolg?

19 In Ihrem jetzigen beruflichen Umfeld, wie wiirden Sie lhre Trainings beschreiben?
+ Mehrere kiirzere Wiederholungseinheiten
* Eine langere Lerneinheit
* [nteraktiv
* Nicht-interaktiv
+ Selbstgestevert
= Gefihrt

20 Welche der folgenden Arten von Training waren fir Ihr personliches berufliches
Umfeld am besten geeignet?
* Mehrere kiirzere Wiederholungseinheiten
* Eine langere Lerneinheit
* Interaktiv
* Nicht-interaktiv
+ Selbsigesteuert
» Gefihrt

21 Glauben Sie, es ware effektiver fir lhren personlichen Lernerfolg gewesen, wenn
Sie nur eine Lerneinheit gehabt hatten?

22 Glauben Sie, dass sich Ihr Verstandnis zu den gelehrten Konzepten zu Plattform
Geschaftsmodellen signifikant, in geringem Male oder gar nicht verandert hat?
23 Welchem Lernformat haben Sie am meisten Aufmerksamkeit geschenkt?
* Folien
* Videos

+ [ ive Session

24 Wie bewerten Sie in Summe die Effekiivitét des Trainingsprogrammes? Auf einer
Skala von 1-5, wirden Sie zustimmen, dass mehrere Wiederholungseinheiten
einen grolleren Lerneffekt haben als eine einzige langere?

25 Wie bewerten Sie in Summe die Effekiivitét des Trainingsprogrammes? Auf einer
Skala von 1-5, wirden Sie zustimmen, dass eine einzige langere Lerneinheit Sie
sicherer macht bei der tatséchlichen Anwendung der Lerninhalte als mehrere
kiirzere Wiederholungseinheiten?

26 Wie bewerten Sie in Summe die Effekiivitét des Trainingsprogrammes? Auf einer
Skala von 1-5, wirden Sie zustimmen, dass eine selbst-gesteuerte Lerneinheit
effekiiver fir den Lernerfolg ist als eine gefiihrie Lerneinheit (Live Session)?




231

Typeform assessment for platform business models (continued)

Question
no. Question
27 Wie bewerten Sie in Summe die Effektivitat des Trainingsprogrammes? Auf einer
Skala von 1-5, warden Sie zustimmen, dass eine nicht-interaktive Lerneinheit
effektiver fur den Lernerfolg ist als eine interaktive Lerneinheit?
28 Was mochten Sie besonders an lhrer Lernerfahrung?
29 Was mochten Sie am Wenigsten? Was hatten wir besser machen konnen?
30 Gibt es noch weitere Themen, die Sie uns mitteilen mochten?

Preview mode on Typeform

12 Was ist eine Alternative zum klassischen Pipeline-Geschéaftsmodell?

%*

OK v

Powered by Typeform
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Appendix B — ClassMarker multiple choice test for experimental Group 4 for the

e-learning on “platform business models”

Classmarker multiple choice test for Group 4 on platform business models

Question
no.

Question

Correct answer

Was ist ein wesentlicher Unterschied bei einem Plattform
Geschéaftsmodell im Vergleich zu einem Pipeline
Geschaftsmodell?

* Auf einer Plattform ermoglicht Technologie die
Integration mehrerer Unternehmen und Kunden aus den
unterschiedlichen Phasen der Werischdpfungskeite.

+ Auf einer Plattform gibt es in der Regel eine grofiere
Anzahl van homogenen Kunden als in einem Pipeline
Geschaftsmodell.

* Auf einer Plattform gibt es in der Regel eine grofiere
Anzahl van homogenen Unternehmen als in einem
Pipeline Geschafismodell.

+ Auf einer Plattform wird Technologie dazu verwendet,
um eine héhere Kundenzufriedenheit zu erreichen
verglichen zu einem klassischen Pipeline
Geschaftsmodell.

Was ist kein typischer Vorteil eines Plattform

Geschaftsmodells?

* Plattformen konnen die Arbeitsweise von Unternehmen
signifikant verbessern, da es sich voll auf die eigene
Strategie und Wertschopfung fokussieren kann.

* Plattformen konnen ihr Gescharft effizienter ausweiten,
well sie die ,Gatekeeper-Funktion ausschalten.

* Plattformen kinne neue Quellen fiir potenzielle
Angebote an Kunden erschlielfen.

+ Plattformen kénnen ihr Geschéft besser optimieren, da
thnen oft signifikant mehr Daten zur Verfiigung stehen,
die sie nutzen kdnnen.

Was versteht man unter einer Follow-the-rabbit’

Strategie?

= Offnung des eigenen bestehenden Pipeline-Geschiéfts
fiir Partner.

* Verwendung von Content anderer Unternehimen oder
Plattformen fiir die eigene Plattform.

= Gezielte Uberzeugungsarbeit beim wichtigsten Akteur in
der eigenen Industrie, damit er thre Platiformen nutzt
und andere zum Nachmachen animiert.

+ Start mit einem Service fiir die Angebots- oder
Nachfrageseite lhrer kiinftigen Plattform und Offnung der
Plattform, sobald aurf der jeweiligen Seite gendgend
Zugkraft und Dynamik vorhanden ist.

Auf einer Plattform
ermiglicht
Technologie die
Integration mehrerer
Unternehmen und
Kunden aus den
unterschiedlichen
Phasen der Weri-
schopfungskette.

Plattformen kénnen
die Arbeitsweise von
Unternehmen
signifikant
verbessern, da es
sich voll auf die
eigene Strategie und
Wertschopfung
fokussieren kann.

Offnung des eigenen
bestehenden
Pipeline-Geschafts
fur Partner.




Classmarker multiple choice test for Group 4 on platform business models (continued)

Question
no.

Question

Bei welcher Pricing Strategie trifft die folgende
Uberlegung zu: Die Eintrittshiirden fir Nutzer sind niedrig,
da sie nurim Falle einer Transaktion zahlen missen?

* Erfolgshasierte Gebihren

= Gebiihren fir zusatzliche Services

= Gebiihren fir Qualitatssicherung

* Gebdhren far Anmeldung

Welche Art von Netzwerkeffekten beschreibt das folgende
Beispiel: Wenn AirBnB mehr Nutzer hat, steigt das
Angebot (d h. die Anzahl von Apartments) ebenfalls, da
die Eigentimer von mehr Buchungen ausgehen. Das
gestiegene Angebot zieht weitere Nutzer an, die eine
hohere Chance haben, die fir sie passende Unterkunft zu
finden. Dies fuhrt erneut zu einem grélieren Angebot. Das
grolere Angebot lockt wiederum mehr Nutzer an.

* Sich gegenseitig verstarkende Skaleneffekte

+ Skaleneffekte auf der Nachfrageseite

* Skaleneffekte auf der Angebotsseite

* Economies of scale

Erfolgsbasierte
Gebuhren

Sich gegenseitig
verstarkende
Skaleneffekte
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Preview mode on ClassMarker

H0560B1_Plattform Geschaftsmodelle

:= Alle Fragen

Frage 1 von 5

Was versteht man unter einer "Follow-the-rabbit" Strategie?

A. Start mit einem Service fur die Angebots- oder Nachfrageseite [hrer kiinftigen
Plattform und Offnung der Plattform, sobald auf der jeweiligen Sei-te genigend

Zugkraft und Dynamik vorhanden ist.
B. Offnung des eigenen bestehenden Pipeline-Geschafts fir Partner.

C. Gezielte DDE‘[ZEUQUHQS&[DE‘“ beim wichtigsten Akteur in der eigenen Industrie, damit

er lhre Plattformen nutzt und andere zum Nachmachen animiert.

D. Verwendung von Content anderer Unternehmen oder Plattformen fur die eigene

Plattform.
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Appendix C — Design plan experiment 1

Training set-up and schedule - platform business models
(V:video, 5: slides, L: live session)

Session 1 Session 2 Session 3 Session 4 Session 5 Session 6
Date Date Date Date Date Date

Group Content Content Content Content Content Content
Group1 27.09. 11.10. 25.10. - - -
V1-5 Final test Final test
51-5 (2 weeks (4 weeks
L1-5 Rigroup) RIgroups)
Group 2 2709 01.10. 06.10. 20.10. - -
V1-5 51-5 L1-5 Final test
Group 3 2709 01.10. 06.10. 20.10. - -
51-5 L1-5 V1-5 Final test
Group 4 27.09. 01.10. 06.10. 20.10. - -
V1-5 51-5 L1-5 Final test
Test Test Test
Group 5 2709 01.10. 06.10. 11.10. 15.10. 29.10.
V1-2 V3 52-3 V4-5 54-5 Final test
51 L1-3 L4-5
Group 6 2709 04.10. 11.10. 08.11. - -
V1-5 51-5 L1-5 Final test
Group7 27.09. 04.10. 11.10. 18.10. 25.10. 22 11.
V1-2 V3 52-3 V4-5 54-5 Final test

S L1-3 L4-5
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Appendix D — Typeform survey on metacognition for the e-learning on “platform

business models”

Question
no. Question
1 Was glauben Sie, wie viel Prozent der finalen Testfragen kinnen Sie 2-4 Wochen
nach dem letzten Training richtig beantworten?
2 Welche Lernerfahrung bevorzugen Sie?
* Eine einzige langere
* Mehrere kiirzere
3 Wenn Sie mochten, konnen Sie uns |hre Praferenz erlautern.
4 Wie zufrieden waren Sie mit der heutigen Lernerfahrung?
» Sehr unzufrieden
* Unzufrieden
+ Weder zufrieden, noch unzufrieden
» Zufrieden
» Sehr zufrieden
5 Wenn Sie mochten, erlautern Sie uns bitte, was zu lhrer (Un)Zufriedenheit

beitrug.

Preview mode on Typeform

Was glauben Sie, wie viel Prozent der finalen Testfragen kénnen Sie
2-4 Wochen nach dem letzten Training richtig beantworten? *

oK v

Powered by Typeform



Appendix E — Typeform assessment for the e-learning on “time management”

Typeform assessment for time management

Question
no.

Question

Correct answer

Welche drei Zeittypen bzw.
Zeitpersonlichkeiten werden
typischerweise differenziert? Bitte
erlautern Sie die Charakteristik von
giner davon.

Fir welchen Zeittyp ist die
Pomodoro-Technik geeignet?

Warum hilft die Eisenhower-Matrix
beim Zeitmanagement?

Wie oft solite man die Pomodoro
Technik in einer Sitzung wieder
holen?

Was muss man tun, wenn man die
Anker-Methode richtig anwendet?

Wozu dient die Anker-Methode?

Warum funktioniert die Pomodoro-
Technik?

Welche Methode soliten Sie zur
besseren Priorisierung
verwenden?

Was sind gute Ansatzpunkte zur

Verbesserung der Planung? Die

Auswahl von drei Antworten ist

geniigend:

« Start- und Endzeiten notieren

* Pufferzeiten aus Planung
entfernen

* Dauer von Aufgaben abschatzen

= Ahnliche Aktivitéten iiber den Tag
verteilen/balancieren

+ Schwierigkeiten der Aufgaben an
Biorhythmus anpassen

* Aufgaben nut Stoppuhr messen

Jongleure, Improvisierer, Feuerwehrleute

Feuerwehr

Fokussierung auf die wichtigen und
dringenden Dinge

4 mal wiederholen (3 oder 5 zahlt auch als
Antwort)

Zeit einer vergleichbaren Aufgabe in der
Vergangenheit nehmen und extrapolieren

Bessere Abschéatzung von Zeiten, dadurch
bessere Planung

Konzentration und Fokus auf nur 1 Aufgabe;
Pausen helfen

Eisenhower-Matrix

Start- und Endzeiten notieren
Dauer von Aufgaben abschatzen
Aufgaben mit Stoppuhr messen
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Typeform assessment for time management (continued)

Question

no.

Question

Correct answer

10

11

12

Mennen Sie zwei der
besprochenen Zeitfallen:

* Technologie

* Geld und Wohlstand

* Unterschéizte Zeit

+ Beschiéftigtsein als Status
+ Ablehnung von Leerlauf

+ Planungsfehlentscheidung

Mach welchen Dimensionen
unterscheiden Sie Aufgaben in der
Eisenhower-Matrix?

* Nutzen

* Mehrwert

« Dringlichkeit

« Zeitaufwand

« Wichtigkeit

* Delegation

« Zeitmanagement

* Priorisierung

Was sind die drei ,P" im
Zeiimanagement?
* Prasentation

Technologie

Geld und Wohlstand
Unterschéizte Zeit
Beschaftigtsein als Status
Ablehnung von Leerlauf
Planungsfehlenischeidung

Dringlichkeit
Wichtigkeit

Planung
Priorisierung
Produktivitat

* Planung

* Priorisierung
* Produktion

* Planungsfehlentscheidung
* Profit

* Produktivitat
* Pramisse

* Porifolio

* Pomodoro

* Power

+ Psychologie

13 Was schatzen Sie, wie viele der zuletzt gesteliten 12 Testfragen haben Sie richtig
beantwortet?

14 Haben Sie sich zwischen dem letzten Training und diesem Test nochmals mit
dem Lernmaterial befasst?

15 Glauben Sie, Ihr spezifischer Trainingsablauf hatte einen positiven Effekt auf
Ihren persodnlichen Lernerfolg?
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Typeform assessment for time management (continued)

Question
no. Question

16 In Ihrem jetzigen beruflichen Umfeld, wie wirden Sie lhre Trainings beschreiben?
* Mehrere kirzere Wiederholungseinheiten
* Eine langere Lerneinheit
« Interaktiv
* Nicht-interaktiv
« Selhsigesteuert
« Gefiihrt

17 Welche der folgenden Arten von Training waren fir Ihr personliches berufliches
Umfeld am besten geeignet?

« Mehrere kiirzere Wiederholungseinheiten
« Eine langere Lerneinheit

* Interaktiv

« Micht-interaktiv

« Selbstgesteuert

« Gefihrt

18 Glauben Sie, es ware effektiver fur lhren personlichen Lernerfolg gewesen, wenn
Sie nur eine Lerneinheit gehabt hatten?

19 Glauben Sie, dass sich Ihr Verstédndnis zu den gelehrten Konzepten zum
Zeitmanagement signifikant, in geringem Male oder gar nicht verandert hat?

20 Welchem Lernformat haben Sie am meisten Aufmerksamkeit geschenkt?

* Folien
* Videos
* Live Session

21 Wie bewerten Sie in Summe die Effektivitét des Trainingsprogrammes? Auf einer
Skala von 1-5, wirden Sie zustimmen, dass mehrere Wiederholungseinheiten
einen grolleren Lerneffekt haben als eine einzige langere?

22 Wie bewerten Sie in Summe die Effektivitat des Trainingsprogrammes? Auf einer
Skala von 1-5, wirden Sie zustimmen, dass eine einzige langere Lerneinheit Sie
sicherer macht bei der tatséchlichen Anwendung der Lerninhalte als mehrere
kiirzere Wiederholungseinheiten?

23 Wie bewerten Sie in Summe die Effektivitat des Trainingsprogrammes? Auf einer
Skala von 1-5, wirden Sie zustimmen, dass eine selbst-gesteuerte Lerneinheit
effekiiver fiir den Lernerfolg ist als eine gefiihrie Lerneinheit (Live Session)?

24 Wie bewerten Sie in Summe die Effektivitét des Trainingsprogrammes? Auf einer
Skala von 1-5, wirden Sie zustimmen, dass eine nicht-interakiive Lerneinheit
effektiver fiir den Lernerfolg ist als eine interakiive Lerneinheit?

25 Was mochten Sie besonders an lhrer Lernerfahrung?

26 Was mochten Sie am Wenigsten? Was hatten wir besser machen kénnen?

27 Gibt es noch weitere Themen, die Sie uns mitteilen mochten?

Preview mode on Typeform
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1+ Welche drei Zeittypen bzw. Zeitpersonlichkeiten werden
typischerweise differenziert? Bitte erldutern Sie die Charakteristik
von einer davon. *

Shift ft + Enter ¢ to make a line break

OK v

Powered by Typeform



Appendix F — ClassMarker multiple choice test for experimental Group 4 for the

e-learning on “time management”

Classmarker multiple choice test for Group 4 on time management

Question
no. Question Correct answer
1 Mennen Sie bitte zwei Aspekte, die typischerweise auf Konnen spontan
Improvisierer:innen zutreffen. Dinge angehen und
« Wollen die Dinge richtig und mit hoher Qualitat umsetzen
erledigen. Finden schnell
= Sagen lieber Ja‘ als ,Nein’ kreative Losungen
* Konnen spontan Dinge angehen und umsetzen
« Arbeiten sehr gut unter hohem Druck und in
Krisensituationen
* Finden schnell kreative L osungen
2 Welche der folgenden Aussagen ist richfig: Viele Aufgaben
+ Wenige Aufgaben gleichzeitiq zu managen bendtigt viel  gleichzeitig zu
Gehirnkapazitat. managen bendtigt
+ Viele Aufgaben gleichzeitigp zu managen bendtigt viel viel Gehirnkapazitat.
Gehirnkapazitat.
* Wenige Aufgaben gleichzeitig zu managen bendtigt
wenig Gehirnkapazitat.
* Viele Aufgaben gleichzeitig zu managen benotigt wenig
Gehirnkapazitat.
3 Geben Sie zwel Antworten an, warum eine gute Planung  Zeiten miissen oft
hilfreich ist: geschatzt werden
+ Zeiten miissen oft geschéatzt werden Geringes Risiko in
* Geringes Ristko in Stress zu geraten Stress zu geraten
* Erleichtert die Planung
+ Aufgaben in der Vergangenheit missen identifiziert und
angepasst werden, um den Biorhythimus zu andern
+ Um wichtige von dringenden Themen zu unterscheiden
* Durch das Abhaken von Aufgaben wird das
Belohnungssystem um Gehirn aktiviert und Dopamin
ausgeschiittet
4 Welche Aufgabe der folgenden eignet sich am besten fir  Exceltabellen

die Pomodoro-Methode:

* Buch lesen

« Seminararbeit schreiben

* Mittagsschlaf

* Exceltabellen formatieren

* Vorlesungssiunde im Internet ansehen

formatieren

Preview mode on ClassMarker
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H0616B1_Zeitmanagement

i= See all questions

Question 1 of 4

Welche Aufgabe der folgenden eignet sich am besten fir die Pomodoro-Methode:

A. Seminararbeit schreiben

B. Vorlesungsstunde im Internet ansehen
C. Buch lesen

D. Mittagsschlaf

E. Exceltabellen formatieren
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Appendix G — Design plan experiment 2

Training set-up and schedule - time management
(V:video, 5: slides, L: live session)

Session 1 Session 2 Session 3 Session 4 Session 5
Date Date Date Date Date

Group Content Content Content Content Content

Group1 02.05. 16.05. 30.05. - - -
V1-4 Final test Final test
51-4 (2 weeks (4 weeks
L1-4 Rigroup) RIgroups)

Group 2 (02.05. 06.05. 11.05. 25.05. - -
V1-4 514 L1-4 Final test

Group 3 (205 06.05. 11.05. 25.05. - -
51-4 L1-4 V1-4 Final test

Group4 0205. 06.05. 11.05. 25.05. - -
V1-4 51-4 L1-4 Final test
Test Test Test

Group5 (205 06.05. 11.05. 16.05. 20.05. 03.06.
V1-2 V3 V4 534 L3-4 Final test

51 52
L1-2

Group 6 (0205 09.05. 16.05. 13.06. - -
V1-4 51-4 L1-4 Final test

Group7 02.05. 09.05. 16.05. 23.05. 30.05. 27.06.
V1-2 V3 V4 534 L3-4 Final test

51 52

L1-2
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Appendix H — Typeform survey on metacognition for the e-learning on “time

management”

Typeform survey on metacognition for time management

Question
no. Question

1 Was glauben Sie, wie viel Prozent der finalen Testfragen konnen Sie 2-4 Wochen
nach dem letzten Training richtig beantworten?

2 Welche Lernerfahrung bevorzugen Sig?
* Eine einzige langere
* Mehrere kiirzere

3 Wenn Sie mochten, konnen Sie uns lhre Praferenz erlautern.

4 Wie zufrieden waren Sie mit der heutigen Lernerfahrung?
« Sehr unzufrieden
« Unzufrieden
« Weder zufrieden, noch unzufrieden
« Zufrieden
« Sehr zufrieden

5 Wenn Sie méchten, erldutern Sie uns bitte, was zu lhrer (Un)Zufriedenheit
beitrug.

5] Wie motiviert waren Sie fur die heutige Lerneinheit?
* Sehr motiviert
* Motiviert
+ Weder motiviert, noch unmotiviert
* Unmotiviert
* Sehr unmotiviert

Preview mode on Typeform

Was glauben Sie, wie viel Prozent der finalen Testfragen kénnen Sie
2-4 Wochen nach dem letzten Training richtig beantworten? *

OK v

Powered by Typeform



Appendix I — Data protection policies of Heinrich Heine University, Diisseldorf

il

HEINRICH HEINE

UNIVERSITAT DOSSELDORF

Forschungsdaten-Richtlinie der Heinrich-Heine-
Universitiat Disseldorf

1. Priambel

Mach § 3 HG NRW ist Aufgabe der Heinnch-Heme-Universitit Diisseldorf die Gewin-
rung wissenschaftlicher Erkenninisse sowie die Pllege und Entwicklumg der Wissen-
schaften im Wege der Forschung. Die Verfiigbarker von Forschungsdaten st ein As-
peki guter wissenschafilicher Praxes, der in der Ordrung ober die Grundsatee zur S
cherung guter wissenschaftlcher Praxis an der Hemrich-Heine-Unnersitit Disseldort
vom 19. Februar 2014 bereits festgehalten ist, Die Manung, Erbebung, Yerarbeitung,
Aulbeeahrung und nachhaltege Bersitst=llung von Forschungsdaten muss anerkannten
Standards und hoben Anforderungen genigen, damit Forschungsergebnisse nachvall-
ziehbar und Oberpriifbar sind und die Daten langfristig genuta werden kinnen. Daher
und basierend auf den Empfehlungen der 16, Hochschulrektorenkonferen: vom 13,
Mai 2014 soll mit dieser Richifinie des Rektormts der Hemrich-Heine-Unpeersitit Dos
seldorf ein zentraler Rahmen fisr die Arbeit mit Forschungsdaten geschaffen werden,
dessen konkrete fachspezifische Ausgestaltung in Eigenveranbwortung der unberscheed
lichen Wiisenschafisbersiche geletstet werden muss.

1. Anwendungsbereich

1. Forschungsdaten find alle Daten, die im Zisge von Forschungsprozessen gesam-
mel, beobachbet, simulien, abgelent=t oder generiert werden, Dies gilt unabhingig
vom der Fachdiszipling dem Format oder der angewandten Methode, Edfasst sind
inshesondere Primardaten, Sekundaranalysen, Visualmerengen, Modelle, Analy-
sewerkreuge, Obpektsammiungen cder Produkte, die wihrend des wise=nschafil-
chen Arbeitsprozesses erzeugt und benutzt werden.

2. Forschumgsprimardaten sind Daten, die m Verlaul von Quellenforschungen,
Experimenten, Messungen, Erhebungen oder Umfragen entstanden sind. Sie sel
len die Grundlagen fir die wissenschaftlichen Publikatmonen dar.

3 Forschungsdatenmanagement umffasst
a. FManung und Erfassung
b, Verarbeitung und Speicherung

¢ Aufbesahnng, Zugriff und Nutzung

4. Vorgaben von Drittmittelgebern sind vorrangig gegendiber desser Richtlinie 2
beriscksichtigen
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111. Grundsitze

1. Veranbwortlschksit

a.  Die eigenveranbwortlich forschenden Migleder der Heinnch-Heine-Universitat
sind For das Forschungedatenmanagement innerhalb ihrer Varhaben veranbwort-
lich. Dee Verantwortlichkeit beginnt mit der Erzeugung der Daten und endet mit ib-

rer endgultigen Lischung.

b. Im Eahmen von Forschungskollaborationen gelien diese Grundsatze, soweit die
anderen Beteiligten keine glechwertigen oder strengeren Vorgaben treffen.

2. Emhahung von rechtlschen Rahmenbedingungen und Standards

Im Rahmen des Forschungsdatenmanagements sind geseteliche Vorgaben, anerkanmnte
Standards guter wissenschaftlicher Praxis sowie eteage fachberogens Grundsatre
sinzuhalten. Dabei sind insbesonders das Datenschutes- und Urbeberrecht, der Gebeime
nisschuts und bei der Drittmittelforschung vertragliche Vorgaben su beachten. Perscn-
liche Daten von durch die Datenerhebung betroffenen Personen sind, soweit nach den
einschlagigen Forschungsstandards miglich, au anonymisieren, hilfssesise m pseudo-

Ty TS IErer.

3. Awfstellung enes Datenmanagementplans; fachspesifische Richtlinien

a.  Die Verantwortlchen sollen fisr Forschungspropekte mit Forschungsdaten sinen
Datenmanagementplan aufstellen. Dieser muss nsbesondere Vargaben for die
Authentizitat, Integritat, Vollstindighsit, Vertraulichkeit und Veraffentlchung von
Draten unter Beriicksichtigung der fachsperifischen Besonderheiten enthalten. Es ist
diabei festzulegen, welche Daten wie lange aufbewahrt werden missen.

b. Die Facher und Fakultiten kinnen fachspezifische Richtlinien for typische daten-
imbensive Forschungsvorhaben erstellen.

t. e Heinrch-Heine-Universiat Disseldorf untersiiezt die Verntworthichen durch
gesignete Informationen bei der Erstellung der Datenmanagementpline.

4. Pflicht zur Dokumentation und Datenaufbewahrung

a. Die for ein Forschungsprojekt Veranbwortlhchen dokumentieren den gesamten
Forschungszyklus sowie die versendeten Werkzeuge und Verfahren.




Die for ein Forschungspropekt Verantwortlichen stellen sicher, dass die einer Ver-
dffentlichung rugrundeliegenden Forschungsprimirdaten aufbewahrt werden und
im Tweifelsfall zugreifbar sind.

Quellenangabe, Inhaberschalt und Berechizsgung

Diaten sind personlich zu kennzsichnen und unter derm Mamen der Veranbwortli-
chen abzulegen.

Etwamge Urheber oder Leistungsschutzrechie an Daten, nsbesondere das Daben-
bankrecht (§ 87a UrhG) verbleiben im Zweifel bei den Verantwortlichen. Dies um-
fasst inshesondere das Recht, die Daten weitergehend wu mutzen ader zu veriffent-
lichen. For Daten, die Crundlage von schutzfahigem, geistigem Eigentumn sind, gilt
grundsatzlich die Verpflichtung zur Emreichung emer Erfmdungsmeldung gemat
$4 5, 42 Nr. 2 Arbeitnehmererfindungsgesstz.

Unberithrt bleiben abweichende vertragliche Veminbarungen, insbesondere im
Rahmen von Drittmittelprojekten.

Vargaben fiir die Speicherung

Die Speicherung der Forschungsdaten edfolgt im Rahmen anerkannter, hilfsweise
im Datenmanagementplan definierter Standards.

Diie S peicherung und Archivierung digitaler Forschungsdaten edfaligt in sinem vom
Zentrum fisr Infermations- und Medientechnologie der Heinnch-Heine-Universitat
Diszeidor! beresitgestellben Systern oder in anerkanmten externen ader intemen
Fachrepositorien. Soweit Daten in externen Reposrtonen gespeichert werden, soll
dies beim Zentrum fiir Informations- und Medientechnologie angezesgt werden.

Diie Daten werden durch geeignete und miglichst im Datenmanagementplan spezi-
fizoerte Metadaten beschrieben und durch einen Zeitstempe| sowie eine qualifizier
te elektronische Signatur vor Veranderungen geschiitzt.

Aufbewahrungsdaser, Archreierung

Forschungsdaten, die die Grundlage einer Publikation bilden, sollen langfristig in
einem gesigneten vertrauenswiirdigen Datenarchiv bree. Repositorium archiviert
undfoder verdffentlicht werden. Sie zahlen zur wissenschaftlichen Leistung der
Forschenden.
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b.

Forschungsprimirdaten sind entsprechend der Vorschlige rur Sicherung guter
wissenschaftlicher Praxis® der DFG von 1998 i.dF. von 2013 auf haltbaren und ge-
sicherten Datentragem zehn [ahre nach Abschiuss des Vorhabens zu sichem. Wes-
tergehends Aufbewahrungspflichien aufgnind gesetzlcher Bestimmungen sowe
Schutzmalinahmen |z B Zugriffskontrollen bei peresonenbezogenen Daten, Ident-
fikation von Quellen durch digitale Wasserseichen zur Diebstahls- ader Plagiatpra
vention| bleiben unberohr.

Zugrifl und VYerbreitung

Die Verantwortlichen bestimmen, zu welchem Zeitpunkt und zu welchen rechili-
chen Bedingungen Forschungsdaten muginglich gemacht werden.

Diie Heinrich-Heme-Universitit Dosseldorf emplishlt, Forschungsdaten ebenso wie
die wissenzchaftliche Publikation gemall der Open-Access-Resolution der Heinnich-
Heine Universitat Dosseldorf affentlich suganglch zu machen, sowert keine entge-
genstehenden rechtlichen Verpflichtungen bestehen (2B Vertrige mit Verlagen,
Datemschutz).

. Fimnanzierung

Diie Hemmch-Heine Universitit Dosseldorf stelll einen zentralen Speicherdienst fir
Forschungsdaten im Zentrum fir Informations- und Medientechnologie zur Verfir
gung. Bei besonderen Anforderungen st eine vorberige Einzelfaliregelung o tref-
fen.

Eine Datenspeicherung bei externen Anbistern oder aufgrund von Yorgaben durch
Drrittrnittelgeber bleibt unbenihrt.

. Forschungsdatenmanagement als Teil der guten wissenschaftli-

chen Praxis

Zur nachhaltigen Verankerung und Entwicklurng hochwertigen Forschungsdatenmana
gements missen die Prinzipien guber wissenschaftlicher Datenverarberung im Rahmen
der Unterseisungen in guier wissenschaftlicher Praxis thematisiert werden.




W, I:Iherpn'.ifung. Aktualisierung

1. [nese Forschungsdatennchtlmes wird laufend awf shre Yereinbarkeit mit den peeer
ligen wissenschaftlichen Standards und der Praxis iiberpriift. Sie ist spatestens drei
Jahre nach Inkraftbreten an dee geltenden MaBstibe anmpassen.

Z. Fur dee Einhaltung und Anpassung dieser Ordnung ist das Rektorat rustandig.

Wil Inkrafttreten
Diese Richtlimie tritt am 26.11.2015 in Kraft.

Ausgefertgt aufgrund des Rektoratsbeschlusses vom 26.11.2015.

Diie Rektorin der

Hemnrich-Heine-Universitit Disseldorf

Stinlleck

Prof. Or. Anja Sieinbeck

249



250

Appendix J — Additional analysis on learner’s learning success (HS, experiment 1)

All calculations shown in this section were adapted from Jamovi, 2022.

Post hoc comparisons — Instructional method

Comparison
Instructional Instructional Mean
method method difference SE df t Ptukey
Massed vs. Spaced 1.37 0.441 239 312 0.002

Note: Comparisons are based on estimated marginal means

Post hoc comparisons — Rl

Comparison
Mean
RI RI difference SE df t Ptukey
2w vs. 4w -2.72 0441 239 618 <0.001

Note: Comparisons are based on estimated marginal means

Post hoc comparisons — Instructional method * Rl

Comparison

Instruc- Instruc-

tional tional Mean

method RI method Rl difference SE df t Prukey
Massed 2w vs. Massed 4w -5.190 0.733 239 -7.083 <0.001

Massed 2w vs. Spaced 2w -1.094 0577 239 -1.89 0.233

Massed 2w vs. Spaced 4w -1.350 0660 239 -2.046 0.174

Massed 4w vs. Spaced 2w 4 096 0584 239 7.011 <0.001

Massed 4w vs. Spaced 4w 3840 0666 239 5765 <0.001

Spaced 2w vs. Spaced 4w -0.256 0490 239 -0523 0.953

Note: Comparisons are based on estimated marginal means



Repeated measures ANOVA learner’s self-perception (within subjects effects)

Sum of Mean

squares df square F p
Self-perception 225 1 22 .50 516 0.024
Self-perception * Instructional method 42 3 1 42 34 971 0002
Self-perception * Rl 166.6 1 166.59 38.19 < 0.001
Self-perception * Instructional method * Rl 136.7 1 13672 31.34 <0.001

Note: Type 3 sums of squares

Repeated measures ANOVA learner’s self-perception (between subjects effects)

Sum of Mean

squares df square F P
Instructional method 461.1 1 4611 29 486 < 0.001
RI 138.0 1 1380 8.822 0.003
Instructional method * Rl 124 1 124 0796 0.373
Note: Type 3 sums of squares
Post hoc comparisons — Learning success * Instructional method * Rl

Comparison

Lear- Instruc- Lear- Instruc-
ning tional ning tional Mean
success method RI success method Rl difference SE  df t Prukey
Perceived Massed 2w vs. Perceived Massed 4w  -0.9839 0.789 239 -1.2475 0917
Perceived Massed 2w vs. Perceived Spaced 2w -2.4403 0621 239 -392388 0.003
Perceived Massed 2 w vs. Perceived Spaced 4w -1.7014 0.710 239 -2.3957 0.248
Perceived Massed 2w vs. Real Massed 2w  -2.4091 0.514 239 -4.6854 <0.001
Perceived Massed 2w vs. Real Massed 4w 1.7973 0.785 239 22910 0.303
Perceived Massed 2 w vs. Real Spaced 2w  -3.7553 0620 239 -6.0589 <0.001
Perceived Massed 2 w vs. Real Spaced 4w -2.7602 0.707 239 -39026 0.003
Perceived Massed 4 w vs. Perceived Spaced 2w -1.4564 0629 239 -2.3162 0289
Perceived Massed 4 w vs. Perceived Spaced 4w -0.7175 0.717 239 -1.0008 0974
Perceived Massed 4 w vs. Real Massed 2w  -1.4252 0.785 239 -1.38164 0610
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Post hoc comparisons — Learning success * Instructional method * Rl (continued)

Comparison

Lear- Instruc- Lear- Instruc-

ning tional ning tional Mean

success method RI success method Rl difference SE  df t Prukey
Perceived Massed 4 w vs. Real Massed 4w 27813 0522 239 53267 <0.001
Perceived Massed 4 w vs. Real Spaced 2w -2.7714 0627 239 -4 4167 <0.001
Perceived Massed 4 w vs. Real Spaced 4w -1.7763 0.714 239 -2 4878 0206

Perceived Spaced 2w vs. Perceived Spaced 4w 0.7389 0527 239 14021 0.856

Perceived Spaced 2w vs. Real Massed 2w 0.0313 0616 239 0.0507 1.000
Perceived Spaced 2w vs. Real Massed 4w 42377 0624 239 6.7963 <0.001
Perceived Spaced 2 w vs. Real Spaced 2w -1.3150 0262 239 -5.0171 <0.001
Perceived Spaced 2w vs. Real Spaced 4w -0.3199 0523 239 -06116 0.999
Perceived Spaced 4 w vs. Real Massed 2w -0.7077 0.706 239 -1.0028 0974
Perceived Spaced 4w vs. Real Massed 4w 3.4988 0.712 239 49119 <0.001
Perceived Spaced 4w vs. Real Spaced 2w -2.0539 0525 239 -39090 0.003
Perceived Spaced 4 w vs. Real Spaced 4w -1.0588 0414 239 -25601 0176
Real Massed 2 w vs. Real Massed 4 w 42064 0.780 239 5.3900 <0.001
Real Massed 2w vs. Real Spaced 2w  -1.3462 0615 239 -21903 0.361
Real Massed 2w vs. Real Spaced 4w -0.3512 0.703 239 -0.4997 1.000
Real Massed 4w vs. Real Spaced 2w  -55527 0622 239 -89243 <0.001
Real Massed 4 w vs. Real Spaced 4w -4 5576 0.709 239 -6.4247 <0.001

Real Spaced 2w vs. Real Spaced 4w 0.9951 0.521 239 19082 0.547




253

Appendix K — Additional analysis on learner’s learning success (H5, experiment 2)

All calculations shown in this section were adapted from Jamovi, 2022.

Delta of perceived

and actual
learning success Massed
——- Spaced
10
9
8
7
| | >
Perceived Real |Perceived Real
2 weeks RI 4 weeks RI
Learning
success
Post hoc comparisons — Learning success * Instructional method * Rl
Comparison
Lear- Instruc- Lear- Instruc-
ning tional ning tional Mean
success method RI success method Rl difference SE  df t Pukey

Perceived Massed 2 w vs. Perceived Massed 4 w 12107 0625 215 1937 0527
Perceived Massed 2 w vs. Perceived Spaced 2 w 0.1554 0496 215 0313 1.000
Perceived Massed 2 w vs. Perceived Spaced 4 w 04286 0541 215 0792 0993

Perceived Massed 2 w vs. Real Massed 2w  -10.179 0338 215 -3.012 0.057
Perceived Massed 2 w vs. Real Massed 4w  -0.8750 0.587 215 -1.491 0811
Perceived Massed 2w vs. Real Spaced 2w -14.184 0484 215 -2.931 0072
Perceived Massed 2 w vs. Real Spaced 4w -11.071 0519 215 -2132 0.398

Perceived Massed 4 w vs. Perceived Spaced 2w -10.553 0496 215 -2126 0402
Perceived Massed 4 w vs. Perceived Spaced 4w -0.7821 0541 215 -1445 0835
Perceived Massed 4 w vs. Real Massed 2w -22.286 0587 215 -3.798 0.005
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Post hoc comparisons — Learning success * Instructional method * Rl (continued)

Comparison

Lear- Instruc- Lear- Instruc-

ning tional ning tional Mean

success method RI success method Rl difference SE  df t Prukey
Perceived Massed 4 w vs. Real Massed 4w  -20857 0338 215 -6172<0001
Perceived Massed 4 w vs. Real Spaced 2w -26.291 0484 215 -5432 <(0.001
Perceived Massed 4 w vs. Real Spaced 4w -23.179 0519 215 -4 463 <0.001

Perceived Spaced 2w vs. Perceived Spaced 4w 02731 0386 215 0.708 0997

Perceived Spaced 2w vs. Real Massed 2w -11.733 0447 215 -2623 0.154
Perceived Spaced 2w vs. Real Massed 4w -10.304 0447 215 -2.303 0.297
Perceived Spaced 2 w vs. Real Spaced 2w  -15738 0173 215 -9105<0.001
Perceived Spaced 2w vs. Real Spaced 4w -12.626 0354 215 -3.562 0.011
Perceived Spaced 4 w vs. Real Massed 2w -14.464 0497 215 -2.912 0.075
Perceived Spaced 4w vs. Real Massed 4w -13.036 0497 215 -2625 0.153
Perceived Spaced 4w vs. Real Spaced 2w -18.470 0.370 215 -4.997 <0.001
Perceived Spaced 4 w vs. Real Spaced 4w -15.357 0.239 215 -6.427 <0.001
Real Massed 2 w vs. Real Massed 4 w 0.1429 0546 215 0262 1.000
Real Massed 2w vs. Real Spaced 2w -04005 0434 215 -0924 0983
Real Massed 2w vs. Real Spaced 4w -00893 0473 215 -018%2 1.000
Real Massed 4w vs. Real Spaced 2w -05434 0434 215 -1253 0915
Real Massed 4 w vs. Real Spaced 4w -0.2321 0473 215 -0.491 1.000

Real Spaced 2w vs. Real Spaced 4w 0.3112 0337 215 0924 0.9383




Appendix L — Additional analysis on learner’s satisfaction (H6, experiment 1)

All calculations shown in this section were adapted from Jamovi, 2022.

ANOVA — Satisfaction

Sum of Mean

squares df square F p n?
Guidance 0.0164 1 0.0164 0.0151 05902 0.000
ANOWVA — Satisfaction

Sum of Mean

squares df square F p n?
Instructional method 11.509 2 5754 5405 0005 0.016
Guidance 0.469 1 0.469 0.441 0507 0.001
Instructional method * Guidance 7.405 2 3.703 3478 0031 0.010
Satisfaction A

Massed

4.4

4.0

36

——- 3 sessionsspaced

---- B sessionsspaced

No

Yes

v

Guidance
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Post hoc comparisons — Instructional method * Interactivity

Comparison

Mean
Instructional Inter- Instructional Inter- diffe
method activity method activity rence SE df t Prukey
Massed No vs. Massed Yes 0.32570.1911 676 1.705 0.529
Massed Mo wvs. Spaced 3 sessions No 0142701645 676 0868 0954
Massed Mo vs. Spaced 3sessions Yes -0.08110.1879 676 -0431 0998
Massed No vs. Spaced 5sessions No  -0.10320.1591 676 -0648 00987
Massed No vs. Spaced 5sessions Yes -0.403202238 676 -1.802 0465
Massed Yesvs. Spaced 3sessions No  -0.18300.1448 676 -1.264 0805
Massed Yesvs. Spaced 3 sessions Yes -040680.1709 676 -2.380 0165
Massed Yesvs. Spaced 5sessions No  -0.42890.1387 676 -3.092 0.025
Massed Yesvs. Spaced 5sessions  Yes -0.72900.2097 676 -3.476 0.007
Spaced 3 sessions No vs. Spaced 3 sessions  Yes -0.22380.14068 676 -1.592 0604
Spaced 3 sessions No vs. Spaced S5sessions No  -0.24590.0989 676 -2.485 0.130
Spaced 3 sessions No vs. Spaced,5sessions Yes -0.545901858 676 -2.938 0.040
Spaced 3 sessions Yesvs. Spaced Ssessions No -0.022101343 676 -0.165 1.000
Spaced 3 sessions Yesvs. Spaced 5sessions  Yes -(0.322202068 676 -1558 0627
Spaced 5 sessions No vys. Spaced 5sessions  Yes -030010.1811 676 -1.657 0561

Note: Comparisons are based on estimated marginal means



Post hoc comparisons — Instructional method * Guidance

Comparison

Mean
Instructional Gui- Instructional Gui- diffe
method dance method dance rence SE df t  Prukey
Massed No vs. Massed Yes 032570111 676 1.705 0529
Massed Mo vs. Spaced 3 sessions No 0.14270.1645 676 0868 0954
Massed Mo vs. Spaced 3 sessions  Yes -0.08110.1879 676 -0431 0998
Massed Mo vs. Spaced S sessions No  -0.10320.1591 676 -0.648 00987
Massed Mo vs. Spaced D sessions Yes -0.40320.2238 676 -1.802 0465
Massed Yesvs. Spaced 3 sessions No  -0.18300.1448 676 -1.264 0.805
Massed Yesvs. Spaced 3 sessions  Yes -040680.1709 676 -2.380 0.165
Massed Yesvs. Spaced Ssessions No  -0.42890.1387 676 -3.092 0025
Massed Yesvs. Spaced 5sessions  Yes -0.72900.2097 676 -3.476 0.007
Spaced 3 sessions No vs. Spaced 3 sessions Yes -0.223801406 676 -1592 0604
Spaced 3 sessions No vs. Spaced 5sessions No  -0.24590.0989 676 -2485 0130
Spaced 3 sessions No vs. Spaced 5 sessions  Yes -0.54590.1858 676 -2.938 0.040
Spaced 3 sessions Yesvs. Spaced Ssessions No  -0.02210.1343 676 -0.165 1.000
Spaced 3 sessions Yesvs. Spaced 5 sessions  Yes -0.32220.2068 676 -1.558 0627
Spaced 5 sessions No ys. Spaced 5 sessions  Yes -0.30010.1811 676 -1.657 0.561

Note: Comparisons are based on esfimated marginal means
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Appendix M — Additional analysis on learner’s satisfaction (H6, experiment 2)

All calculations shown in this section were adapted from Jamovi, 2022.

ANOWVA — Satisfaction

Sum of Mean

squares df square F P n?
Guidance 0.181 1 0.181 0.162 0687 0.000
ANOWVA — Satisfaction

Sum of Mean

squares df square F p
Instructional method 2.08 2 1.04 0933 0.394 0_0{}?@
Guidance 1.10 1 1.10 0982 0322 0002

Instructional method * Guidance 225 2 1.13 1.010 0.365 0.003
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Appendix N — Additional information and analyses on comparison of experiment 1 and

experiment 2

All calculations shown in this section were adapted from Jamovi, 2022.

Post hoc comparisons — Instructional method

Comparison

Instructional Instructional Mean
method method difference SE df t Ptukey
Massed vs. Spaced -0.109 00214 452 -5.11 <0.001
Note: Comparisons are based on estimated marginal means
Post hoc comparisons — Rl
Comparison
Mean

RI RI difference SE df t Ptukey
2w vs. 4w 0.0910 00214 452 425 <0.001
Note: Comparisons are based on estimated marginal means

Post hoc comparisons — Knowledge type taught

Comparison

Knowledge Knowledge Mean

type taught type taught difference SE df t Ptukey

Procedural vs. Factual 0224 0.0214 452 105  <0.001

Note: Comparisons are based on estimated marginal means
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Post hoc comparisons — Instructional method * Rl

Comparison

Instructional Instructional Mean
method RI method RI difference SE df t Ptukey
Massed 2w vs. Massed 4w 0.1412 0.0361 452 3.907 <0.001
Massed 2w vs. Spaced 2w -0.0592 00282 452 -2097 0156
Massed 2w vs. Spaced 4w -0.0183 0.0315 452 -0.580 0.938
Massed 4w vs. Spaced 2w -0.2004 00289 452 -65923 <0.001
Massed 4 w vs. Spaced 4w -0.1595 0.0322 452 -4954 <0.001
Spaced 2w vs. Spaced 4w 0.0409 00230 452 1.782 0.283
Note: Comparisons are based on estimated marginal means
Post hoc comparisons — Instructional method * Knowledge type taught

Comparison
Instruc- Knowledge Instruc- Knowledge
tional type tional type Mean
method taught method taught difference SE df t
Massed Procedural vs. Massed Factual 03110 00361 452 8606 <0.001
Massed Procedural vs. Spaced Procedural -0.0227 00314 452 -0722 03888
Massed Procedural vs. Spaced Factual 01150 00315 452 3651 0002
Massed Factual vs. Spaced Procedural -0.3336 0.0290 452 -11.504 <0.001
Massed Factual vs. Spaced Factual -0.1960 0.0291 452 6735 <0.001
Spaced Procedural vs. Massed Factual 01376 00230 452 5995 <0001

Note: Comparisons are based on esfimated marginal means



Post hoc comparisons — Rl * Knowledge type taught

Comparison
Knowledge Knowledge Mean
Rl type taught Rl type taught difference SE df t Ptukey
2w Procedural vs. 2w Factual 0.1485 0.0282 452 5260 <0.001
2w Procedural vs. 4 w Procedural 0.0152 0.0314 452 (0.485 0.962

2w Procedural vs.
2w Factual VS
2w Factual VS,

4w Procedural vs.

4w Factual
4w Procedural
4w Factual

4w Factual

0.3154 00302 452

-0.1333 0.0303 452
0.1669 0.0291 452

0.3001 00322 452

10434 <0.001

-4.385 <0.001
5734 <0.001

9324 <0.001

Note: Comparisons are based on estimated marginal means

Post hoc comparisons — Instructional method * Rl * Knowledge type taught

Comparison
Know- Know-
Instruc- ledge Instruc- ledge
tional type tional type Mean
method Rl taught method Rl taught difference SE

df t Ptukey

Massed 2 w Procedural vs. Massed 2 w

Massed 2w Procedural vs. Massed 4 w

Massed 2w Procedural vs. Massed 4 w

Massed 2w Procedural vs. Spaced 2w

Massed 2w Procedural vs. Spaced 2w

Massed 2 w Procedural vs. Spaced 4w

Massed 2 w Procedural vs. Spaced 4w

Massed 2w Factual
Massed 2w Factual

Massed 2 w Factual

vs. Massed 4w
vs. Massed 4w

vs. Spaced 2w

Factual 0.17742 0.0503
Procedural 0.00762 0.0539
Factual 0.45216 0.0503
Procedural -0.03026 0.0416
Factual 0.08929 0.0408
Procedural -0.00744 0.0453
Factual 0.14829 0.0462
Procedural -0.16980 0.0519
Factual 0.27475 0.0482
Procedural -0.20768 0.0390

452 3.527 0.011
452 0.141 1.000
452 8.990 <0.001
452-0.728 0.996
452 2186 0.362
452-0.164 1.000
452 3.209 0.031
452-3.271 0.025
452 5.701 <0.001
452 -5.328 < 0.001

Note: Comparisons are based on estimated marginal means
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Post hoc comparisons — Instructional method * Rl * Knowledge type taught (continued)

Comparison
Know- Know-

Instruc- ledge Instruc- ledge

tional type tional type Mean

method Rl taught method Rl taught difference SE df t Prukey
Massed 2 w Factual vs. Spaced 2w Factual -0.08813 0.0382 452-2 306 0.292
Massed 2 w Factual vs. Spaced 4 w Procedural -0.18486 0.0430 452 -4 303 < 0.001
Massed 2 w Factual vs. Spaced 4 w Factual -0.02913 0.0439 452-0664 0998
Massed 4 w Procedural vs. Massed 4 w Factual 0.44455 0.0519 452 8.565 <0.001
Massed 4 w Procedural vs. Spaced 2w Procedural -0.03788 0.0435 452-0871 09388
Massed 4 w Procedural vs. Spaced 2w Factual 0.08167 0.0428 452 1.908 0.546
Massed 4 w Procedural vs. Spaced 4 w Procedural -0.01506 0.0471 452-0.320 1.000
Massed 4 w Procedural vs. Spaced 4 w Factual 0.14067 0.0479 452 2934 (0.068
Massed 4 w Factual vs. Spaced 2w Procedural -0.48243 0.0390 45212 377 <0.001
Massed 4 w Factual vs. Spaced 2w Factual -0.36288 0.0382 452 -9.495 <0.001
Massed 4 w Factual vs. Spaced 4 w Procedural -0.45960 0.0430 45210.699 < 0.001
Massed 4 w Factual vs. Spaced 4 w Factual -0.30388 0.0439 452 6922 <0.001
Spaced 2w Procedural vs. Spaced 2w Factual 0.11955 0.0256 452 4 662 < 0.001
Spaced 2 w Procedural vs. Spaced 4 w Procedural 0.02282 0.0323 452 0.707 0997
Spaced 2w Procedural vs. Spaced 4 w Factual 0.17855 0.0335 452 5325<0.001
Spaced 2w Factual vs. Spaced 4w Procedural -0.08673 0.0314 452-3.084 0.045
Spaced 2w Factual vs. Spaced 4w Factual 0.05900 0.0326 452 1.807 0615
Spaced 4 w Procedural vs. Spaced 4 w Factual 0.15573 0.0381 452 4.089 0.001

Note: Comparisons are based on estimated marginal means



Typeform survey to gather information of learners’ metacognitive comparison of

experiment 1 and experiment 2

Typeform survey of learners’ metacognitive comparison of experiments 1 & 2

Question
no.

Question

10

Welches Training fanden Sie inhaltlich interessanter?
= Plattform Geschéaftsmodelle
« Zeitmanagement

Warum fanden Sie genau dieses eben genannte Training interessanter?

Welches Training fanden Sie vom Trainingsaufbau effekiiver?
* Plattform Geschaftsmodelle
+ Zeitmanagement

Warum fanden Sie genau dieses eben genannte Training effektiver?

Welcher Aussage stimmen Sie eher zu?

* Der interessantere Inhalt hat mehr zu meinem personlichen Lernerfolg
beigetragen als der unterschiedliche Autbau.

+ Der effektivere Trainingsaufhau hat mehr zu meinem persdnlichen Lernerfolg
beigetragen als der unterschiedliche Inhalt.

Mach welchem Training haben Sie gefiihit mehr Gber das gelehrte Thema
gewusst?

* Plattform Geschaftsmodelle

+ Zeitmanagement

Was hat am meisten zu lhrem gefiihlien Wissenszuwachs beigetragen?
Mehrfachnennung méglich

* Interesse

* Anwendbarkeit

+ Ablauf des Trainings

+ Authereitung der Medien (Folien, Videos)

+ Ablauf der Live Session(s)

* Andere

Auf einer Skala von 1 (stimme iiberhaupt nicht) bis 5 (stimme komplett zu) wie
sehr stimmen Sie der folgenden Aussage (nicht) zu:

Das Thema Zeitmanagement’ war relevanter fir meinen Arbeitsalltag als das
Thema Plaitform Geschaftsmodelle’.

Auf einer Skala von 1 (stimme Oberhaupt nicht) bis 5 (stimme komplett zu) wie
sehr stimmen Sie der folgenden Aussage (nicht) zu:

Die Inhalte des Themas Zeitmanagement’ konnte ich mir besser merken, als die
des Themas ,Plattform Geschéftsmodelle’.

Auf einer Skala von 1 (stimme Oberhaupt nicht) bis 5 (stimme komplett zu) wie
sehr stimmen Sie der folgenden Aussage (nicht) zu:

Allgemein merke ich mir Themen, die alltagsrelevanter sind, eher als solche, fir
die ich nur ein intrinsisches Interesse habe.

263



264

Typeform survey of learners’ metacognitive comparison of experiments 1 & 2 (cont’d)

Question
no. Question

11 Auf einer Skala von 1 (stimme iberhaupt nicht) bis 5 (stimme komplett zu), was
glauben Sie, dass mehrere Wiederholungseinheiien besonders stark bei Fakten
basiertem Wissen, wie am Beispiel des Plattform Geschaftsmodells helfen?

12 Auf einer Skala von 1 (stimme Oberhaupt nicht) bis 5 (stimme komplett zu), was
glauben Sie, dass mehrere Wiederholungseinheiten besonders stark bei
prozessualem Wissen, wie am Beispiel des Zeitmanagements helfen?

13 Haben Sie noch weitere Anmerkungen zu den Inhalten, Aufbau der Trainings, die
Sie mir gerne mitteilen mochten?

Preview mode on Typeform

12 Welches Training fanden Sie inhaltlich interessanter? *

‘E Plattform Geschéaftsmodelle |

‘ Zeitmanagement |

OK v

Powered by Typeform
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Survey question:

“The topic of time management was more relevant for my daily work
than the topic of platform business models.”

Survey answers for participants who found below training more interesting:

Platform business models

Fully agree

Mostly agree

MNeither agree,
nor disagree

Mostly disagree

3
0
1

Fully disagree

Survey question:

Time management

.?

0

0

“l could remember the contents for the topic of time management
better than these of platform business models.”

Survey answers for participants who found below training more interesting:

Platform business models

Fully agree

2 Mostly agree

Neither agree,
nor disagree

2 Mostly disagree

3 Fully disagree

Time management

19

0
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Survey question:
“Generally | remember topics that are relevant for daily work better
than those that| just have an intrinsic interestin.”

Survey answers for participants who found below training more interesting:

Platform business models Time management

Fully agree

2 12
4 5
0 2
1

Neither agree,
nor disagree

Mostly disagree

5 Fully disagree

Survey question:
“Multiple repetitions help particularly well for factual knowledge as
with the example of platform business models.”

Survey answers for participanis who found below training more interesiing:

Platform business models Time management

8 Fully agree

B
2 9
0 1
0

MNeither agree,
nor disagree

Mastly disagree

Fully disagree |0
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Survey question:
“Multiple repetitions help particularly well for procedural knowledge as
with the example of time management.”

Survey answers for participants who found below training more interesting:

Platform business models Time management

Fully agree

6
Mostly agree - 10

MNeither agree,
nor disagree

16

Mostly disagree 4

3
1
0

Fully disagree |0
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Appendix O — Thematic coding analysis of surveys

Content

Format change
Format: Videos
Format: Live session
Efficient training
Training set-up
Others

Self-pacing
Repetition
Interactivity

Format: Slides

Applicability

Content
Applicability
Format: Videos
Format change
Repetition
Efficient training
Format: Live session
Self-pacing
Interactivity
Training set-up
Others

Format: Slides

Survey answers - Platform business models {n = 202)

Note: Percentages may not add up to 100% due to rounding

Survey answers — Time management (n = 197)

Note: Percentages may not add up to 100% due to rounding

23%

21%
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Appendix P — E-Mail traffic with Benjamin Aaron

Frioum: Benjamin, Aaron 5 < ashenjam@illinois.edu>
Sent Tuesday, & July 2021 2013

Ta: Hanan Kondratjew

Subject Re: Introduction and request

I'm afiraid | don't have time to do a thorough review, in part because that would require me to know mone
about the materials and the relevant work in your own field. | can say: this looks like a reasonable design,
if a little complex; it will require an extremely large number of subjects. | haven't computed power but to
detect some of the smaller differences with any confidence (say, between expanded and regular RP) |
would puess you will need 200+ subjects per condition. This will depend on individual differences in the
learning of your materials, of course.

==gddrnon

Aaron 5. Benjamin
Professor and Assistant Head, Department of Pspcholdogy, University of llinois at Urbana-Champaign
Editar, Journal of Experiments! Psychology: Learning, Memory, ond Cognition

htrp:f s bes. ology.illinois. sduf~ax benja

From: Hanan Kondratjew <hanan kondratjew@hhu.de>
Sent: Monday, July 5, 2021 7:02 AM

To: Benjamin, Aaron & <asbenjam@illinois.edu>
Subject: RE: Introduction and request

Dear Or Benjamin,

| ami 50 grateful for you petting back to me. Unfortunately, | fell sick; hence, | couldn’t get back to you earlier than
now.
bamy thanks for the recommendations you sent = | will investigate these.

What would be great for me to discuss is the experimental set up of my research. My research is an applied one: |
am working closely with a company which offers online learning on digital topics. | am aiming at running five
experimental groups in parallel; trying to find the best schedule for long term memaory retention for this training.

For me it would be great to understand, if my set up makes sense at all from a spaced learning research perspective;
as | am part of the business economics and management faculty nobody really knows anything about this topic and |
wiould love to be in line with previous research, if possible.

Attached, | am sending you the first draft of what | handed in as proposed experimental design and hypothesis.
Again, many many thanks for getting back to me.

Warm regards,
Hanan

Hanan Kondratjes
Lehrstuhl fr BWL, insb. Management | Helnneh-Hesna-Universitd Ddsseldord
Universi&tsstrale 1 | 40225 Disseldorf



