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Foreword 

It is probably one of the most prominent and widespread truisms that continuous learning has 

developed into one of the main success factors for executives and employees across industry 

sectors. The ever-changing conditions, e.g., in terms of technologies and customer preferences, 

require that companies enable their executives and employees to learn continuously. And 

indeed, many statistics indicate that companies invest more than ever in executive and employee 

education programs. Traditionally, such programs are held “on the spot” in classroom-like 

settings. Yet, the digital transformation and the covid crisis have advanced possibilities and the 

acceptance of online training quite substantially. In contrast to classroom settings, such online 

training is much more flexible, e.g., in terms of how to split learning sessions. Therefore, 

decision-makers in personnel development and executive and employee education in general 

need to design such pieces of training and take various variables (e.g., timing, pace) into 

account. While the broader learning literature provides insights, it is relatively silent on how 

work-based learning online formats should be designed. 

 

Hanan Kondratjew recognizes this gap in the learning and also management literature 

and presents a dissertation that sheds light on how management training formats should be 

designed based on the spaced learning approach. Spaced learning refers to learning 

interventions across time that are assumed to enhance learning retention. Specifically, Hanan 

Kondratjew asks whether the instructional method of spaced learning causes better learning in 

a work-based e-learning environment. To provide insights into this domain, based on sound 

theoretical arguments and literature analyses, she presents two experiments. Experiment 1 

taught factual and conceptual knowledge on the exemplary topic of “platform business models”, 

whereas experiment 2 taught procedural knowledge on the exemplary topic of “time 

management”. Findings indicate that there are important nuances suggesting that a tailor-made 

approach is needed depending on the subject at hand. Overall, the reader learns that spaced 



 

learning also works in this work-based context with pieces of training and education on 

management-related topics.  

Hanan Kondratjew presents a very good and convincing dissertation. She recognizes an 

important and very interesting research area and provides theoretically derived empirical 

insights that enable decision-makers in companies to develop fine-grained online training 

formats. I wish the dissertation the large readership it surely deserves.  

Prof. Dr. Andreas Engelen 
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Summary 

Labour market projections indicate that by 2030, about one third of the global work force needs 

to be up- and reskilled due to advancements in automation and digital transformations (Zahidi, 

2020). To ensure long-lasting competitive advantage, formal work-based learning interventions 

have become unavoidable for businesses. Even though more than USD 350 billion have been 

invested globally into work-based learning in 2019, this investment was not efficient since the 

learning offering was neither satisfying, nor focusing on the right content to upskill employees 

(Beer et al., 2016; Gartner, 2018). Employees even cite poor training and development 

interventions as the main reason for changing employers (Bersin, 2018). It appears that 

designers and providers of work-based learning interventions as well as executives in charge 

have little clarity on how to design learning interventions which lead to long-term learning and 

knowledge transfer (Beier, 2021; Billett, 2014; Glaveski, 2019; Tuijnman & Boström, 2002; 

Vargas, 2017). Hence, learning budgets are largely mis-invested, as learning contents are 

quickly forgotten. Getting work-based learning ‘right’ is positively correlated with e.g., job 

satisfaction, organisational performance, innovation, and improved decision-making (e.g., 

Bersin, 2018; Ellis & Kuznia, 2014; Ellinger, 2004; Kontoghiorghes et al., 2005; Pfeffer & 

Veiga, 1999; Rose et al., 2009; Ryu & Moon, 2019; Spicer & Sadler-Smith, 2006). Although 

there is basic agreement for these positive aspects, actual implementation is lacking.  

It is important to understand that learning depends on three memory functions: encoding, 

storage, and retrieval (Spielman et al., 2018). Even though all three functions are necessary to 

learn, especially the functions of storage and retrieval are of importance when it comes to work-

based learning, since these enable learners to transfer and apply what they have learnt. The most 

reliable and meaningful phenomenon of human memory to do so is the spaced learning effect. 

Studied for more than 100 years, it refers to a powerful long-term memory advantage, resulting 

from deliberately scheduled repetitions of what has to be learnt (Carpenter et al., 2012; Cepeda 



 
 

 
 

et al., 2006; Delaney et al., 2010; Dempster, 1989; Gerbier & Toppino, 2015; Vlach et al., 

2019).  

The extant literature however has paid little attention to its effects on real-world 

educational learning interventions. Past research has mostly been focused on verbatim and 

language learning, i.e., factual knowledge (Anderson, Krathwohl et al., 2001), and research 

within the field of lifelong learning and skills such as technological, social, emotional, and 

higher cognitive skills, i.e., procedural knowledge (Anderson, Krathwohl et al., 2001), is 

missing. The latter skills however are said to be of highest importance for the future of work 

(Bodem-Schrötgens et al., 2021; Bughin et al., 2018; Cepeda et al., 2006). Furthermore, and 

driven by the COVID-19 pandemic, the importance and use of digital learning offerings such 

as e-learning interventions (as defined by Clark and Mayer, 2016) has increased tremendously. 

Yet, no spaced learning research is known that has investigated if effects become evident in 

e-learning interventions.  

To address the above-described research gap, the following overarching research question 

was formulated:  

Does the instructional method of spaced learning cause better learning in a work-based 

e-learning environment?  

In order to answer this research question, eight hypotheses were derived from the existing 

literature. These were evaluated in two separate field experiments, in which primary data in the 

form of knowledge tests and surveys were collected. Experiment 1 taught factual and 

conceptual knowledge on the exemplary topic of “platform business models”, whereas 

experiment 2 taught procedural knowledge on the exemplary topic of “time management”. 

Within both experiments, a between-subjects experimental design was used, differentiating 

seven groups. One followed a massed learning condition, studying all learning content in one 



 

day. This group took one knowledge test after a retention interval of two weeks, serving as 

control group for groups 2 to 5 and another test after a retention interval of four weeks, serving 

as control group for groups 6 and 7. Groups 2 to 7 followed equal spaced learning conditions, 

whereby learning sequences, inter-session and retention intervals varied. At the end of the 

experiments, learning outcomes and metacognitive beliefs were compared between all groups 

in the final tests. Furthermore, a survey was conducted with those participants who took part in 

both experiments. 

The results from experiment 1 indicated that spaced learning leads to better knowledge 

retention than massed learning, especially at long retention intervals. These findings are in line 

with previous spaced learning research. In contrast, experiment 2 indicated none or very limited 

difference in learning outcomes for neither the spaced learning groups nor the massed learning 

group. When comparing the effects of the two field experiments, a strong indication arose that 

the spaced learning effect is not just modulated by learning schedule design but also by the type 

of knowledge taught. Thereby, all results were largely independent from other factors such as 

testing, immediate feedback and number of learning sessions, which were said to enhance the 

effect. In terms of learner’s preference, in both experiments independent of the knowledge type 

taught, metacognition analyses showed that learners in general preferred and asked for the 

application of spaced, interactive, and guided work-based learning interventions, hence 

supplementing the partial positive effect on knowledge retention with a positive learning 

experience from spaced learning. 

This research contributes to the literature by being the first known effort to find evidence 

of the spaced learning effect in real-world work-based learning environments that teach factual 

and conceptual knowledge. Further, it extends the previous literature by postulating that the 

occurrence of the spaced learning effect depends, among other aspects, on the knowledge type 

taught. On a practical note, this research offers meaningful and beneficial insights for any 



 
 

 
 

designer and provider of work-based e-learning interventions and for managers and executives 

seeking long-term knowledge retention of individuals taking part in these interventions. As, 

regardless of type of knowledge taught, learners overwhelmingly preferred spaced, interactive, 

and guided learning sessions, designers and providers of work-based learning interventions 

shall ensure learning interventions are designed this way, even though learning outcomes are 

only enhanced for factual and conceptual knowledge. Managers and executives in charge of 

learning and development are encouraged to rethink the way learning is conducted in their 

organisations and how they spend learning budgets, since it has been demonstrated that the 

approaches in use today are not always economical or desirable. 
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1. Introduction 

1.1 Context and purpose of the study  

For businesses, working in ever faster and changing economies forces their employees to learn 

constantly (Zuber, 2014). The Organisation for Economic Co-Operation and Development 

(OECD; 2021) as well as the World Economic Forum (Zahidi, 2020) claimed that at the end of 

2020, about 114 million jobs had disappeared globally compared to the preceding year. It is 

expected that by 2030, about a third of all workers globally (1 billion individuals) need to be 

reskilled because of digital transformations and automation. This development is said to make 

manual, physical, and basic cognitive skills redundant since these could be mastered by 

machines. Whereas skills that machines cannot master, like technological, social, emotional as 

well as higher cognitive skills are becoming increasingly important (Bodem-Schrötgens et al., 

2021; Bughin et al., 2018). Amongst the top skill groups in rising demand over the next years 

are critical thinking, analysis, problem solving, self-management, stress-tolerance, resilience, 

and flexibility (Zahidi et al., 2020).  

Skill shortages are regarded as one of the biggest threats to company growth as they, 

among other things, are claimed to hinder innovation, diminish quality, and obstruct market 

positions (Moritz et al., 2019). Taking the view of employees, skill shortages are associated 

with a higher chance of unemployment, lower incomes, and job dissatisfaction (Dondi et al., 

2021). Having surveyed about 18,000 people in 15 countries, Dondi and team (2021) came up 

with a range of skills which would benefit every employee regardless of sector or occupation 

and which in return would also benefit companies’ growth. Similar to Zahidi and teams’ 

findings (2020), their study revealed 56 so-called foundational skills or distinct elements of 

talent (see Table 1 for an overview), which are said to help people succeed in the future labour 

market, since they assist them in working and operating in digital environments, being able to 

constantly adapt to new professions and work procedures and generating added value to what 



2 

artificial intelligence, robotics or machines have to offer (Dondi et al., 2021). These skill 

categories align with Anderson, Krathwohl and teams’ (2001) definition of procedural 

knowledge, while skills more at risk to being automated or digitalized would be considered as 

factual and conceptual (Adams, 2015).  

Table 1 – Foundational skills needed to succeed in the future of work, adapted from Dondi et 
al., 2021, p. 3 

 

To overcome potential skill shortages and to stay economically competitive, constant up- 

and reskilling, especially in the listed areas is required. Work-based learning interventions can 

be seen as a good means for this, given the huge amount of time individuals spend in the 

workplace (European Commission, 2018; Poquet & de Laat, 2021). It is widely agreed that 

work-based learning opportunities, i.e., “the systematic development of the knowledge, skills 

and attitudes required by an employee to effectively perform a given task” (Patrick, 2000, cited 

in Ryu & Moon, 2019, p. 482), are also key for high-performing businesses and organisations 

(Kontoghiorghes et al., 2005; Pfeffer & Veiga, 1999; Porth et al., 1999; Spicer & Sadler-Smith, 

2006).  

However, learning and instruction are not of value if learners do not retain what they have 

learnt or are unable to transfer or put it into actual use, i.e. no skill is created (Connors, 2021; 

Gallardo, 2021; Göldi, 2011; Ryo & Moon, 2019; Sala & Gobet, 2017). And so, organisations 

and executive managers have found it very difficult to create appropriate work-based learning 

offerings, and the approaches to learning and development largely relied on methods which are 

not appropriate for work-based learning (Ellinger, 2004; Tauber et al., 2019). As a result, work-

based learning happened largely for the wrong reasons, at the wrong time, with competencies 
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and skills being taught that have little or no relevance to the role that must be performed. In 

many organisations learning was regarded as simply having something on offer but not about 

learning the right skills needed to perform a certain role (Glaveski, 2019).  

This discrepancy derives from two different standpoints: whilst executive managers focus 

on generating measurable financial impact (resulting from having employees with the right 

skills to perform a certain role), learning and development departments focus on aspects such 

as satisfaction and completion of courses – all related to the learning experience (Tauber et al., 

2019). But learning and skilling cannot be equated. Even though learning is the foundation of 

real skilling, it cannot be benchmarked or measured and if not applied, it will be forgotten 

(Ebbinghaus, 1885/1962; Tauber et al., 2019). Skills on the other hand can be benchmarked, 

measured, and evaluated and investing in those is at the heart of today’s ever changing business 

world (Tauber et al., 2019).  

Work-based learning therefore requires transformative, adaptable learning strategies, 

which keep up with changing circumstances, leading to transferrable skills allowing for long-

term application (Glaveski, 2019; Kane et al., 2018; Tauber et al., 2019). Over the last few 

years, changes have been observed in how learning and development departments are regarded 

within organisations and how they have stepped out of a secondary role in the company and 

have taken on one of the most important roles for the strategic orientation of companies to 

overcome skill shortages and sustain competitive advantage, which is evident in increased 

budgets and executive management support (see Figure 1; Chelovechkov & Spar, 2019). 



4 

 

Figure 1 – Increased budgets and executive support for work-based learning interventions, 
adapted from Chelovechkov & Spar, 2019, p. 7 
 

Globally, organisations and businesses invested about USD 359 billion on work-based 

learning interventions in 2019 (Glaveski, 2019) and business managers are expecting to re- and 

upskill about 70 percent of their workforce by 2025 (Zahidi et al., 2020). Beer and associates 

(2016) argued in their survey that this investment did not pay off as, among other things, the 

majority of the 1,500 managers asked at 50 different organisations were not satisfied with their 

organisations’ learning and development offering. Also, 52 percent out of 5,997 employees 

receiving work-based learning interventions stated, that they need better upskilling, i.e., they 

do not possess the right skills to do their jobs (Gartner, 2018). Only one-quarter of respondents 

to a 2010 McKinsey survey were convinced that their work-based learning offerings 

significantly impacted business performance whilst most organisations do not even track the 

return on their investment in training (Gryger et al., 2010) and importantly, only 42 percent of 

workers is predicted to participate in offered re- and upskilling learning interventions (Zahidi 

et al., 2020). Employees are directly addressing their desire to receive guidance on what needs 

to be learnt to make their individual learning more relevant, e.g., 61 percent out of 772 

executives, managers and employees surveyed stated that they would like to align their learning 

to actual skill gaps, and another 48 percent of respondents asked for assessments of knowledge 
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and skills to find out in which areas improvements are needed (Tauber et al., 2019). Yet, those 

are largely missing (Tauber et al., 2019). Both external providers of work-based learning 

offerings as well as employers have little clarity on how to effectively design work-based 

learning interventions to maximise their effect on knowledge advancement, retention and 

eventually long-term application by incorporating biological and neuroscientific research 

findings (Beier, 2021; Billett, 2014; Glaveski, 2019; Tuijnman & Boström, 2002; Vargas, 

2017). Disregarding this shortcoming leads to billions being spent on learning content that is 

quickly forgotten and the money is simply mis-invested (Glaveski, 2019). Additionally, 

ineffective learning opportunities at work were found to be the most important thing that would 

make employees look for a new job (see Figure 2; Bersin, 2018), whereas companies that get 

learning ‘right’ are 21 percent less likely to lose employees (Tauber et al., 2019).  

 

Figure 2 – Reasons that would make employees look for a new job, adapted from Bersin, 2018 
 

Summarising, learning is seen as the new currency of global job markets, where career 

development and even just the possibility of it are valued more than rising salaries (Joseph, 

2019). 94 percent of employees would consider staying longer with a company if they would 

invest in their learning (Chelovechkov & Spar, 2019). The fact that work-based learning is 

positively correlated with job satisfaction, organisational performance, organisational 
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innovation, improved decision-making, organisational commitment, employee productivity and 

a reduction in work-related stress has been confirmed by business research for a very long time 

(e.g., Bersin, 2018; Ellis & Kuznia, 2014; Ellinger, 2004; Kontoghiorghes et al., 2005; Pfeffer 

& Veiga, 1999; Porth et al., 1999; Rose et al., 2009; Ryu & Moon, 2019; Spicer & Sadler-

Smith, 2006; Udemy, 2018). Especially, the returns of lifelong work-based learning are two-

fold: for individuals it is said to enhance employability and salaries, for organisations it is 

promised to lead to higher productivity and innovation (European Commission, 2018; 

Hanushek & Wößmann, 2010; Rees, 2010; Tynjälä, 2008; Vargas, 2017). Therefore, 

organisations, managers and departments in charge as well as external providers of work-based 

learning offerings would do well to create high-quality learning opportunities, taking into 

account biological and neuroscientific research findings, that lead to an improvement of job-

relevant skills for individual employees and at the same time create conditions that allow 

employees to integrate learning opportunities into their daily work (Glaveski, 2019; Ryu & 

Moon, 2019; Tauber et al., 2019).  

All of the above applies similarly to digital, online, or e-learning offerings, i.e., the 

delivery of learning material and instructional design through digital devices (Clark & Mayer, 

2016; Ellis & Kuznia, 2014). These offerings, as well as investments in these, have risen 

tremendously over the last years, allowing for delivering learning opportunities at scale 

(Figure 3; Chelovechkov & Spar, 2019; Seyda & Placke, 2020; Tauber et al. 2019).  
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Figure 3 – Learning budgets shift to online learning offerings, adapted from Chelovechkov & 
Spar, 2019, p. 14 
 

Even though e-learning offerings might never fully replace in-person learning, they a) 

lead to higher productivity and faster onboarding times (Udemy, 2018) and b) allow for the 

flexibility learners stemming from different generations ask for, ideally leading to cross-

generational alliances during the learning process (Chelovechkov & Spar, 2019). More 

precisely, learners are asking for:  

 Mobile, social, and collaborative learning environments 

 Self-directed and independent learning during spare time at work 

 Sufficient time to learn 

(Chelovechkov & Spar, 2019; Tauber et al., 2019; Figure 4) 
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Figure 4 – Analysis what cross-generational learners are asking for, adapted from 
Chelovechkov & Spar, 2019, pp. 34 
 

However, none of the benefits of learning will occur in the company if there is no 

sustained management support or if a company’s culture is against change (Ellis & Kuznia, 

2014). But it is precisely this change that distinguishes high-engagement and high-growth 

companies such as Kellogg, Allianz or Service Titan from others and generates competitive 

advantage (Chelovechkov & Spar, 2019; Udemy, 2018). Psychological and business-related 

research on learning has shown an importance to 

 individually assess and benchmark skills needed to perform a (future) role, to stay 

ahead of interferences, 

 immediately transfer what was learnt to real-life situations to allow skill building, 

 provide immediate feedback and guide learners through the learning experience and 

 repeat these steps along the process. 

Despite all this knowledge, there is clear lack in implementation (Beier, 2021; Billett, 

2014; Glaveski, 2019; Tuijnman & Boström, 2002; Vargas, 2017). Any learning is only going 

to happen when it is built around three basic memory functions, namely encoding, storage and 

(Spielman et al., 2018). Whilst encoding refers to getting new information into memory through 

different instructional methods, storage and retrieval are concerned with retaining, recalling, 
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and recognising the information learnt and ideally, transferring it to new situations (Spielman 

et al., 2018). In the context of work-based learning environments, the functions storage and 

retrieval are of particular importance, as learning takes place every day at any time, also during 

work. However, for what is learnt to be of lasting relevance, it must either be repeated at fixed 

intervals over a longer period and thus consolidated or integrated into the work so that repetition 

creates an automation effect. After all, about 50 percent of information taught in a learning unit 

is forgotten if it is not repeated or applied within 24 hours and another 75 percent after six days 

(Blanchard, 2013; Ebbinghaus 1885/1962). 

A well-known and researched instructional method to do exactly that and thus enhance 

long-term knowledge retention is spaced learning (e.g., Cepeda et al., 2006; Delaney et al., 

2010; Vlach et al., 2019). First mentioned in research in 1885, it argues that distributing learning 

interventions across time slows overall learning but enhances knowledge retention (Cepeda et 

al., 2006; Delaney et al., 2010; Latimier et al., 2021; Walsh et al., 2018a/b). The benefits of 

spaced learning on knowledge retention have been analysed in depth, mainly derived from low-

complexity, verbal learning research in a laboratory with relatively short time delays between 

learning interventions (Balota et al., 2011; Cepeda et al., 2006; Mozer et al., 2009). 

Interestingly, learners perceive spaced learning interventions as less helpful than traditional 

ones (so-called massed learning), which is why the topic of learner’s self-perception (or 

metacognition) must be kept in mind when designing learning interventions (Vlach et al., 2019). 

According to the current state of knowledge, there is no sustainable application of spaced 

learning in any educational context, neither schools nor work-based learning settings 

(Dempster, 1988; Kapler et al., 2015; Walsh et al., 2018b). Even worse is its application in a 

management context with only one study examining the effects of spaced learning to an 

experiential management learning (Kondratjew & Kahrens, 2018). What thus remains critical 
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to be investigated is if the proven positive effect of spaced learning on learning retention also 

occurs when applied in a complex work-based learning intervention in a business environment.  

This study aims to address this need. Concretely, the purpose of this study is to improve 

the learning outcomes of digital work-based learning interventions with the help of spaced 

learning, whilst considering the learners’ self-perception. For this, two e-learning field 

experiments (Gerber, 2011) on the exemplary topics of “platform business models” (to test 

factual and conceptual knowledge) as well as “time management” (to test procedural 

knowledge) have been designed. Based on the results of this research, recommendations for 

future digital work-based learning interventions are derived.  

 

1.2 Importance of the study 

Formal work-based learning interventions are inevitable for both employees and employers if 

they want to ensure competitive advantages on both individual and organisational levels. Yet 

very little is done to ensure long-term application and transfer of what was learnt, which would, 

in turn, extend the economic advantages resulting from education. In this context, this research 

is led by the overarching research question:  

Does the instructional method of spaced learning cause better learning in a work-based 

e-learning environment?  

To answer the research question, the following research objectives are addressed: 

a. Critically review the concept(s) of lifelong learning and the role of work-based 

learning 

b. Critically review the theories of spaced learning and its benefits  

c. Analyse how to optimally design multimedia e-learning interventions 

d. Review different knowledge types and how memory is best measured 
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e. Experimentally explore the effects of the application of spaced learning activities 

on learner’s learning, i.e., recognition and recall to work-based e-learning 

interventions 

f. Draw up recommendations for future work-based e-learning interventions. 

 

The outcomes are derived through the method of experimental research and aims to be 

beneficial for any designer and provider of digital work-based learning interventions who seek 

long-term knowledge retention of learners, which in turn shall be transferred into work-related 

skills. Moreover, this study might contribute to other academic research in the field of learning 

as it offers new insights about a specific phenomenon, namely if spaced learning can be applied 

to complex, non-laboratory, work-based e-learning interventions. 

 

1.3 Structure of the study 

This research is structured along five chapters. The first chapter, the introduction, establishes 

the context and purpose of the study. Thereby, outlining the significance of the study for 

research and practice. The guiding research question and objectives are introduced. 

The second chapter, the literature review, provides a basic understanding of the 

neurosciences of learning, discusses the concept(s) of lifelong learning, the role of work-based 

learning and its meaning for the wider economy. The theory of spaced learning as a means to 

enhance long-term knowledge retention of educational interventions is reviewed while also 

touching upon retrieval practice and on the learners’ declarative metacognitive knowledge. It 

further elaborates on basic instructional design concepts, thereby bridging learning theory and 

educational practice, introducing human cognitive architecture, cognitive load theory, 

multimedia instruction as well as fundamentals of the evaluation of learning. Hereafter, in 

chapter three, a summary of the gap in current state of research with regards to the topic of 
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managerial, lifelong learning is discussed. Within this chapter, eight hypotheses are derived. 

The fourth chapter then outlines the experimental objects of this research (two e-learning 

interventions) and explains how they were designed from a learning design perspective. 

Afterwards, the chapter explains the method and results and discusses the two experiments 

conducted to answer the research question and hypotheses as well as compares the two 

experiments against each other. In the fifth and final chapter, a general conclusion is drawn 

from the key findings of the research at hand, limitations of the experiments are highlighted and 

recommendations for future work-based e-learning interventions as well as future research are 

made. The structure of this research is shown in Figure 5.  

 

Figure 5 – Structure of the research; author’s own compilation  
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2. Literature review 

2.1 Learning – From psychology to economics 

The first chapters of this review provide an overview on learning, memory, and retrieval from 

a cognitive psychological perspective (chapter 2.1.1) to allow for a better understanding of the 

subsequent chapters. Chapter 2.1.2 then elaborates on the concept of lifelong learning from both 

a philosophical and the much broader political perspective. In this context, the role of work-

based learning (chapter 2.1.2.1) is described, highlighting the importance of it for individuals, 

organisations as well as the broader economy. By doing so, light is shed upon the economics of 

education (chapter 2.1.2.2). After the case of application of work-based learning in Germany 

in 2019 is presented in chapter 2.1.2.3, the findings are summarised (chapter 2.1.3). 

 

2.1.1 Learning, memory, and retrieval  

Several definitions of the terms learning, memory, and retrieval exist. Learning and memory 

psychologists as well as researchers have an ongoing debate about these (Ertmer & Newby, 

2013; Khalil & Elkhider, 2016) and still, not everything is known about the nature of learning 

and memory – only ideas and models exist on how both processes work (Dirksen, 2016). 

Schunk (2012) argued that this is because different researchers put emphasis on different 

aspects central to learning. For example, Gazzaniga and associates (2014) defined learning as 

“the process of acquiring […] new information, and the outcome of learning is memory. That 

is, a memory is created when something is learned, and this learning may occur either by a 

single exposure or by repetition of information, experiences, or actions” (p. 380). Based on this, 

one could assume that learning is equivalent to memory formation – which is true only one 

way: learning cannot happen without memory, yet memory still exists without long lasting 

learning success (Roth, 2011). To address this, Schunk (2012) proposed a more explicit 

definition of learning which tries to capture the term in full, and defined learning as “[…] an 
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enduring change in behaviour, or in the capacity to behave in a given fashion, which results 

from practice or other forms of experience” (p. 3). This definition focuses on the following 

three aspects: first, learning is a change. Second, learning does not merely mean a change in 

what those learners know but also a change in what the learner does, i.e., how the learner 

behaves. Third, the change results from an experience.  

Overall, one can argue that learning is only successful when it involves the three basic 

cognitive memory functions of encoding, storage, and retrieval (Spielman et al., 2018). In brief, 

“[e]ncoding is the act of getting information into our memory system through automatic or 

effortful processing. Storage is retention of the information […]” (Spielman et al., 2018, p. 79). 

The most common distinction of memories is made between the chronological and functional 

memory (Roth, 2011). Within chronological memories, memory psychologists generally 

distinguish between very short-lived memories such as sensory memory, short- to medium-

lived memories such as short-term memory (at times identical to the so-called working 

memory) as well as long-living memories, the so-called long-term-memory (Table 2; Dirksen, 

2016; Gazzaniga et al., 2014; Huppelsberg & Walter, 2009).  

Table 2 – Types and characteristics of memory, adapted from Gazzaniga et al., 2014, p. 380 

 

Long-term memory can be divided again by functionality, depending on the kind of 

stimuli which needs to be stored (Gazzaniga et al., 2014; Roth, 2011). Squire (1987) and 

Schacter (1996) distinguish between declarative/explicit and procedural/implicit memory. 
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Declarative memory relates to all knowledge which we acquired consciously through repetitive 

exposure and can talk about (knowing-that/-what), whereas procedural memory refers to all 

learnt cognitive and motoric skills that we know we possess (knowing-how), gained mostly 

unconsciously through physically trying and performing (Roth, 2011). A third type, emotional 

memory, which was previously seen as a sub-memory of procedural memory, is now viewed 

as a self-standing memory which shows characteristics of both declarative and procedural 

memory (Roth, 2011). Figure 6 shows a brief overview of the three types of memory and their 

further division into sub-memories. The research at hand explores declarative and procedural 

memory, dealing with the effects of repeated opportunities to retrieve taught facts and concepts 

as well as knowledge about how to accomplish something from memory. 

 

Figure 6 – Hypothesised overview of memory, adapted from Gazzaniga et al., 2014, p. 381 
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Retrieving information from memory, i.e., from storage, can happen through recall, 

recognition, and relearning (Spielman et al., 2018). Through repeated interventions, retention 

can be enhanced as retrieval is eased. Being able to retrieve knowledge or just parts of it from 

memory enhances efficiency of completing tasks related to that knowledge and allows 

individuals to handle increasingly complex problems. It also enables individuals to focus only 

on relevant information and disregard everything unrelated to a certain topic. This in turn eases 

further knowledge accumulation of new or related topics (Benjamin & Tullis, 2010). Further 

information on human cognitive architecture follows in chapter 3. 

  

2.1.2 Lifelong learning and the role of the workplace 

Even if some believe all life-relevant learning takes place in educational institutions provided 

mainly by governments and religious organisations or that this learning is superior to all other 

kinds of learning, this notion is considered too short-sighted (Billett, 2014). Learning, as 

explained in the preceding chapter, unconsciously happens all the time and everywhere (Alheit 

& Dausien, 2018). From a philosophical perspective, “learning must be understood in its 

entirety and as the result of interaction between the individual and the individual’s 

environment” (Bjursell, 2020, p. 677). Learning is a continuous, lifelong process in which 

everyone participates, and which offers the opportunity to expand and improve abilities in a 

wide range of skills. It happens throughout our life beyond graduation from (high) school and/or 

university. One part of lifelong learning is (lifelong) education (Billett, 2018; OECD, 2021; 

Serrat, 2017). Three modes of learning are classified (OECD, 2021; Rubenson, 2019; Tuijnman 

& Boström, 2002):  

 “Formal learning refers to intentional and systematic learning in a (state-run) 

institution which is dedicated to education and provides certificates; 
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 non-formal learning generally refers to intentional and systematic learning outside 

of a state-run institution; 

 informal learning generally refers to non-intentional and non-structured learning 

in a life context such as the workplace, the family, etc.” (Rubenson, 2019, p. 299) 

Although learning is a purely personal, individual process, the concept of lifelong 

learning (English & Mayo, 2021) has made it onto global political agendas through the work 

of various transnational organisations such as the OECD, the United Nations Educational, 

Scientific and Cultural Organization (UNESCO), and the European Union (EU) (Milana, 2012). 

From a political-economic perspective, lifelong learning is seen as a means to safeguard 

national or even transnational economic goals by ensuring individuals’ lifelong employability 

in ever increasing working life, ever-faster changing working environments as well as 

technological advances (Billett, 2018; Commission of the European Communities, 2000; 

European Parliament 2008; Milana, 2012; OECD; 2021; The World Bank, 2003). As such, 

learning does not stop, but continues throughout life (Bjursell, 2020), whereby adults can 

individually develop themselves as a measure to address educational and knowledge deficits 

(Schmidt-Hertha, 2018). 

Lifelong learning, from a political standpoint and as proposed by the OECD (2004) 

“covers all purposeful learning activity, from the cradle to the grave, that aims to improve 

knowledge and competencies for all individuals who wish to participate in learning activities” 

(p. 1). Originating in the Paul Lengrand report (1970), in which lifelong education was 

introduced as a response to several global crises, that emphasised social responsibility and 

viewed learning as a human right (English & Mayo, 2021; Milana, 2012). The concept has 

shifted over the last decades not just in terms of its terminology from education to learning but 

further in terms of focus and meaning (Billett, 2018; Bjursell, 2020; Elfert, 2015). This shift 

implied a change of accountability of learning outcomes: from a position of seeing education 
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as an institutional fact and a public good with governments in charge to provide structures and 

educational institutions to counteract social inequalities, towards a capitalist position which 

stresses education or rather learning as a consumer product, i.e., a private, individual matter 

(Bjursell, 2020; Commission of the European Communities, 2000; English & Mayo, 2021; 

OECD, 2007; Tuijnman & Boström, 2002; UNESCO, 2015; Vargas 2017).  

When seen as a consumer product, major concerns arise, for example Vargas (2017) 

argued that “the conceptualization of education as a service or a commodity that is subject to 

transaction assumes that it yields individual benefits and represents an advantage for 

individuals to position themselves better in the social realm than others who do not acquire 

such a commodity, or who cannot afford it” (p. 8). This leads to social inequalities and decay 

(English & Mayo, 2021): whilst some people have the (monetary) means to maintain and 

acquire new skills needed for newly evolved jobs, others do not and are falling behind (OECD, 

2021).  

Additionally, requirements for specific roles and tasks are changing at a high speed. To 

take one example, according to the OECD (2019), six out of ten adults are lacking information 

and communications technology skills which would be needed for newly emerging jobs, 32 

percent of all jobs globally will change drastically due to automation, and a strong shift from 

jobs in the manufacturing market towards the service sector has taken place. Further still, the 

share of highly skilled and low skilled jobs has increased over the last twenty years whereas the 

share of middle-skilled jobs has decreased (OECD, 2019).  

This need for lifelong learning to adapt to a changing work environment has further been 

accentuated since the outbreak of the global COVID-19 pandemic. According to the OECD 

(2021), roughly 114 million jobs disappeared globally at the end of 2020, compared to 2019. In 

addition, the World Economic Forum (Zahidi, 2020) expects that the previous estimate of the 

McKinsey Global Institute (Manyika et al., 2017) of the need to reskill 375 million people 

globally, i.e., 14 percent of the global workforce, due to digital transformations and automation, 



19 
 

 
 

dramatically accelerated to one billion people (roughly one third of all workers), mainly caused 

by the global pandemic. New demands have been placed on organisations as well as their 

employees, including different skill and competence sets to achieve organisational targets 

(Billing et al., 2021; European Commission, 2020). Only a small group of individuals in higher 

skilled jobs or the ones in information and communication technology roles are not said to fear 

loss of employability – and the majority of individuals are asked to up- or reskill to close the 

skill gaps compared to the pre-pandemic situation; thus, inequality and exclusion are entrenched 

within employment statuses and incomes (Billing et al., 2021; James & Thériault, 2020; OECD, 

2021; Strack et al., 2021). However, inequalities do not solely occur in work-related areas, but 

also in relation to “access and participation to lifelong learning education, which in turn has 

had consequences for well-being and mental health” (Watts, 2020, cited in James & Thériault, 

2020, p. 129).  

As many employees faced sudden unemployment, questions on learning and training 

were put on hold. In addition, neither were all households equipped with the technological 

resources needed nor did all adults have the digital skills to participate in online learning 

formats (James & Thériault, 2020). Also, from the side of employers it was recorded that 

organisationally provided learning opportunities came to a halt, with interruptions for almost 

90 percent of global employees. And although trying to move learning towards digitally enabled 

trainings and thereby bringing education further along the path of the economy (English & 

Mayo, 2021), organisations faced challenges in delivering these due to infrastructure issues, 

insufficient user knowledge or inability to transfer on-site learnings into remote courses 

(International Labour Organization, 2021). Yet, most people as well as organisations have 

become more open to online learning and have started partnering with external parties to 

continue up- and reskilling (International Labour Organization, 2021; Strack et al., 2021).  
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Within the group of working people, about 68 percent of all individuals are open to switch 

job roles as a response to the disruptions in working and only four percent were unwilling to 

reskill under any circumstances. Especially individuals at the beginning or halfway through 

their career as well as those in roles that face the highest risk of being replaced due to 

technological advancements showed a high willingness to pursue new career paths (Strack et 

al., 2021). This said and recalling World Economic Forum’s (Zahidi, 2020) assumption of the 

need to reskill about one third of all working adults, global lifelong learning, especially in a 

work-based context, is needed at scale (Billett, 2014; CEDEFOP, 2011). More importantly 

“lifelong education [and hence, lifelong learning] must be viewed again as a public rather than 

a private good, beneficial to the economy and the wider society and funded by states rather 

than individuals accordingly” (Waller et al., 2020, p. 245).  

Hence, timely learner-centred work-based learning solutions are needed, which no longer 

impart professional knowledge in its full depth, but support individuals in learning competences 

on and during the job, promote learning processes in the broadest sense, and stimulate the ability 

to learn (CEDEFOP, 2011; European Commission, 2020; James & Thériault, 2020). These 

solutions must both be backed up by governments (e.g., by creating awareness of the 

importance of work-based learning; providing policies and infrastructures and putting funding 

schemes towards work-based learning in place) and by organisational leadership (e.g., by 

encouraging all employees regardless of qualification to participate in learning opportunities; 

making sure organisational innovation policies and training agendas are brought together to 

ensure both social justice and organisational well-being) (Billing et al., 2021; CEDEFOP, 2011; 

OECD, 2021). In an ever-changing environment, organisations with a high ability to learn and 

investment into work-based learning to adapt to new situations are said to have the ultimate 

competitive advantage as it is this learning which indicates an organisation’s resistance and 

flexibility in uncertain times (Deakin Crick et al., 2013). 
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To strengthen this argument, the following sub-chapters introduce the concepts of work-

based learning as well as the economics of education. 

 

2.1.2.1 Work-based learning 

Within the context of lifelong learning, workplaces represent quite a unique environment. 

Firstly, due to the large amount of time adults spend there and secondly, due to how adults 

learn, both in a structured manner and incidentally (European Commission, 2018; Poquet & de 

Laat, 2021). Workplaces do not just enable individuals to enhance their work-related skills and 

abilities but also their cross-cutting competences that make them more resistant to any changes 

occurring in their life or careers (Beier, 2021; European Commission, 2018). This happens 

mostly through work-based learning which continues to gain attention and importance since the 

early 1990s (Tynjälä, 2008). 

As with all other terms related to learning, no universal definition of the term work-based 

learning exists (Ogunleye, 2013). Yet, it can be seen as “the interlinked practices of performing 

job-related tasks, building capacity to perform those tasks (as in work and learning) and 

measuring outcomes of those efforts in terms of both the individual’s capacity to perform and 

the impact on the organisation that sponsored the learning programme” (Carliner et al., 2006, 

cited in Ogunleye, 2013, p. 182). Work-based learning thus allows individuals to secure 

employability through up- and reskilling and is an efficient way for employers to build a 

competitive advantage, to remain productive, innovative and modern as well as to improve 

employee morale, job satisfaction and reputation as the employer (Beier, 2021; Billing et al., 

2021; Deakin Crick et al., 2013; European Commission, 2018). Initial prompts for employers 

to offer work-based learnings are derived out of work-related processes, updates in industry 

standards, market demands and innovation intentions (Brandi & Iannone, 2017).  
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Learning, as discussed in the previous part of this chapter, can occur formally, non-

formally or informally. Whilst some may argue that learning only takes place through official 

educational programmes, most of the learning in individuals’ adult life stems from their 

working experience and experiences at work, more precisely from informal learning situations 

(Brandi & Iannone, 2017; Milligan et al., 2014). Yet, not everything that enables adults to 

sustain the skillset of their current work position or develop skills for an alternative one can be 

learnt from work experiences – whilst informal learning mostly leads to implicit knowledge, 

formal learning leads to explicit knowledge (Tynjälä, 2008). Thus, formal learning 

opportunities are needed alongside informal ones – both even supplement each other – although 

intended learning outcomes of such provisions might not be achieved as individual learning 

depends on several factors including the individuals situation, their engagement during the 

learning experience, and their professional and educational background (Billett, 2014; Tynjälä, 

2008). 

Even though researchers argue that learning is a natural human lifelong process and in its 

essence places learners’ needs and aspirations at the very core, tensions arise between 

employers and employees. Especially when it comes to trying to find a consensus on what needs 

to be learnt, how these learning interventions are designed and how learning outcomes are 

assessed, assuming they exist at all (Beier, 2021; Billett, 2014; Tuijnman & Boström, 2002; 

Vargas, 2017). Without addressing the appropriate content, learning interventions provided by 

employers or external learning providers can at times be viewed as being a superfluous business 

objective only (Vargas, 2017). Thereby, it is rather common that employees, i.e., the learners, 

are not consulted regarding content creation and third parties get to decide on and regulate 

learning frameworks without canvassing the learners’ opinions (Billett, 2014; Tuijnman & 

Boström, 2002). However, Brandi and Iannone (2017) found out that a company’s “learning 

needs are largely identified by individuals [and thus claimed that] (e)nterprises rely on their 

employees to identify knowledge and skill gaps and also fulfil learning needs” (p. 4). 
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As a result, is it arguable that most work-based learning interventions are designed 

without considering learners’ actual needs. This then even discourages learning, especially 

learning that should enable learners, to develop work-related skills and abilities which allow 

transfer to current or other types of situations (Tynjälä, 2008). Further, work-based learning, as 

many lifelong learning arrangements, is rather seen as a product the learner consumes and not 

as a process in which the individual must pass all stages of learning as outlined in chapter 2.1.1 

(English & Mayo, 2021). Thereby, training design and strategy do not exemplify the holistic 

perspective of lifelong learning (Beier, 2021; Dunlosky et al., 2013; Pashler et al., 2007; 

Tuijnman & Boström, 2002).  

Nevertheless, employers are agreeing that investing into their employees’ learning and 

skill building is most important to overcome the skill gaps and shortages caused by global 

economic changes, compared to hiring, contracting, redeploying and releasing (Billing et al., 

2021). Work-based learning must be supported from top management, always bearing in mind 

that it is the individual who learns (Agrawal et al., 2020; Billing et al., 2021; Commission of 

the European Communities, 2000; OECD, 2001; Rees, 2010). Individual as well as institutional 

needs must be balanced when it comes to work-based learning, to ensure companies’ 

investments into employee learning “pay off” (in terms of additional benefits these employees 

generate for their employers). 

 

2.1.2.2 Economics of education 

As per the prevailing paradigm of the so-called economics of education, the human capital 

theory (Becker, 1962), education and training are investments which improve individuals’ 

productivity by enhancing the quality of employees, i.e., the knowledge, skills, competencies 

and attributes these individuals possess (Hanushek & Wößmann, 2020; OECD, 2007; 

Schönherr & Tiberius, 2014). Investing into one’s employees’ education and health is 
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considered as important as investing into a company’s physical assets, by which individuals are 

being commodified through skill acquisition (Klees, 2016). As each organisation’s human 

capital differs, it represents an uninterchangeable competitive advantage with the potential to 

significantly improve the organisation’s performance (Acedo et al., 2006; Crook et al., 2011).  

For employers, but also the wider economy, return of this investment results in economic 

growth (European Commission, 2018; Rees, 2010; Tannenbaum, 1997) as an investment in 

employee skills via learning interventions, amongst other things according to Hanushek and 

Wößmann (2010), can 

1. “increase the human capital inherent in the labor force, which increases labor 

productivity and thus transitional growth toward a higher equilibrium level of 

output […],  

2. increase the innovative capacity of the economy, and the new knowledge on new 

technologies, products, and processes promotes growth (as in theories of 

endogenous growth), […] 

3.  facilitate the diffusion and transmission of knowledge needed to understand and 

process new information and to successfully implement new technologies devised 

by others, which again promotes economic growth […]” (p. 245). 

From the employees’ point of view, a positive correlation between the level of education 

and individual monetary income is affirmed, arguing that higher productivity resulting from 

better education and higher knowledge levels justify higher incomes (Kugler et al., 2017; 

Vargas, 2017). As such, private investment into education and hence accumulation of human 

capital is expected to eventually yield higher incomes and to offset all incurred costs (Carneiro 

et al., 2010).  

Based on these assumptions one could believe that the more time people spend in (formal) 

education, the better their individual incomes as well as the economy. Even though strong 
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evidence exists that the more educated people are, the higher their wages (Blanden & Machin, 

2010), cross-country comparisons on the wage returns to education differ (Hanushek & 

Wößmann, 2010), thus education can only be seen as one factor influencing economic growth 

(Marquez-Ramos & Mourelle, 2019). Further, not all (formal) learning is good learning, and 

despite the fact that “the majority of the macroeconomic literature on economic returns to 

education employs measures of the quantity of schooling” (Hanushek & Wößmann, 2010, p. 

245) it is also about the quality of educational interventions, i.e., the measured cognitive skill 

outcomes of these (Tannenbaum, 1997).  

Inevitably, work-based educational interventions can only be an influencing factor to 

enhance competitive advantage when they enable individuals to transfer the skills and 

knowledge gained during the intervention of their job. However, it is assumed that about half 

of these skills and knowledge is already forgotten one day after the intervention unless 

reinforced during work (Blanchard, 2013). Thus, employers as well as training designers must 

ensure that transfer of what was learnt during the formal work-based learning intervention 

actively takes place in order to enlarge economic advantages from education (Blume et al., 

2010; Kirkpatrick, 1967). For this Zahidi and associates (2020), state that 66 percent of 

businesses assume that proper up- and reskilling programmes would lead to a return of 

investment within one year.  

 

2.1.2.3 Work-based learning in Germany 

In their analysis, Brandi and Iannone (2017) concluded that whilst some countries have firmly 

established the concept of lifelong learning, others have not. The majority of businesses in 

countries such as Germany, Ireland, Slovenia and the United Kingdom are granting their 

employees time off for further education measures and personal development (Brandi & 

Iannone, 2017). Given that and to verify the above-mentioned assumption and theories, a review 
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of the real-life effects of these is explained in the following, taking work-based learning 

activities in Germany between 2016 to 2019 as an example. 

Overall, it was recorded that in 2019, 87.9 percent of German companies offered work-

based learning and training to continuously educate their employees, with the topic of 

digitalisation as a main driver and digitalised businesses as main investors (Seyda & Placke, 

2020). In doing so, businesses spent an average of EUR 1,293 per employee – split into direct 

costs of EUR 629, including expenses for external and internal trainers and lecturers, participant 

fees, catering and travel costs, costs for media and teaching materials as well as room and 

equipment costs; and indirect costs of EUR 608, including the paid working time used for the 

learning interventions (Seyda & Placke, 2020). This is equivalent to an overall economic 

investment volume of EUR 41.3 billion and increased by 23 percent compared to 2016 (Seyda 

& Placke, 2020) and further accounted for 9.4 percent of the German gross domestic product 

(Statistisches Bundesamt, 2021). 89.2 percent of these learning and training interventions took 

part during working hours and were split across four formats: seminars and courses, information 

events, in/non-formal learning during work, and self-directed learning. Already before the 

COVID-19 pandemic, the last two formats grew the most, as shown in Figure 7.  
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Figure 7 – Development of delivery formats of in-company continuing education in Germany, 
adapted from Seyda & Placke, 2020, p. 107 
 

Even though digitalisation of the German learning and training market was accelerated 

during the pandemic with an increase from 35 percent pre-COVID to 54 percent post-COVID 

(Kirchherr et al., 2020), the largest share of work-based learning hours is still accounted for 

classical interventions such as seminars and courses (Seyda & Placke, 2020), which are rather 

designed to focus on learning to know and not learning to do (Rubenson, 2019). While about 

84 percent of organisations state that work-based learning offerings are part of their board 

agenda, only half of these have a clear picture on which skills of employees are required in the 

future, and no proper learning strategies are in place (Kirchherr et al., 2020). Further, didactic 

formats are not adapted to the necessary qualifications and existing structures, no differentiation 

is made between online, offline and hybrid learning formats, and limited focus is placed on 

actual learning outcomes, i.e., knowledge retention. On top of that, neither learning contents 

nor learning successes are recorded and the increase in competence of employees is hardly 

assessed (Kirchherr et al., 2020). As a result, no systematic data evaluation of the learning 

outcomes, i.e., the return on learning – in form of knowledge retention and eventual application 
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of the learnt material – of the employees can take place. Thus, employers cannot track if 

employees actually perform differently in their roles or if they could apply what was learnt in 

new roles (Blume et al., 2010; Kirchherr et al., 2020). Hence economics of work-based learning, 

while universally acknowledged, is so far not measured nor actively addressed. 

 

2.1.3 Summary 

The pressure for individuals to learn has increased considerably due to the escalating speed and 

amount of change taking place with regards to technical and organisational innovation cycles 

and society (Zuber, 2014). Every single individual can play an important role in this process by 

engaging in lifelong learning and thereby achieving both individual but also broader economic 

and social targets, such as employability (Billett, 2014). Most learning takes place in informal 

and non-formal settings (Milligan et al., 2014; Rubenson, 2019) even though not everything 

related to new forms of work and new roles due to up- or reskilling situations can be learnt 

through these settings (Billett, 2014). Thus, investments into formal work-based learning 

arrangements must be made (Tynjälä, 2008).  

Work-based trainings are seen as important and inevitable for both individuals and 

organisations. Individuals’ returns on learning are employability and higher wages while 

organisations’ returns on learning are, among others, higher productivity and innovation 

(European Commission, 2018; Hanushek & Wößmann, 2010; Kugler et al., 2017; Rees, 2010; 

Tynjälä, 2008). For the case of Germany, it can be said that even though the investments made 

by organisations to enhance their human capital has increased by nearly a quarter from 2016 

until 2019, little clarity existed on how learning interventions should be properly designed and 

assessed to maximise return on learning for both employees and employers. 

Return on learning is seen as maximised permanent transfer of the learnt. Hence long-

term knowledge retention needs to be aimed at enabling employees to grow personally as well 
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as organisations to keep businesses competitive (Billett, 2018; Billing et al., 2021; Blume et al., 

2010; Kirkpatrick, 1967; Vargas, 2017). To help organisations enhance their return on learning 

especially with the increase of digital learning offerings, it needs to be understood how learning 

can be designed more efficiently, with the research at hand putting focus on how knowledge 

retention of work-based learning can be enhanced. 

 

2.2 Spaced learning – A strategy to enhance knowledge retention 

To dive deeper into one very promising strategy for enhancing knowledge retention, the next 

chapters will review the existing state of research on spaced learning regarding their relevance 

for the outlined research question and objectives. The first chapter provides a basic 

understanding of the spaced learning effect (chapter 2.2.1), which is postulated to be an 

effective means to enhance long-term knowledge retention by temporarily distributing learning 

sessions over time. The second chapter critically summarises the findings and study setups of 

previous spaced learning research (chapter 2.2.2). Chapter 2.2.3 then investigates two of the 

most important moderating influences that affect the spaced learning effect, namely the 

comparison of two different spacing schedules (expanding and equal) and the interaction 

between inter-session and retention intervals. To explain these moderating influences as well 

as underpinning that the spaced learning effect exists, previous research proposes several 

different theoretical accounts (descriptive and computational), mainly deriving from 

neuroscientific research. These theories will be discussed in chapter 2.2.4. An expansion on 

spaced learning is the retrieval practice, which uses delayed tests to increase long-term 

knowledge retention (chapter 2.2.5). However, the spaced learning effect is detrimentally 

affected by the gap between learner’s perceived and actual knowledge, which often leads to 

ruling out effective learning strategies such as spaced learning. In chapter 2.2.6, major research 

findings in the field of learners’ metacognition are briefly reviewed.  
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2.2.1 Spaced learning effect 

The spaced learning effect is among the most studied, most reliable and meaningful phenomena 

in the field of human memory and is at times referred to as distributed practice (Carpenter et 

al., 2012; Cepeda et al., 2006; Delaney et al., 2010; Dempster, 1989; Gerbier & Toppino, 2015; 

Vlach et al., 2019). The spaced learning effect refers to a powerful long-term memory 

advantage which occurs through the deliberate insertion of time intervals between repeated 

learning sessions compared to immediate repetition. Research has confirmed this finding for 

more than 100 years, especially in the field of language learning and verbatim recall. By 

engaging in the instructional method of spaced practice, overall learning is slowed, but retention 

is enhanced (for reviews see Cepeda et al., 2006; Delaney et al., 2010; Latimier et al., 2021; 

Walsh et al., 2018b). 

Already in 1885, Ebbinghaus (1885/1962) conducted seminal experimental work on 

memorising a nonsense 12-syllable series using two learning schedules with himself as the 

subject. After 68 immediate consecutive repetitions on one day and another seven repetitions 

the day after, Ebbinghaus was able to recite the syllable series errorless. Yet, Ebbinghaus 

achieved the same result by distributing 38 repetitions over three days (Dempster, 1989). He 

concluded that learning and recalling depend on how often someone was exposed to the material 

(Schunk, 2012). Although several proposed reasons as to why spaced learning outcomes are 

superior to massed learning outcomes exist (Balota et al., 2011) and researchers from various 

disciplines, including cognitive psychology, applied psychology, neurosciences and pedagogy, 

continue evaluating the variables leading to the spaced learning effect, findings on it are of great 

importance to gain theoretical insight on human memory (Mulligan & Peterson, 2014).  

All in all, research argues that stimuli which are relearnt and reviewed multiple times 

distributed across time are better remembered in the long-term than those that are massed, i.e., 

repeatedly studied without interruptions, which in turn is also of enormous relevance for 
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educational practice (Bjork, 1979; Carpenter et al., 2012; Dempster, 1989; Dunlosky et al., 

2013; Gerbier & Toppino, 2015; Greene, 2008; Kang, 2016; Kornell & Bjork, 2008; Sobel et 

al., 2011).  

 

2.2.2 Previous research  

Since Ebbinghaus’ work, more than 1000 published researches have confirmed his findings 

accentuating the robustness of the instructional method “spaced learning” (Bird, 2010; Cepeda 

et al., 2008; Delaney et al., 2010; Dempster, 1989; Melton, 1970; Vlach et al., 2019). 

Summarising, the three main findings of spaced learning research are (Walsh et al., 2018b):  

1. Initial acquisition is slowed 

2. Retention is enhanced 

3. Increasing the number of (temporally distributed) repetition sessions enhances 

retention to a point after which retention decreases again 

The basic design of a spaced learning study is shown in Figure 8: Two succeeding 

learning sessions containing the same to-be-learnt information are separated through a 

manipulated time gap, the so-called inter-session interval (ISI). The time between the multiple 

learning sessions can be described as either item-based, i.e., how many items are intervening, 

or time-based, i.e., how much time passes between the learning sessions (Latimier et al., 2021). 

The second learning session is followed by another manipulated time gap, the retention interval 

(RI), which is followed by a test capturing learners’ memory performance (Carpenter et al., 

2012; Cepeda et al., 2006; Vlach et al., 2019).  
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Figure 8 – Examples of basic and complex spaced learning research design, adapted from 
Wiseheart et al., 2019, p. 551, 555 
 

A substantial part of the findings on spaced learning were derived from relatively brief 

laboratory studies, which allow for strict control of study-relevant variables (Balota et al., 2011; 

Bird, 2010; Carpenter et al., 2012; Cepeda et al., 2006). Being highly replicable across 

populations, domains, learning tasks and species, the spaced learning effect can be found across 

all human age groups from infancy and school children (e.g., Carpenter et al., 2009; Rea & 

Modigliani, 1987; Toppino, 1991; Toppino & DiGeorge, 1984; Vlach et al., 2008) to adulthood 

and older adulthood (e.g., Benjamin & Craik, 2001; Cepeda et al., 2006; Kornell et al., 2010; 

Seabrook et al., 2005; Yan et al., 2016), as well as for individuals with memory impairments 

(e.g., Balota et al., 2006; Fritz et al., 2007; Kalenberg, 2017; Wilson & Evans, 1996). The 

majority of studies within this human memory research focused on verbal or trivia factual 

learning material, such as word lists (Carpenter et al., 2012; Kapler et al., 2015) and associating 

names and faces (Landauer & Bjork, 1978). These studies asked participants to only retrieve 

these simple verbal facts from memory. Yet, fact learning alone does not equip any learner to 

fully apply the learnt material in a real-life setting as this would also require explaining, 

evaluating, analysing or even transferring the knowledge to new situations (Bloom, 1956; Foot-

Seymour et al., 2019).  



33 
 

 
 

Studies exploring the effect of spaced learning on conceptually more complex higher-

level skill learning such as mathematical and science concept learning (e.g., Kang & Pashler, 

2012; Kornell & Bjork, 2008; Rohrer, 2009; Rohrer & Taylor, 2006/2007; Vlach et al., 2008), 

inductive category learning and making complex judgments (Kang & Pashler, 2012; Kornell & 

Bjork, 2008) are limited. Results are mixed as some studies showed that the spaced learning 

effect significantly dropped as the complexity of a task to-be-learnt increased (e.g., Bird, 2010; 

Donovan & Radosewich, 1999) whereas others have shown that the spaced learning effect can 

clearly be extended to at least moderately complex tasks as well as to higher-level thinking 

(Foot-Seymour et al., 2019; Kapler et al., 2015; Rohrer & Taylor, 2006). It was further proven 

that spacing enhances learning of perceptual and coordinated motor tasks (Baddeley & 

Longman, 1978; Carpenter et al., 2012; Cepeda et al., 2006; Dempster 1996). Also 

demonstrated for other species such as drosophila (e.g., Tully et al., 1994) and bees (e.g., Deisig 

et al., 2007), the view that the spaced learning effect resembles a “fundamental principle of the 

memory system, shaped by evolution” (Gerbier & Toppino, 2015, p. 50) was reinforced.  

Over the last decade, research on the spaced learning effect in educational settings 

evolved (Wiseheart et al., 2019). Already in 1988, Dempster called for a wide-spread 

application of spaced learning in educational settings and classroom practice. Yet even in 2012, 

Carpenter and team were not able to confirm a systematic implementation of the spaced learning 

strategy in education programmes, although considerable positive enhancements of long-term 

knowledge retention in real-life educational settings were found (Carpenter et al., 2012; Kapler 

et al., 2015; Karpicke et al., 2016; Larsen, 2018; Mettler et al., 2016; Seabrook et al., 2005; 

Sobel et al., 2011). It was hypothesised that either research on spaced learning did not define a 

“clear set of recommendations for how it can be used in everyday instruction” (Carpenter et al., 

2012, p. 375) or that the learning effects of translating the benefits of spaced learning from 

laboratories into complex educational settings might be too weak as students are not only 

required to retrieve information from memory but “must manipulate and apply the remembered 
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information to answer more complex, higher-level questions” (Kapler et al., 2015, p. 38). The 

latter could be disproved from studies using real curricula (Wiseheart et al., 2019), thus, it 

appears as if the spacing effect remains “a case study in the failure to apply the results of 

psychological research” (Dempster, 1988, p. 627).  

Based on a meta-analysis involving more than 400 spaced learning studies in the domain 

of verbal learning, Cepeda and team (2006, in Wiseheart et al., 2019) found that about 75 

percent showed the positive spacing effect with a large effect size (d = 0.85). Another 15 percent 

of studies showed an advantage for the massing condition and 10 percent did not reveal any 

difference of massing versus spacing conditions. Keeping in mind the vast amount of existing 

literature on spaced learning, it is not surprising that they do not all report the same strong 

effects and some even showed mixed or no effects (Wiseheart et al., 2019).  

An encompassing insight into existing spaced learning experimental research to date is 

shown in the following Table 3. In this, a distinction has been made on the following criteria: 

whether the research was laboratory-based, whether it was management related, timing of inter-

session and retention intervals, sample size, and effect size. Not all studies led to the same 

results, partially due to different confounds in different experimental designs, which are also 

pointed out in the overview table. However, it is important to note that to the best of our 

knowledge, only one study applying spaced learning in a real-life, managerial relevant setting 

has been identified. Yet this study did not consider the ISI-RI relationship (more on this in the 

following chapter 2.2.3).  
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Table 3 – Literature table on spaced learning, adapted from Wiseheart et al., 2019, pp. 558 
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Table 3 continued – Literature table on spaced learning 
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Table 3 continued – Literature table on spaced learning 
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Research in the field of spaced learning and the spaced learning effect continues to assess 

several moderating influences (Mulligan & Peterson, 2014), mainly the schedule and timing of 

repetitions, which will be discussed subsequently.  

 

2.2.3 Moderating influences of the spaced learning effect 

To practically achieve the best long-term knowledge retention, past and ongoing spaced 

learning research is concerned with two important questions: first, are there any specific spacing 

schedules to follow and second, what, if any, relationship exists between RI and ISI (e.g., 

Carpenter et al., 2012; Cepeda et al., 2008; Karpicke & Bauernschmidt, 2011; Lindsey et al., 

2009). Pimsleur (1967) was one of the first to sketch out the impact spaced learning 

interventions have on a learner’s “probability of correct response” of any word to-be-learnt: 

just after having learnt a single foreign-language word, probability of correct response is almost 

100 percent, but as time decays and other information intervenes, the probability of recalling 

the word correctly declines rapidly and could eventually be fully forgotten not too far after it 

was initially learnt. Supposing that the word is repeated during the learning session, forgetting 

is stopped for a moment and, through the repetition of the word, slowed going forward. As 

spacing interventions continue, the memory trace of the word is strengthened, and forgetting is 

slowed even further. Pimsleur (1967) postulated that the time between spacing interventions 

should become longer after every revision as he claimed that once a word was repeated and its 

memory trace was boosted, the learner will remember the word for longer and longer.  

Thus, he was the first one to state that any spacing schedule is expanding exponentially. 

However, since then, much more research arose on first, how frequently spaced learning 

sessions shall occur, i.e., which schedule they shall follow, and second, in which sequence these 

should be organised, i.e., what determines an optimal gap between learning sessions. In the 
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following part of this chapter, the research at hand aims to address these questions, starting with 

comparing the most studied spacing schedules. 

 

2.2.3.1 Comparing two spacing schedules – the expanded condition versus the equal 

condition 

Previous experimental research on the spaced learning effect included at least two succeeding 

learning sessions, temporarily distributed over time. When the research design included more 

than two learning sessions, the ISI is varied whereas the RI is a fixed lag following the last 

learning session (Lindsey et al., 2009).  

Karpicke and Bauernschmidt (2011) shaped the terms absolute and relative spacing. 

Absolute spacing refers to the total number of learning sessions taking place between all tests, 

whereas relative spacing links to how the learning sessions are relatively distributed to one 

another (just as the ISI). In line with previous findings (e.g., Karpicke & Roediger, 2010), both 

researchers argued that the absolute spacing variable has more importance on long-term 

knowledge retention enhancement compared to how learning sessions and tests are temporarily 

distributed. However, further research has shown that it is also the ‘how’ which influences 

successful knowledge retrieval and retention (Cepeda et al., 2008). Following this, the ISI can 

be designed following either an equal, expanding or contracting schedule (Cepeda et al., 2006; 

Karpicke & Bauernschmidt, 2011; Landauer & Bjork, 1978; see Figure 9). 
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Figure 9 – Spaced learning research design with three different learning schedules, adapted 
from Wiseheart et al., 2019, p. 555 
 

In an expanded spaced learning schedule, repetitive learning sessions are temporarily 

distributed at increasing intervals, whereas in an equal spaced learning schedule, repetitive 

learning sessions are consistently distributed over time (Logan & Balota, 2008). In contrast to 

the contracting spaced learning schedule, in which repetitive learning sessions are temporarily 

distributed at decreasing intervals, equal and expanding learning schedules have been frequent 

subjects of many spaced learning experiments (Latimier et al., 2021). Due to this and the finding 

that the equal and expanding spaced learning schedules appear to be more advantageous for 

longer RIs such as months or years and contracting schedules are rather beneficial for short RIs, 

(Cepeda et al., 2008; Küpper-Tetzel et al., 2014; Mozer et al., 2009; Wiseheart et al., 2019) this 

review focuses on the equal and expanding spacing schedules only.  

In 1978, Landauer and Bjork were the first to experimentally compare the expanded and 

equal spacing schedule. Within two experiments, they were able to show the significant impact 

both equal and expanding spaced learning sessions had over massed learning and further noted 

a substantial but small effect of 7 percent of the expanded schedule over the equal one (Balota 

et al., 2006). Shaughnessy and Zechmeister (1992) followed in comparing both schedules and 
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found an effect of 6 percent. At the time, it was hypothesised that “expanding retrieval works 

because it introduces desirable difficulties during learning that improve later retention” (Bjork, 

1994/1999, in Karpicke & Roediger, 2007a, p. 705; see also Carpenter & DeLosh, 2005; 

Landauer & Bjork, 1978) as the increasingly longer ISIs in the expanding condition heighten 

difficulty of actual retrieval compared to the equally long ISI during the equal spacing 

condition. As long as retrieval success occurs during the expanding condition, memory is 

fostered (Balota et al., 2006). 

Ever since, experiments with short RIs yielded mixed results with almost half of the 

experiments revealing an advantage of the expanding condition over the equal condition and 

the other half revealing no or the opposite advantage (e.g., Balota et al., 2006; Carpenter et al., 

2012; Cull et al., 1996; Karpicke & Bauernschmidt, 2011; Karpicke & Roediger, 2007a, 2010; 

Logan & Balota, 2008; Spitzer, 1939; Toppino et al., 2018). Contrarily, experiments with long-

term RIs showed strong effects of the equal spacing condition over the expanding spacing 

condition (Cull, 2000; Karpicke & Roediger, 2007a; Logan & Balota, 2008). These notions 

raised the assumption that it is the RI, i.e., when the learner would like to recall something, 

which determines the specific spacing schedule to use (Latimier et al., 2021). When comparing 

fictious learning curves of both conditions over the same time, one can then assume that even 

though there are differences of retrieval success in the learning acquisition phase, the learning 

curve of the expanding condition drops faster with expanding sessions and tests. Contrarily, the 

learning curve of the equal condition rises slower but steadily and thus, both curves are 

potentially at the same height at the final retrieval test (Carpenter & DeLosh, 2005; Logan & 

Balota, 2008). Yet, it could also be that the longer the RI becomes, the better retrieval gets in 

the equal spacing condition. 

Overall, it is argued that the expanding spacing condition leads to initial improved 

performance during the learning phase which is said to be due to an easier retrieval process in 

the first place: having a first repetition relatively short after the initial learning evening 
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resembles a massed learning session as the memory trace might still be active and the learner 

can easily recall the information. This benefit however is short-lived, decreases over time and 

might actually be completely lost in substantially delayed retrieval situations (Balota et al., 

2011; Karpicke & Roediger, 2007a; Logan & Balota, 2008). This is because any expanding 

learning schedule has always one learning event less than an equally spaced schedule. Thus, 

overall variability of retrieval cues is lower than the equal condition and probability of retrieval 

temporarily distributed long-term is decreased (Balota et al., 2011). This finding is quite 

different to the assumption of Landauer and Bjork (1978), who argued that the expanded 

spacing schedule would be optimal for long-term memory retention. 

Proponents of the equal spacing condition also argued that the desirable difficulty created 

within this schedule makes it more successful in long-term memory retention than the 

expanding schedule: delaying the first repetitive learning session involves greater effort in 

retrieving the information to-be-learnt from memory. This leads to more errors when tested, 

which is said to produce a great advantage for long-term memory, particularly when the learner 

receives feedback on errors thereby enhancing the learning experience (Karpicke & Roediger, 

2007b; Roediger & Karpicke, 2006a). The learning acquisition phase during an equal spacing 

condition might be slower, contains more errors and therefore, harms accessibility of the to-be-

learnt material. It, on the other hand, does allow for more encoding and sampling, as more 

neurologic processing is taking place and thus increases likelihood of later successful recall and 

better long-term memory is yielded (Balota et al., 2006; Cull et al., 1996; Logan & Balota, 

2008).  

There are two variables that can be attributed to the differences in the study results: First, 

some researchers did not compare the expanded with the equal spacing condition but rather 

confirmed superiority of spaced learning over massed learning (e.g., Rea & Modigliani, 1985; 

Spitzer, 1939). Second, most learning experiments in the field of spaced learning did not 
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provide corrective feedback when errors occurred as research was instead concerned with the 

direct effects of spaced learning than with mediated ones (Karpicke & Bauernschmidt, 2011). 

However, providing feedback seems to have a remarkable impact on knowledge retention 

(Balota et al., 2006; Cepeda et al., 2006; Pashler et al., 2007).  

Feedback on errors helps the learner see the gaps in their knowledge, overcome the 

metacognitive discrepancy of real and perceived knowledge as well as counteract forgetting 

(Black & William, 1998; Butler et al., 2007, 2008; Hattie & Timperley, 2007). Therefore, it 

does not matter if feedback is immediate or delayed (Corral et al., 2021; Pashler et al., 2007). 

Past research questioned whether one form of feedback is superior to the other and several 

different opinions were posited and contradictory results presented (e.g., Clariana et al., 2000; 

Corral et al., 2019; Kulik & Kulik, 1988; Mullet et al., 2014; Skinner, 1968). Butler and team 

(2013) however argued that elaborative (but at the same time not too dense) feedback which 

seeks explanations as to why a response is correct or incorrect helps the learner “move from 

superficial factual knowledge to a more complex understanding of the concept” (p. 291) in the 

learning process. In addition, and also supporting the research at hand, it was argued that when 

providing explanatory feedback temporarily distributed after a test has taken place, the delayed 

feedback can be considered spaced: the learner has two differing opportunities to engage with 

the learning content compared to immediate feedback for which no deep retrieval from memory 

needs to take place (Corral et al., 2021). Thus, learning might take place at a much higher pace 

when feedback is spaced out in time, relative to the immediate feedback and therefore might be 

ideal for long-term knowledge retention. 

In accordance with the above, providing corrective feedback in any spacing condition 

showed a direct improvement during the acquisition phase as well as during retrieval for the 

final test (Balota et al., 2006; Cepeda et al., 2006; Cull et al., 1996). Yet, in a study by Cull 

(2000) which was replicated by Karpicke and Roediger (2007a) comparing the expanding 

spacing condition with the equal spacing condition, providing feedback within both, the 
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researchers found a slightly higher advantage of the equal spacing condition over the expanding 

spacing condition during an immediate retrieval test and an even higher advantage during a 

retrieval test several days after the last learning session.  

To summarise, when reviewing all research comparing the expanding spacing schedule 

to the equal spacing schedule, one can argue that there is no prevalent evidence that one 

schedule is per se superior to the other, but rather that the justification for one schedule over 

the others still depends on different aspects, “such as the difficulty of the to-be-learned material, 

the type of review (rereading or retrieval practice), and the specific time frame” (Storm, Bjork 

& Storm, 2010, in Kang, 2016, p. 14).  

 

2.2.3.2 The inter-session interval and retention interval interaction 

Driven by the fact that most students forget a lot of what has been taught in class and the finding 

that re-exposing them again to the already-forgotten material improves acquisition and 

accessibility and in turn prevents forgetting (Carpenter et al., 2009, 2012), a lot of complex 

research conducted in controlled experiments took place to find out the optimal inter-session 

interval (ISI) (the passing of time between two learning sessions) and retention interval (RI) 

(the time between the last learning session and final test) as guidance for universal classroom 

application (Bird, 2010; Mozer et al., 2009; Weinstein et al., 2018). Assuming that spaced 

learning has a positive impact on lifelong learning, it would be logical to say that longer ISI and 

RI enhance learning even better than shorter ones (Carpenter et al., 2012). 

Yet, most spaced learning research had been conducted with brief single-ISI designs and 

short RIs ranging from seconds to minutes only (Cepeda et al., 2006, 2008, 2009). Also, in most 

of these experiments, memory was assessed via single recall tests, which “only provide (…) 

information about whether the accessibility of an item in memory is above or below the 

threshold for successful retrieval” (Nelson, 1985 in Walsh et al., 2018b, pp. 1326). In their 
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meta-analysis on more than 400 spaced learning studies in verbal recall, Cepeda and team 

(2006) noted that only thirteen studies examined RIs as long as a day or even longer than a 

week, with most containing methodological flaws. Nevertheless, these studies showed a much 

better recall performance than those with a shorter ISI (Cepeda et al., 2006). Over short time 

scales very little is forgotten and hence, relevance of these experiments for educational practice 

aiming at long-term learning and application of the to-be-learnt material seems limited (Walsh 

et al., 2018b).  

One of the first studies to examine more educationally relevant RIs was the one by 

Bahrick and team (1993) who examined learning acquisition and retention of Spanish 

vocabulary over a time period of nine years. Four subjects had to learn and re-learn 300 words 

until they knew them by heart, which were assigned to different spacing conditions (either 13 

or 26 learning sessions took place at either 14 days, 28 days, or 56 days ISIs). Findings of this 

longitudinal study revealed that even though learning acquisition was slowed at highest ISI (56 

days), significant higher retention was achieved. Cepeda and team (2008) claimed that this 

study “appear(s) to suggest that over these long intervals, spacing effects may be monotonic, 

rather than showing an inverted-U shape, as found in shorter-term studies” (p. 1096). On closer 

observation, Bahrick and team (1993) as many other researchers (e.g., Lapkin et al., 1998; 

Lightbown & Spada, 1994) did not control the ratio of ISI and RI (Bird, 2010). Additionally, 

having learners learn to a set performance criterion, i.e., having as many repetition in one 

learning sessions as needed to achieve perfect retrieval as done by the above mentioned study 

by Bahrick and team (1993) but also previously Bahrick and Phelphs (1987) and later Mozer 

and team (2009), no conclusions can be drawn with regards to the ‘real’ spaced learning effect 

for which the design of learning sessions should be fixed (Bird, 2010; Cepeda et al., 2008).  

Notwithstanding the number of studies which proved long ISIs and RIs as robustly 

beneficial, several others exist which contradict this finding (Donovan & Radosevich, 1999; 

Robinson, 1921; Toppino & Gracen, 1985; Verkoeijen et al., 2008). Carpenter and team (2012) 
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postulated that “one potential danger of waiting too long before reviewing information is that 

students may forget much of what they have learned previously, and this forgetting may offset 

any benefits that would have occurred due to spacing” (p. 373). Overall conclusion of previous 

research was that there is not a single schedule to follow to enhance memory retention, one 

rather must know until when it is expected to recall the information to-be-learnt.  

Both intervals interact with each other with a power-law relationship as the length of the 

ISI depends heavily on the length of the RI: the longer the RI, i.e., the longer a learner would 

like to remember something, the longer the ISI between learning sessions (Balota et al., 2011; 

Cepeda et al., 2008; Glenberg, 1976; Rohrer & Pashler, 2007). This is also referred to as the 

“temporal ridgeline of optimal retention” (Cepeda et al., 2008, p. 1095). Consequently, one 

cannot determine an ISI if the RI is not clear. Hence, if a learner would like to remember 

information for years, ISIs of months seem highly applicable, whereas if the learner would like 

to remember information for weeks only, days would seem more appropriate (Balota et al., 

2011; Cepeda et al., 2008, 2009; Dunlosky et al., 2013; Gerbier & Toppino, 2015; Kang, 2016; 

Pashler et al., 2007; Smolen et al., 2016).  

As previous research has shown, the positive effect of long ISIs is not monotonically 

compared to the RI, i.e., merely lengthening the time between learning sessions does not 

automatically lead to long-term memory success (Bird, 2010). On the contrary, the spaced 

learning effect is a nonmonotonic one or as Cepeda and team (2009) framed it: “[…] optimal 

[inter-session interval] increases as a function of [retention interval]. Second, the ratio of 

optimal [inter-session interval] to [retention interval] appears to decrease as a function of [the 

retention interval]” (p. 243). This relationship plotted in a graph shows the so-called spacing 

function which always follows a similar curve (Figure 10): after the first learning session, high 

recall accuracy is achieved. Recall accuracy increases at first with ever-increasing ISIs but falls 

again gradually once a certain ISI is exceeded. On the other hand, having one massed learning 
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session only would only lead to a rapid decrease of recall accuracy. Plotting this recall decay in 

a function would resemble the forgetting function (Mozer et al., 2009).  

 

Figure 10 – Spacing function, adapted from Mozer et al., 2009, p. 1322 
 

In a universally acknowledged paper, Cepeda and team (2008) examined memory recall 

performance of 1350 participants taking part in spaced learning over a duration of up to one 

year. Four different RIs with different ISI conditions were tested and it was found that the 

interpolated ISIs for the respective RIs were the following (Figure 11):  

 RI: 7 days – ISI: 1 day (43 percent of RI) 

 RI: 35 days – ISI: 11 days (23 percent of RI) 

 RI: 70 days – ISI: 21 days (17 percent of RI) 

 RI: 350 days – ISI: 27 days (8 percent of RI) 
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Figure 11 – Optimum gap for restudy, based on Cepeda et al., 2008 
 

From their work, Cepeda et al. (2006, 2008, 2009) concluded that the optimal ISI must 

be approximately 15 percent of the RI. In line, Rohrer and Pashler (2007) suggested a ratio of 

10 percent to 30 percent of ISI to RI and similarly, Pashler and team (2007) estimated the ratio 

to be 10 percent to 20 percent. All these findings account for the large as well as nonmonotonic 

spacing effects, showing that for every single RI, performance grew with increasing ISI and fell 

with ever-increasing ISI (Cepeda et al., 2008). Additionally, both laboratory and real-world 

experiment findings show that “final memory performance is an inverted-U-shaped function of 

the degree of spacing between the study episodes […]. This inverted-U-shaped function has 

been observed when spacing is varied in the range of seconds and minutes […] although it may 

be seen more readily when study episodes and memory tasks are distributed over longer, more 

educationally relevant intervals of several days or more” (Gerbier & Toppino, 2015, p. 53). 

Gerbier and Toppino (2015) further concluded that one can never space too much, it is rather 
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the opposite: if too little spacing occurs, it can have detrimental effects for long-term memory 

formation.  

 

2.2.3.3 Summary 

No one ideal spacing schedule has been recommended in previous research. Contracting 

schedules seem to be beneficial for short RIs, hence for circumstances in which knowledge is 

only required for short intervals, whereas expanding and equal schedules are better to follow 

for longer RIs, i.e., when long-term knowledge retention is the aim (Cepeda, et al., 2008; 

Küpper-Tetzel et al., 2014; Mozer et al., 2009; Wiseheart et al., 2019). Again, no clear statement 

of preference for either expanding or equal schedule can be made. One rather must consider 

several different aspects such as the difficulty of the material to be learnt, how retrieval shall 

take place, and the given time frames (Storm et al., 2010 in Kang, 2016). Yet, when including 

explanatory feedback on errors, some studies have shown a slightly higher advantage of the 

equal spacing condition over the expanding one (Cull, 2000; Karpicke & Roediger, 2007a).  

With regards to feedback in general, any type of feedback (e.g., immediate or delayed) 

on errors during a test is always beneficial for subsequent knowledge retention (Balota et al., 

2006; Cepeda et al., 2006; Corral et al., 2021; Cull et al., 1996; Pashler et al., 2007). It should 

nevertheless be mentioned that delayed feedback might even be more beneficial compared to 

immediate feedback as it resembles an additional learning session which asks the learner to 

retrieve information from memory and hence memory traces are strengthened (Corral et al., 

2021).  

Based on the findings mentioned above, this research is going to experimentally assess 

different equal spaced learning schedules compared to a massed learning schedule. When 

setting up the experiments, it was ensured that the nonmonotonic relationship of ISI and RI, as 

postulated by Cepeda and team (2008) was considered (see chapter 4.1 for details).  
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2.2.4 Theoretical accounts 

Several theoretical neuroscientific accounts have been proposed to explain the spaced learning 

effect as well as all above-mentioned related findings (Balota et al., 2011; Walsh et al, 2018b). 

These theories evolved mainly from vocabulary research and can be classified as either 

descriptive (i.e., trying to capture the underlying conceptual cognitive frameworks) or 

computational (i.e., trying to make quantitative predictions about the spaced learning effect) 

(Walsh et al., 2018b). Both sets will be explained next. 

 

2.2.4.1 Descriptive theories of the spaced learning effect 

Descriptive theories include the encoding variability theory (Glenberg, 1979; Melton, 1970), 

study-phase retrieval theory (Greene, 1989; Thios & D’Agostino, 1976), retrieval difficulty 

theory (Bjork & Bjork, 1992), deficiency processing (Hintzman, 1974) and its variants 

consolidation theory (Wickelgren, 1972), and inattention theory (Hintzman, 1974). The 

theories themselves can one by one be “distinguished […] with respect to the underlying 

memory processes they put forward to explain the [spaced learning effect]” (Küpper-Tetzel & 

Erdfelder, 2012, p. 38). Research (e.g., Delaney et al., 2012; Dunlosky et al., 2013, Toppino & 

Gerbier, 2014) postulated that due to the effect size and extent of the spaced learning effect, it 

might be the case that the theories are not mutually exclusive and various accounts are to be 

considered.  

From their meta-analysis, Cepeda and team (2006) concluded that encoding variability 

theory, study-phase retrieval theory, and consolidation theory should be used to explain the 

spaced learning effect as these are the only theories which reflect the “finding that optimal ISI 

increases as retention interval increases” (Cepeda et al., 2006, p. 370). Based on these findings, 
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this research solely immerses into these three theories and disregards all other proposed. Table 

4 shows their critical review.  

 

 

 

 

 

 

 

 

 

 

 

Table 4 – Overview of descriptive theories of the spaced learning effect, author’s own 
compilation 
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Table 4 continued – Overview of descriptive theories of the spaced learning effect 
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Table 4 continued – Overview of descriptive theories of the spaced learning effect 

 

 

2.2.4.2 Computational theories of the spaced learning effect 

Next to the theoretical accounts, several computational models to describe and explain the 

spaced learning effect have been proposed (Benjamin & Tullis, 2010; Lindsey et al., 2009; 

Mozer et al., 2009; Pavlik & Anderson, 2005; Raaijmakers, 2003; Walsh et al., 2018b). All 

computational theories “are instantiated as a set of mathematical equations, implemented in 

running computational software. These models make testable predictions, which render them 

falsifiable” (Walsh et al., 2018b, p. 1329). Mozer and team (2009) argued that these 

mathematical models are relatively complex as “the brain contains multiple, interacting 
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memory systems whose decay and interference characteristics depend on the specific content 

being stored and its relationship to other content. Consequently, these computational theories 

are fairly flexible and can provide reasonable post-hoc fits to spacing effect data” (p. 1322). 

Yet, these models are of great usage to optimise spaced study schedules to maximise knowledge 

retention for situations in which the exact timing of when knowledge needs to be recalled is 

unknown. This is especially the case in real-life learning environments in which only a rough 

idea exists until when items should be available for recall (Lindsey et al., 2009). Among the 

most elaborated ones in use (Mozer et al., 2009; Walsh et al., 2018b) are: 

 ACT-R (adaptive control of thought-rational) declarative memory equations (Pavlik 

& Anderson, 2005) 

 PPE (Predictive Performance Equation; Jastrzembski & Gluck, 2009; Walsh et al., 

2018a), which extends the general performance equation (Anderson & Schunn, 

2000) 

 SAM (Search of Associative Memory) model for spacing and repetition effects 

(Raaijmakers, 2003) 

Both ACT-R and PPE postulate that spaced learning reduces retrieval losses, however, 

both computational models are based on different assumptions. Walsh and team (2018b) 

explained these differences as follows: “[ACT-R] maintains separate decay rates and elapsed 

times for each instance of an item, and activation is summed across all instances at retrieval. 

Subsequent repetitions do not interact with stored instances, and their contribution to activation 

is additive. In contrast, PPE computes the average decay rate and elapsed time for all instances. 

The latter quantity, elapsed time, is weighted toward more recent experiences. The positive 

effects of practice and the negative effects of decay are multiplied to predict performance. By 

reducing the average decay rate or elapsed time, repetitions can have a super-additive effect 

on activation.” (p. 1131). Being conceptually different to ACT-R equations and PPE, the SAM 

model revealed that spaced learning effects are not only dependent on the storage of multiple 
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contextual elements within the same memory trace, but on correct retrieval or recognition 

during the repetitive learning sessions (Greene, 1989; Maddox, 2016; Raaijmakers, 2003). Yet, 

it postulates the same assumptions on relearning as ACT-R does (Walsh et al., 2018b).  

Even though SAM, ACT-R, and PPE make use of different descriptive accounts as 

underlying principles (SAM – encoding variability and study-phase retrieval theory; ACT-R – 

study-phase retrieval and consolidation theory; PPE – study phase retrieval theory) (Cepeda et 

al., 2006; Walsh et al., 2018a/b), they all verify that: 

1. Massed studying accelerates acquisition 

2. Spaced studying increases retention 

3. Knowledge retention develops nonmonotonically with the increase of the ISI 

(Walsh et al., 2018b) 

 

2.2.4.3 Summary 

Enhanced knowledge retrieval and retention can arise from any of the above-mentioned 

theoretical accounts, all of which “have been derived primarily from studies involving memory 

for direct repetitions of the same stimuli” (Corral et al., 2021, p. 796). Further, it could be shown 

that none of them can account exclusively for the broad range of spaced learning findings 

(Dunlosky et al., 2013; Küpper-Tetzel & Erdfelder, 2012; Wiseheart et al., 2019). Rather, they 

support and back-up one another, either as hybrid models or as sequenced brain processes. 

Nevertheless, all of the theoretical descriptive accounts presented in this review have been 

replicated through computational models, which were all able to underpin the findings of the 

spaced learning literature (Cepeda et al., 2008; Küpper-Tetzel & Erdfelder, 2012; Walsh et al., 

2018b; Wiseheart et al., 2019).  

Overall, one could derive the following remarks: once information is studied, a short-

term memory trace is built in the long-term memory store. Assuming the item is reviewed again 
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immediately (e.g., time frame of seconds or not at all), these repetitions will not lead to new 

encoding in memory. If the short-term memory trace of the item to be learnt has left short-term 

memory and was also well recalled from the long-term memory store, new contextual elements 

are stored and encoded along this specific memory trace. Either of these additional elements 

can be accounted as a retrieval cue. Further, the successful re-encoding of the memory trace in 

the long-term memory store represents the study-phase retrieval theory (Küpper-Tetzel & 

Erdfelder, 2012). All in all, “one can, therefore, conceive of the total [learning] process as a 

cycle of acquisition, loss, and reacquisition of information, with diminishing amounts of 

information lost during the intervals between exposures until the information becomes part of 

permanent knowledge retrievable without further re- learning” (Bahrick, 1979, pp. 297).  

 

2.2.5 Retrieval practice 

The so-called retrieval practice supplements the positive learning effects of spaced learning 

with the testing effect, which has been shown across a range of test formats, test materials, as 

well as learners’ age groups, outcome measures, and time intervals (Cogliano et al., 2019; 

Dunlosky et al., 2013; Morehead et al., 2015; Roediger & Karpicke, 2006a/b). Testing itself is 

as of yet said to not only assess a learner’s knowledge to be able to judge whether a particular 

instructional activity, such as spaced learning, yielded in envisioned learning outcomes 

(Wiliam, 2011), but to also enhance it in multiple ways such as (Dunlosky et al., 2013; 

Dunlosky & Rawson, 2015; Kang, 2016; Kapler et al., 2015; Roediger & Karpicke, 2006a):  

 Improving the memory traces of the information tested 

 Allowing transfer of the learnt information to new circumstances 

 Slowing forgetting and boosting subsequent learning 

 Enabling the learner to engage in much deeper encoding processes 
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Irrelevant of schedule (e.g., equal or expanding), spaced schedules of retrieval have 

yielded much better knowledge retention after intervals lasting months and years (e.g., Bahrick 

et al., 1993; Cepeda et al., 2009). In contrast, immediate tests only benefited massed learning 

practice as information are recalled from working memory only (Roediger & Karpicke, 2006a, 

b). Further, and in accordance with major findings of the spaced learning research, retrieval 

practice research yielded an inverted U-shaped function which shows that retrieval declines as 

a function of spacing, i.e., with time passing by the likelihood of correct recall declines (Gerbier 

& Toppino, 2015). Also, all before-mentioned theoretical accounts underlying the spaced 

learning effect have been proven correct for the testing effect (Balota et al., 2007; Gerbier & 

Toppino, 2015; Modigliani 1976).  

Any form of retrieval practice, such as testing, is said to diminish the information 

forgotten as learners engage in much deeper and more comprehensive encoding processes 

which lead to far more retrieval cues for the information to be learnt and is applicable well 

beyond verbal learning (Pashler et al., 2007; Rodriguez et al., 2021; Roediger & Karpicke, 

2006a). Therefore, it is interestingly not of relevance whether a learner receives feedback on 

test performance (Butler et al., 2008; Karpicke & Roediger, 2007a). Coupled with the fact that 

tests are still seen as a means of assessment and are neither favoured by teachers nor by learners, 

wide-spread application of retrieval practice is missing (Dunlosky et al., 2013; Roediger & 

Karpicke, 2006b).  

 

2.2.6 Metacognition 

Research on students’ declarative metacognitive knowledge, i.e., the “explicit factual 

knowledge about the variables that affect memory performance” (Vlach et al., 2019, p. 117) 

revealed that learners inaccurately rated massed learning higher than spaced learning as well as 

retrieval practice, although the same learners had higher retrieval performances in any spacing 
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condition (Bjork, 1999; Dunlosky et al., 2013; Morehead et al., 2015; Simon & Bjork, 2001; 

Vlach et al., 2019; Zechmeister & Shaughnessy, 1980). Learners need to be confident and must 

believe that a chosen learning strategy leads to success and errors in rating one’s confidence 

through so-called judgments of learning (JOLs) (e.g., rating one’s confidence of having 

correctly answered a test question on a scale from 0 to 100 percent) can have a heavy impact 

on metacognitive knowledge (Cogliano et al., 2019; Dunlosky & Metcalfe, 2009; Roediger & 

Karpicke, 2006a).  

Erroneous assessment of one’s encoding fluency (how easy the learning process was 

experienced) and retrieval fluency (how fast or easy any learnt information can be retrieved 

from memory) can lead to falsified assessments of one’s own knowledge due to believing one 

has learnt something better than one actually has (overconfidence) or believing one has not 

learnt as much as one in fact has (under-confidence) (Finn & Tauber, 2015; Moore & Healy, 

2008). When asked, many students reported that fast learning, i.e., quick encoding fluency, is 

equal to good learning, yet performed much worse on final tests than those students who 

reported the opposite. These learners can be classified as being overconfident caused by 

overestimating their learning (Moore & Healy, 2008). With regards to retrieval fluency, learners 

might become overconfident in their knowledge. They may assume they know something if it 

seems familiar to something they have once learnt and thus stop studying. When tested, 

however, it becomes apparent that they do not know as much as they thought they knew (Ariel 

& Karpicke, 2018; Cogliano et al., 2019; Kornell & Bjork, 2007, Zechmeister & Shaughnessy, 

1980). Furthermore, overconfidence in learning can arise when believing that one has learnt or 

performed better than somebody else, i.e., overestimating their own abilities compared to those 

of others (Moore & Healy, 2008) or take too lightly how fast something that has been learnt 

can be forgotten (Putnam et al., 2016).  

Falsified assessments of one’s own knowledge can lead to ineffective study strategy 

selection such as massed instead of spaced studying and re-reading instead of self-testing or 
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retrieval practicing (Ariel & Karpicke, 2018; Dunlosky & Rawson, 2015; Karpicke & Roediger, 

2007a/b; Karpicke et al., 2009; Kornell & Bjork, 2007; Tullis et al., 2013). Surprisingly, a 

survey by Morehead, Rhodes and DeLozier (2015) revealed that students are technically aware 

that spaced practice is more beneficial to long-term knowledge retention than massed practice, 

yet students engage in massed studying. A proposed reason for this was that encoding during 

massed studying and re-reading appears more fluent and less difficult and thus, learners’ 

confidence in their learning progress is higher (Bjork, 1999; Kornell & Bjork, 2008; Simon & 

Bjork, 2001; Son, 2010).  

Theoretically, this perception is true as massed studying as well as re-reading “gives the 

illusion that memory storage is strong and will last for a long time” (Wiseheart et al., 2019, 

p. 554). Driven by this illusion, students inaccurately evaluate their JOL’s (Tullis et al., 2013). 

However, research has shown en masse: learning acquisition processes which are experienced 

as more effortful (such as spaced learning and retrieval practice) and create desirable 

difficulties, promote significant better long-term memory retention, which is less prone to 

forgetting (Bjork, 1999). Yet again, learners’ confidence in what was learnt is very low (Finn 

& Tauber, 2015; Tullis et al., 2013).  

Overall, “learners are not always cognizant of what learning conditions are best, and 

they can even develop misconceptions as to what processes do and do not benefit their own 

learning” (Vlach et al., 2019, p. 116). To overcome this lack of consciousness, learners as well 

as learning instructors should be educated and explain the effectiveness of a chosen learning 

strategy which in turn enhances confidence in learning strategies that have been dismissed due 

to believed ineffectiveness (Ariel & Karpicke, 2018). It has been shown that through the 

application of retrieval practice, learner’s metacognitive knowledge on how they actually did 

on the test was enhanced and thus, the accuracy of their JOLs increased and was even stronger 

when feedback was given (Butler et al., 2007; Cogliano et al., 2019; Dunlosky & Rawson, 
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2015). By better understanding the benefits spaced learning or retrieval practice has for long-

term knowledge creation, learners automatically engage in more thorough encoding and 

processing strategies during the learning experience and a learner is better equipped to 

distinguish between items they know and those they do not know. In the end, this will lead to 

profound long-term memory (DeWinstanley & Bjork, 2004 in Tullis et al., 2013).  

 

2.3. Instructional design – Bridging theory and practice  

2.3.1 Instructional design and e-learning 

The preceding part of this chapter outlined the current state of research and great importance of 

thoughtfully designed work-based learning interventions to foster cognitive activities for long-

term application and transfer of the learnt material. For this, spaced learning has proven to be 

one of the most efficient instructional methods.  

Taking again Schunk’s (2012) definition of learning and the three elements it contains 

(see chapter 2.1.1), instructional design processes and models can be used to create formal 

learning experiences which lead to change in the learner’s behaviour (Clark & Mayer, 2016). 

Instructional design “refers to the systematic and reflective process of translating principles of 

learning and instruction into plans for instructional materials, activities, information 

resources, and evaluation” (Smith & Ragan, 2005, p. 4). Yet, the literature review has also 

shown that a specific understanding of instructional design is lacking. Several approaches to 

instructional design exist as well as various processes and models to apply it – all aimed at 

helping people learn (e.g., Beck et al., 2001; Dabbagh & Bannan-Ritland, 2004; Diamond, 

1989; Gagné et al., 2005; Gustafson & Branch, 1997, 2002; Merrill, 2002; Newby et al., 1996; 

Twelker et al., 1972; van Merriënboer, 1997). These instructional design models and 

approaches are most often based on common learning theories which provide clues as to how, 

why and what kind of learning is to be expected (Clark & Mayer, 2016; Ertmer & Newby, 2013; 
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Khalil & Elkhider, 2016; Taras, 2005). Behaviourism, cognitivism and constructivism are the 

relevant learning theories to date, among which the cognitive learning theories are the most 

influential ones (Ertmer & Newby, 2013; Khalil & Elkhider, 2016; Smith & Ragan, 2005). 

Another finding from the literature review was that driven by digitisation efforts and the 

recent COVID-19 pandemic, digital work-based learning interventions are gaining traction and 

importance for work-based learning (for a review see chapter 2.1.2). Hence, to evaluate the 

research at hand, all experiments undertaken focused on digital learning, herein called 

e-learnings. E-learning is defined as “a combination of content and instructional methods 

delivered by media elements such as words and graphics on a digital device intended to build 

job-transferable knowledge and skills linked to individual learning goals or organizational 

performance” (Clark & Mayer, 2016, p. 457). E-learning interventions have become a very 

common means of delivering learning content in academia and the business environment as it 

allows learners to flexibly learn whenever and wherever they want and need. Additionally, 

‘unlimited’ options for providing learning content are available (Halawi et al., 2009; Yam & 

Rossini, 2013).  

All in all, this research seeks to understand if the instructional method of spaced learning 

results in better retrieval of newly acquired knowledge from long-term memory within an 

e-learning environment. As any formal learning intervention is said to only be beneficial when 

it is congruent with human cognitive architecture and the principles of instructional design 

derived from research-based practice (Caspersen & Bennedsen, 2007; Shavelson & Towne, 

2002; Sweller, 2016; Sweller et al., 2019), the experimental e-learnings of this research were 

designed following the principles of cognitivism, more precisely cognitive load theory (Mayer, 

2019; Mayer & Moreno, 2002; Richards & Taylor, 2015).  

Thus, the following chapter will summarise the present state of knowledge on human 

cognitive architecture (chapter 2.3.1.1) which provides the foundation for cognitive learning 



66 

theories. It is followed by an overview of the distinction between biologically primary and 

biologically secondary knowledge (chapter 2.3.1.2) which altered the understanding of the 

influence of human cognitive processes on instructional design. Cognitive load theory and its 

implications on multimedia instruction will be introduced (chapter 2.3.1.3) as the basis for the 

design of the e-learning experiments carried out for this research. Chapter 2.3.1.4 then 

summarises the findings on instructional design and e-learning. 

 

2.3.1.1 Human cognitive architecture 

The human cognitive architecture, which underlies all human learning, is based on the 

following mechanisms: a limited working memory, an unlimited long-term memory as well as 

the relationship between the two (Caspersen & Bennedsen, 2007; Paas & Sweller, 2012; 

Sweller et al., 1998, 2019; Sweller & Paas, 2017). Working memory is said to resemble an 

individual’s consciousness, i.e., attentional focus, as only the information available in working 

memory can be actively perceived (Shipstead et al., 2014; Sweller et al., 1998). Information 

entering working memory is processed in one of the working memory’s slave systems: the 

phonological loop – which stores and manages verbal information; the visuospatial sketchpad 

– which stores and manages visual information; or the episodic buffer or attention control – 

which helps organise incoming information in chronological order (Baddeley 1986, 2000; 

Kirschner et al., 2011; Sorden, 2005). These systems are independent from one another and 

cannot compensate for a limited capacity in the other systems (Brünken et al., 2003). This is of 

particular importance and should always be considered when designing learning interventions, 

especially those teaching novel, unfamiliar information (Sweller et al., 2019). The limitations 

of working memory, also referred to as “the defining aspects of human cognitive architecture” 

(Sweller et al., 1998, p. 262), amount to three to five elements of novel information that can be 

handled at once (Baddeley, 1986; Miller, 1956) for a storage duration of maximum 20 seconds 

if not recalled (Peterson & Peterson, 1959). Anything exceeding this capacity overloads the 
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working memory which in turn is not able to process the overload (Caspersen & Bennedsen, 

2007). Limitations of working memory do not apply to information that has already been learnt 

and that is stored and recalled from long-term memory (Paas et al., 2010).  

Long-term memory is capable of unconsciously storing and organising an unlimited, 

unimaginable number of facets of information, varying in complexity and size (Caspersen & 

Bennedsen, 2007; Paas & Sweller, 2012; Sweller et al., 1998; Tricot & Sweller, 2014). Therefore, 

it is regarded to be the centrepiece of human cognition (Paas et al., 2010). Information is stored 

in long-term memory in the form of hierarchically structured mental knowledge constructs called 

schemas¸ which allow to deal with current problems using past problem-solving experiences 

(Paas et al., 2010; Sweller et al., 1990, 1998; see also Schema Theory by Chi et al., 1982). These 

schemas “are used to store and organize knowledge by incorporating or chunking multiple 

elements of information into a single element with a specific function” (Paas & Sweller, 2012, p. 

28), i.e., working memory is able to process several elements of information as if these were one 

element (Caspersen & Bennedsen, 2007; Paas & Sweller, 2012).  

While learning, working memory processes and encodes incoming information elements, 

alongside extracting and manipulating this information before creating or modifying it as a 

schema in long-term memory (Caspersen & Bennedsen, 2007; Sweller et al., 1998). This process 

is called schema construction (Sweller et al., 1998). Once a lower level schema is created in long-

term memory, it can be reactivated from working memory and modified to build higher level 

schemas, which combine different interacting elements of lower level schemas, into a single 

higher level schema (Caspersen & Bennedsen, 2007; Paas et al., 2004; Sweller et al., 1998). 

Through extensive practice, schema automation occurs. Repeated practice leads to the 

development of increasingly complex schemas. As a result, working memory starts to 

unconsciously process a problem, a procedure or a task and thus, more capacity is available for 

other new tasks and activities which require conscious processing (Sweller et al., 1998). 
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Consequently, working memory capacity is freed as it no longer considers individual, 

lower level schemas but instead complex, higher level ones and in turn, more sophisticated 

processing takes place (Sweller et al., 1998). A basic model of human cognitive architecture is 

shown in Figure 12. 

 

Figure 12 – The human cognitive architecture, adapted from Caspersen & Bennedsen, 2007, 
p. 113 
 

It is argued that the level of domain knowledge held in an individual’s long-term memory 

determines their performance (Paas et al., 2010). It was found that skilled learners, i.e., experts 

have a seemingly unlimited working memory capacity compared to novices when dealing with 

familiar information already stored in long-term memory (Chi et al., 1982; de Groot, 1965; 

Sweller & Paas, 2017). Schema construction and automation make experts in a specific domain 

feel as if what they have learnt is clear and easy, yet, they are forgetting about the complexity 

and difficulty of acquiring these schemas (Tricot & Sweller, 2014). Also, they tend to forget that 

what seems easy to retrieve for one individual due to schema automation is difficult for another 

individual with less expertise (Sweller et al., 1998). 

Instructional design should therefore support both schema construction and schema 

automation to make maximum use of working memory limitations (Paas et al., 2004). Cognitive 
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load theory is a commonly acknowledged instructional theory that has detected a number of 

strategies to facilitate cognitive learning, bearing in mind limited working memory capacity (Paas 

& Ayres, 2014; Paas & Sweller, 2012; Sweller, 1988, 2010; Sweller et al., 1998, 2011; van 

Merriënboer & Sweller, 2005). The theory as well as its recommended evidence-based 

implications for multimedia e-leaning interventions will be explained after a brief excursion into 

Geary’s (2002, 2008, 2011) distinction of biologically primary versus biologically secondary 

knowledge, as it has severe implications on considering human cognitive architecture when it 

comes to instructional design (Tricot & Sweller, 2014).  

 

2.3.1.2 Excursion: Biologically primary versus biologically secondary knowledge 

In his work on evolutionary educational psychology, Geary (e.g., 2002, 2008, 2011) divided 

knowledge into two categories, namely a) biologically primary knowledge and b) biologically 

secondary knowledge. Biologically primary knowledge resembles all skills and knowledge 

gained over numerous decades and generations (Geary & Berch, 2016). It is acquired 

effortlessly, intuitively, without leveraging working memory capacity and most importantly, 

acquisition happens outside of educational settings (Sweller, 2011, 2016; Sweller et al., 2019; 

Sweller & Paas, 2017; Tricot & Sweller, 2014). Examples of biologically primary knowledge 

are learning to listen and to speak our native language, face recognition, basic social relations, 

problem solving of unfamiliar problems, transfer of existing knowledge to new circumstances 

– all of which represent generic-cognitive skills concerned mostly with learning, thinking, and 

problem solving (Sweller, 2011, 2016; Sweller et al., 2019; Tricot & Sweller, 2014). Without 

these, human survival is said to not be possible (Sweller, 2016).  

Biologically secondary knowledge on the other hand “is knowledge that has become 

culturally important and needs to be acquired in order to function appropriately in a society” 

(Sweller, 2011, p. 40). Examples are reading, writing, mathematics, and even more 
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comprehensive, all knowledge taught with explicit instruction in educational contexts such as 

schools, universities, workplaces, etc. (Paas & Sweller, 2012; Sweller, 2011, 2016; Tricot & 

Sweller, 2014). These taught skills are said to be domain-specific rather than generic-cognitive 

and their acquisition requires a lot of external motivation, consciousness, and is further 

associated with difficulty and effort (Paas & Sweller, 2012; Sweller, 2016). This also implies 

that in contrast to a generic-cognitive skill/knowledge, which “is a mental process that can be 

applied to a wide variety of unrelated areas […], a domain-specific skill is a procedure that 

only can be applied to a specific range of areas” (Sweller, 2016, p. 361).  

Working memory capacity limitations as outlined in the preceding chapter do not apply 

for biologically primary knowledge but only to novel biologically secondary knowledge since 

humans have not evolved to learn how to process the latter automatically (Paas & Sweller, 

2012; Sweller, 2016). It follows that, if biologically primary knowledge does not require 

significant working memory capacity and teaching it is rather unsuccessful, instructional design 

and procedures taking into account working memory capacity and duration limits can only be 

applied for explicit tuition of biologically secondary knowledge (Sweller, 2016). Despite this, 

“acquisition of biologically secondary knowledge is heavily dependent on the prior acquisition 

of primary knowledge” (Tricot & Sweller, 2014, p. 266). Learning how to apply specific 

generic-cognitive skills and biologically primary knowledge in certain domains facilitates the 

acquisition of these domain-specific skills and biologically secondary knowledge (Sweller et 

al., 2019; Youssef-Shalala et al., 2014). Consequently, skilled performance as per Paas and 

Sweller (2012) is also dependent on how well an individual has learnt to make use of their 

generic-cognitive skills and thus, is able to relieve working memory capacities (Sweller & Paas, 

2017). Thus, while biologically primary knowledge and cognitive generic skills are 

unteachable, they can support acquisition of domain-specific skills and biologically secondary 

knowledge (Paas & Sweller, 2012). Herein, instructional interventions shall always consist of 
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“a combination of primary and secondary skills with the secondary skill being the only part 

that is learned” (Sweller et al., 2019, p. 272).  

Cognitive load theory (Chandler & Sweller, 1991; Sweller, 1988) builds onto this 

distinction of the two above-mentioned knowledge categories, using biologically primary 

means to learn biologically secondary knowledge (Tricot & Sweller, 2014). The underlying 

information processing system consists of five biologically primary principles mirroring 

information processing aspects relying on Darwin’s (see Sweller & Sweller, 2006) evolutionary 

theory (Sweller et al., 2011; Sweller, 2016; Tricot & Sweller, 2014). These are the information 

store, the borrowing and reorganizing, the randomness as genesis, the narrow limits of change 

and the environmental organizing and linking principle (Sweller, 2016).  

Based on these insights on human cognitive architecture as well as Geary’s distinction of 

biologically primary and secondary knowledge, it was concluded that instructional design’s 

purpose is to ease the acquisition of novel domain-specific skills and biologically secondary 

knowledge whilst managing working memory limitations (Sweller, 2016; Tricot & Sweller, 

2014). Several instructional effects, i.e., cognitive load effects, were derived and recommended 

for instructional usage (Sweller et al., 2019). These will be introduced in the next chapter.  

 

2.3.1.3 Cognitive load theory and multimedia instruction in e-learning 

In 1988, the first all-encompassing description of the cognitive load theory was presented 

(Sweller, 1988; Sweller et al., 2019). Since then, cognitive load theory has become one of the 

most acknowledged theories on learning, educational psychology, and instructional design for 

learning complex cognitive tasks (Ayres & Paas, 2012; Paas et al., 2004). In essence, cognitive 

load theory is concerned with eradicating working memory limitations when learning complex, 

novel, and biologically secondary knowledge which would easily overwhelm learners so as to 

enhance the extent of knowledge held in long-term memory (Paas et al., 2010; Sweller, 2011, 
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2016). As mentioned in the previous part of this chapter, cognitive load is all load on “working 

memory during problem solving, thinking, and reasoning (including perception, memory, 

language, etc.)” (Caspersen & Bennedsen, 2007, p. 113). Cognitive load can “be caused by the 

intrinsic nature of the task or by the manner in which the information within the task is 

presented to them” (Kirschner et al., 2011).  

The first type of load is called intrinsic cognitive load and depends on two things: first, 

the so-called element interactivity and second, the expertise level of the learner (Schnotz & 

Kürschner, 2007). In that sense, intrinsic load cannot be changed or manipulated unless the 

learner’s expertise level changes (Caspersen & Bennedsen, 2007; Sweller, 2011). The level of 

element interactivity is central to the cognitive load theory. Element interactivity refers to “the 

amount of interacting elements that have to be processed simultaneously” (van Merriënboer & 

Sluijsmans, 2009, p. 56). Element interactivity is low when elements can be learnt in isolation 

such as the vocabulary of a new language (Sweller et al., 1998). Each word can be learnt non-

interactively in isolation, successively, and does not impose a high load on working memory 

(Paas et al., 2010). Element interactivity is high when several elements must be processed 

simultaneously in working memory, such as when learning grammar, and an excessive load is 

put on working memory (Sweller, 2011; Sweller et al., 1998).  

The concept of element interactivity is also applicable to the second type of cognitive 

load, namely extraneous cognitive load. Extraneous cognitive load is a result of inappropriate 

presentation of the learning material which does not support but rather hinders learning 

(Caspersen & Bennedsen, 2007; Sorden, 2005). Extraneous cognitive load increases element 

interactivity and blocks schema construction and automation (Paas et al., 2004; Sweller et al., 

2019).  

In contrast, germane cognitive load, the third type of cognitive load, encourages learning 

processes by supporting schema construction and schema automation as well as reducing 

element interactivity (Caspersen & Bennedsen, 2007; Paas et al., 2004). It is assumed that 
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germane cognitive load is linked to intrinsic cognitive load as it reallocates working memory 

capacity “from extraneous activities to activities directly relevant to learning by dealing with 

information intrinsic to the learning task” (Sweller et al., 2019, p. 264). Thus, the more germane 

cognitive load focuses on extraneous cognitive load, the less learning occurs as less working 

memory resources can be allocated to intrinsic cognitive load and vice versa.  

All three types of cognitive load add up but just as with working memory’s three slave 

systems, available working memory capacity of a learner should never be exceeded (Kirschner 

et al., 2011; Sorden, 2005). This relationship presented as a function could resemble (Caspersen 

& Bennedsen, 2007):  

Cognitive load = Extraneous load + Germane load + Intrinsic load 

Yet, this function varies for different learners on various knowledge levels (Brünken et 

al., 2003). Generally speaking, one can argue that individual performance decreases at both 

ends of the continuum: either extreme underload or extreme overload (Issa et al., 2011; Paas et 

al., 2004; Figure 13).  

 

Figure 13 – Learning outcome as a function of cognitive load, adapted from Caspersen & 
Bennedsen, 2007, p. 113 
 

When starting to learn something new, learners should not be overwhelmed through high 

element interactivity, otherwise successful performance will be impossible due to working 

memory capacity constraints (Ayres & Paas, 2012; Schnotz & Kürschner, 2007). However, as 

expertise develops, element interactivity can be increased as learners have cognitive schemas 

which allow them to manage higher intrinsic load, in other words, expertise mirrors 
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understanding (Sweller et al., 1998; van Merriënboer & Sluijsmans, 2009). Nevertheless, 

misalignment of external learning task requirements and internal capabilities of the learners, 

i.e., their level of expertise, can lead to little or no learning even for experts: if a learning task 

is too easy for an individual and performance is highly automated, little if any working memory 

capacity is needed (Schnotz & Kürschner, 2007). Even though performance might be 

successful, learning does not occur. 

It follows that “the goal of the design of instruction is to optimize cognitive load for a 

particular learner” (Brünken et al., 2003, p. 54). In doing so, it is essential to know the 

characteristics of the learners, i.e., understanding their maximum level of intrinsic cognitive 

load, and based on that design learning in a way that extraneous cognitive load (e.g., inadequate 

instructional methods, environmental distractions) is minimised and germane cognitive load 

(e.g., adequate instructional methods) is maximised, all aiming at easing the learners mental 

effort whilst engaged in the learning process (Andersen & Makransky, 2020; Brünken et al., 

2003; Sweller, 2011; Sweller et al., 2019). This is especially important as what might be 

germane cognitive load for a novice could easily be extraneous cognitive load for an expert 

(Paas et al., 2004). Several cognitive load effects have been proposed to tie in with this (Sweller 

et al., 2019). Most of these effects are due to a decrease in element interactivity and thus a 

decrease in extraneous load, only few alter intrinsic cognitive load (Sweller et al., 2019). Table 

5 summarises all of these and gives explanations and examples.  

 

 

 

Table 5 – Overview of cognitive load effects, adapted from Sweller et al., 2019, pp. 266 
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Table 5 continued – Overview of cognitive load effects, adapted from Sweller et al., 2019, 
pp. 266 
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Cognitive load theory is of particular importance for designing multimedia learning 

environments such as e-learning interventions, in which distractions and unimportant 

instructional units can easily be incorporated (Andersen & Makransky, 2020; Brünken et al., 

2003; Clark & Mayer, 2016; Mayer & Moreno, 2002; Sorden, 2005). Multimedia learning 

environments or multimedia instruction are defined as a lecture with pictures and words (Mayer 

& Moreno, 2002). Nevertheless, as cognitive load theory has proven “the way in which text and 

pictures (or diagrams) are combined can have both positive and negative effects” (Ayres & 
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Paas, 2012, p. 828) on the learning process. Similarly, in 2002, Mayer and Moreno presented 

the cognitive theory of multimedia learning. This theory depicts the same three instructional 

design goals as cognitive load theory does, namely a) reducing extraneous load, b) promoting 

germane load and c) facilitating intrinsic load (Andersen & Makransky, 2020).  

The cognitive theory of multimedia learning draws upon working memory’s slave 

systems and argues that visual and verbal information are processed in a dual channel system 

(in the phonological loop and the visuospatial sketchpad) and that the processing capacities of 

these systems are limited (Mayer & Moreno, 2002; Sorden, 2005). It is argued that displaying 

a combination of static or dynamic verbal or graphic information in distinct modalities leads to 

well-designed multimedia learning interventions, as they make best use of working memory’s 

different slave systems (Kirschner et al., 2011).  

The cognitive theory of multimedia learning further assumes that meaningful learning 

occurs when learners are cognitively active, meaning they actively select important words and 

visuals, mentally organise these into particular representations and integrate these into already 

existing representations in long-term memory (Brünken et al., 2003; Issa et al., 2011; Mayer & 

Moreno, 2002; Sorden, 2005). Figure 14 illustrates this process. 
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Figure 14 – Overview of dual-channel theory for multimedia learning, adapted from Issa et 
al., 2011, p. 820 
 

Pitfalls of multimedia e-learning interventions are the seamless, unlimited possibilities of 

presenting content which can easily overwhelm working memory capacities and also, many 

interventions are designed to rather entertain learners than educate them and thereby clearly 

miss learning targets (Sorden, 2005). Regularly failing to learn and perform well on complex 

tasks, due to e.g., incorrect presentation of the material resulting in cognitive overload, might 

further lead to learners’ decrease in motivation (Paas et al., 2004). Therefore, evidence-based 

measures, principles, and practice must be applied in instructional design to ease schema 

construction and automation (Brünken et al., 2003; Clark & Mayer, 2016; Issa et al., 2011; 

Sorden, 2005).  
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In addition, Mayer and Moreno (2002, 2003) have identified several evidence-based aids 

to guide multimedia-based e-learning processes aiming at promoting meaningful learning. 

These are mainly focused on two things: a) reduction of cognitive load (Mayer et al., 2004; 

Mayer & Moreno, 2003; Paas et al., 2003) and b) increasing interest of the learner (Mayer et 

al., 2004; Mayer & Moreno, 2003).  

On a), several recommendations were introduced such as “multimedia aids, in which 

students understand more deeply when they receive words and pictures rather than words 

alone; contiguity aids, in which students understand more deeply when words and pictures are 

presented simultaneously rather than successively; coherence aids, in which students 

understand more deeply when unneeded words and sounds are eliminated; modality aids, in 

which students understand more deeply when words are presented as narration rather than on-

screen text; and redundancy aids, in which students understand more deeply when words are 

presented solely as narration rather than as narration and on-screen text” (Mayer & Moreno, 

2002, p. 117). In a nutshell, instructional design for multimedia e-learnings shall focus on a 

visually interesting and insightful layout with learning activities being centred around the 

concepts to be taught instead of trying to stimulate learners too much (Issa et al., 2011; Sorden, 

2005). Referring to the previously introduced cognitive load theory, all aids and effects of the 

cognitive theory of multimedia learning can be classified as either focusing on the reduction of 

extraneous load, the increase of germane load or the facilitation of intrinsic load (Brünken et 

al., 2003).  

With regards to b), i.e., increasing the learner’s interest, it was found that personalisation 

within the learning experience e.g., a conversational communication style such as use of first 

and second person or comments addressed towards the learners during multimedia 

presentations, increases learners interest to cognitively engage in the learning process and as a 
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result, yielded in higher transfer test scores compared to formal and unaddressed 

communication (Mayer et al., 2004).  

 

2.3.1.4 Summary  

From the above, it can be summarised that when designing any, and in particular multimedia e-

, learning interventions, instructional designers must adhere to human cognitive architecture 

and more specifically to the limited working memory capacities (Mayer & Moreno, 2003; 

Sorden, 2005; Sweller et al., 2019). To achieve meaningful learning (Mayer & Moreno, 1998), 

learning activities should be designed in a way that reduces cognitive load and fosters learners’ 

interest, both aiming at freeing capacity in working memory and then, using this free capacity 

for further processing (Issa et al., 2013; Mayer et al., 2004). Thereby, it is of importance to base 

all instruction on evidence-based procedures which “help learners attend to relevant 

information, organise it into a coherent mental representation, and integrate it with prior 

knowledge” (Issa et al., 2013, p. 389).  

Cognitive load theory (Sweller et al., 1998) as well as the cognitive theory of multimedia 

learning (Mayer & Moreno, 2002) take all of this into consideration. They aim to decrease 

extraneous load, increase germane load, and facilitate intrinsic load. Hence, they should foster 

schema construction and automation to increase the amount of knowledge held in long-term 

memory (Paas et al., 2010; Sweller, 2011, 2016). Optimal learning design includes an analysis 

of the learners to better manage their cognitive load, as what seems easy for domain experts 

might put a huge load onto domain novices (Paas et al., 2004).  

For this, several cognitive load effects have been proposed (for a review see Sweller et 

al., 2019). With regards to the design of multimedia e-learning interventions, it is especially 

important to understand how to most effectively use learning technologies and not base 

decisions on how exciting a tool is but rather how it best suits the cognitive learning process of 
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the particular learner (Sorden, 2005). In line with their cognitive theory of multimedia learning, 

Mayer and Moreno (2002) introduced five multimedia aids (multimedia, contiguity, coherence, 

modality, and redundancy aids) to control extraneous, germane and intrinsic cognitive load, 

which were followed in designing the experimental e-learnings of this research (see chapter 

4.1). Finally, personalisation during the learning intervention enhances learner’s motivation and 

interest to cognitively engage in the learning experience and therefore, more meaningful 

learning takes place in the long-term (Mayer et al., 2004).  

 

2.3.2 Evaluating learning – Learner’s sophistication versus proficiency 

Even though applying instructional design methods to learning course design is indispensable, 

it is not complete without clearly formulated learning objectives (Dirksen, 2016). Learning 

objectives lead to expected learning outcomes of what learners know and which skills and 

abilities learners possess after completion of any learning intervention (Harris & Clayton, 2019; 

Stanny, 2016). Every single part of the course design should be based on the learning objectives 

set – from the presentation of the learning content to the learning activities offered. If learners 

are to apply what they have learnt in their daily work, a real-world scenario could be part of the 

learning experience. If learners are meant to learn technical vocabulary, multiple-choice 

learning could be more suitable (Göldi, 2011). Clearly set learning objectives also help to 

examine the expertise levels of the learners, i.e., what is the overarching expectation of what 

the learning intervention achieves for the learners. Based on this, the assessment to be applied 

is decided (Bloom et al., 1956). 

Bloom’s learning taxonomy (Bloom et al., 1956) is the most known and applied 

psychological learning taxonomy to date with most influence on learning course design, 

learning outcome description as well as learning assessment creation (chapter 2.3.2.1; Göldi, 

2011; Stanny, 2016). Even if the originally proposed learning taxonomy classified learning 
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along three areas, namely cognitive (knowledge and intellectual skills), affective (interests, 

attitudes, and understanding of values), and psychomotor (physical, manual, motor, sensory or 

technical skills), it only applies to the cognitive learning area (Halawi et al., 2009). The 

taxonomy was reassessed in 2001 by Anderson, Krathwohl and team, underpinning the 

importance it has especially for the cognitive domain and adding latest research on cognitive 

learning processes (Adams, 2015; Radmehr & Drake, 2019). The following chapter will review 

both learning taxonomies and elaborate on what these mean for creating learning objectives as 

well as how to assess them (chapter 2.3.2.2).  

 

2.3.2.1 Bloom’s learning taxonomy  

Bloom’s learning taxonomy was originally intended to serve as a 

• “common language about learning goals to facilitate communication across 

persons, subject matter, and grade levels; 

• basis for determining for a particular course or curriculum the specific meaning of 

broad educational goals, such as those found in the currently prevalent national, 

state, and local standards; 

• means for determining the congruence of educational objectives, activities, and 

assessments in a unit, course, or curriculum; and  

• panorama of the range of educational possibilities against which the limited 

breadth and depth of any particular educational course or curriculum could be 

contrasted” (Krathwohl, 2002, p. 212).  

The taxonomy was ground-breaking as it, for the first time, systematically organised 

cognitive skills for meaningful learning to take place (Adams, 2015; Halawi et al., 2009; 

Murphy, 2007). Learning and thinking were classified into six categories of cognitive skills, 

hierarchically organised, gathering lower-level cognitive skills (i.e., those requiring little 
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cognitive processing such as knowing and understanding) and higher-level cognitive skills (i.e., 

those requiring deeper cognitive processing such as analysing, differentiating or evaluating) 

(Adams, 2015; Stanny, 2016). The six categories were knowledge, comprehension, application, 

analysis, synthesis, and evaluation (Bloom et al., 1956; Krathwohl, 2002; Murphy, 2007):  

 “knowledge […] focuses on memorization, recognition, and recall of information; 

[…]  

 comprehension […] focuses on organization of ideas, interpretation of information, 

and translation […]  

 application […] focuses on problem solving, use of particulars, and principles […]  

 analysis […] focuses on finding the underlying organization, and the division of a 

whole into components […]  

 synthesis […] focuses on a combination of ideas to form something new, creating 

something unique whether verbal or physical […] 

 evaluation […] focuses on making judgments about issues, resolving disparities or 

disagreements” (Halawi et al., 2009, p. 375).  

All of these categories, with the exception of application, were further broken down in 

subcategories (Krathwohl, 2002). Taken together, it was argued that the acquisition of all skills 

along the taxonomy is required for learners to develop critical thinking abilities (Murphy, 

2007). All categories and subcategories are shown in Figure 15.  
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Figure 15 – Bloom’s original taxonomy, adapted from Adams, 2015, p. 153 & Krathwohl, 
2002, p. 213 
 

Bloom et al. (1956) used several verbs describing each category, illustrating a continuing 

growth of cognitive abilities of the learner: whilst lower-level verbs define learning of terms, 

facts, knowledge, basic principles, and methods, higher-level verbs define learning of complex 

thinking skills, such as applying knowledge to real-world problems or examining opposing 

interpretations (Murphy, 2007; Stanny, 2016). Bloom et al. (1956) did not use the 

differentiation of lower-level and higher-level cognitive skills (Adams, 2015), yet it was done 

so afterwards, as Bloom et al. (1956) regarded their taxonomy as a gradual process, meaning 

that the next higher-level in the taxonomy requires more sophisticated cognitive skills than the 
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previous (Conklin, 2005). As Agarwal put it: “To achieve a higher objective or category, one 

must first master cognitive processes at a lower category. In other words, before 

comprehension, application, or analysis can take place, a student must first acquire 

knowledge.” (Agarwal, 2019, p. 190). For each of these categories, different assessment tools 

are used, as shown in Table 6. 

Table 6 – Learning and thinking categories with respective forms of assessment, adapted from 
Adams, 2015, p. 152 

 

Even if the taxonomy was ground-breaking, several critiques arose both conceptually and 

empirically (Conklin, 2005). Weaknesses in the differentiation and hierarchisation of the six 

main categories were pointed out (Paul, 1995, in Stanny, 2016; Sitte, 2001); and, the evolving 

order of categories was questioned (Anderson, Krathwohl, et al., 2001). Further, it was argued 

that a lack of a common language typically leads to a lack of mutual understanding, meaning 

that the verb lists proposed by Bloom and associates “function like a thesaurus or a rhyming 
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dictionary. Authors use these lists to discover alternative words when they search for variety 

for their writing. But an author who uses a thesaurus has no guarantee that she will produce 

crisp prose or inspired poetry. Similarly, authors who use a list of Bloom’s taxonomy verbs to 

write measurable [learning objectives] have no guarantee that the verbs they select for their 

learning outcomes will provide all the detail needed to clearly describe increasing levels of 

expertise” (Stanny, 2016, p. 10).  

Though being useful, Bloom’s taxonomy does not provide a holistic picture of learning 

(Stanny, 2016). In 2001, Anderson, Krathwohl and team proposed a revised taxonomy 

incorporating latest findings of research in cognitive sciences, latest learning principles and 

theories as well as data of a meta-analysis conducted on Bloom’s taxonomy (Adams, 2015; 

Conklin, 2005; Radmehr & Drake, 2019). The revised taxonomy is a two-dimensional 

framework, called Taxonomy Table, in which the knowledge dimension resembles the 

subcategories of the initial taxonomy (vertical axis), and the cognitive processes dimension 

resembles the former six categories of Bloom’s taxonomy (horizontal axis) (Anderson, 

Krathwohl, et al., 2001). Thereby, verbs are being used to portray the aimed cognitive process 

and nouns are used to explain the knowledge a learner is supposed to use or acquire (Anderson, 

Krathwohl et al., 2001).  

The knowledge dimension addresses four types of knowledge that could be taught in any 

learning intervention, namely factual, conceptual, procedural, and metacognitive knowledge 

(Adams, 2015). This differentiation, however, is not set, and no clear dividing lines exist. 

Rather, the different types of knowledge can overlap or merge and subtypes for each of the 

knowledge categories exist (Anderson, Krathwohl, et al., 2001; Radmehr & Drake, 2019). This 

structure is shown in Table 7. 

Table 7 – Bloom’s revised taxonomy, adapted from Krathwohl, 2002, p. 214 
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The cognitive process dimensions has, as the original taxonomy had, six hierarchical 

dimensions; however, dimensions were either renamed or changed: the former knowledge 

dimension was renamed ‘remember’, the former comprehension dimension was renamed 

‘understand’, ‘synthesis’ was renamed ‘create’ and placed highest on the hierarchy; all other 

dimensions were kept but changed to the respective verb forms: apply, analyse and evaluate 

(Anderson, Krathwohl et al., 2001) All cognitive process dimensions and subdimensions still 

build on each other, increasing in complexity from lower-level to higher-level cognitive 

processing. Yet, Anderson, Krathwohl and team designed it in a flexible way, allowing the 

overlap of dimensions and therefore, allowing for broader applicability than the original one 
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(Krathwohl, 2002). The structure of the cognitive process dimensions as well as inherent sub-

dimensions can be seen in Figure 16. 

 

Figure 16 – The cognitive process dimensions of Bloom’s revised taxonomy, adapted from 
Agarwal, 2019, p. 190 & Krathwohl, 2002, p. 215 
 

Putting both dimensions together results in the two-dimensional framework: both the 

cognitive process dimension and the knowledge dimension can be used independently or linked 

for a comprehensive analysis of instruction, understanding, and assessment (Radmehr & Drake, 

2019). 

Thus to summarise, Bloom’s taxonomy for learning, teaching, and assessing has been 

used for a long time by education and learning professionals and designers for traditional offline 

teaching but in recent years also for online teaching and learning interventions (Halawi et al., 

2009). Providing a practical structure for knowledge transfer, the taxonomy as well its revision, 

is used to classify learning objectives, enabling a smooth transition from the simple to the 
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complex and serve as an assessment tool to evaluate the performance of the learners (Adams, 

2015; Anderson, Krathwohl, et al., 2001; Halawi et al., 2009; Radmehr & Drake, 2019).  

 

2.3.2.2 Assessing learning 

Embedded learning objectives formulated on the basis of a profound learning taxonomy, such 

as the revised Bloom’s learning taxonomy (see previous chapter), as well as carefully planned 

and effectively delivered instruction, do not relate to the different levels of understandings 

various learners acquire when taking part in the same learning intervention (Wiliam, 2011). 

Therefore, learning assessments are needed, as “it is only through assessment that we can find 

out whether a particular sequence of instructional activities has resulted in the intended 

learning outcomes” (Wiliam, 2011, p. 3). Yet, assessments do not only help teaching and 

instruction professionals to gain an understanding of how well learners acquired what was 

supposed to be taught, they also serve as guidance for learners on what they regard as important, 

impacts the value they put on these tasks, and further affects future transfer of these 

(Schellekens et al., 2021). 

In terms of measuring memory performance, retention and transfer tests are used to assess 

learning with the former “measur(ing) how much of the presented material is remembered, [and 

the latter] measur(ing) how well the learner can apply what was learned to new situations” 

(Issa et al., 2011, p. 821). Both assessments of memory performance, are measured sometime 

after a learning intervention has taken place (Schmidt et al., 2019). Even though some people 

regard both types of tests as equal, others argue that it is transfer tests which should be the 

overall aim of instruction as these provide a better understanding of learners’ level of 

knowledge than retention tests do (Mayer et al., 2004; Schmidt et al., 2019; Sorden, 2005). 

Transfer can either be near or far: near transfer relates to applying what was learnt to a related 

domain and far transfer relates to applying what was learnt to an unrelated domain (Sala & 
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Gobet, 2017). If performance at test sometime after a learning intervention is as good as right 

after the learning intervention has taken place, one can argue that nothing was forgotten and 

vice versa, if performance is worse, that something was forgotten (Schmidt et al, 2019).  

As discussed in chapter 2.1.1 successful learning is only achieved when the three basic 

cognitive memory functions of encoding, storage, and retrieval have been successful (Spielman 

et al., 2018). Performance of all three memory functions can be assessed retrospectively: 

encoding performance can be measured through recognition tests, storage performance is 

usually measured through cued recall tests, and retrieval performance is usually measured 

through free recall tests (Wise, 2020). Recognition tests require the least effort as learners are 

just asked to recognise something they have previously learnt (Dirksen, 2016; Wise, 2020). 

These tests are mainly held as multiple-choice tests, containing both answers that the learners 

haven been exposed to and not exposed to and are not meant to enable learners to apply the 

learnt material in real-life (Dirksen, 2016; Göldi, 2011; Wise, 2020).  

The opposite is the case with recall tests, which enhance knowledge retention and are 

intended to enable real-life application of the learnt information (Dirksen, 2016; Göldi, 2011). 

Cued recall tests require even more cognitive effort of learners, as they are asked to remember 

the sequence of steps to be taken (Dirksen, 2016). Free recall tests which assess retrieval 

performance require the most effort, as learners are not given any clue to answer a test question 

but are asked to freely recall everything they know about a specific topic (Wise, 2020). To not 

distort performance results, it is recommended to first have a free recall test, then the cued recall 

test, and recognition tests last as the first type of test does not provide any clue at all and the 

last one provides stimulus clues and therefore a reversed order might promote recall which does 

not exist (Wise, 2020). Memory performance can be reported either as a percentage or number 

of correctly recognised/recalled items, however determination of correct items in cued and free 

recall tests is more difficult than for recognition tests, which can easily be evaluated (Dirksen, 

2016; Wise, 2020). Recall tests require an individual to subjectively evaluate a response to 



91 
 

 
 

determine the learner’s proficiency, which is why it is advised to define what is regarded to be 

acceptable and profound beforehand (Connors, 2021; Dirksen, 2016; Wise, 2020). 

Learning assessments can further be formative or summative, two terms formulated and 

introduced 1967 by Scriven. Formative assessments are also called assessments for learning 

(Black & Wiliam, 2009) as they are designed to improve overall student learning and are carried 

out regularly during the learning process (Connors, 2021; Schellekens et al., 2021). Summative 

assessments, on the other hand, are referred to as assessments of learning, as they take part after 

a learning process has come to an end and judge the learner’s performance and whether learning 

has taken place (Connors, 2021; Schellekens et al., 2021). It is argued that both forms of 

assessment should be used together and build on each other (Dixson & Worrell, 2016; Houston 

& Thompson, 2017): during the learning intervention, formal or informal formative 

assessments should be used to enhance students’ performance, providing both instructors and 

learners feedback on learning progress (Black & William, 1998; Broadbent et al., 2021). This 

information can then be used by instructors to modify instructional activities (Yam & Rossini, 

2013) and by learners to become self-regulated through developing more accurate meta-

cognition on their level of knowledge, a better understanding of learning objectives (McDaniel 

et al., 2011) as well as the provision of the opportunity to learn from mistakes (Goldfinch & 

Hughes, 2007). After a learning intervention has taken place, summative assessments should 

be used to holistically assess how much learners have actually learnt or retained from the 

intervention (Dixson & Worrell, 2016; Houston & Thompson, 2017; Perera-Diltz & Moe, 

2014). Thereby, it has been shown that feedback provided during the formative assessments is 

central as it allows for learners to perform better during summative assessments, regardless if 

learning takes place online, offline or combined (Broadbent et al., 2021). Characteristics of both 

forms of assessment can be found in Table 8. 
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Table 8 – Formative and summative assessments, adapted from Dixson & Worrell, 2016, 
p. 154 

 

Both forms of assessment share several similarities such as “assessors look for evidence 

of achievement, […] (j)udgements are made about the match between evidence and criteria, 

[…] (j)udgements invokes communication, [and] (j)udgements are economic processes.” 

(Knight, 2002, p. 277). Yet, one decisive difference of both is who the information regarding 

learning status is directed to (Knight, 2002): formative assessments inform learners about their 

learning progress and hence, enhances successive learning (Houston & Thompson, 2017; 

Perera-Diltz & Moe, 2014). Summative assessments, on the other hand, inform external parties 

about a learner’s status of learning in the form of an evaluation or certification (Dixson & 

Worrell, 2016; Houston & Thompson, 2017). Hence, formative assessments are forward 

looking whereas summative assessments are backward looking (Taras, 2005).  

However, formative assessments can also be used summatively, e.g., when external 

parties are informed about a learner’s progress, and summative assessments can also be used 
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formatively, e.g., when the results of a summative assessment are used to improve subsequent 

learning interventions (Dixson & Worrell, 2016; Perera-Diltz & Moe, 2014; Taras, 2005). Both 

forms of assessments are “interdependent, as formative assessment feeds into summative and 

enhances the quality of information on which final judgements are made and communicated” 

(Houston & Thompson, 2017, p. 5). Therefore, it is argued that assessments and subsequent 

feedback should not only take place at the end of the learning process but rather continuously 

throughout the learning process (Burke, 2009, in Schellekens et al., 2021).  

 

2.3.2.3 Summary  

This chapter outlined that not only a cognitive understanding of learning processes is required 

to design effective instruction, but also knowledge of learning goal description, learning 

objective setting, and assessment creation. The whole process of authentic instructional design 

is not a straightforward process but rather entails profound knowledge of educational and 

educational psychological research and theory (Connors, 2021; Gallardo, 2021).  

Bloom’s taxonomy for learning, teaching, and assessing (Bloom et al., 1956) and more 

importantly its revision (Anderson, Krathwohl et al., 2001) is the standard work for instructional 

design. Anderson, Krathwohl and teams’ (2001) two-dimensional framework with its cognitive 

process dimension and knowledge dimension is comprehensively used to classify learning 

objectives, help learners transition from simple to complex as well as help learning 

professionals design assessments and support learner evaluation (Adams, 2015; Halawi et al., 

2009; Radmehr & Drake, 2019). Therefore, no distinction is made between offline and online 

learning, the taxonomy finds application everywhere (Halawi et al., 2009).  

To assess memory performance in terms of encoding, storage, and retrieval, three 

different tests can be used: recognition tests, cued-recall tests, and free recall tests (Wise, 2020). 

These tests can either be used to measure retention or in more applied settings to measure 
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transfer (Issa et al., 2011). With regards to when assessments take place, formative and 

summative assessments are distinguished: with the first taking place along the learning process 

and the later taking place after the learning process has come to an end (Houston & Thompson, 

2017).  

Assessment design is an integral part of any instruction, as assessments are the only 

evidence of whether learning has taken place during the learning intervention (Wiliam, 2011). 

However, those responsible for writing assessments must be knowledgeable of the aim of the 

assessment: i.e., how sophisticated and proficient learners should be after the learning 

intervention (Connors, 2021; Dirksen, 2016; Gallardo, 2021). As sophistication and proficiency 

are subjective, instructional design and assessment writing require clear guidelines, starting 

with setting learning goals, developing learning objectives, agreeing on the appropriate 

assessment tools, and upfront definition of what is regarded correct and appropriate (Connors, 

2021; Dirksen, 2016; Krathwohl, et al., 2001; Halawi et al., 2009; Radmehr & Drake, 2019; 

Wise, 2020).  
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3. Derivation of research focus and hypotheses 

The following chapter 3.1 summarises the deficits in the spaced learning literature in the context 

of management and work-based learning, thereby justifying the overarching research question 

of whether the instructional method of spaced learning causes better learning in a work-based 

e-learning environment as introduced in chapter 1.2 and highlighting its importance. 

Afterwards, the directing research hypotheses that guide the experimental research at hand are 

presented in chapter 3.2. 

 

3.1 Research gaps in the literature and overarching research question 

As outlined in chapter 1, employee work-based learning and skill-building is becoming more 

and more important and success-critical in today’s business environment. For this to be 

effectful, knowledge retention is critical (esp. when considering the challenges of lifelong 

learning). Since 1885, research argues that distributing learning sessions temporarily over time 

(spaced learning) results in better knowledge retention compared to one-off programmes 

(massed learning) (Cepeda et al., 2006). Ideally, applying spaced learning in educational 

situations would prevent general forgetting of information and accelerate subsequent relearning 

as well as skill acquisition (Blanchard, 2013; Glaveski, 2019; Ryu & Moon, 2019; Tauber et 

al., 2019; Walsh et al., 2018b). Yet, the number of experiments which address the context of 

this study with the requirement to improve on employee work-based and lifelong learning 

through spaced learning is very low – a fact that has been already stated by Dempster in 1988 

and is still relevant today (Kapler et al., 2015). 

An encompassing literature review (see table 3 in chapter 2.2.2) contains a section of 33 

exemplary studies conducted within the experimental research of spaced learning. Even though 

27 out of these 33 studies yielded moderate to strong effects (Balota, et al., 2006; Bird, 2010; 

Carpenter & DeLosh, 2005; Carpenter et al., 2009; Cepeda et al., 2008, 2009; Delaney et al., 
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2012; Donovan & Radosevich, 1999; Foot-Seymour et al., 2019; Grote, 1995; Kalenberg, 2017; 

Kang & Pashler, 2012; Kapler et al., 2015; Karpicke et al., 2016; Kondratjew & Kahrens, 2018; 

Kornell & Bjork, 2008; Kornell et al., 2010; Mettler et al., 2016; Rea & Modigliani, 1987; 

Reynolds & Glaser, 1964; Rohrer & Taylor, 2006, 2007; Seabrook et al., 2005; Smith & 

Rothkopf, 1984; Sobel et al., 2011; Verkoeijen et al., 2008; Vlach et al., 2008), only one of 

those provided insights on effects for managerial relevant learning (Kondratjew & Kahrens, 

2018). Yet, this study contained experimental confounds as seven others did, for example by 

not considering the RI-ISI relationship (as discussed in chapter 2.2.3.2).  

Furthermore, the extant literature in chapter 2 shows that the majority of spaced learning 

research has been conducted in the laboratory rather than in educational or life-relevant learning 

environments with comparably short ISIs and RIs (e.g., Balota et al., 2006; Benjamin & Craig, 

2001; Braun & Rubin, 1998; Carpenter & DeLosh, 2005; Delaney et al., 2012; Kang & Pashler, 

2012; Karpicke et al., 2016; Kornell & Bjork, 2008; Kornell et al., 2010; Mettler et al., 2016; 

Rea & Modigliani, 1987; Seabrook et al., 2005; Smith & Rothkopf, 1984; Verkoeijen et al., 

2008; Vlach et al., 2008), a fact that has been asked for decades (Dempster, 1988). Within these 

studies, participants were mostly asked to learn facts (e.g., Mettler et al., 2016; Seabrook et al., 

2005) or word lists/pairs (e.g., Balota et al., 2006; Benjamin & Craig, 2001; Braun & Rubin, 

1998; Karpicke et al., 2016; Rea & Modigliani, 1987), recognising paintings (e.g., Kang & 

Pashler, 2012; Kornell & Bjork, 2008) or basic statistics (e.g., Smith & Rothkopf, 1984). Few 

studies considered more educational relevant ISIs and RIs on the scale of days, weeks, and 

months taught participants more intellectual skills such as more complex concepts such as 

physics concepts (Grote, 1995), meteorology concepts (Kapler et al., 2015) or solving 

permutation problems (Rohrer & Taylor, 2006, 2007). Thus, in summary, it can be stated that 

more non-laboratory studies with longer RIs on the scale of weeks, months, and years are 

needed from which knowledge on how to best balance ISIs and RIs can be derived (Balota et 

al., 2011; Cepeda et al., 2006; Mozer et al., 2009) 
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In addition, the critical review of literature identified three further areas still to be 

investigated: Firstly, more applied studies are needed which examine different spacing 

schedules as well as the influence of retrieval practice and feedback on learners in real-life 

learning environments with more than three re-learning sessions to understand the educational 

relevance of the spaced learning effect (e.g., Balota et al., 2011; Dunlosky et al., 2013; Kapler 

et al., 2015). Secondly, even with complex learning material, learners must not be “trained to 

a criterion of perfect performance on all items during the second and subsequent learning 

sessions” (Cepeda et al., 2006, p. 356) but re-learning sessions should be fixed, containing 

feedback to not derive misleading conclusions on how spacing impacts learning (Cepeda et al., 

2006). Thirdly, some researchers claim that more studies examining the spaced learning effect 

outside the verbal learning domain are needed to showcase how to best bring laboratory-drawn 

results into the classroom (Dempster, 1988; Dunlosky et al., 2013; Gerbier & Toppino, 2015; 

Wiseheart et al., 2019), which does not even consider the additional demand on bringing these 

effects to use in work-based, business environments.  

In addition, real-life implementation of spaced learning is lacking largely, even if it would 

be very relevant for the application in the field of digital work-based learnings and its impact 

on organisational development and employee retention and satisfaction (Bersin, 2018; Tauber 

et al., 2019). Regarding instructional design, not much clarity exits on how these work-based 

learning interventions must be designed to allow for long-term application of the learnt material 

(Beier, 2021; Billett, 2014; Blume et al., 2010; Kirchherr et al., 2020; Tuijnman & Boström, 

2002; Vargas, 2017). Hence, guidance is needed on strategies to enhance long-term knowledge 

retention in the context of managerial work-based learning offerings. 

It appears very interesting that there has not yet been a big push to integrate spaced 

learning into real-life educational contexts and bring it to actual application, even though the 

effects are universally confirmed. To contribute to filling this research gap, the research at hand 
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aims at applying effects of spaced learning to complex digital work-based learning programmes 

to discover if and how far knowledge retention is enhanced through this addition or if spaced 

learning is solely applicable to low-level knowledge learning. 

To address this, the overarching research question for the research at hand was formulated 

as follows:  

Does the instructional method of spaced learning cause better learning in a work-based 

e-learning environment? 

To answer this question with consideration of the above discussed shortcomings of the 

existing state of research, this experimental research will use (a) real-life, non-laboratory 

environments, (b) an RI of at least two weeks (to both consider optimal ISI and to pragmatically 

address needs for long-term/lifelong learning), (c) different moderating influences (i.e., 

repetition schedules, repetition frequencies, direct testing, and feedback), and (d) factual, 

conceptual as well as procedural knowledge with complex learning materials. It furthermore 

aims to (e) formulate clear guidelines to allow easier application of the spaced learning effect 

into modern day work-based trainings (i.e., e-learning), while (f) employing theories on human 

cognitive architecture, cognitive load as well as theories on multimedia instruction. Figure 17 

shows this research focus and the research requirements.  
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Figure 17 – Derived research focus and the research aspects, author’s own compilation 
 

By answering the research question, the research at hand aims at: 

a) Firstly, contributing to the overall spaced learning and work-based learning 

literature. Educational as well as psychological research recognises the importance 

of spaced learning towards long-term knowledge retention, yet since this research is 

rather meagre in analysing or even considering effects of spaced learning to 

complex, higher-learning environments in which the long-term learning of new 

skills determines the success or failure of individuals, but also collectives such as 

companies, addressing the research question provides a valuable extension of the 

spaced learning and work-based learning literature.  

b) Secondly, contributing to the calls for wide-spread application of spaced learning in 

real-life educational settings (Carpenter et al., 2012; Dempster, 1988) by addressing 
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this research question in an empirical field experiment under lifelike learning 

conditions. By empirically testing if the effect can also be confirmed for complex, 

higher-level knowledge learning, a more holistic perspective to the spaced learning 

research is provided. 

c) Thirdly, providing practical guidance for managers and learning professionals in 

charge to develop and design work-based learning programmes aiming at 

optimising knowledge retention, yielding into the build of applicable, transferrable 

skills, by potentially offering a sustainable means to enhance long-term knowledge 

retention for work-based learning. Although work-based learning opportunities are 

seen inevitable for both individuals and organisations (e.g., European Commission, 

2018; Hanushek & Wößmann, 2010; Kugler et al., 2017; Rees, 2010; Tynjälä, 

2008) and as a result are offered wide-spread globally (Glaveski, 2019), these are 

often offered for the wrong reasons, not considering biological brain processes 

underlying the human learning process, leading to dissatisfaction of participants 

which even results in employees leaving organisations to find better opportunities 

to grow elsewhere (Beier, 2021; Bersin, 2018; Billett, 2014; Chelovechkov & Spar, 

2019; Glaveski, 2019; Tuijnman & Boström, 2002; Vargas, 2017). By addressing 

the mentioned research question, this research aims to help managers, external and 

internal professionals of work-based learning to design and develop learning 

programmes that do not waste investments because participants forget what they 

learnt in a short time. 

 

3.2 Specific research hypotheses and their relevance 

As will be described in chapter 4.1, this research follows an experimental research design, 

aiming at providing insights on the cause-effect relationship of spaced learning to knowledge 

retention of managerial e-learnings. Therefore, theoretically generated hypotheses are required 
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to be proven or disproven to eventually formulate statements providing evidence about 

causalities and correctness of interpretation of the set research objectives per the above (Bortz 

& Döring, 2009, in Kubbe, 2018). As outlined in chapter 3.1, the overarching aim of the 

research at hand is to test if the positive effects of spaced learning can also be confirmed for 

complex managerial-relevant learning aiming at fostering lifelong learning in organisations. 

Thus, the hypotheses which will be introduced in the following derive mainly from the available 

spaced learning literature.  

As discussed throughout chapter 2 and summarised in chapter 3.1, the robustness of the 

spaced learning effect has been shown to be highly replicable within the domains of verbal and 

trivia factual learning materials, associating names and faces across populations, age groups, 

and even for individuals with memory impairments (e.g., Balota et al., 2006; Carpenter et al., 

2009, 2012; Fritz et al., 2007; Kalenberg, 2017; Kapler et al., 2015; Rea & Modigliani, 1987; 

Toppino, 1991; Toppino & DiGeorge, 1984; Vlach et al., 2008; Wilson & Evans, 1996). The 

majority of empirical studies in the field of spaced learning took place in relatively short 

laboratory studies (Balota et al., 2011; Bird, 2010; Carpenter et al., 2012; Cepeda et al., 2006), 

focusing on pure fact learning which enables learners to cognitively engage in proper skill 

building needed for lifelong application of the learnt (Bloom, 1956; Foot-Seymour et al., 2019). 

Since the spaced learning effect has been universally acknowledged, researchers started to 

question whether there is any specific way in which spaced learning interventions should be 

scheduled and if any relationship exists between how the single learning sessions are scheduled 

relative to one another and for how long knowledge should be retained (e.g., Carpenter et al., 

2012; Cepeda et al., 2008; Karpicke & Bauernschmidt, 2011; Lindsey et al., 2009). All in all, 

three spacing schedules were considered: a contracting one, an expanding one, and an equal 

one. Yet, experiments comparing the different spacing schedules revealed mixed results 

throughout the spaced learning research (e.g., Balota et al., 2006; Carpenter et al., 2012; Cull 

et al., 1996; Karpicke & Bauernschmidt, 2011; Karpicke & Roediger, 2007a, 2010; Logan & 
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Balota, 2008; Spitzer, 1939; Toppino et al., 2018). Still, it has been found that whilst contracting 

schedules should be applied in situations in which knowledge must only be retained for short 

periods of time, i.e., short RIs, and expanding and equal schedules should be applied in 

situations where long-term knowledge retention is the aim, i.e., longer RIs (Cepeda, et al., 2008; 

Küpper-Tetzel et al., 2014; Mozer et al., 2009; Wiseheart et al., 2019). Deciding whether and 

when to take the expanding schedule or the equal schedule depends on a lot of factors, such as 

the complexity of the learning materials or what form of knowledge is to be taught (Storm et 

al., 2010 in Kang, 2016). But more importantly, it was found that it is most likely the RI which 

determines the ideal spacing schedule to follow (Latimier et al., 2021). Even though fictious 

learning curves comparing outcomes of expanding and equal spaced learning setups as well as 

carried out experiments yielded quite similar results of knowledge retention at final test, it is 

assumed that equal spacing schedules lead to more sustainable, long-lasting learning success 

(Carpenter & DeLosh, 2005; Cull, 2000; Karpicke & Roediger, 2007a; Logan & Balota, 2008).  

As it is regarded as highly important to understand if the spaced learning effect is also 

applicable for complex, high-level knowledge, taught within digital learning environments, in 

educational and consequently work-based learning interventions to allow individuals as well as 

organisations to stay competitive in ever-faster changing markets, the following overarching 

research hypothesis H1 was set:  

Hypothesis H1: Learning outcomes derived from e-learning interventions following an 

equal spaced learning design will be significantly higher than those derived following a 

massed design.  

 

When considering work-based learning interventions and the importance they represent 

for both individuals as well as organisations to ensure competitive advantage in local but also 

global job and economic markets, emphasis should be put on how to design work-based 
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learning interventions to ensure long-term application and transfer of what was learnt. By doing 

so, the economic advantages resulting from education can be extended. It is widely agreed that 

return on learning is the maximised permanent transfer of the learnt into skills which can be 

automatically used (Connors, 2021; Gallardo, 2021; Göldi, 2011; Ryo & Moon, 2019; Sala & 

Gobet, 2017). It follows, that the overarching aim of work-based learning interventions is long-

term knowledge retention to form the basis on which permanent transferable skills can be built 

(Billett, 2018; Billing et al., 2021; Blume et al., 2010; Kirkpatrick, 1967; Vargas, 2017).  

Reverting to previously conducted spaced learning research, it has been outlined in depth 

that the best part of this research has taught and assessed factual knowledge rather than 

conceptual or procedural knowledge, which would rather be applicable for work-based learning 

environments. Further, the majority of experiments were set-up with relatively brief ISIs and 

RIs, which does not reflect the needs and requirements of work-based learning, in which long-

term transfer and skill building is key to secure individual as well as organisational competitive 

advantage (Balota et al., 2011; Cepeda et al., 2006; Mozer et al., 2009).  

Since the research at hand would like to add to the spaced learning as well as work-based 

learning literature and serve as guidance on how to design effective and efficient work-based 

learning interventions, whilst using complex factual, conceptual as well as procedural learning 

topics, an equal spaced learning setup, using RIs of two and four weeks were chosen to check 

by way of example if spaced learning can be applied to those knowledge dimensions. In doing 

so, the ISI-RI relationship as outlined in chapter 2.2.3.2 has been considered. Given that factual 

knowledge is on the lowest hierarchical level of Bloom's knowledge pyramid (see chapter 

2.3.2), it is assumed that the spaced learning effect already occurs with relatively few learning 

sessions, separated by short ISIs, and assessed after short RIs (which has been shown in multiple 

studies throughout the last decades – for reference see chapter 2). Therefore, it is also assumed 

that more complex teaching materials (as used for this research), which require more demanding 
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cognitive processing (as described in chapter 2.3.1), demand a higher number of learning 

repetitions at longer intervals for the spaced learning effect to become apparent. As a result, the 

following hypothesis H2 has been formulated, containing two sub-hypotheses: 

Hypothesis H2: Learning outcomes derived from e-learning interventions instructing 

complex knowledge following an equal spaced learning design will be more pronounced 

with a) longer RIs and b) with increasing frequency of repetitions (with total time of 

learning being constant).  

 

Additional streams of distributed practice research revealed that combining the spaced 

learning effect with the testing effect, i.e., the conscious testing of knowledge with the aim of 

knowledge retention, further enhances the proven spaced learning effect (Cogliano et al., 2019; 

Dunlosky et al., 2013; Morehead et al., 2015; Roediger & Karpicke, 2006a/b). By intentionally 

using testing as a learning strategy, forgetting of the subject or content learnt is minimised as 

individuals’ encoding processes run much deeper and more comprehensive, therefore, retention 

is enhanced (Pashler et al., 2007; Rodriguez et al., 2021; Roediger & Karpicke, 2006a). Thereby 

it is said that retrieval practice leads to better knowledge retention, irrelevant of which spacing 

schedule is followed or whether corrective feedback on test performance is provided (Bahrick 

et al., 1993; Butler et al., 2008; Cepeda et al., 2009; Karpicke & Roediger, 2007a). 

Although the research on retrieval practice has not established that corrective feedback 

would be necessary for additional learning success, spaced learning research providing 

corrective feedback revealed a remarkable impact on knowledge retention (Balota et al., 2006; 

Cepeda et al., 2006; Pashler et al., 2007). Interestingly, when it comes to corrective feedback, 

timing of when provided does not matter – results of studies on comparisons of immediate and 

delayed feedback showed that both help learners to understand their own knowledge gaps as 

well as conquer metacognitive misbeliefs of actual and perceived knowledge thereby 
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diminishing forgetting (Black & William, 1998; Butler et al., 2007, 2008; Corral et al., 2021; 

Hattie & Timperley, 2007; Pashler et al., 2007). Additionally, it was found that when comparing 

both the expanding and the equal spacing condition including immediate testing and providing 

corrective feedback afterwards within both, a slightly higher advantage was found for the equal 

spacing condition (Karpicke & Roediger, 2007a).  

Since Cepeda and associates (2006) called for additional spaced learning research using 

complex knowledge learning materials as research topic and concretely asking this research to 

use fixed schedules, providing feedback to the learners for them to create accurate awareness 

of their learning status, and business-related research on learning also highlighting the 

importance of providing immediate feedback on the learning process and guiding learners 

through the learning experience (e.g., Chelovechkov & Spar, 2019; Udemy, 2018), it would be 

of interest to understand if direct testing followed by immediate corrective feedback on test 

performance would enhance knowledge retention, bearing in mind the complexity of the 

learning materials as well as the e-learning environment. This also seems to be of relevance as 

it is precisely work-based learners who are asking to be tested and receive feedback in order to 

better understand where their knowledge and skill gaps are so that they can be addressed and 

continuously improve through learning (Tauber et al., 2019). 

As a result, clearer understanding about the cause-effect relationship on how direct testing and 

feedback impacts subsequent knowledge retention of complex learning materials in an 

e-learning environment can serve as guidance on how to improve existing work-based learning 

offerings and how to better design future ones. Therefore, the following hypothesis H3 was set:  

Hypothesis H3: Direct testing after an e-learning intervention followed by corrective 

feedback on errors will have an additional positive effect on overall learning outcomes 

within equal spaced learning schedules.  
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Prior research demonstrated that learners perceive massed learning to be more efficient 

and effective than spaced learning or retrieval practice, although better retrieval performances 

were achieved in any spacing learning intervention (Bjork, 1999; Dunlosky et al., 2013; 

Morehead et al., 2015; Simon & Bjork, 2001; Vlach et al., 2019; Zechmeister & Shaughnessy, 

1980). Falsified judgements of learning outcomes lead to ineffective study strategy selection 

such as massed instead of spaced studying and re-reading instead of self-testing or retrieval 

practicing (Ariel & Karpicke, 2018; Dunlosky & Rawson, 2015; Karpicke & Roediger, 2007a; 

Karpicke et al., 2009; Kornell & Bjork, 2007; Tullis et al., 2013). This appears to be even more 

critical in the field of work-based learning, in which managers and others in charge still largely 

follow approaches to learning and development which rely on traditional classroom learning 

methods inappropriate for work-based learning (Ellinger, 2004; Tauber et al., 2019). If 

individual learners as well as those designing learning interventions would be cognisant and 

confident that spaced learning conditions are better than massed learning conditions and benefit 

the overall learning process (Vlach et al., 2019), confidence in and application of spaced 

learning conditions is said to be enhanced (Ariel & Karpicke, 2018). It is plausible to assume 

that not only learners in simple, low-level knowledge spaced learning conditions rate massed 

learning superior to the first but also, and even more, learners in complex, high-level knowledge 

spaced learning conditions, found in real-life work-based learning environments. Thus, the 

following hypotheses H4 and H5 were set:  

Hypothesis H4: Most learners taking part in spaced e-learning interventions will report 

that they felt less self-confident with regards to predicted learning outcomes than 

learners in the massed e-learning intervention. 

Hypothesis H5: Most learners taking part in spaced e-learning interventions will see a 

greater delta between perceived and real learning outcomes learning outcomes than 

learners in the massed e-learning intervention.  
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Prior investigations into formal work-based learning call for transformative, adaptable 

learning strategies, which keep up with changing circumstances, leading to transferrable skills 

allowing for long-term application (Glaveski, 2019; Kane et al., 2018; Tauber et al., 2019). 

Transfer of knowledge and skills is key to competitive advantage for employees as well as 

organisations. Thus, developing and designing work-based learning interventions should 

inevitably consider biological and neuroscientific research findings, aiming at improving 

current and future job-related skills, whilst also creating opportunities for employees to 

incorporate learning into their day-to-day business and preventing that currently half of skills 

and knowledge taught are forgotten about one day after the intervention (Blanchard, 2013; 

Glaveski, 2019; Ryu & Moon, 2019; Tauber et al., 2019). If all the above would be considered 

in detail and transfer of what was learnt during formal work-based learning is actively 

reinforced, economic advantages resulting from education for individuals as well as 

organisations can be increased (Blume et al., 2010; Kirkpatrick, 1967). Yet, it was also shown 

that the majority of work-based learning interventions are developed and designed with little 

thought on what and how to train individuals (Tynjälä, 2008). Severe discrepancies exists 

between executive managers and learning and development departments, resulting in 

ineffective learning programmes being offered (Tauber et al., 2019) and furthermore, the 

holistic view of lifelong learning is disregarded (Beier, 2021; Dunlosky et al., 2013; Pashler et 

al., 2007; Tuijnman & Boström, 2002).  

Research in the field of instructional design revealed that regardless of whether learning 

takes place online or offline, designers of learning interventions must adhere to human cognitive 

architecture (Mayer & Moreno, 2003; Sorden, 2005; Sweller et al., 2019). In doing so, cognitive 

load should be reduced and learners’ interest should be fostered to free up working memory 

capacities (Issa et al., 2013; Mayer et al., 2004). As a result, meaningful learning is achieved 

(Mayer & Moreno, 1998).  
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According to this instructional design research, it is of further importance to base all 

decisions on how to design instruction on evidence-based procedures (Issa et al., 2013). 

Therefore, it appears highly relevant to gather insights into learner’s satisfaction and 

preferences when it comes to work-based e-learning interventions, stemming from evidence-

based practice. Eventually, these insights shall provide clarity on how to effectively design 

work-based e-learning interventions to maximise their impact. Based on the works of Mayer 

and Moreno (1998, 2002, 2003) on meaningful learning and multimedia instruction in 

e-learning, the following hypotheses H6 and H7, each with their three sub-hypotheses, were 

set:  

Hypothesis H6:  

a. Most learners will report that their overall satisfaction with the e-learning 

experience decreases the more learning sessions they need to attend.  

b. Most learners will report that their overall satisfaction with interactive learning 

formats is higher than with non-interactive ones. 

c. Most learners will report that their overall satisfaction with guided learning formats 

is higher than with self-paced ones. 

 

Hypothesis H7: 

a. Most learners will report a preference for more spaced e-learning interventions in 

their work life. 

b. Most learners will report a preference for interactive learning interventions over 

non-interactive ones. 

c. Most learners will report a preference for guided learning interventions over self-

paced ones. 
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Finally, research has identified that the skills needed for companies and individuals to 

stay competitive in the future of work, such as digital, software, and technological literacy as 

well as cognitive, interpersonal, and self-leadership skills (Dondi et al., 2021) are 

predominantly to be assigned to the declarative and procedural knowledge categories. As 

outlined in chapter 2.1.1, facts and larger organisational structures built around them are 

declarative knowledge stored in the declarative memory, whereas cognitive and motoric skills 

are procedural knowledge, stored in the procedural memory (Roth, 2011). Declarative elements 

or information are learnt through conscious repetitive instruction and exposure, supported by 

cues to retrieve, and recall this theoretical knowledge from memory (Anderson, Krathwohl et 

al., 2001). To gain mastery in procedural knowledge, and to translate a theoretical ‘what’ into 

a practical ‘how to’, a lot of practice is needed (Anderson, Krathwohl et al., 2001).  

To sum it up, declarative knowledge is based and derived from factual, theoretical 

statements, whereas procedural knowledge is formed and derived from practically doing 

something (Anderson, Krathwohl et al., 2001; Roth, 2011). As mentioned before, previous 

research in the field of spaced learning mainly explored its effects on the factual and, at times, 

on the conceptual knowledge dimensions (Carpenter et al., 2012; Kang & Pashler, 2012; Kapler 

et al., 2015; Kornell & Bjork, 2008; Rohrer, 2009; Rohrer & Taylor, 2006, 2007; Vlach et al., 

2008). Studies examining effects of spaced learning on more application-oriented knowledge, 

such as procedural knowledge is not known. It is assumed that this is due to the fact that each 

type of knowledge is acquired differently: Whilst the first heavily depends on systematic, 

educational instruction and conscious cognitive attention of the learner, the second can also be 

learnt unconsciously by observing others, or through trial and error (Anderson, Krathwohl et 

al., 2001; Roth, 2011).  

However, as noted above, it is not only factual- and conceptual-based skills like digital, 

software, and technological literacy that are lacking and needed to stay competitive in global 
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competition and labour markets, but rather more procedural-based skills, such as cognitive, 

interpersonal, and self-leadership skills are of importance (Dondi et al., 2021). Since no study 

is known which examined if spaced learning is also applicable to the field of procedural 

knowledge, it would be interesting to understand, if any effects become evident, although it is 

assumed that this is not the case due to the different ways in which the two forms of knowledge 

are neurologically acquired.  

Still, it is assumed that learners are going to assess relative learning outcomes higher for 

the training on procedural knowledge compared to the training on factual and conceptual 

knowledge, due to the better applicability and relation to real life, regardless of the instructional 

method used. This assumption results from the following two arguments: first, Schunk’s (2012) 

definition of learning which states that learning is a change in behaviour resulting from 

experiences and practice and second, as procedural knowledge, as stated by Anderson, 

Krathwohl and associates (2001), is best learnt by trial and error and observation. By engaging 

in trial and error and practicing something that has just been learnt regularly, one could argue 

that learners’ judge both their encoding and retrieval fluency (Finn & Tauber, 2015; Moore & 

Healy, 2008), as outlined in chapter 2.2.6, as high and thus will rate learning from practice and 

experience as better than learning from pure instruction only.  

Therefore, and taking all of the above together, hypothesis H8 was formulated as follows:  

Hypothesis H8: The effects of spaced learning are especially applicable in work-based 

learning interventions for factual and conceptual over those for procedural knowledge. 

Learners themselves, however, will perceive the training on procedural knowledge to 

have yielded a higher metacognitive learning success.  

 

Jointly the experimental review against these hypotheses will provide insights regarding 

the effectiveness of spaced learning and its’ applicability for managerial, work-based, lifelong 
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learning in the factual, conceptual, and procedural knowledge domains, thus aiming at 

answering the overarching research question. All the above will be addressed in two empirical 

experiments conducted for the research at hand and will be detailed in the following chapter 4. 
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4. Experimental research 

To best address the research focus as just deducted, this research followed an applied evaluative 

multi-method quantitative approach. According to Saunders, Lewis, and Thornhill (2016) such 

type of research applies the research paradigm of positivism. For this research, two field 

experiments (Gerber, 2011) were conducted, gathering quantitative data in form of knowledge 

tests and surveys. This research concludes by giving pragmatic advice on how to integrate the 

findings in real-life management learning curricula.  

Chapter 4.1 first summarises how the two experimental e-learnings conducted for this 

research were designed. Therein, chapter 4.1.1 focuses on the first e-learning on “platform 

business models” and chapter 4.1.2 focuses on the second e-learning on “time management”. 

From these experiments, profound recommendations shall be drawn for future work-based 

e-learning interventions. The subsequent chapters 4.2 and 4.3 represent the experimental reports 

of both experiments. Within chapter 4.4, the effects of both experiments are compared, aiming 

at answering hypothesis H8 of this research. 

 

4.1 Design of experimental e-learnings 

The two field experiments conducted were set-up, managed, and delivered via the e-learning 

platform of University4Industry. University4Industry (2021) is a training provider in the field 

of digitalisation that uses a blended learning format and offers a learning platform as well as 

content in different multimedia formats. University4Industry (2021) follows the learning 

approach of Learn, Explore, Discuss, and Act (LEDA). To be in line with the learning offerings 

of University4Industry, the e-learnings designed for this research were set up similarly, 

meaning self-paced learning content was provided on slides and with videos (Learn), at least 

one live session was scheduled and conducted for learners to recap and discuss what was taught 

during the self-paced learning sessions (Discuss), and a knowledge test was designed in the 
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wake of acting (Act). Since it was not possible to generate a simulation of the learning content 

in this experiment, the Explore part of the learning approach was omitted. In the following, it 

is explained how content for the two experimental e-learnings was derived, designed, and 

planned.  

 

4.1.1 E-learning on “platform business models” 

The basic content of the e-learning “platform business models” originated from the lecture 

course “Digital Strategy” of the faculty of Management at Heinrich Heine University, 

Düsseldorf. The course on “platform business models” contained five sub-topics, which 

provided the structure for the to-be-developed e-learning. In addition to the provided slides, the 

faculty of Management at Heinrich Heine University, Düsseldorf, shot five videos which 

allowed learners to further explore the five individual topics by elaborating and repeating the 

content of the slides. Mainly factual as well as conceptual knowledge was taught within this 

course. Based on these materials, the following learning objectives of the e-learning programme 

were set: 

1. Learners can recall the term “platform business models” 

2. Learners can recall, interpret, summarise, compare, and explain different platform 

strategies and concepts 

3. Learners can differentiate main concepts underlying platform business models 

4. Learners can evaluate the appropriateness of different KPIs for platform business 

models 

Afterwards, an assessment to test knowledge after the learning intervention was 

developed and set-up in Typeform (2021), an online survey tool (Appendix A). For spacing 

Group 4 an additional multiple choice test consisting of five questions was developed and set-

up in ClassMarker (2021), an online testing website used for multiple choice testing (Appendix 
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B) Following previous research (e.g., Butler et al., 2007, 2008, 2013; Cogliano et al., 2019), 

this was used directly after the respective learning units and direct feedback was given on 

correct and incorrect answers. In Group 4, the aim was to test whether the immediate feedback 

had an additional influence on the learning success apart from the spacing itself. 

The slides provided by the faculty were in English. As the videos shot by the faculty were 

in German and could not be shot again, all slides were translated into the German language and 

at the same time were redesigned to adhere to the multimedia design principles of cognitive 

load theory proposed by Mayer and Moreno (2003). Though, it must be mentioned that this 

e-learning was not set up to validate the theories of multimedia design or cognitive load theory. 

Rather those theories were used as guidelines to ease the learning process for participants and 

to minimise cognitive disruptors.  

The live sessions for this e-learning were set-up in consultation with Prof. Dr Andreas 

Engelen. These were either scheduled for 60 minutes or twice for 30 minutes, depending on the 

experimental e-learning group. All sessions were set up the same way: in the first part of the 

session Prof. Dr Engelen repeated what was taught during the self-paced learning sessions, 

using another example to illustrate and deepen the concepts of platform business models again, 

and the second part of the sessions were open to participants to raise questions and discuss the 

topics. Prof. Dr Engelen was briefed prior to each session on the contents the individual groups 

had already seen, to be able to guide the session accordingly.  

Once all contents and materials used for the e-learning programme on “platform business 

models” were agreed on and confirmed, the individual sessions per experimental e-learning 

group were spaced. First, RIs were set with two weeks for four groups and four weeks for two 

groups, following an equal spacing schedule. Based on the research findings of Cepeda and 

team (2008), ISIs of four days for the two week RI groups and seven days for the four week RI 

were defined. As the learning sessions were not supposed to take place on a Saturday, the ISI 



116 

was shortened to three days in two cases for the two-week RI groups. The exact sequence of 

learning sessions held per group and date is shown in Appendix C.  

To gather metacognitive judgments of learning, feedback surveys were developed via 

Typeform (Appendix D), containing JOL prompts such as: “What percentage of the final test 

questions do you think you can answer correctly 2-4 weeks after the last training?” for those 

surveys right after each learning intervention and “How many of the last 15 test questions do 

you think you answered correctly?”, “Do you think your specific training process had a positive 

effect on your personal learning success?”, and “Which of the following types of training would 

be suitable for your professional environment?” for the survey right after the final knowledge 

tests. This question format was chosen based on previous research (e.g., Cogliano et al., 2019; 

Tullis et al., 2013; Vlach et al., 2019). In the same surveys, questions were raised to gather 

insights on learners’ satisfaction levels and preferences.  

To allow for a smooth learning experience, all learning materials as well as after-learning-

intervention surveys were accessible via the learning platform provided by University4Industry. 

Only the final knowledge test was sent to the learners as a link embedded in an email.  

 

4.1.2 E-learning on “time management” 

The idea to create an e-learning on “time management” came from observations of students at 

the chair of management, Heinrich Heine University, Düsseldorf, who had problems with their 

own personal time management. This resulted in a video series called “+beyond” to give 

students tools to address – among others – time management. In addition, a cooperation with 

the German Football Association took place, resulting in a seminar on “Time Management for 

Managers”. Three of the +beyond videos on the topic of “time management”, as well as the 

documents from a seminar with the German Football Association, served as the basis for the 

creation of the e-learning. Mainly procedural knowledge was taught during the training.  
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An additional introductory video was shot based on the seminar documentation and a set 

of slides was generated on the basis of each of the videos, again following the theories of Mayer 

and Moreno (2003) on multimedia design and cognitive load. However, as already mentioned 

for the first set of experiments, this e-learning too was not set-up to validate these theories. 

Rather those theories were used as guidelines to ease the learning process for participants and 

to minimise cognitive disruptors. 

Based on the videos and slides, the following learning objectives of the e-learning 

programme were set: 

1. Learners can recall different “time types” 

2. Learners can recall and recognise different “time traps” 

3. Learners can recognise the three “Ps” of time management theory  

4. Learners can compare and differentiate different “time types” 

5. Learners can explain which techniques to improve time management are attributed 

to which “time type” and to make judgements about the applicability of these 

All the following steps were analogous to the first e-learning on the topic of “platform 

business models” (chapter 4.1.1):  

 12 assessment questions were developed based on the learning objectives and again 

set-up in Typeform (Appendix E) 

 Spacing Group 4 was given an extra multiple-choice test, set-up in ClassMarker 

(Appendix F) 

 Live sessions with Prof. Dr Engelen were set-up and conducted as in the first 

experiment 

 The experimental groups were spaced, following an equal spacing schedule at the 

same inter-session and retention intervals as the first experimental e-learning 

(Appendix G) 
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 Surveys to gather metacognitive judgments of learning were developed and set-up 

in Typeform analogue to the questions raised in the first experiment (Appendix H) 

 All learning content was made available via the learning platform of 

University4Industry except for the final knowledge test which was distributed via 

email. 

 

4.2 Experiment 1: Factual and conceptual knowledge 

The first field experiment of this research examined the effect the instructional method of 

spaced learning had on an e-learning programme on the topic of “platform business models”. 

Factual and conceptual knowledge (Anderson, Krathwohl et al., 2001) regarding the following 

five topics was taught: first, how platform business models differentiate from pipeline business 

models; second, how supply and demand interact for platform business models; third, how they 

are monetised; fourth, how economies of scale work for platform business models, and fifth, 

different success KPIs for platform business models for different growth stages. This topic was 

chosen as one example of factual and conceptual knowledge, as taught by the faculty of 

management, Heinrich Heine University, Düsseldorf. The experiment took place between 

September 27, 2021, and November 22, 2021.  

 

4.2.1 Method 

4.2.1.1 Sample  

To determine the sample size of the experiment needed to be statistically significant, the optimal 

sample size was calculated with the following assumptions:  

 Effect size: ƞ² = 0.06; this medium effect was assumed as for this research to be of 

practical relevance and to be put into action any effect < 0.06 seems irrelevant for 

implementation (Cohen, 1988) 
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 Alpha level: 0.05 

 Power: 0.8 (see Cepeda et al., 2006) 

With seven groups, this results in a minimum number of participants of 32 people per 

group and 224 in sum (Hemmerich, 2018). A total of 226 participants signed up for the 

e-learning programme on “platform business models”, following self-selection sampling, i.e., 

those interested in the topic of “platform business models” enquired to participate. The training 

was advertised through several channels on LinkedIn, email communications at Heinrich Heine 

University, Düsseldorf, TU Dortmund, Ruhr University Bochum, University of Munster, and 

University of Applied Sciences Trier. The participants were then stratified-randomly assigned 

into one of seven experimental groups, whereby focus was put on all groups having roughly the 

same averages for age, gender, pre-experience with the taught topic, and pre-experience with 

e-learning programmes. This was necessary to ensure a meaningful comparison of all groups 

as no pre-test of the participants' abilities took place before the experiment. Table 9 summarises 

the characteristics of each group.  
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Table 9 – Characteristics of each experimental group, author’s own compilation 

 

Upon registration, participants were assured that participation in the training is voluntary, 

that they can drop out any time; and that all personal data collected will not be shared with 

anyone but the experiment team and are only used for randomisation purposes. Further, it was 

made clear that all data collected in the surveys and knowledge tests cannot be traced back to 

any individual. All of these ethical considerations were in line with the data protection policies 

of Heinrich Heine University, Düsseldorf (Appendix I).  

213 participants finished all e-learning sessions as well as the knowledge test two weeks 

or four weeks after the last e-learning session and received a certificate of participation from 

the faculty of Management at Heinrich Heine University, Düsseldorf. 33 participants in 

Group 1, 32 participants each in Groups 2-5, 31 participants in Group 6, and 21 participants in 

Group 7 submitted the knowledge test after the e-learning intervention.  

 

4.2.1.2 Design and materials 

A between-subjects experimental design was used across the seven groups. The first group 

followed a massed learning condition, studying all learning content in one day. They then took 

one test after a retention interval of two weeks, serving as control group for Groups 2 to 5 and 
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another test after a retention interval of four weeks, serving as control group for Groups 6 and 

7. Groups 2 to 7 followed equal spaced learning conditions, whereby learning sequences, ISIs, 

and RIs varied. At the end of the experiment, learning outcomes at final test were compared 

between the massed group and the spacing groups as well as between the spacing groups.  

Group 2-5 had an ISI of three, respectively four days each and a RI of two weeks. Group 

2-4 had three study sessions in sum, whereby Group 2 started with a video for each of the five 

to-be-learnt topics in the first session, followed by five sets of slides (one per topic) in the 

second session and concluded with a live session covering all five topics, hosted by Prof. Dr 

Engelen. Group 3 followed a different learning sequence, starting with the five sets of slides, 

followed by the live session, and concluding with the five videos. Group 4 followed the same 

learning sequence as Group 2 with the difference that after each learning session, a multiple-

choice test on the taught topics was conducted, on which immediate feedback was given. Group 

5 had five study sessions in sum: the first session introduced the first and second topic via 

videos, in the second session the third video was introduced and the slides on topic one were 

made available. The third session entailed slides on sessions two and three and a live session 

was held on the topics one, two, and three. The fourth session introduced videos four and five 

and the learning programme concluded with a fifth session, entailing slides on topic four and 

five and a live session on these topics. Group 6 and 7 had an ISI of seven days and a RI of 

fourteen days. Thereby, Group 6 followed the same sequence as Group 2, and Group 7 followed 

the same sequence as Group 5. The design plan of the experiment is shown in Appendix C.  

After each learning session, participants were asked to complete a short survey, gathering 

information on their judgement of learning, preference of learning media, and satisfaction with 

their learning experience (Appendix D). The final knowledge test conducted either two weeks 

or four weeks after the final learning session consisted of 15 questions. Furthermore, as part of 
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the test, a survey was conducted, gathering information such as participant’s judgement of 

learning, overall learning preferences, and satisfaction (Appendix A).  

 

4.2.1.3 Procedure 

After registration, participants received a “welcome email” to the e-learning programme and 

were informed about their learning schedule as well as their access details to the learning 

platform. The individual learning sessions were made available manually by the researcher in 

the mornings of the corresponding training days. Participants were informed by email that the 

learning session of the respective training days were available for 24 hours and were asked to 

complete the session within this time frame. Further, they were reminded about the upcoming 

training days. During the single training days, participants were allowed to complete the 

individual units of each session as they preferred. At the end of each session, participants were 

asked to complete a short, non-mandatory survey via the online tool Typeform (2021). During 

the survey, participants were asked to rate satisfaction ranging from very unsatisfied, 

unsatisfied, neither satisfied nor unsatisfied, satisfied and very satisfied. This data was 

transformed into a scale ranging from 1 to 5. Group 4 was further asked to take part in a five-

question multiple-choice test via the online testing tool ClassMarker (2021). This test took on 

average three minutes to complete. After each test completion, the tool automatically fed back 

to the participants on which answers were right and wrong and gave explanations for each.  

After every group’s RI, participants received another email, asking them to take part in a 

final test, conducted via Typeform (2021). Within this test, 15 question were asked, four were 

multiple-choice questions assessing recognition and eleven were open questions assessing 

recall. Subsequently, participants were further asked to answer a survey in which 13 questions 

were asked on their JOL, learning satisfaction, preferences, and confidence. 
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Participants received one kind reminder to participate in the final test one day after the 

retention interval ended to ensure that as few participants as possible drop out of the field 

experiment and that statistical power per group was achieved. Since all tests were conducted 

anonymously and, for data security purposes, it was not possible to trace which participant took 

the final test, the final note of the survey asked participants to reach out to the researcher, 

informing her about their participation in the test. Upon this email, participants were thanked 

for their contribution to the learning research and were given an official certificate from the 

faculty of Management at Heinrich Heine University, Düsseldorf.  

 

4.2.1.4 Analysis 

All analyses presented in the following chapters 4.2.2.1-4.2.2.6 were calculated with the 

software “The Jamovi project”, Jamovi 2.2.5 (2021), using either a one-way or two-way 

analysis of variance (ANOVA), each with a confidence interval of 95%, corresponding to an 

alpha level of 0.05. In case of a statistically significant result, it was tested again with a post 

hoc test, using a Tukey-correction to determine which group caused the difference in means.  

The results in section 4.2.2.7 are descriptive and were obtained from the evaluation of the 

final survey. In total, 213 knowledge tests including surveys were evaluated and used for data 

analysis. 15 participants left the experiment early.  

 

4.2.2 Results 

Within this chapter, results of the first experiment are presented. For a better overview, the 

following Table 10 summarises all hypotheses with the respective dependent and independent 

variables, as well as the corresponding results before each individual hypothesis is discussed. 

Table 10 – Overview of research hypotheses and results experiment 1, author’s own 
compilation 
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4.2.2.1 Massed learning versus spaced learning (H1 and H2a) 

Figure 18 shows the performance of participants on the final knowledge test (administered 

either two weeks or four weeks after the last learning session).  
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Figure 18 – Average performance of participants at final test; error bars represent 95% 
confidence intervals; adapted from Jamovi, 2022 
 

As can be seen from the data in Table 11, the difference between spaced and massed 

learning is statistically significant with p < 0.001 and ƞ² = 0.119 (average of 7.29 points/person 

for learners in the massed condition; average of 10.23 points/person for learners in the spaced 

condition). This effect size was calculated with a two-way ANOVA, using points/person at final 

test as dependent variable and instructional method and RI as independent variables.  

Table 11 – Two-way ANOVA with points/person at final test as dependent variable, and 
instructional method and RI as independent variables, adapted from Jamovi, 2022 

 

Yet, Figure 18 further shows that an increase in RI corresponds to a decrease in final test 

score (average of 9.77 points/person for spacing groups with a RI of four weeks) compared to 

the spacing groups with a RI of two weeks (average of 10.68 points/person). The benefit of 
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spacing compared to massed learning at longer RIs is higher compared to shorter RIs 

(9.77 points/person vs. 5.18 points/person compared to 10.68 points/person vs. 

9.39 points/person). 

This interaction effect of instructional method and retention interval is disordinal 

(Table 12; see comparison massed 2 weeks vs. spaced 2 weeks and massed 4 weeks vs. spaced 

4 weeks), meaning that the main effect of spaced learning leading to superior knowledge 

retention might only be valid under certain conditions, e.g., at longer RIs. Further, the Tukey-

corrected post hoc test revealed a significant difference (ptukey < 0.001) between massed learning 

with a RI of two weeks and massed learning with a RI of four weeks, with the learning outcomes 

of the former being superior to the learning outcomes of the latter. It further exposed that massed 

learning with a RI of four weeks is significantly different (ptukey < 0.001) to spaced learning 

with both a RI of two and four weeks (Table 12).  

Table 12 – Tukey corrected post hoc test comparisons instructional method * RI, adapted 
from Jamovi, 2022 
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4.2.2.2 Spacing frequency (H2b) 

Figure 19 represents the differences in test results at final tests of groups following the 

instructional method of spaced learning who had three learning sessions and groups following 

the same who had five learning sessions. 

 

Figure 19 – Difference in test results of spaced learning groups with three and five learning 
sessions; error bars represent 95% confidence intervals; adapted from Jamovi, 2022 
 

The statistical data of Table 13, again calculated with a two-way ANOVA using 

points/person at final test as dependent variable and frequency of learning sessions and RI as 

independent variables did not reveal a statistical main or interaction effect, with 

p(frequency) = 0.461, p(RI) = 0.152 and p(frequency*RI) = 0.969 each greater 0.05. However, 

with the given sample a descriptive trend is noted towards the spaced learning groups who had 

five learning sessions instead of three. Further, the data illustrates descriptively that the spacing 

effect of the groups with a RI of four weeks is lower than for those groups with a RI of two 

weeks. 
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Table 13 – Two-way ANOVA with points/person at final test as dependent variable and 
frequency of learning sessions and RI as independent variables, adapted from Jamovi, 2022 

 

 

4.2.2.3 Testing and immediate feedback (H3) 

Figure 20 shows the difference in points per person at final test for spacing groups who were 

not tested right after a learning session and were given immediate feedback on the test and the 

group who was tested and was given immediate feedback. 

 

Figure 20 – Impact of direct testing and feedback on results on final test; error bars represent 
95% confidence intervals; adapted from Jamovi, 2022 
 

The statistical data of Table 14, calculated with a one-way ANOVA, using points/person 

at final test as dependent variable and direct testing and feedback or no testing and feedback as 
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independent variables do not show any significant main effect (p = 0.481). Yet, the descriptive 

data of the plot above shows a positive trend that feedback might benefit the learning process. 

Table 14 – One-way ANOVA with points/person at final test as dependent variable and 
feedback or no feedback as independent variables, adapted from Jamovi, 2022 

 

 

4.2.2.4 Learner’s self-confidence (H4) 

Figure 21 represents the confidence learners reported after their final learning session towards 

taking a knowledge test within the next two or four weeks.  

 

Figure 21 – Participant’s reported confidence after each learning session; differences in 
confidence intervals might be explained by different group sizes/participants per learning 
session; error bars represent 95% confidence intervals; adapted from Jamovi, 2022 
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As can be seen from the data in Table 15, calculated with a one-way ANOVA using 

confidence as the dependent variable and RI as the independent variable, there is a statistically 

significant difference between the confidence of different groups with p = 0.001 and ƞ² = 0.069.  

Table 15 – One-way ANOVA using confidence as dependent variable and RI as independent 
variable, adapted from Jamovi, 2022 

 

A Tukey-corrected post hoc test (Table 16) further revealed that this statistical 

significance derives from differences between the two spacing groups, i.e., those with a RI of 

two weeks and those with a RI of four weeks, with ptukey = 0.002. Between the two weeks spaced 

and massed groups, only a marginal significant difference can be reported. It could be the case 

that there are effects that are not visible in the small group size available and could potentially 

be if the groups would have had more participants. 

Table 16 – Tukey-corrected post hoc comparisons RI, adapted from Jamovi, 2022 
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4.2.2.5 Learner’s self-perception (H5) 

Figure 22 shows the delta of the perceived learning success and the actual learning success of 

the participants. From the plot for a RI of two weeks, the delta of perceived versus actual 

learning success is more negative for the massed group whereas it is more positive for the 

spaced groups. For the RI of four weeks, a different picture can be seen: the massed group 

assessed themselves much better than they actually are whereas the spaced group is again 

negative, yet very close to how their spaced counterparts with a RI of two weeks rated 

themselves.  

 
Figure 22 – Delta of perceived and actual learning success of participants; error bars 
represent 95% confidence intervals; adapted from Jamovi, 2022 
 

Table 17 verifies this picture with two significant main effects: first, instructional method 

with p = 0.002 and ƞ² = 0.031 and second, RI with p < 0.001 and ƞ² = 0.119. Furthermore, a 

significant interaction effect between instructional method and RI, with p < 0.001 and 

ƞ² = 0.099 was revealed. The data was submitted into a two-way ANOVA, using delta real-

perceived learning success at final test as dependent variable and instructional method as well 

as RI as independent variables. 
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Table 17 – Two-way ANOVA with delta perceived vs. real learning success at final test as 
dependent variable and instructional method as well as RI as independent variables, adapted 
from Jamovi, 2022 

 

A Tukey-corrected post hoc test for the main and interaction effects mentioned above 

confirmed the significant effects as follows (for complete analysis refer to Appendix J): for 

instructional method (massed vs. spaced) with ptukey = 0.002, for RI (two weeks vs. four weeks) 

ptukey < 0.001 and three interaction effects between instructional method and RI. The three 

statistically significant interaction effects are first, between massed learning two weeks versus 

spaced learning four weeks with ptukey < 0.001, second, massed learning four weeks versus 

spaced learning two weeks: ptukey < 0.001, and third, massed learning four weeks versus spaced 

learning four weeks: ptukey < 0.001. 

In addition to this, a three-way repeated measures ANOVA (instructional method, RI, 

learning success (perceived results vs. actual learning success)) was calculated which revealed 

similar results (Appendix J). A descriptive underlining of these results can be found in 

Figure 23.  
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Figure 23 – Learning success (actual vs. perceived) of the participants with additional 
independent variables instructional method and retention interval; error bars represent 95% 
confidence intervals; adapted from Jamovi, 2022 

 
 

4.2.2.6 Learner’s satisfaction (H6) 

Figure 24 presents the cumulated satisfaction ratings participants gave after each learning 

session they attended. The data in the figure below show that participants in the spaced learning 

groups attending five learning sessions recorded highest satisfaction levels and participants in 

the massed learning group recorded lowest satisfaction scores.  
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Figure 24 – Cumulated satisfaction ratings after each learning session; adapted from Jamovi, 
2022 
 

The data in Table 18 confirms the descriptive plot above: satisfaction of participants 

taking part in the experiment was dependent on the instructional method and number of learning 

sessions of their respective group, with p = 0.004. The data was analysed with a one-way 

ANOVA, using satisfaction as dependent variable and instructional method as independent 

variable. Yet, this statistical main effect merely states that all three groups do not have the same 

mean value of satisfaction.  

Table 18 – One-way ANOVA with satisfaction as dependent variable and instructional 
method as independent variable, adapted from Jamovi, 2022 
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A Tukey-corrected post hoc test within this ANOVA (see Table 19) shows that both the 

difference between the massed groups and the five-session spaced learning groups is significant 

with p = 0.009 and the difference between the three-session spaced learning groups and the 

five-session spaced learning groups is statistically significant with p = 0.035. 

Table 19 – Tukey-corrected post hoc test of experimental groups, adapted from Jamovi, 2022 

 

Two further influences on the participant’s satisfaction levels were assessed: The 

interactivity of the course and whether a learning session was self-paced or guided. In that 

sense, two one-way ANOVA were undertaken, one with interactivity as independent variable 

and one with guidance as independent variable. Since all interactive learning interventions were 

also the guided ones, all calculations listed here for interactivity apply equally to guidance. For 

further analysis refer to Appendix L. Both investigations did not reveal any statistical relevant 

results, as shown by the example of interactivity, with p = 0.902 (Table 20). 

Table 20 – One-way ANOVA with satisfaction as dependent variable and interactivity as 
independent variable, adapted from Jamovi, 2022 
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Yet, when conducting a two-way ANOVA, using satisfaction as the dependent variable 

and instructional method and interactivity as the independent variables, a statistically 

significant interaction effect of instructional method and interactivity with p = 0.031 was 

revealed (Table 21). Further, the main effect of instructional method as discussed earlier was 

confirmed with p = 0.005. 

Table 21 – Two-way ANOVA with satisfaction as dependent variable and instructional 
method and interactivity as independent variables, adapted from Jamovi, 2022 

 

Figure 25 below illustrates these results: participants in the massed learning group were 

least satisfied with interactive learnings sessions, whereas participants in the spaced learning 

groups and especially those having five learning sessions were most satisfied with interactive 

learning sessions, followed by those learners in the three-session spaced learning groups. 

Participants in the three-session spaced learning groups were (on a descriptive level) least 

satisfied with non-interactive learning sessions, yet no statistically significant effect has been 

found in terms of satisfaction with non-interactive learning sessions.  
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Figure 25 – Satisfaction of participants attending interactive learning formats; adapted from 
Jamovi, 2022 
 

The same two-way ANOVA was conducted using guidance as well as instructional 

method as independent variables and satisfaction as the dependent variable. All effects were 

the same and are shown in Appendix L. Both statistically significant interaction effects were 

confirmed by two Tukey-corrected post hoc tests (Appendix L), which showed significant 

differences between the following groups (and can be applied also to guidance):  

 Massed learning group, receiving an interactive learning session vs. spaced learning 

groups with five learning sessions in total, receiving no interactive learning sessions 

(ptukey = 0.025) 

 Massed learning group, receiving an interactive learning session vs. spaced learning 

groups with five learning sessions in total, receiving interactive learning sessions 

(ptukey = 0.007) 
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 Spaced learning groups with three learning sessions in total, receiving no interaction 

vs. spaced learning groups with five learning sessions in total, receiving interactive 

learning sessions (ptukey = 0.040) 

 

4.2.2.7 Learner’s preference (H7) 

Before evaluating this hypothesis, it should be noted that when adding up the percentages, the 

result is not 100 percent because there were participants who either did not give an answer or 

did not stay until the end of the experiment. This is the case for all the analyses below.  

When asked about whether participants prefer a spaced learning approach (“more shorter 

sessions”) over a massed one (“one longer session”), both the massed and spacing groups 

believed a spaced learning approach would be more effective in terms of long-term knowledge 

retention (on average 4.11 vs. 2.42 and a delta 1.09-1.97 points, each on a 5-scale) compared to 

a massed one. Further, when asked about their desire for future work-based learning setups, 

participants clearly voiced preference for more spaced learning sessions. Only 46 percent see it 

as their current practice against 78 percent who would prefer it. This is mirrored by a low desire 

for one longer learning session (= massed). Here, 14 percent voiced preference for it, against 

40 percent who are currently learning in this way. The descriptive data is shown in Figure 26. 

 

Figure 26 – Participants’ preference of spaced learning versus massed learning, author’s 
own compilation 
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When asked about whether participants would prefer interactive or non-interactive 

learning sessions in the future, a clear desire for interactive sessions was stated with 66 percent 

of participants asking for it. This is an increase of 72 percent compared to 38 percent of 

participants receiving mainly interactive learning interventions currently. Only 4 percent asked 

for non-interactive learning sessions in their future learning, which is a drop of 80 percent 

compared to 19 percent of participants receiving mainly non-interactive learning interventions 

currently. The descriptive data is shown in Figure 27. 

 

Figure 27 – Participants’ preference of interactive versus non-interactive learning formats, 
author’s own compilation 
 

When asked about their preference of guided learning sessions versus self-paced learning 

sessions, participants recorded that current learning setups encourage self-paced learning 

(48 percent) over guided ones (26 percent). However, when asked about how they envision 

future learning setups to look, they preferred guided learning sessions over self-paced ones 

(preference for self-paced learning interventions dropped by 12 percent to 42 percent and 

preference for guided learning interventions increased by 16 percent to 30 percent). The 

descriptive data is shown in Figure 28. 
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Figure 28 – Participants’ preference of self-paced versus guided learning formats, author’s 
own compilation 
 

4.2.3 Discussion 

The purpose of this experiment was to answer the leading research question whether the 

instructional method of spaced learning causes better learning in a work-based e-learning 

environment. Results indicate that work-based relevant factual and conceptual knowledge is 

associated with better learning compared to massed learning in an e-learning environment, in 

accordance with the overarching hypothesis H1. Therefore, it appears that spaced learning is 

not only applicable to laboratory studies, focusing on verbal and simple fact learning (e.g., Bird, 

2010; Cepeda et al., 2008; Delaney et al., 2010; Dempster, 1989; Melton, 1970; Vlach et al., 

2019) but also in real work-based learning environments that focus on complex concept 

learning. Especially at increasing RIs relevant for lifelong learning, spaced learning showed a 

large effect on knowledge retention, which is in line with hypothesis H2a.  

Within this experiment, no statistical evidence has been found to claim that testing and 

immediate feedback as well as a higher frequency of learning sessions leads to even better 

knowledge retention as found in previous experiments (e.g., Cogliano et al., 2019; Dunlosky et 

al., 2013; Roediger & Karpicke, 2006a/b). Yet, descriptive trends towards confirming these 

hypotheses are given. It appears that these effects might be small in comparison to the effect of 

spaced learning (vs massed learning). If so, larger sample sizes might be necessary to assess the 
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statistical significance of these effects and further investigations are needed to approve or 

disapprove both hypothesis H2b and hypothesis H3.  

Interestingly, this experiment yielded different results in terms of learners’ confidence 

than previous experiments did (e.g., Bjork, 1999; Dunlosky et al., 2013; Morehead et al., 2015): 

learners in the spaced learning intervention with a RI of two weeks felt more confident towards 

a future test than their counterparts with a RI of four weeks or those in a massed learning 

intervention. Even though no statistically significant difference exists between the spaced 

learning groups and the massed learning group, descriptive trends indicate this. Therefore, and 

as discussed before, larger sample sizes might be necessary to examine this effect and to 

understand why this experiment yielded the exact opposite finding of previous research and 

what influence the RI has on learners’ confidence towards a future test. At this stage, hypothesis 

H4 cannot be supported by the research at hand.  

Also, different results in terms of learners’ self-perception on their learning success were 

yielded than previous research (e.g., Simon & Bjork, 2001; Vlach et al., 2019; Zechmeister & 

Shaughnessy, 1980): the spacing groups with the shorter RI of two weeks had a higher self-

perception with regards to learning outcomes than the massed control group, still 

underconfident. For the RI of four weeks, the same picture as in previous experiments showed: 

the spacing groups judged their own learning as inferior compared to the massed control 

learning group. Still, their judgement of learning was very close to actual test results. Even 

though hypothesis H5 cannot be supported by this investigation, it is proposed to further 

examine the effects demonstrated in this research by differentiating between different RIs.  

Within this experiment, participants attending the most learning sessions, i.e., those 

participants in spacing groups with five learning sessions, were the most satisfied ones. 

Participants in the massed learning groups where least satisfied. Both as opposed to hypothesis 

H6a. Further, it could not be proven that either interactive or guided learning sessions had an 
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additional positive effect on participants’ satisfaction, as captured in the works of Mayer and 

Moreno (1998, 2002, 2003). Thus, no evidence for the existence of a main effect of hypotheses 

H6a, H6b, and H6c could be shown. Yet, what could be shown is that a more differentiated 

view is more applicable as it appears that satisfaction levels might be dependent on the 

interaction of both instructional method and learning format: massed learners where more 

satisfied with non-interactive and self-paced learning interventions whereas the spacing groups 

scored satisfaction higher for interactive and guided learning interventions.  

Lastly, it can be summarised that participants of the given experiment generally prefer 

spaced, interactive as well as guided learning interventions in their work life, which is in line 

with hypothesis H7. Even though preferences for self-paced learning formats were higher than 

for guided sessions, participants asked for less self-pacing and more guidance in their preferred 

future learning.  

Therefore, and taking all the above together, it is assumed that the instructional method 

of spaced learning and interactive and guided forms of learning would be well accepted by 

learners, especially if, as in this experiment, they are participants who have an interest in the 

subject matter. Spaced learning in itself does not only have a positive impact on long-term 

knowledge retention but is also perceived by learners as a better instructional method. This 

should be fully considered in the future design of work-based learning interventions. 

In sum, the given experiment concludes the following: 

 Hypothesis H1 as well as hypothesis H2a is supported by the investigation.  

 Hypotheses H2b and H3 are lacking strong evidence within the data but seem 

plausible on a descriptive level. Further investigations herein are needed.  

 Hypothesis H4 is not supported by the investigation. Further investigations herein 

are needed, especially how different RIs impact confidence.  
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 Hypothesis H5 is not supported by the investigation and needs to be considered in 

greater detail, differentiating between different RIs.  

 Hypothesis H6 cannot be supported on the level of main effects, but a more 

differentiated view seems appropriate. Again, further investigations are needed. 

 Hypothesis H7 is supported by the investigation.  

 

4.3 Experiment 2: Procedural knowledge 

The second field experiment of this research examined the effect the instructional method of 

spaced learning had on an e-learning programme on the topic of “time management”. 

Procedural knowledge (Anderson, Krathwohl et al., 2001) on how to use one’s time better and 

more effectively, depending on which “time person” someone is, was taught. Thereby, deep 

dives took place into common time-traps and how to overcome these depending on each of the 

three time-types. This topic was chosen as one example of procedural knowledge, as taught by 

the faculty of management, Heinrich Heine University, Düsseldorf. The experiment took place 

between May 2, 2022, and June 27, 2022.  

4.3.1 Method 

4.3.1.1 Sample  

As for the first experiment, the optimal sample size for this experiment was determined based 

on these assumptions:  

 Effect size: ƞ² = 0.06; this medium effect was assumed as for this research to be of 

practical relevance and to be put into action any effect < 0.06 seems irrelevant for 

implementation (Cohen, 1988) 

 Alpha level: 0.05 

 Power: 0.8 (see Cepeda et al., 2006) 
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Also resulting in a minimum number of 32 participants per group for seven groups 

(Hemmerich, 2018). However, the required 224 participants for the experiment were not 

achieved. A total of 211 participants signed up for the e-learning programme on “time 

management”, again following self-selection sampling. The participants were then stratified-

randomly assigned into one of seven experimental groups, whereby focus was put on all groups 

having roughly the same averages for age, gender, previous experience with the taught topic, 

and previous experience with e-learning programmes. This was necessary to ensure a 

meaningful comparison of all groups as no pre-test took place. Table 22 summarises the 

characteristics of each group. 
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Table 22 – Characteristics of each experimental group, author’s own compilation 

 

192 participants finished all e-learning sessions as well as the knowledge test two weeks 

or four weeks after the last e-learning session and received a certificate of participation from 

the faculty of Management at Heinrich Heine University, Düsseldorf. 28 participants in 

Group 1, 27 participants in each Groups 2-6, and 29 participants in Group 7 submitted the 

knowledge test after the e-learning intervention.  

 

4.3.1.2 Design and materials 

The design of the second experiment was adapted from the first experiment, as it was aimed to 

understand if what holds true for factual and conceptual knowledge is also applicable for 

procedural knowledge. The design plan of this experiment is shown in Appendix G. 

As was the case in the first experiment, participants were asked to complete a short 

survey, gathering information on their judgement of learning, preference of learning media, and 

satisfaction with their learning experience after each session. In addition, participants were also 

asked about their level of motivation towards the training to gain better understanding on why 



146 

some participants dropped out of the learning programme. In the survey participants were again 

asked to rate satisfaction ranging from very unsatisfied, unsatisfied, neither satisfied nor 

unsatisfied, satisfied and very satisfied (Appendix H). This data was transformed into a scale 

ranging from 1 to 5 (1 = very unsatisfied, 5 = very satisfied). The final knowledge test conducted 

either two or four weeks after the final learning session consisted of 12 questions. Again, as 

part of the test, a survey was conducted, gathering information such as participants’ judgement 

of learning, overall learning preferences, and satisfaction (Appendix E).  

 

4.3.1.3 Procedure 

This experiment mainly followed the same procedure as experiment 1 as outlined in chapter 

4.2.1.3. Two deviations from experiment 1 are to mention: firstly, the survey conducted after 

each learning session included a question on how motivated participants were with regards to 

the learning session they attended. They rated motivation ranging from very motivated, 

motivated, neither motivated nor unmotivated, unmotivated, and very unmotivated. Secondly, 

the final knowledge test consisted of 12 questions instead of 15. Out of these 12 questions, four 

were multiple-choice assessing recognition and eight were open questions assessing recall. 

 

4.3.1.4 Analysis 

This experiment followed the same analysis as experiment 1 on factual knowledge as outlined 

in chapter 4.2.1.4. In total, 192 knowledge tests including surveys were evaluated and used for 

data analysis. 19 participants left the experiment early. 
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4.3.2 Results 

Within this chapter, results of the second experiment are presented. For a better overview, the 

following Table 23 summarises all hypotheses with the respective dependent and independent 

variables, as well as the corresponding results, before each individual hypothesis is discussed. 

Table 23 – Overview of research hypotheses and results experiment 2, author’s own 
compilation 
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4.3.2.1 Massed learning versus spaced learning (H1 and H2a) 

Figure 29 shows the performance of participants on the final knowledge test (administered 

either two weeks or four weeks after the last learning session). Based on the figure, no 

significant difference between the variables can be observed.  

 

Figure 29 – Average performance of participants at final test; error bars represent 95% 
confidence intervals; adapted from Jamovi, 2022 
 

This is also verified by the data in Table 24, calculated with a two-way ANOVA, using 

points/person at final test as the dependent variable and instructional method and RI as 

independent variables, which does not reveal any statistical main or interaction effect, with 

p(instructional method) = 0.348, p(RI) = 0.508 and p(instructional method*RI) = 0.827, which 

is each greater than 0.05. Based on the data gathered, it appears that the hypothesised effects 

that spaced learning leads to better learning than massed learning and that this effect is 

pronounced with longer RIs do not exist. 
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Table 24 – Two-way ANOVA with points/person at final test as dependent variable, and 
instructional method and RI as independent variables, adapted from Jamovi, 2022 

 

 

4.3.2.2 Spacing frequency (H2b) 

Figure 30 represents the differences in test results at final tests of groups following the 

instructional method of spaced learning who had three learning sessions and groups following 

the same who had five learning sessions.  

 

Figure 30 – Difference in test results of spaced learning groups with three and five learning 
sessions; error bars represent 95% confidence intervals; adapted from Jamovi, 2022 
 

The statistical data of Table 25, again calculated with a two-way ANOVA using 

points/person at final test as the dependent variable and frequency of learning sessions and RI 

as independent variables did not reveal a main effect, with p(frequency) = 0.608, p(RI) = 0.525, 
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both of which are greater than 0.05. Yet, a statistically significant interaction effect between 

frequency and RI was detected, with p = 0.039 and ƞ² = 0.032. From the available data it appears 

that even though, on average it makes no difference whether one increases the RI from two to 

four weeks or has three or five learning sessions, there is a correlation in a common observation: 

for a RI of four weeks, it appears that five repetitions are better and for a RI of two weeks three 

repetitions seem to lead to higher impact. 

Table 25 – Two-way ANOVA with points/person at final test as dependent variable and 
frequency of learning sessions and RI as independent variables, adapted from Jamovi, 2022 

 

However, a Tukey-corrected post hoc test (Table 26) did not reveal any significant 

differences with each ptukey greater than 0.05, and therefore, no interpretation can be drawn from 

the data. 
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Table 26 – Tukey-corrected post hoc test comparisons frequency * RI, adapted from Jamovi, 
2022 

  
 

4.3.2.3 Testing and immediate feedback (H3) 

Figure 31 shows the difference in points per person at final test for spacing groups who were 

not tested right after a learning session and were given immediate feedback upon the test and 

the group who was tested and was given immediate feedback. 

 
Figure 31 – Impact of direct testing and feedback on results on final test; error bars represent 
95% confidence intervals; adapted from Jamovi, 2022 
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The statistical data of Table 27, calculated with a one-way ANOVA, using points/person 

at final test as dependent variable and direct testing and feedback or no testing and feedback as 

independent variables do not show any significant main effect with p = 0.559. Again, based on 

the data gathered, it appears that the hypothesised effect that testing and direct feedback leads 

to better learning than no testing and direct feedback does not exist. 

Table 27 – One-way ANOVA with points/person at final test as dependent variable and feedback 
or no feedback as independent variables, adapted from Jamovi, 2022 

 

 

4.3.2.4 Learner’s self-confidence (H4) 

The calculations of the data in a one-way ANOVA using confidence after last learning session 

as the dependent variable and RI as the independent variable, did not reveal any significant 

main effect, with p = 0.230 (see Table 28).  

Table 28 – One-way ANOVA with confidence after last learning session test as dependent 
variable and RI as independent variable, adapted from Jamovi, 2022 

 

This is also confirmed by the descriptive plots in Figure 32: no significant differences can 

be seen in confidence between the different groups. However, it could be argued that a trend 

towards spaced learning groups and especially those with a RI of two weeks being more 

confident towards a future test might occur.  



153 
 

 
 

 
Figure 32 – Participant’s reported confidence after final learning session; error bars 
represent 95% confidence intervals; adapted from Jamovi, 2022 

 

4.3.2.5 Learner’s self-perception (H5) 

The calculations of the data in a two-way ANOVA using the delta of perceived vs. real 

outcomes at test as the dependent variable and instructional method as well as RI as independent 

variables (see Table 29), did not reveal any significant main effect, with p(instructional method) 

= 0.992 and p(RI) = 0.068, both of which are greater than 0.05. However, a statistically 

significant interaction effect between instructional method and RI was detected, with p = 0.050. 

Yet, since this significance is right on the borderline of significance, conclusions about possible 

interpretations should be drawn with caution. 
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Table 29 – Two-way ANOVA with the delta of perceived vs. real outcomes at test as 
dependent variable and instructional method as well as RI as independent variables, adapted 
from Jamovi, 2022 

 

A Tukey-corrected post hoc test (Table 30) could not reveal any significant comparison 

with each ptukey greater than 0.05, and therefore, no conclusion should be drawn from this 

interaction. 

Table 30 – Tukey-corrected post hoc test comparisons instructional method * RI, adapted from 
Jamovi, 2022 

 

This is also confirmed by the descriptive plots in Figure 33. No significant differences 

between the groups can be seen in how learners perceived they performed and how they actually 

performed at their tests.  



155 
 

 
 

 
Figure 33 – Delta of perceived and actual learning success of participants; error bars 
represent 95% confidence intervals; adapted from Jamovi, 2022 
 

As done in experiment 1, a repeated measures ANOVA was conducted (see Table 31).  

Table 31 – Repeated measures ANOVA on delta of perceived and actual learning success of 
participants, adapted from Jamovi, 2022 

 

The repeated measures ANOVA revealed a significant main effect (p < 0.001) of the delta 

of perceived and actual learning success of participants, confirming the descriptive plots in 

above-shown Figure 33, namely that the delta of learners perceived, and actual learning success 

is significantly different from zero, which means that learners underestimate their actual 

learning success on average. Furthermore, a statistically significant interaction effect of self-



156 

perception, instructional method, and RI was revealed with p = 0.050, delineating the same 

picture as the previously calculated two-way ANOVA (with delta as dependent variable). 

Further analysis is shown in Appendix K.  

 

4.3.2.6 Learner’s satisfaction (H6) 

Figure 34 represents the cumulated satisfaction ratings participants gave after each learning 

session they attended. The data in the figure shows that participants in the spaced learning 

groups attending three learning sessions recorded highest satisfaction levels and participants in 

the massed learning group recorded least lowest satisfaction scores.  

 
Figure 34 – Cumulated satisfaction ratings after each learning session; adapted from Jamovi, 
2022 
 

The data in Table 32 however, does not confirm a significant main effect, with p = 0.345. 

The data was analysed with a one-way ANOVA, using satisfaction as dependent variable and 

instructional method as the independent variable.  
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Table 32 – One-way ANOVA with satisfaction as dependent variable and instructional 
method as independent variable, adapted from Jamovi, 2022 

 

Two further influences on the participant’s satisfaction levels were assessed: The 

interactivity of the course and whether a learning session was self-paced or guided. In that 

sense, two one-way ANOVAs were undertaken, one with interactivity as the independent 

variable and the other with guidance as the independent variable. Since all learning 

interventions which were interactive in nature were also the guided ones, all calculations listed 

here for interactivity apply equally to guidance. For further analysis, refer to Appendix M. Both 

investigations did not reveal any statistical relevant results, as shown by the example of 

interactivity with p = 0.687 (Table 33).  

Table 33 – One-way ANOVA with satisfaction as dependent variable and interactivity as 
independent variable, adapted from Jamovi, 2022 

 

Even when conducting a two-way ANOVA, using satisfaction as the dependent variable 

and instructional method and interactivity as independent variables, no significant interaction 

effect of instructional method and interactivity was observed, with 

p(instructional method) = 0.394, p(interactivity) = 0.332 and 

p(instructional method*interactivity) = 0.365 (Table 34). 
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Table 34 – Two-way ANOVA with satisfaction as dependent variable and instructional 
method and interactivity as independent variable, adapted from Jamovi, 2022 

 

Yet, since it can be seen from Figure 34 above that the mean values of the massed group 

are lower than those of the spaced group, it could be the case that there are effects that are not 

visible in the small group size available and could potentially be if the groups would have had 

more participants.  

 

4.3.2.7 Learner’s preference (H7) 

Before evaluating this hypothesis, it should be noted that when adding up the percentages, the 

result is not 100 percent because there were participants who either did not give an answer or 

did not stay until the end of the experiment. This is the case for all the analyses below.  

When asked about whether participants prefer a spaced learning approach (“more shorter 

sessions”) over a massed one (“one longer session”), both the massed and spacing groups 

believed a spaced learning approach would be more effective in terms of long-term knowledge 

retention (on average 4.19 vs. 2.86 and a delta 0.85-1.90 points, each on a 5-scale) compared to 

a massed learning approach. Further, when asked about their desire for future work-based 

learning setups, participants clearly voiced preference for more shorter learning sessions 

(= spaced), with 84 percent of participants asking for it as compared to only 45 percent using 

this as current practice. This is mirrored by a low desire for one longer learning session 

(= massed). Here, 11 percent voiced preference for it, compared to 40 percent who currently 

only have these type of learning setups. The descriptive data is shown in Figure 35. 
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Figure 35 – Participants’ preference of spaced learning versus massed learning, author’s 
own compilation 
 

When asked about whether participants would prefer interactive or non-interactive 

learning sessions in future, a clear desire for interactive sessions was stated, with 70 percent of 

participants asking for interactive ones. This is an increase of 82 percent compared to 38 percent 

of participants receiving mainly interactive learning interventions currently. Only 5 percent 

asked for non-interactive learning sessions in their future learning, which is a drop of 76 percent 

compared to 20 percent of participants receiving mainly non-interactive learning interventions 

currently. The descriptive data is shown in Figure 36. 

 

Figure 36 – Participants’ preference of interactive versus non-interactive learning formats, 
author’s own compilation 
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When asked about their preference of guided learning sessions versus self-paced learning 

sessions, participants recorded that current learning setups encourage self-paced learning 

(52  percent) over guided ones (24 percent). However, when asked on how they envision future 

learning setups to look, they preferred guided learning sessions over self-paced ones (preference 

for self-paced learning interventions dropped by 14 percent to 45 percent and preference for 

guided learning interventions increased by 54 percent to 36 percent). The descriptive data is 

shown in Figure 37. 

 

Figure 37 – Participants’ preference of self-paced versus guided learning formats, author’s 
own compilation 
 

 

4.3.3 Discussion 

The purpose of this experiment was to answer the leading research question whether the 

instructional method of spaced learning causes better learning in a work-based e-learning 

environment. Results indicate that for the case of work-based relevant procedural knowledge it 

is not associated with better learning compared to massed learning in an e-learning 

environment. Therefore, it appears that spaced learning is not applicable to procedural 

knowledge which can be easily implemented in daily life but rather for factual knowledge as 

shown in the previous experiment. As a result, the overarching hypothesis H1 and hypothesis 

H2a cannot be approved by this study.  
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Furthermore, within this experiment, no statistically significant evidence has been found 

to claim that testing and immediate feedback as well as a higher frequency of learning sessions 

leads to even better knowledge retention when teaching procedural knowledge as found in 

previous experiments teaching mainly factual knowledge (e.g., Cogliano et al., 2019; Dunlosky 

et al., 2013; Roediger & Karpicke, 2006a/b). Rather, other influences than testing and direct 

feedback as well as the frequency of learning sessions should be considered when dealing with 

procedural knowledge. From this investigation, both hypothesis H2b and hypothesis H3 are not 

supported.  

Furthermore, this experiment yielded different results in terms of learners’ self-perception 

on their learning success than previous experiments did (e.g., Bjork, 1999; Dunlosky et al., 

2013; Morehead et al., 2015): no statistically significant differences have been found regarding 

how learners perceived their test performance and how they actually performed at test. 

Descriptively, and confirmed by a repeated measures ANOVA, all groups underestimated their 

learning. Thereby, for a RI of two weeks, massed learners showed a lower deviation to actual 

learning performance than spacers did. However, for the RI of four weeks the picture changed 

and the JOL of massed learners was more underconfident than those of the spaced learners. All 

in all, hypothesis H5 is not supported by this investigation and further research is needed on 

what drives learner’s own judgement of learning, especially differentiating between different 

instructional methods and RIs.  

Within this experiment, no support was found for learners in spaced learning 

interventions to feel less confident towards a future knowledge test than massed learners as 

shown by previous research (e.g., Simon & Bjork, 2001; Vlach et al., 2019; Zechmeister & 

Shaughnessy, 1980). From the given data, no statistical significance could be derived which 

underlines this finding and could support hypothesis H4. Another interesting finding was that 

participants in spaced learning groups attending three learning sessions were the most satisfied 
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ones. Participants in the massed learning groups where least satisfied, contrary to postulations 

by Mayer and Moreno (1998, 2002, 2003). Yet, none of the statistical analyses revealed any 

significant main or interaction effect supporting hypotheses H6a, H6b or H6c, thus it is also not 

supported by the investigation. However, since for both analyses (H4 and H6) descriptive trends 

could be suspected, even if these trends are directed in the opposite direction to the original 

hypothesis, one could argue that the sample size of the given experiment was too small for 

potential opposite effects to become apparent. Therefore, further investigations independent 

from both hypotheses to explore these effects are needed.  

Yet, it can be summarised that participants of the given experiment generally prefer 

spaced, interactive as well as guided learning interventions in their work life, which is in line 

with hypothesis H7. Even though preferences for self-paced learning formats were higher than 

for guided sessions, participants asked for less self-pacing and more guidance in their preferred 

future learning. Although the instructional method of spaced learning and related phenomena 

such as testing, feedback, and associated metacognitive effects, appear not to impact long-term 

knowledge retention when teaching procedural knowledge, it is yet perceived by learners to be 

the more efficient and effective instructional method, when compared to the instructional 

method of massed learning. Furthermore, learners interested in the subject matter would well 

accept interactive and guided forms of learning, especially within work-based learning 

offerings. Thus, this should be fully considered in the future design of work-based learning 

interventions. 

In sum, the given experiment concludes the following: 

 Hypotheses H1, H2, H3, H4, H5 and H6 are not supported by the investigation  

 Hypothesis H7 is supported by the investigation 
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4.4 Comparison of effects between factual/conceptual and procedural knowledge  

To find evidence for hypothesis H8, two steps were taken: First, a three-way ANOVA was 

performed between the experimental groups of both experiments 1 and 2. Relative points per 

person on the final test (0-100 percent) was chosen as the dependent variable, and the 

instructional method (massed or spaced), RI (two or four weeks), and the type of knowledge 

(factual/conceptual or process knowledge) were chosen as independent variables. As shown in 

Table 35, the analysis of the three-way ANOVA revealed three (i.e., all) statistically significant 

main effects between the two groups, namely for instructional method with p < 0.001 and ƞ² = 

0.040, for RI with p < 0.001 and ƞ² = 0.028 and for the type of knowledge taught with p < 0.001 

and ƞ² = 0.170. Whereby the type of knowledge taught had the strongest impact on relative 

points. Furthermore, four (i.e., all) statistically significant interaction effects were discovered: 

first, between instructional method and RI with p = 0.020 and ƞ² = 0.008, second, between 

instructional method and the type of knowledge taught with p < 0.001 and ƞ² = 0.025, third, 

between RI and the type of knowledge taught with p < 0 .001 and ƞ² = 0.019 and fourth, between 

instructional method, RI and the type of knowledge taught with p = 0.007 and ƞ² = 0.011 (also 

see Table 35).  
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Table 35 – Three-way ANOVA with relative points/person as dependent variable and 
instructional method, RI, and type of knowledge as independent variables, adapted from 
Jamovi, 2022 

 

The below Figure 38 illustrates this data further: participants in experiment 2 who were 

taught procedural knowledge scored better at final test than their counterparts in experiment 1 

did, who were taught factual and conceptual knowledge. Furthermore, within both experimental 

groups, differences are obvious with regards to the relative points per person at final test 

depending on which instructional method they followed. However, it is also evident that the 

spaced learning effect becomes especially apparent for experimental group 1, who was taught 

factual and conceptual knowledge and is more pronounced with longer RIs. 



165 
 

 
 

 
Figure 38 – Average performance of participants at final test for experiment 1 on factual 
knowledge (right-hand side) and for experiment 2 on procedural knowledge (left-hand side); 
error bars represent 95% confidence intervals; adapted from Jamovi, 2022 
 

Furthermore, a Tukey-corrected post hoc test (Appendix N) confirmed the statistical 

significance of the expression of the spaced learning effect when comparing test results of 

learners who have been mainly learning factual and conceptual knowledge and those who have 

been mainly learning procedural knowledge. For the massed learning group with a RI of two 

weeks, being taught procedural knowledge three statistically significant differences have been 

revealed: first, against the massed learning group with a RI of two weeks, being taught factual 

knowledge with ptukey = 0.011. Second, against the massed learning group with a RI of four 

weeks, being taught factual knowledge with ptukey < 0.001. And third, against the spaced 

learning groups with a RI of four weeks, being taught factual knowledge with ptukey = 0.031.  

For the massed learning group with a RI of two weeks, being taught factual knowledge 

four statistically significant differences have been uncovered: First, versus the massed learning 

group with a RI of four weeks, being taught procedural knowledge with ptukey = 0.025. Second, 

versus the massed learning group with a RI of four weeks, being taught factual knowledge with 
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ptukey < 0.001. Third, versus the spaced learning groups with a RI of two weeks, being taught 

procedural knowledge with ptukey < 0.001. And fourth, versus the spaced learning groups with a 

RI of four weeks, being taught procedural knowledge with ptukey < 0.001.  

For the massed learning group with a RI of four weeks, being taught procedural 

knowledge one statistically significant difference has been revealed, namely, versus the massed 

learning group with a RI of four weeks, being taught factual knowledge with ptukey < 0.001.  

For the massed learning group with a RI of four weeks, being taught factual knowledge 

four statistically significant differences have been found: First, against the spaced learning 

groups with a RI of two weeks, being taught procedural knowledge with ptukey < 0.001. Second, 

against the spaced learning groups with a RI of two weeks, being taught factual knowledge with 

ptukey < 0.001. Third, versus the spaced learning groups with a RI of 4 weeks, being taught 

procedural knowledge with ptukey < 0.001. And fourth, versus the spaced learning groups with a 

RI of four weeks, being taught factual knowledge with ptukey < 0.001. 

Furthermore, for the spaced learning groups with a RI of two weeks, being taught 

procedural knowledge two statistically significant differences have been discovered: First, 

against the spaced learning groups with a RI of two weeks, being factual knowledge with ptukey < 

0.001 and second, against the spaced learning groups with a RI of four weeks, being taught 

factual knowledge with ptukey < 0.001. 

For the spaced learning groups with a RI of two weeks, being taught factual knowledge 

one statistically significant difference has been revealed versus the spaced learning groups with 

a RI of four weeks, being taught procedural knowledge with ptukey < 0.045. Finally, for the 

spaced learning groups with a RI of four weeks, being taught procedural knowledge a 

statistically significant difference has been revealed against the spaced learning groups with a 

RI of four weeks, being taught factual knowledge with ptukey = 0.001. 
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The results from this quantitative analysis confirm the first part of hypothesis H8 as 

outlined in chapter 3.2, arguing that the effects of spaced learning are especially applicable in 

work-based learning interventions for factual and conceptual rather for those for procedural 

knowledge. 

As a second step, a metacognitive survey was set-up in Typeform (Appendix N) and sent 

to 88 participants who took part in both experiment 1 and experiment 2. Of these, 52 participants 

completed the survey. The aim of the survey was to gather information such as if and how 

differences between both learning topics were perceived, participants’ thoughts on influences 

on learning outcomes, and participants’ judgement of learning related to the two topics. The 

survey was based on the evaluation of the two metacognitive surveys after the final knowledge 

test of each learning experiments, where a thematic coding analysis on what particular elements 

the learners like the most revealed several differences between the two experiments, mainly on 

the topic of applicability (18 percent for “time management” vs. 0 percent for “platform 

business models”; see Appendix O for details). Results drawn from the survey are to underline 

the quantitative analysis of the statistical comparison of both experimental groups.  

Through the metacognitive survey, the following tendencies emerged:  

1. 69 percent of all participants found the training on “time management” more 

interesting in terms of content than the training on “platform business models”; 

likewise, 69 percent of participants stated that they knew more about the topic after 

the training on “time management” than after the training on “platform business 

models”. 

2. 83 percent of all participants who found the training on “time management” more 

interesting did so because of the direct applicability of what was learnt; the 

participants who found the training on “platform business models” better did so 

primarily because of the interesting content (69 percent). 
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3. 75 percent of the respondents found the training structure of the training on “time 

management” more effective than the training structure of the training on “platform 

business models”, although the structures of both trainings were identical (with 

slightly different divisions of the participants into the experimental groups). 

4. 83 percent of respondents felt that the content of the training was more relevant to 

their perceived learning success than a more effective structure.  

5. Personal interest and applicability (78 percent each, multiple answers possible) 

contributed most to the metacognitively assumed increase in knowledge; this was 

followed by the presentation of the media with 54 percent; it is interesting to note 

that participants who found the training on ‘time management’ more interesting in 

terms of content emphasised applicability with 86 percent, and among the 

participants who found the training on “platform business models” more 

interesting, the presentation of materials (63 percent) was almost as high as the 

interest on content (75 percent). 

6. 90 percent of all participants found the training on “time management” more 

relevant for their everyday work than the training on “platform business models” 

(rating ‘agree’ or ‘fully agree’); 73 percent also stated that they can better 

remember the contents of the training on “time management”; 67 percent stated that 

they can “generally better remember topics that are more relevant for everyday 

life”; 77 percent of all participants stated that several repetition units help especially 

strongly with fact-based knowledge (only 48 percent stated this for the training on 

“platform business models”). 

More details regarding the survey results can be found in Appendix N. 

In summary, the results of this survey confirm that participants believe they learn easier 

and better when procedural knowledge is taught due to its applicability to their daily life. 

Applicability of the learnt by daily usage could be equated with constantly retrieving the learnt 
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information from memory and hence, memory traces are strengthened and learning and 

knowledge retention increases (just like as it does with the testing effect). In addition, learners 

attribute their perceived learning success mainly to the content and applicability of what is 

learnt rather than the specific setup of their learning interventions and number of repetitions, 

i.e., spaced learning. These results are in line with what was postulated for hypothesis H8 in 

chapter 3.2, namely, that learners will judge their mastery in procedural knowledge higher due 

to easier encoding and retrieval fluency resulting from practice (Anderson, Krathwohl et al., 

2001; Finn & Tauber, 2015; Moore & Healy, 2008). This is nicely described in one particular 

quote of a participant of the survey: "In the case of [the training on] “platform business 

models”, the repetition units were mainly relevant because the topic had less to do with one's 

own everyday life and one therefore internalised it less quickly."  

Taking all of the quantitative and qualitative analysis together, hypothesis H8 is thus 

confirmed by this investigation.  
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5. Summary of research 

The final chapter of this research firstly builds upon the key findings drawn from the two 

experiments conducted for this research, summarises those, and discusses in general the 

overarching research question as well as all hypotheses set (chapter 5.1). Following is an 

elaboration on the limitations of the two experiments conducted to answer the research question 

(chapter 5.2). Finally, recommendations are made on first, how to better design work-based 

e-learning interventions in the future (chapter 5.3) and second, on where future research can 

continue (chapter 5.4).  

 

5.1 General discussion of key findings 

Although the spaced learning effect has created a large body of literature, prior research failed 

to examine spacing effects in more life-relevant learning environments such as work-based 

learning. In this research, to answer the question on positive learning effects in work-based 

e-learning environments due to spaced learning, two field experiments were conducted, both 

teaching work-based relevant contents aiming at closing this research gap, with the first 

experiment focusing on factual and conceptual knowledge (topic “platform business models”) 

and the second one focusing on procedural knowledge (topic “time management”). 

When participants learnt factual and conceptual knowledge, the spaced learning effect 

became evident, especially for longer inter-session and retention intervals (herein seven days 

and four weeks, compared to a shorter interval of three days and two weeks). Altogether, 

participants recalled and retrieved more after the spaced learning intervention than participants 

in the massed learning intervention did (resembling an effect size of ƞ² = 0.119). A different 

pattern became apparent for participants who have learnt procedural knowledge since the 

spaced learning effect did not become evident there.  
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Both results were independent of other factors previously investigated and said to enlarge 

the spaced learning effect, such as direct testing and feedback (e.g., Cogliano et al., 2019; 

Dunlosky et al., 2013; Morehead et al., 2015; Roediger & Karpicke, 2006a/b), as well as the 

number of learning sessions (e.g., Cepeda et al., 2006). The first experiment on work-based 

relevant factual knowledge revealed some descriptive trends towards spacing frequency, testing 

and immediate feedback, all of which positively impacts learning success, which clearly 

warrants further research. In contrast, the second experiment on work-based relevant procedural 

knowledge did not reveal any obvious systematic evidence that either spacing frequency or 

testing or immediate feedback impacts learning success at all.  

Both experimental investigations failed to confirm previous findings on learner’s 

confidence, self-perception, and satisfaction (e.g. Bjork, 1999; Dunlosky et al., 2013; Morehead 

et al., 2015; Simon & Bjork, 2001; Vlach et al., 2019; Zechmeister & Shaughnessy, 1980). 

Clear statements can neither be made that the learners of the massed condition always 

overestimated their own learning (both towards a future test and right after a distributed test has 

taken place) nor were they always more satisfied than the participants of the spaced condition. 

Rather effects directed in the opposite direction of the original hypotheses were detected and 

thus, other influences impacting learner’s confidence, self-perception and satisfaction and the 

role different RIs play must be acknowledged, examined, and investigated in the future.  

What can be noted however from both experiments is that regardless of which knowledge 

type was taught (factual and conceptual or procedural knowledge), participants universally 

agreed on the same learning preferences, asking for spaced, interactive, and guided work-based 

learning interventions (Table 36).  
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Table 36 – Changes in learner’s preferences on learning design for experiment 1 and 
experiment 2; author’s own compilation 

 

When answering the leading research question, if the instructional method of spaced 

learning causes better learning than massed learning in an e-learning environment in which 

work-related complex factual and procedural knowledge is taught, then the question must be 

answered in dependence of the knowledge type taught and until when knowledge needs to be 

retained. Spaced learning does not always lead to better learning in complex knowledge work-

based e-learning environments, however, a more differentiated view is needed.  

Whilst the spaced learning effect could be demonstrated clearly for work-based relevant 

factual and conceptual knowledge and long RIs, but not for work-based relevant procedural 

knowledge, a comparison of the spaced learning effects within the two experiments clearly 

showed that the spaced learning effect especially causes better learning for factual-based 

knowledge topics, which are unrelated to daily usage and should be retained for longer periods. 

When comparing the results of the overarching hypothesis H1 in both experiments, an effect 

size of ƞ² = 0.170 was revealed for the impact the type of knowledge being taught had on the 

spaced learning effect. Hence, the spaced learning effect can be observed especially in the 
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context of factual and conceptual knowledge. This quantitative finding was further supported 

by a metacognitive survey among all participants who took part in both experiments.  

Given the practical importance of well-designed work-based learning interventions 

resulting in long-term knowledge retention, research is still widely lacking on how the spaced 

learning effect can be applied to work-based learning interventions. This research provides 

strong empirical evidence which should be investigated further, especially with regards to 

differentiating between types of knowledge being taught and for long-term desired learning 

success and retention.  

A complete overview of all experimental results of the research at hand can be found in 

Table 37.  
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Table 37 – Overview of all experimental results of the research at hand; author’s own 
compilation 

 

 

5.2 Limitations of the research at hand 

While this research successfully showed that spaced learning causes better learning in 

e-learning environments teaching complex factual and conceptual knowledge than common 

massed learning, there were some limitations to the internal and external validity of the research 

at hand.  

First, as the literature review pointed out, there have been no real-life spaced learning 

(field) experiments in the knowledge areas of factual knowledge, conceptual knowledge, or 
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procedural knowledge. Therefore, there was no valid prior literature on which to base this 

specific experimental design. Although one of the leading researchers in spaced learning 

research was consulted on the topic of experimental design (Appendix P) and found it 

reasonable, it was only possible in the design of the experiments to refer to literature that had 

'simpler' sequences. 

Second, since both experiments had self-selection as the primary selection method of 

study participants, there is an underlying sampling bias in both experiments. Thus, the results 

of both experiments cannot be fully generalised, but only refer to the population of learners 

who are interested in a specific teaching topic. Furthermore, the number of participants who 

left the experiment prior to finishing the knowledge test should be mentioned. This was 

especially relevant for groups with a RI of four weeks for the first experiment and due to the 

higher drop out of participants in these groups, the dependent variable of the knowledge tests 

could not be observed for all participants. It is assumed that this drop out could be due to 

diminished motivation of the respective participants or the self-assessment that they knew too 

little for a test. However, this cannot be fully confirmed with the present experiments. 

Therefore, it is recommended to direct further research on how to keep learners engaged over a 

longer period in a learning intervention.  

Third, since both experiments were conducted as field experiments and not in the 

laboratory, there might have been unknown influences that could have been controlled in a 

laboratory environment. Furthermore, it was only possible to instruct the participants in 

advance not to take notes and transcripts and not to repeat the contents between the learning 

units and between the last learning unit and the knowledge test. However, it was not possible 

to control this within the setting of these experiments. It was also not possible to prevent a 

possible exchange of the study participants, who were in different learning groups, which could 

have resulted in a reduction of motivation to participate in the learning experiment. 
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Fourth, the required number of participants of 32 per group was not reached in all 

experimental groups and even in the groups in which 32 participants took part, the number of 

people was not exceeded. Since the statistical power of experiments depends on the effect size 

that one wants to detect with an experiment, one has a higher power for larger effects and vice 

versa. Accordingly, more test subjects are needed if smaller effects with a higher power shall 

be detected. Assuming that the effects of the hypotheses that were not confirmed by these 

experiments are smaller than expected, the power of both experiments was too low for the given 

sample size.  

Finally, as this research followed the research data guideline of the Heinrich Heine 

University, Düsseldorf (Appendix I), the personal data on the participants' feelings and 

metacognition after the individual learning sessions and on the learning success of the study 

participants were anonymised according to the relevant research standards. This meant that it 

was not possible to assign the knowledge tests carried out to a specific person. However, this 

also meant that correlations between the participants' surveys after each learning unit and the 

results of the knowledge tests were not possible. Thus, each survey response and each test had 

to be considered individually with no option to assign these to specific individuals. 

 

5.3 Practical recommendations for future work-based e-learnings 

The empirical findings derived from the two experiments conducted for this research provide 

meaningful and beneficial insights for any designer and provider of work-based e-learning 

interventions as well as for managers and executives in charge seeking long-term knowledge 

retention of individuals taking part in the interventions.  

First, the results of the empirical field experiments demonstrate that designers and 

providers of work-based e-learning interventions aiming at teaching factual as well as 

conceptual knowledge should make use of the instructional method of spaced learning. 



178 

Especially for those interventions in which long-term knowledge retention is key, longer ISIs 

as well as RIs should be considered compared to having a single e-learning session. Cepeda and 

team’s (2008) analysis on the optimum gap for restudy could be used as a baseline for 

scheduling learning sessions and adapted where needed.  

Second, the findings across both experiments show that irrespective of which knowledge 

type was taught, learners prefer spaced learning experiences (indicating a stronger motivation 

to learn). Thus, even though the spaced learning effect could not be proven for an e-learning 

intervention teaching procedural knowledge, designers and providers of work-based e-learning 

interventions should still consider the instructional method of spaced learning based on 

learner’s preference. Also, learners unanimously preferred interactive and guided learning 

sessions over non-interactive, self-paced learning sessions. Therefore, it is recommended to 

design work-based e-learning interventions in a spaced, interactive, and guided form. This is 

all based on the premise that, under the given results, an actual increase in knowledge retention 

only occurs for factual and conceptual knowledge. 

Third, the empirical findings at hand should encourage managers and executives in charge 

to rethink the way work-based learning is conducted, implemented, how they prioritise human 

resources and learning departments on their organisational agenda as well as how they invest 

their learning and development budgets. This research has clearly shown that approaches to 

learning and development relying on traditional instructional methods such as massed learning, 

non-interactive, self-paced learning formats are to be rejected. The following three reasons, 

derived from this research, shall be listed as justification: 

 They do not lead to sustainable knowledge retention, especially for long lasting 

intervals and interventions teaching factual and conceptual knowledge. 

 They are most likely to be incorrect investments of learning budgets. 
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 They are not the preferred choice of learners and hence might lead to job 

dissatisfaction, resulting in employees changing employers. 

By getting learning right and supporting human resources as well as learning departments 

accordingly, organisations can sustain and enhance their competitive advantage by making sure 

the right people are kept within the organisation through investing in the right learning and 

skill-building measures.  

 

5.4 Theoretical recommendations for future research 

The present research is the first known empirical effort to investigate the effect of spaced 

learning on real-life work-based e-learning interventions and as such contributes to academic 

research in the field of learning in general and management learning in particular. It offers 

insights about how spaced learning can be applied to complex, non-laboratory, work-based 

e-learning interventions. Thereby, the research followed previously mentioned calls for applied 

real-life relevant research of the spaced learning effect (e.g., from Carpenter et al., 2012; 

Dempster, 1988; Kapler et al., 2015; Karpicke et al., 2016; Larsen, 2018; Mettler et al., 2016; 

Seabrook et al., 2005; Sobel et al., 2011). 

The results from the first experiment of this research led to the conclusion that spaced 

learning interventions cause considerably better learning outcomes compared to massed 

learning interventions, in line with previous research (e.g., Carpenter et al., 2012; Cepeda et al., 

2006; Delaney et al., 2010; Dempster, 1989; Gerbier & Toppino, 2015; Vlach et al., 2019), 

especially with increasing RI (which is of specific relevance for lifelong learning). However, 

the benefit of spaced learning interventions compared to massed learning interventions have 

not been validated by the second experiment of the research at hand. This lack of benefit is 

interesting as participants in the second experiment performed much better on average across 

groups in the final knowledge test than those of the first experiment, even though no spaced 
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learning effect could be shown. One potential reasoning for this finding could be that the 

occurrence of the spaced learning effect does not solely depend on how learning interventions 

are designed technically, e.g., schedules, existence of feedback, number of sessions, but also on 

the knowledge type taught, i.e., either factual/conceptual or procedural. Since past learning 

research within the field of spaced learning has been examined in depth in the laboratory 

(Wiseheart et al., 2019), thereby mainly focusing on verbal or trivia factual learning (e.g., 

Carpenter et al., 2012; Kapler et al., 2015), only few studies are known to have assessed the 

effects on more complex higher-level skill learning such as mathematical and science concept 

learning as well as inductive category learning and making complex judgments (e.g., Kang & 

Pashler, 2012; Kornell & Bjork, 2008; Rohrer, 2009; Rohrer & Taylor, 2006, 2007; Vlach et 

al., 2008) or even the effects of perceptual and coordinated motor tasks (Baddeley & Longman, 

1978; Carpenter et al., 2012; Cepeda et al., 2006; Dempster 1996). Yet, no applied study is 

known to have assessed the impacts, if any, spaced learning could have on acquiring procedural 

knowledge. Therefore, it is recommended, that future research carefully investigates if and how 

the effect appears with different knowledge categories (in this case: factual/conceptual and 

procedural) or occurs at all. If the effect is not widely demonstrable for procedural knowledge, 

this could be because procedural knowledge is learnt differently by the brain than factual or 

conceptual knowledge (Anderson, Krathwohl et al., 2001). But this, too, would have to be 

further investigated in future research. In case the outcomes concur with those detected in the 

present research and verify the findings, practical recommendations should then be extended 

on how to best design and run work-based e-learning interventions.  

Since the present study did not find any evidence that previously identified factors such 

as testing and direct feedback, which are supposed to strengthen the spaced learning effect (e.g., 

Cogliano et al., 2019; Dunlosky et al., 2013; Morehead et al., 2015; Roediger & Karpicke, 

2006a/b), actually enhance knowledge retention in real-life work-based learning interventions, 

it remains to be investigated why this is the case and whether these factors become obsolete 
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with higher complexity of the learning material or if other ways of implementing these lead to 

an even stronger impact on knowledge retention. The lack of evidence for those factors in the 

present research appears quite intriguing. Obvious differences between the research at hand and 

previously conducted research are the complexity of learning materials (simple vocabulary or 

fact learning versus learning of concepts or new behaviours), the change of media between the 

independent learning sessions (videos, slides, live session(s)), the incorporation of more than 

two spaced learning sessions (in the research at hand three or even five repetition sessions) as 

well as the limited range of tested learning schedules within this experiment (ISI either four or 

seven days and RI either two weeks or four weeks). Even though these learning schedules have 

been based on Cepeda’s and teams (2008) optimal gap on restudying, it could be that shorter 

gaps do not produce any benefits with increasing complexity of learning content and changes 

in learning media. Since the primary goal of any work-based learning intervention should be 

enabling learners to apply and transfer the knowledge learnt (Connors, 2021; Gallardo, 2021; 

Göldi, 2011; Ryo & Moon, 2019; Sala & Gobet, 2017), the above should further be investigated 

and thereby clearly differentiate between the correlations between knowledge types (e.g., 

factual/conceptual and procedural), knowledge complexity, learning media used, RIs as well as 

ISIs (shorter ones versus longer ones with relevance to real-life application).  

Also, it is recommended to investigate drivers of learner’s confidence, self-perception, 

and satisfaction further as, again, previous findings of mainly laboratory-based spaced learning 

research could not be confirmed in the field of work-based learning with the given research and 

at times even opposing findings were observed (e.g., Bjork, 1999; Dunlosky et al., 2013; 

Morehead et al., 2015; Simon & Bjork, 2001; Vlach et al., 2019; Zechmeister & Shaughnessy, 

1980). This in turn is also of great interest, as the body of research in this field is relatively large 

and the findings do not seem like coincidences. A reasoning for the lack of evidence in the two 

experiments at hand could be that the single learning sessions were too long and as a result 

perceived as independent massed learning entities rather than repetitions of the same materials. 
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Arguments that could speak in favour to this are first, that learning sessions were on average 

quite long (shortest session 15 minutes and longest session 60 minutes) and second, the change 

in learning media used, which addressed different independent working-memory channels. As 

a result, one could assume that rather than forming one strong memory trace, several weaker 

memory traces were formed on the topics taught, which also led to learning success, yet did not 

confirm the metacognitive findings of previous research. It is thus recommended to investigate 

in more depth, how interactions of chosen instructional methods, learning formats and media, 

and especially different lengths of retention intervals impact learner’s confidence, self-

perception, and satisfaction. Further, since it has not been part of this research, it is 

recommended to investigate why learners in work-based learning environments are motivated 

to learn and how this impacts real learning success as well as learner’s metacognition.  

This research has nevertheless shown evidence that the spaced learning effect is 

applicable to work-based e-learning interventions, to the extent of factual and conceptual 

knowledge. Yet, to increase the validity of the findings of the two field experiments conducted, 

further field experiments should be considered. In case the resources and time of future research 

allow it, the two presented experiments could be replicated. Thereby, care should be taken to 

reach a much larger number of participants to be able to detect small effects. As a suggestion 

for a future experimental setup, the following is proposed: 

 Two separate experimental investigations, one teaching factual/conceptual 

knowledge and one teaching procedural knowledge, with about the same level of 

difficulty. 

 Within each of the experimental investigations, two separate ISI-RI conditions are 

differentiated: the first in accordance with the longer ISI-RI conditions of the 

experiments of the research at hand, i.e., an ISI of seven days and a RI of four 

weeks. The second should be even longer with an ISI of ten days and a RI of eight 

weeks. 
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 For each of the conditions, the following nine groups should be considered: a) a 

massed control learning group, b) a spaced learning group with three learning 

sessions, c) a spaced learning group with three learning sessions and changing 

learning media, d) a spaced learning group with three learning sessions and direct 

testing and feedback, e) a spaced learning group with three sessions, changing 

learning media, direct testing and feedback, f) a spaced learning group with five 

learning sessions, g) a spaced learning group with five learning sessions and 

changing media, h) a spaced learning group with five learning sessions, direct 

testing and feedback and also, i) a spaced learning group with five learning 

sessions, changing media, direct testing and feedback. Thus, resulting in 18 groups 

per experiment.  

 Assuming an ideal effect size of at least ƞ² = 0.06; an alpha level of 0.05 and a 

required power of 0.8 (see Cepeda et al., 2006), at least 18 participants per group 

would be required, however larger groups should be considered to reveal small 

effects.  

 Once both experiments with each 18 groups have been conducted, conclusions shall 

be drawn per experiment, knowledge type taught, ISI-RI condition, number of 

learning sessions, usage of learning media as well as direct testing and feedback. 

Further, cross-experimental comparisons are recommended to build upon the 

findings of this research.  

 

All in all, spaced learning, and all its moderating influences as well as retrieval practice 

are widely recognised and proven instructional methods to enhance long-term knowledge 

retention. However, the majority of findings and recommendations drawn for real-life 

application mostly stem from laboratory experiments that are very similar in structure and 

content. Not every finding on spaced learning and the distributed practice made in the 
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laboratory is applicable to all learning fields, subjects and learning environments but rather 

different combinations of the techniques should be considered when it comes to real-life 

application. As a result, much broader research is needed to investigate how to best implement 

and take advantage of spaced learning in more applied settings such as work-based learning 

interventions. 
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Appendices 

Appendix A – Typeform assessment for the e-learning on “platform business models” 
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Appendix B – ClassMarker multiple choice test for experimental Group 4 for the 

e-learning on “platform business models” 
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Appendix C – Design plan experiment 1 
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Appendix D – Typeform survey on metacognition for the e-learning on “platform 

business models” 
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Appendix E – Typeform assessment for the e-learning on “time management” 
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Appendix F – ClassMarker multiple choice test for experimental Group 4 for the 

e-learning on “time management” 
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Appendix G – Design plan experiment 2 
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Appendix H – Typeform survey on metacognition for the e-learning on “time 

management” 
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Appendix I – Data protection policies of Heinrich Heine University, Düsseldorf 
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Appendix J – Additional analysis on learner’s learning success (H5, experiment 1)  

All calculations shown in this section were adapted from Jamovi, 2022.  
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Appendix K – Additional analysis on learner’s learning success (H5, experiment 2)  

All calculations shown in this section were adapted from Jamovi, 2022.  
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Appendix L – Additional analysis on learner’s satisfaction (H6, experiment 1) 

All calculations shown in this section were adapted from Jamovi, 2022.  
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Appendix M – Additional analysis on learner’s satisfaction (H6, experiment 2) 

All calculations shown in this section were adapted from Jamovi, 2022.  

 

  



259 
 

 
 

Appendix N – Additional information and analyses on comparison of experiment 1 and 

experiment 2 

All calculations shown in this section were adapted from Jamovi, 2022.  
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Typeform survey to gather information of learners’ metacognitive comparison of 

experiment 1 and experiment 2 
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Appendix O – Thematic coding analysis of surveys 
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