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Abstract

Organic light-emitting diodes (OLEDs) are an emerging technology that have attracted sig-

nificant attention due to their prominent use in displays and other lighting applications. The

development of efficient OLEDs requires the identification and optimization of suitable emitter

materials that can generate bright light in a range of colors. Copper(I) carbene complexes have

been suggested as promising candidates for OLED emitters due to their unique photophysical

properties. In this thesis, two copper(I) carbene complexes are investigated using a range of

spectroscopic methods, first and foremost time-resolved techniques, to explore their potential

as OLED emitters and to deepen the understanding of their photophysics.

Figure A. Structure of NHCCuPy.

The first study explores the photophysics of a lin-

early coordinated copper(I) carbene complex, namely, [1,3-

bis(2,6-diisopropylphenyl)imidazol-2-ylidene] (2-picoline)

copper(I) tetrafluoroborate (NHCCuPy, Figure A). Pre-

vious studies showed that the emission characteristics of

the compound strongly depend on the environment. Here,

these observations are picked up, and conclusive results are

drawn on the compound’s structure and photophysics in solution. For a systematic approach,

the complex was investigated in coordinating and non-coordinating solvents.

Figure B. Kinetic scheme proposed for NHCCuPy.

In coordinating solvents evidence is ob-

tained for an equilibrium reaction be-

tween solvent and solute forming a trig-

onal complex with distinct absorption,

emission, and excited state kinetic be-

havior. In contrast, in non-coordinating

solvents, the results indicate that the lin-

ear species, also present in single crys-

tals, constitutes the dominant species.

Its excited state kinetics is successfully

deciphered by time-resolved experiments

and quantum chemical computations (see Figure B).
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Figure C. Structure of NHCCuDBM.

In the second study, a similar copper(I) carbene

complex, in which the 2-picoline ligand is replaced

by a chelating dibenzoylmethanoate ligand (1,3-bis(2,6-

diisopropylphenyl)imidazol-2-ylidene](dibenzoylmethanoate)

copper(I), abbreviated: NHCCuDBM, Figure C) is investi-

gated. Here, it is systematically elaborated on whether or

not this trigonal complex exhibits a suitable emission behav-

ior and why.

First, the ligand dibenzoylmethanoate and its protonated form dibenzoylmethane are exam-

ined in detail. The latter shows a high radiative rate constant for its lowest excited singlet

state. However, this state is efficiently quenched due to isomerization processes occurring in

the excited state. These processes are absent in the complex and the overall excited state

lifetime is extended by roughly two orders of magnitude.

Figure D. Kinetic scheme proposed for NHC-
CuDBM.

Despite this prolongation of the excited state life-

time, also the complex is virtually non-emissive.

This behavior is clarified by the character and en-

ergetic order of the lowest excited states. In con-

trast to the free DBM, where the lowest excited

state is of ππ∗ character, in the complex the low-

est excited state constitutes a state dominantly of

nπ∗ character with a small oscillator strength typ-

ical for these states. Taking into account spectro-

scopic results and quantum chemical calculations,

a comprehensive picture of the compound’s excited

state kinetics is obtained (see Figure D). Signif-

icant population of a triplet state is considered unlikely. Based on these results, structural

suggestions are made to enable the complexes’ emission. Furthermore, a connection is drawn

to the peculiar environmental dependence addressed in the first study.
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Zusammenfassung

Organische Leuchtdioden (OLEDs) stellen eine vielversprechende Technologie dar, die auf-

grund ihrer prominenten Verwendung in Displays und anderen Beleuchtungsanwendungen viel

Aufmerksamkeit erregen. Die Entwicklung effizienter OLEDs erfordert die Identifizierung

und Optimierung geeigneter Emittermaterialien. Kupfer(I)-Carben- Komplexe wurden auf-

grund ihrer besonderen photophysikalischen Eigenschaften als geeignete Kandidaten für OLED-

Emitter vorgeschlagen. In dieser Arbeit werden zwei solcher Komplexe unter Verwendung einer

Reihe spektroskopischer Methoden untersucht. Dabei kommen insbesondere zeitaufgelöste

Spektroskopiemethoden zum Einsatz.

Figure A. Structure of NHCCuPy.

Die erste Studie untersucht die Photophysik eines linear

koordinierten Kupfer(I)-Carben-Komplexes, genauer [1,3-

Bis(2,6-diisopropylphenyl)imidazol-2-yliden]-(2-picolin)-

Kupfer(I)-tetrafluoroborat (NHCCuPy, s. Abbildung A).

Vorrangegangene Studien hatten ergeben, dass die Emis-

sionseigenschaften dieses Komplexes stark von seiner

Umgebung abhängig sind. In dieser Arbeit werden diese

Beobachtungen aufgegriffen sowie Rückschlüsse auf Struktur und Photophysik der Verbindung

in Lösung gezogen.

Figure B. Kinetic scheme proposed for NHCCuPy.

Zur systematischen Untersuchung wird

der Komplex in koordinierenden und

nicht-koordinierenden Lösungsmitteln un-

tersucht. In koordinierenden Lösungsmit-

teln wird eine Gleichgewichtsreaktion

zwischen Lösungsmittel und Komplex

nachgewiesen. Dabei bildet sich

ein neuer, trigonaler Komplex mit

stark verschiedenem Absorptions- und

Emissionsverhalten. Im Gegensatz

dazu deuten die Ergebnisse in nicht-

koordinierenden Lösungsmitteln darauf
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hin, dass der lineare Komplex, der auch in Einkristallen nachgewiesen ist, die dominante

Struktur darstellt. Die Kinetik der angeregten Zustände wird erfolgreich mittels zeitaufgelöster

Experimente und unter Zuhilfenahme quantenchemischer Berechnungen entschlüsselt (s. Ab-

bildung B).

Figure C. Structure of NHC-
CuDBM.

Im Rahmen der zweiten Studie wird ein ähnlicher

Kupfer(I)-Carben-Komplex, bei dem der 2-Picolin-Ligand

durch den Chelat-Liganden Dibenzoylmethanato ersetzt ist,

untersucht ([1,3-Bis(2,6-diisopropylphenyl)imidazol-2-yliden]-

(dibenzoylmethanato)-Kupfer(I); NHCCuDBM; s. Abbildung

C). Dabei wird dieser Komplex systematisch auf sein Emis-

sionsverhalten und die zugrunde liegenden Ursachen für dieses

Verhalten untersucht.

Zunächst wird der Ligand Dibenzoylmethanoat und seine protonierte Form Dibenzoylmethan

im Detail spektroskopisch untersucht. Letztere weist eine hohe strahlende Ratenkonstante

für den niedrigsten angeregten Singulettzustand auf. Dieser Zustand wird jedoch durch

Isomerisierungsprozesse effizient gelöscht. Diese desaktivierenden Prozesse werden für den

Komplex nicht beobachtet und die Lebensdauer des angeregten Zustands wird um etwa zwei

Größenordnungen verlängert.

Figure D. Kinetic scheme proposed for NHC-
CuDBM.

Trotz dieser Verlängerung des angeregten Zus-

tands weist der Komplex kaum Emission auf. Dieses

Verhalten lässt sich durch den Charakter und die

energetische Reihenfolge der niedrigsten angeregten

Zustände erklären. Im Gegensatz zum frei vorliegenden

DBM, bei dem der niedrigste angeregte Zustand ππ∗-

Charakters aufweist, besitzt der niedrigste angeregte

Zustand im Komplex hauptsächlich nπ∗-Charakter mit

einer typischerweise kleinen Oszillatorstärke.

Unter Berücksichtigung der spektroskopischen Ergeb-

nisse sowie quantenchemischer Berechnungen wird ein

umfassendes Bild der angeregten Zustände und ihrer

Kinetik für den Komplex erhalten (s. Abbildung D). Eine signifikante Population des

IX



Triplettzustands wird als unwahrscheinlich bewertet.

Basierend auf diesen Ergebnissen werden strukturelle Vorschläge gemacht, die die Emission

des Komplexes bzw eines Derivates ermöglichen könnten. Darüber hinaus wird eine Verbindung

zu der besonderen Umgebungabhängigkeit von Komplexen und ihrer Photophysik, die in der

ersten Studie bereits behandelt wird, hergestellt.
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1. Introduction

1.1. Organic Light Emitting Diodes

Artificial lighting, or the use of light sources to artificially illuminate indoor and outdoor spaces,

has a long and fascinating history dating back thousands of years. The earliest known artificial

light sources were made from materials such as animal fat, beeswax, and vegetable oils, and

were used in ancient civilizations such as Egypt, Greece, and Rome. [1,2] These early lighting

sources were simple but effective and provided people with a way to see and work after dark.

Over time, artificial lighting technology evolved, with new materials and techniques being

developed to create brighter, more efficient light sources. In the early 19th century, gas

lighting became popular in urban areas, with streetlamps and indoor gas lighting becoming

commonplace. [3] However, gas lighting was eventually replaced by electric lighting, which was

first introduced in the late 19th century. [4]

Since the introduction of incandescent light bulbs, the world of artificial lighting has evolved

rapidly. The development of fluorescent tubes, halogen bulbs, and light-emitting diodes (LEDs)

have all provided new levels of efficiency and brightness, while smart lighting systems have

made it possible to control lighting remotely and even customize it according to individual

preferences. One of the more recent advancements in artificial lighting technology is the organic

light-emitting diode (OLED). Unlike traditional light sources that rely on a filament or gas to

produce light, OLEDs use thin layers of organic materials that emit light when stimulated by an

electrical current. OLED lighting has several advantages over traditional lighting technologies,

including improved energy efficiency, longer lifespan, and the ability to create flexible, ultra-

thin light sources. OLEDs are already being used in a variety of applications, including TV

screens, computer monitors, and smartphone displays. The use of OLEDs as a general source

for room lighting yet continues to be a goal in the development of this technology.

To further improve the efficiency and lifespan of OLEDs, one focus in research has been

on developing new emitter substances as part of OLED devices. In particular, the approach

of using transition metal complexes, especially copper(I) complexes, has received considerable

attention due to their unique photophysical properties. These properties, within the context
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1. Introduction

of an OLED application, are described in detail in the following sections. Before, the device

structure and the underlying principle of operation of an OLED are briefly summarized.

1.1.1. Principle of Operation and Device Structure

OLEDs consist of several layers, each of which performs a specific function to emit light

efficiently. The device structure of an OLED typically includes the following components1:

• Substrate: The bottom layer that provides support to the device.

• Anode: An electrode that injects holes into the organic layers.

• Hole Transport Layer (HTL): A layer of organic material that facilitates the transport of

holes from the anode to the emissive layer.

• Electron Blocking Layer (EBL): A layer of organic material that prevents electrons from

leaking into the adjacent layer.

• Emissive Layer: A thin layer of organic material that emits light when an electric current

is applied. The emissive layer contains the emitter substance that determines the color

(i.e. energy) of the emitted light.

• Hole Blocking Layer (HBL): A layer of organic material that prevents holes from leaking

into the adjacent layer.

• Electron Transport Layer (ETL): A layer of organic material that facilitates the transport

of electrons from the cathode to the emissive layer.

• Cathode: An electrode that injects electrons into the organic layers.

The principle of operation of an OLED involves the injection of holes2 and electrons into

the organic layers, where they recombine to produce light. An applied voltage causes elec-

trons to propagate from the cathode to the electron transport- and hole-blocking layer, while

1Principally it is possible to have an OLED only consisting of an emissive layer sandwiched between an anode
and a cathode. [5] However, due to massive research regarding the optimization of the device structures,
nowadays, OLEDs contain many more layers increasing not only their complexity but also their luminescence,
lifetime, power efficiency, and internal efficiency. [6]

2Holes (also referred to as electron holes) denote positively charged vacancies in the organic semiconductor
material. They represent the absence of an electron at a position in an atomic or molecular lattice where
an electron would normally reside. Therefore, it does not constitute a real particle and is referred to as a
quasiparticle. In this context, holes are considered the positively charged counterpart of negatively charged
electrons. [7]

2



1. Introduction

holes propagate from the anode to the hole transport- and electron-blocking layer, with both

eventually reaching the ”shared” emissive layer. [6] On their way through the organic layers,

the electrons are, according to the molecular orbital theory, located in the lowest unoccupied

molecular orbitals (LUMOs) while holes are located in the highest occupied molecular orbitals

(HOMOs) of the respective molecules in each layer3 (see Figure 1.1). [8] During the process,

electrons transition from the LUMO of one molecule to that of a neighboring molecule, result-

ing in the reduction of the latter to a radical anion. Similarly, in hole transport, neighboring

molecules’ HOMOs undergo a successive exchange of charges leading to a stepwise oxidation

to radical cations. This movement of charge carriers is also referred to as ”hopping” due to

its cascading nature. [9]

Figure 1.1.: Schematic architecture and principle of operation of an OLED. Holes (white circles) are injected at
the anode, and electrons (red circles) are injected at the cathode. Electrons and holes move towards each other
and transmit through different organic layers until they reach the emitting layer (green) which is doped with
the emitting substance(s) (purple). Further movement of electrons and holes beyond this layer is prevented by
blocking layers (red, blue). The electron transport through the LUMOs is simplified on the right side, and the
hole transport through the HOMOs is shown analogously on the left side. The upper and lower edges of the
depicted organic layers qualitatively mark the LUMO and HOMO levels of each layer. The vertical axis shows
the electric potential and goes from a positive to a negative electric potential. Based on refs. [10,11,12].

The direction that electrons and holes take is given by the voltage gradient. On the electron

injecting side the electron transport layer reduces the energy difference of the LUMOs between

the cathode and the adjacent layer so that it can still be overcome by the electrons. On the

3It should be noted that referring to HOMO and LUMO and respective transitions between those molecular
orbitals constitutes a simplification of the real situation.
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hole-injecting side, the difference in energy of the HOMOs is reduced by the hole transport

layer. Furthermore, high hole mobility and low electron mobility are desired for the HTL, and

vice versa in the case of the ETL. [13,14] By introducing a carrier blocking layer (EBL and HBL)

between the carrier transport and the emissive layer, the OLEDs efficiency can be increased

significantly. [6] The purpose of the EBL is to prevent electrons from transitioning from the

emissive layer to the HTL, while the HBL stops holes from moving past the emissive layer

towards the cathode. This structure makes sure, that electrons and holes recombine in the

emissive layer forming an exciton, a Coulomb-correlated bound pair of electron and hole. [15] In

the context of OLEDs, the exciton can be viewed as the emitter molecule in an electronically

excited state.4 As the excited state of the emitter molecules deactivates, photons are emitted

with frequencies equivalent to the respective HOMO-LUMO gap of the emitter molecule.

1.1.2. Singlet- and Triplet Harvesting

Among other things, LEDs and OLEDs differ in the type of exciton formed. In the case of LEDs,

Wannier-Mott, and in the case of OLEDs, Frenkel excitons are generated. In Frenkel excitons,

the electron and the hole are situated on the same molecule and their binding energy5 is around

0.1–1 eV. [16] The Wannier-Mott excitons have a spatial extent of about 100 Å and their binding

energies are much less significant (10–30 meV) compared to their organic counterparts. [16] As

(potential) emitters for OLEDs are studied here, only Frenkel-type excitons, where the electron-

hole pair is localized on the same molecule, are considered in the following. In the exciton one

unpaired electron is located in the LUMO while the other unpaired electron (i.e. the hole) is

located in the HOMO. As electrons and holes have a spin quantum number s of 1
2 , values of

either 1 or 0 result for the total spin S according to eq. 1.1.

S =| s1 − s2 | ... | s1 + s2 | (1.1)

For a total spin of S = 0 the multiplicity M , according to eq. 1.2, equals 1. Therefore,

such a state is referred to as a singlet state, and the number of possible states (i.e. degenerate

4Here, a differentiation between Frenkel excitons as part of OLEDs, and Wannier-Mott excitons as part of
inorganic LEDs, is important. More on that in section 1.1.2.

5In this context, the binding energy refers to the amount of energy needed to separate the exciton into a free
electron and hole.
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states; see eq. 1.2) amounts to 1, respectively. [17]

M = 2 · S + 1 = #states (1.2)

In the case of a total spin of S = 1, the multiplicity M equals 3. This state is referred to as

a triplet state, which possesses a three-fold degeneracy, accordingly. This is a consequence of

the different possibilities to have two (quantum mechanical) spins aligned with the respective

magnetic quantum numbers MS of -1, 0, and 1 (see Figure 1.2). [17]

Figure 1.2.: Multiplicities of a two electron system. For a total spin of S = 0 (left) a singlet state is present.
For a total spin of S = 1 a triplet state is present with three possible values for the magnetic quantum number
MS (-1, 0, and +1).

Since the injected holes and electrons (i.e. the unpaired electrons in HOMO and LUMO)

are not correlated, they recombine in a stochastic manner. Due to the different amounts of

possible orientations (i.e. singlet: 1; triplet: 3), 25% of the generated excitons are of singlet,

and 75% are of triplet character as a ”simple” statistical effect. [18] The harvesting of both

singlet and triplet excitons for the emission of light, therefore, represents a major challenge.

The terms singlet- and triplet harvesting refer to this challenge and ways to utilize all the

generated excitons for the light emission process, respectively. Principally, this can be achieved

by transferring all the excitation energy either into the singlet manifold (triplet harvesting) or

into the triplet manifold (singlet harvesting). [19,20] In the literature, this terminology is not

consistent and it is sometimes referred to the other way around. [21,22] Here, the former is

used. In practice, singlet harvesting is achieved for emitters showing fast intersystem crossing

(ISC), usually from the lowest singlet state to the lowest triplet state outcompeting other
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deactivating mechanisms of the singlet state (mainly fluorescence or internal conversion). By

that, up to 100% of excitons formed end up in a phosphorescent triplet state. These emitters

are referred to as phosphorescent emitters, accordingly.

Regarding triplet harvesting, mainly two approaches exist. Conversion of the 75% triplet

excitons into singlet excitons is achieved by reverse intersystem crossing (rISC) either from

the lowest triplet state to the lowest singlet state, which is referred to as thermally activated

delayed fluorescence (TADF) [23] or from an upper excited triplet state to a lower lying singlet

state, which is referred to as HIGHrISC [24] or hot exciton [25]. Singlet- and triplet harvesting

and the respective types of emitters are schematically summarized in Figure 1.3. A more

detailed description of the TADF process is given in the following section 1.2, which introduces

copper(I) complexes within the context of an OLED application.

Figure 1.3.: Scheme on singlet and triplet harvesting and the principle of operation of the different OLED
emitter types. Phosphorescence emitters show fast ISC rate constants quickly converting the singlet excitons
into triplet ones (singlet harvesting), which deactivate via phosphorescence (red arrow). TADF emitters possess
a small S1 − T1 energy gap ∆E, allowing (amid other requirements) the conversion of the triplet excitons into
singlet ones (triplet harvesting), which deactivates via fluorescence (blue arrow), due to fast rISC. Similarly,
HIGHrISC emitters make use of fast rISC. Here, a long-lived upper triplet states mediates the conversion of
the triplet excitons into singlet ones. Gray arrows mark undesired deactivating pathways. Figure adapted from
ref. [26].
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1.2. Copper(I) Complexes for OLED Application

Since the first solid-state electroluminescent device based on a transition metal complex as

the emitting substance was introduced in 1996, [27] remarkable progress has been made in the

last two decades. Phosphorescent organo-transition metal compounds have become a focus of

intense research, particularly due to their feasibility as efficient OLED emitters. Here, especially

the platinum group has attracted a lot of attention. To this date, two of the most frequently

applied central metal ions in phosphorescent OLED emitters are Pt(II) and Ir(III). [28,29,30]

Figure 1.4.: Structure of
Ir(ppy)3.

A famous example and perhaps the most studied compound of

this material class is tris(2-phenylpyridine)iridium(III), commonly

referred to as Ir(ppy)3. [12,30] This complex is widely used due to its

high efficiency and stability. It has a relatively short-lived (≈ 1.6 µs)

green emission with a peak wavelength of around 520 nm and

a narrow emission spectrum, which makes it suitable for use in

RGB (red-green-blue) displays as a green emitter. [31] Complexes

based on Pt(II) and Ir(III) ions usually exhibit high phosphorescence

quantum yields. Although this transition (i.e. excited triplet →

singlet ground state) is formally forbidden, it becomes sufficiently allowed due to spin-orbit

coupling (SOC) mediated by the heavy metal. Similarly, the intersystem crossing from the

energetically higher singlet to the phosphorescent triplet state is increased due to SOC. This

enables these complexes – applied in OLED devices – to exploit both singlet and triplet excitons

for emission (see section 1.1.2, singlet harvesting). [28]

However, despite the potential benefits, the use of these rare-earth complexes poses cer-

tain drawbacks due to their scarcity and high costs, [32,33] uncertain toxicities, [34] and issues

regarding undesired dd∗ transitions due to their non-radiative nature (see below). [35]

Consequently, alternative emitter materials are needed, such as compounds utilizing first-row

transition metals, which are more readily available. [36] One candidate that attracted much of

interest is the Cu(I) ion. Besides wide-spread availability and existing recycling cycles, with

a closed shell d10 configuration, complexes based on Cu(I) additionally have the advantage

that undesired metal centered dd∗ transitions are absent. As these dd∗ states are usually

non-emissive, they significantly contribute to non-radiative deactivation and even trigger de-

composition. This is particularly true for blue-emitting compounds where the emissive and
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the dd∗ states can be in close energetic proximity. [35] However, due to relatively small spin-

orbit coupling constants for copper complexes compared to those based on heavier elements,

phosphorescent decay times are expected to be long. This in turn would, besides a lowered

brightness, result in unwanted saturation effects such as triplet-triplet annihilation or other

efficiency roll-off effects. [36,37] Despite this, many Cu(I) complexes proofed to be highly effi-

cient emitters. [38] This can be explained by the fact that many of these emitters are actually

not phosphorescent emitters – although initially assumed [39] – but fluorescent emitters, more

precise, thermally activated delayed fluorescence emitters.

For such Cu(I) complexes a pronounced metal-to-ligand charge transfer (MLCT) character

was found for the lowest excited singlet (S1) and triplet states (T1). The respective transitions

involved induce noticeable spatial separation between the relevant orbitals (i.e. the HOMO and

LUMO), leading to small exchange integrals and as a result narrow energy gaps between the S1

and the T1 states, often less than 100 meV. [36] For some Cu(I) complexes, intersystem crossing

processes occur within around 10 ps [36] or even a few hundred fs, [40] resulting in fast thermal

equilibration between the lowest singlet and triplet states. The ratio of the population of

these states is determined by a Boltzmann distribution. Thus, for high enough temperatures

(i.e. room temperature) and a sufficient oscillator strength for the S1 to ground state S0

transition, the decay of the excited singlet state dominates the emission decay time. Under

these circumstances, the triplet state is predominantly depleted by thermally activated delayed

fluorescence. [36] A detailed description of the electronic structure, typically present in emitting

Cu(I) complexes, is given in section 2.4.

Over the past decade, Cu(I) complexes have been the subject of increasing interest due to

these unique properties making them highly desirable for producing efficient OLED devices

that emit light in a range of colors at relatively low cost. Figure 1.5 showcases some promising

Cu(I) complexes [41,42,43,44] for OLEDs reported in recent years, providing insight into their

photophysical properties, including emission wavelength, lifetime, and quantum yields.
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Figure 1.5.: Four examples of copper(I) complexes with potential application in OLEDs. a) two-coordinate
complex CAAC-CuCz [43] (CAAC = Cyclic(alkyl)(amino)carbene, Cz = Carbazole); b) four-coordinate complex
[Cu(POP)(4,4‘,6,6‘-bpy)]+ BF−

4
[41] (POP = bis(2-(diphenylphosphanyl)phenyl)ether, bpy = 2,2’-bipyridine);

c) three-coordinate complex Cu(LMe)(SPh) [42] (LMe = 1,2-bis[bis(2-methylphenyl)phosphino]-benzene, SPh =
thiophenolate); d) dinuclear copper(I) cluster [CuI(PCy3)]2

[44] (Cy = cyclohexyl). With λem
max the wavelength of

the emission maximum, ΦPL the quantum yield of emission, and τ the emission lifetime. Values were obtained
at room temperature.

1.2.1. N-Heterocyclic Carbenes

Carbene synthesis attempts have been ongoing since 1835. [45,46] However, it was not until

1988 that Bertrand and his colleagues successfully isolated the first free carbene. [47] Shortly

after, in 1991, Arduengo and his team presented the first carbene that was stabilized by

incorporation in a nitrogen heterocycle, leading to the development of the well-known class of

N-heterocyclic carbenes (NHC). [48] Although initially viewed as just a laboratory curiosity, [49]

NHCs have become important ligands for transition metals, with numerous applications in

academic research, one of which is the potential application as an OLED emitter, and even
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large-scale industrial processes, primarily in the field of catalysis. [46]

Figure 1.6.: Structure of the imidazol-2-ylidene group
and the Wanzlick equilibrium.

Carbenes are characterized by their neutral

nature and the presence of a divalent car-

bon atom with a six-electron valence shell.

The presence of an incomplete electron octet

and coordinative unsaturation makes free car-

benes inherently unstable compounds. [46] To

prevent dimerization of the carbenes, which

leads to the Wanzlick equilibrium [50] (see Figure 1.6), the substituents adjacent to the carbene

carbon are typically bulky groups, such as isopropylphenyl (iPr) or adamantyl groups. [46] Amid

their application in OLEDs, as ligands of transition metal complexes, these bulky substituents

further prevent large structural distortions in the excited state and consequential non-radiative

deactivation. [51]

Figure 1.7.: Scheme on the electronic structure of the
ground state of imidazol-2-ylidenes with the σ-electron
withdrawing and π-electron donating character of the
nitrogen atoms.

NHCs have an electronic singlet ground-

state configuration, which is stabilized by the

nitrogen atoms – inductively, through the σ-

electron withdrawing effect lowering the en-

ergy of the occupied σ-orbital and mesomer-

ically, through the π-electron donating ef-

fect shifting electron density into the empty

π-orbital of the carbon atom (see Figure

1.7). [46] The most commonly used derivative

of the NHC class is imidazol-2-ylidene (see

Figure 1.6). [49]

Over the course of this thesis, two copper(I) carbene complexes – NHCCuPy and NHC-

CuDBM (Figure 1.8) – were investigated with respect to their photophysical properties. A

detailed description and introduction of each is given in the respective results section 5.1

(NHCCuPy) and section 5.2 (NHCCuDBM).
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Figure 1.8.: Molecular structures of the two copper(I) NHC complexes that were investigated over the course
of this thesis. Here, the complex bearing a 2-methylpyridine (2-picoline) ligand is referred to as NHCCuPy, and
the complex bearing the dibenzoylmethanoate ligand is referred to as NHCCuDBM.

1.3. Structure and Overview of the Thesis

As outlined in the previous sections, copper(I) complexes with their unique properties might

serve as a sustainable alternative for existing OLED emitters. This thesis aims to investigate

the photophysical properties of copper(I) carbene complexes to help assess their potential as

OLED emitters. To determine the suitability of a substance as an OLED emitter, various

properties must be evaluated. These properties include the behavior of the substance after

photoexcitation encompassing its emission behavior. A qualitative understanding of these

properties is essential and includes aspects such as the occurrence of different processes after

excitation, for example (reverse) intersystem crossing, i.e. the population of singlet or triplet

states, furthermore the fluorescence or phosphorescence behavior, as well as the stability under

electronic excitation and the general environmental dependence of these properties.

Additionally, a quantitative discussion is necessary, which involves factors such as the emis-

sion parameters of the substance i.e. quantum yields and radiative lifetimes, the amount of

excitation energy lost via non-radiative deactivation, or the excited state deactivation time.

This thesis investigates two copper(I) complexes with respect to their photophysical proper-

ties, utilizing various spectroscopic methods, including stationary UV/Vis absorption spec-

troscopy, stationary fluorescence spectroscopy, femtosecond and nanosecond time-resolved

transient absorption spectroscopy as well as femtosecond time-resolved fluorescence spec-

troscopy.

The thesis is structured into several chapters, beginning with a chapter on the fundamen-
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tals of the relevant properties and their interrelationships (chapter 2), followed by a chapter

summarising the spectroscopic methods used in the investigation (chapter 3). The experimen-

tal details and instrumental parameters are described in a separate chapter (chapter 4). The

central chapter of the thesis focuses on the photophysical characterization of the two cop-

per carbene complexes, with each investigation presented and discussed individually (chapter

5). The last chapter (chapter 6) provides a concise summary of the accomplishments and

challenges encountered, followed by a forward-looking perspective.
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2. Fundamentals of Photophysics

The term photophysics refers to the physical processes of molecules and atoms occurring upon

their interaction with light. This includes the absorption, and emission of light, as well as the

population and the depletion of excited states.

One important conceptual tool used in photophysics is the Jablonski diagram, which is a

graphical representation of the electronic states and transitions that occur when a molecule

absorbs light (see Figure 2.1). The concept of the Jablonski diagram was initially proposed by

Aleksander Jablonski in 1933. [52,53]

Figure 2.1.: Jablonski diagram illustrating the most important photophysical processes. Thick horizontal lines
represent the vibrational ground states of the electronic states (S0, S1, ..., Sn and T1, ..., Tn), thin and greyish
horizontal lines correspond to excited vibrational levels. Vertical arrows upwards symbolize absorption processes
( 1○ excitation from the electronic ground state into upper excited states (purple), into the lowest excited
state (blue), and 6○ transient absorption from an excited state into upper ones (orange)). Vertical arrows
downwards symbolize radiative transitions ( 2○ fluorescence in green, and 6○ phosphorescence in red). Wavy
horizontal arrows correspond to non-radiative transitions between electronic states ( 3○ internal conversion, and
4○ intersystem crossing). Angled, light grey arrows represent vibrational relaxation within an electronic state.
Adapted from ref. [54].

The diagram consists of a series of thick horizontal lines representing the different electronic

energy states and thin horizontal lines representing the vibrational states within an electronic

state of a molecule. The lowest line represents the ground state, which is the state in which the
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molecule exists under normal conditions. For the vast majority of molecules, this ground state

constitutes a singlet state (S0). Although, especially amongst transition metal complexes,

other multiplicities are rather common due to the presence of unpaired electrons in the metal

d-orbitals. For instance, chromium (Cr) complexes are known to exhibit a variety of ground

state configurations, including high-spin states with unpaired electrons in multiple d-orbitals.

One example is the chromium(II) complex [Cr(acac)2], where acac represents acetylacetonate

ligands, which has a ground state with a total spin of S = 2, and thus a quintet ground state

according to eq. 1.2. [55]

When the molecule absorbs light, it is promoted to a higher energy state usually of the same

spin multiplicity (S1, ..., Sn). The excited state is represented by a higher horizontal line in the

diagram. Usually, an electronic excitation is accompanied by a vibrational excitation within

the respective electronic state, which is referred to as a vibronic transition. [17]

From the excited state, the molecule can undergo various deactivating processes to re-

turn to the ground state. These processes are represented by vertical arrows indicating

a loss of energy as well as horizontal arrows for isoenergetic processes. From the vibra-

tionally and electronically excited state, an energy loss1 can occur through vibrational re-

laxation (VR). Additionally, isoenergetic transitions to other electronic states take place.

Table 2.1.: Typical time scales2 of some
photophysical processes. [56]

process time scale

absorption ≈ 1 as 3

VR & IVR 100 fs – 1 ps

IC 1 ps – 1 µs

ISC 1 ps – 1 s

fluorescence 1 ns – 10 ns

phosphorescence 1 µs – 1 ms

If such a transition occurs between states of the same

multiplicity, it is referred to as internal conversion (IC),

while a change in multiplicity (e.g., S1 → T1) constitutes

an intersystem crossing (ISC) process. The recovery of

the ground state can additionally occur through the emis-

sion of fluorescence, in case of a Sn → S0 transition or

phosphorescence for a Tn → S0 transition. In most cases,

the emission occurs from the lowest excited state. This

common behavior is described by the rule of Kasha (see

section 2.2). [57] Furthermore, not only the ground state

1The term ”energy loss” refers to the system of the molecule transferring its energy to surrounding molecules,
e.g. solvent molecules.

3These typical time scales are particularly applicable to organic molecules. Principally they also apply to
transition metal complexes, although, for reasons especially stated in this chapter, such as increased spin-
orbit coupling constants and a higher density of states, the lower limit value of these time scales is expected
to be shorter for transition metal complexes.

3In principle, it is difficult to define the time scale of absorption. One definition is the time it takes for a
photon to ”pass” a molecule. For a molecule with a diameter of 10 Å, this time amounts to ≈ 1 as.
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but also excited states are capable of absorbing photons, leading to what is known as transient

absorption (TA). Additionally, transient absorption can originate from absorbing photoprod-

ucts. An overview of the typical time scales on which these processes occur is given in Table

2.1.

In the following sections, the processes that are relevant to this work are examined in

greater detail. These include the absorption and emission of photons, which are initially

outlined in a generalized manner. Subsequently, relevant tools for quantifying these processes

are presented (section 2.1). As the substances being studied are copper(I) complexes, a more

detailed description of their electronic structure and transitions is further provided (section

2.4). Non-radiative deactivation processes, such as intersystem crossing and the associated

phenomenon of the spin-orbit coupling, which are highly relevant in the context of potential

emitter molecules and transition metal complexes, are discussed (section 2.2 and 2.2.1).

2.1. Absorption and Emission

The phenomenon of absorption occurs when a photon (i.e. electromagnetic wave) of a specific

frequency ν (or wavelength λ) interacts with the electrons of an atom or molecule in such

a way, that the electrons absorb the energy of the photon and transition to a discrete state

of higher energy. The photon is annihilated in the process. The Bohr frequency condition

relates the energy difference ∆E between an initial state m and a final state n of an atom

or molecule to the frequency ν (or wavelength λ) of the absorbed photon. The condition was

first proposed by Niels Bohr to explain the discrete spectra of atoms. [58] The Bohr frequency

condition is given by equation 2.1:

En − Em = ∆E = h · ν = h · c0
λ

(2.1)

where h is Planck’s constant, ν is the frequency, λ the wavelength of the absorbed photon,

and c0 the speed of light in vacuum.

When a molecule absorbs a photon, there is an almost immediate redistribution of electron

density. However, the response of the atomic nuclei to this redistribution is slower and the

nuclei do not change their relative position at first. This is due to the significantly larger mass

of the atomic nuclei, which are more than ≈ 2000 times more massive than an electron. This
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difference in the time scale of electron and nuclear motion is the basis of the Born-Oppenheimer

approximation. [53,59]

Figure 2.2.: Illustration of the Franck-Condon principle.
The potential curves of the two states involved are har-
monically approximated. Adapted from ref. [54].

For the molecule to undergo a transition

to a different vibrational level during an elec-

tronic transition, the new vibrational level

must be compatible with the nuclear posi-

tion and momentum of the molecule in the

originating vibrational and electronic state.

In the classical model of vibrations, prior to

the excitation the equilibrium coordinates are

adopted and the momentum is zero. There-

fore, this compatibility is given at the turning

points of the vibrational motion, where the

momentum of the oscillating system matches

the value of zero. Thus, the excitation occurs

vertically (nuclear position does not change)

between the potential energy surfaces (momentum equals zero) of the two electronic states. A

more quantitative description of the probability of an electronic transition in a molecule taking

into account these vibrational levels is given by the Franck-Condon factors (FC). [60,61,62] These

are given by the square of the overlap integral S of the involved vibrational wave functions χi

and χf according to equation 2.2.

FCi,f =
〈
χi

∣∣χf

〉
(2.2)

A small overlap of the wave functions results in a small value for the Franck-Condon factor

and thus a low probability for the corresponding transition. The shape of an absorption band

can thus be described by considering the Franck-Condon factors for different transitions (see

Figure 2.2).

From an experimental point of view, the absorption of light by a molecule or an atom can

be quantified through the application of the Lambert-Beer law. [63,64] This law states that the

absorption, experimentally defined as the negative decadic logarithm of the ratio of the incident

light intensity to the transmitted light intensity through a sample (eq. 2.3), is linked to the
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concentration c and optical path length d of a sample according to eq. 2.4.

A(λ) = −log I(λ)

I0(λ)
(2.3)

A(λ) = ε(λ) · c · d (2.4)

The factor of proportionality ε(λ) between the absorption A, the concentration of the sample

c, and the optical path length d is the absorption coefficient. Accordingly, the absorption

coefficient is a measure of the decrease in intensity of electromagnetic radiation as it passes

through a given sample. Usually, ε(λ) is expressed in units of M−1cm−1.

The absorption coefficient in turn is related to the oscillator strength, which characterizes

the strength of a certain electronic transition, through the following equation 2.5: [62]

f =
4 ·me · ϵ0 · c0

e20 ·NA
·
∫

ε(ν)dν (2.5)

with the electron mass me, the vacuum permittivity ϵ0, the elementary charge e0, and Avo-

gadro’s constant NA. The integral in the expression
∫
ε(ν)dν corresponds to a sum over all

(relevant) FC factors. The calculation of f via
∫
ε(ν)dν is valid for a transition(band) that is

spectrally isolated (i.e. does not overlap energetically with other transitions). The oscillator

strength compares the real absorption behavior, based on the laws of quantum mechanics, with

the expectations of classical physics. [17] According to classical physics, absorption is described

as the vibration of electrons in response to the oscillating electric field of light. The oscillator

strength can also be expressed from a quantum mechanical point of view (eq. 2.6), in which it

is related to the quantum mechanically accessible transition dipole moment µmn for an initial

state m and a final state n: [62]

f =
4 · π ·me · νmn

3 · ℏ · e20
· |µmn|2 (2.6)

with me the electron mass, e0 the elementary charge, and the reduced Planck’s constant ℏ.

As absorption describes a transition from a state m to a state n of higher energy and

the simultaneous annihilation of a photon, the phenomenon of emission covers the opposite

process, whereby a distinction must be made between spontaneous and stimulated emission.

17



2. Fundamentals of Photophysics

In the process of stimulated emission, the atom or molecule in its excited state n returns

to its ground state m by releasing a photon of energy equal ∆E. Stimulated emission and

absorption from the same pair of states share the same transition probability. [53] However,

stimulated emission requires the presence of a resonant photon within the lifetime of the

excited state. Typically, this requirement is given for time-resolved spectroscopic techniques

where the sample is irradiated by (multiple) intense laser pulses (see section 3.2.1). In contrast,

spontaneous emission can occur in the absence of an external electromagnetic field. In this

case, zero-point fluctuations of the electromagnetic field ”stimulate” the emission. [53]

One way of quantifying the emitting capability of a molecule with respect to spontaneous

emission is given by the radiative rate constant krad. The radiative rate constant for a molecule

can be estimated by a relation derived by Strickler and Berg 1962, [65] and further adapted by

Birks and Dyson 1963, [66] which is given by eq. 2.7. [53]

kSBrad =
8πln(10) · c0

NA
· n

3
em

nabs
· gn
gm
·

∫
I(ν̃) dν̃∫

ν̃−3 · I(ν̃) dν̃

∫
ε(ν̃)

ν̃
dν̃ (2.7)

In the equation, c0 is the speed of light in vacuum, NA is Avogadro’s constant, nabs and nem

are the mean refractive indices for the absorption and emission frequencies, respectively, gm

and gn are the degeneracies of the lower and upper states, respectively, I(ν̃) is the wavenumber

dependent fluorescence signal, and ε(ν̃) is the wavenumber dependent absorption coefficient.

From the equation, it follows that there is a relation between the transition probability of spon-

taneous emission and absorption. Strong absorption transitions, thus, exhibit high radiative

rate constants kr. The Strickler-Berg relation is only valid if the included spectral bands result

from the same transition, for instance, S0 → S1 and S1 → S0.

Another quantification of the emission capabilities of a substance is the quantum yield of

emission. By definition, it is given by the relation of the number of emitted Nem to the number

of absorbed photons Nabs. Furthermore, it can be expressed by the radiative rate constant

krad in relation to all rate constants that represent the excited state’s deactivation, such as

the rate constant of internal conversion kIC or intersystem crossing kISC (see eq. 2.8).

ΦFl =
Nem

Nabs
=

krad
krad + kIC + kISC + ...

(2.8)
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As the lifetime of an excited state is the reciprocal of the sum of all its deactivating rate

constants (eq. 2.9), the fluorescence quantum yield ΦFl can also be obtained by multiplying

the excited state lifetime with the radiative rate constant (eq. 2.10). [53]

τFl =
1

krad + kIC + kISC + ...
(2.9)

ΦFl = krad · τFl (2.10)

Accordingly, with the aid of the above-stated estimation for the radiative rate constant and

a known quantum yield of emission4 the lifetime of the emitting state can be obtained. As a

consequence, purely based on steady-state spectroscopic data, it is possible to obtain crucial

kinetic (i.e. time-resolved) information.

2.2. Non-Radiative Deactivation Processes

In the search for new OLED emitters, the knowledge of individual photophysical processes is

essential. In addition to the desired radiative deactivation (see section 2.1), it is also highly

relevant to consider the non-radiative processes that occur after the electronic excitation of

the molecule. With the right knowledge about these phenomena, their causes, and their

effects, these processes can be addressed and prevented upon suitable adjustments, for instance

with regard to the molecular structure. Here, the most relevant processes within the scope

of transition metal complexes, especially Cu(I) complexes are highlighted. The process of

intersystem crossing as a highly pertinent process for such compounds is separately addressed

including the enabling mechanism of spin-orbit coupling (SOC) (see section 2.2.1).

Non-radiative processes refer to the transitions between different electronic states of mole-

cules, wherein there is no absorption or emission of photons. These transitions occur initially

in an isoenergetic manner, implying that the energy of the molecule remains constant. How-

ever, this energy is converted into vibrational energy of a lower electronic state, which, thus,

results in the dissipation of energy as heat. Typical time scales for this process also known

as vibrational relaxation are given in Table 2.1. The rate constant for non-radiative processes

typically increases exponentially as the energy gap between the electronic states decreases.

4Information on the experimental determination of the fluorescence quantum yield ΦFl are given in section
3.1.2.

19



2. Fundamentals of Photophysics

This phenomenon is known as the energy-gap law. Kasha’s rule is based on the energy-gap

law, [67] and it states that emission occurs from the lowest electronically excited state of the

respective multiplicity. [53,57] As the excitation energy increases, the density of electronic states

also increases, and their energetic separation decreases, respectively. If an upper excited state

is occupied, all transitions to energetically lower lying states (e.g. S2 → S1, T2 → T1 or

T2 → S1) are usually fast compared to the transition between the first excited and the ground

state (S1 → S0 or T1 → S0) due to the large energy gap between these states. Especially

organic molecules but also some transition metal complexes have been experimentally verified

to comply with this rule. [68,69,70] Although, in the case of the latter, it is important to note

that with many different excited states of different character often in close energetic proximity

to each other, transitions between these states are not always efficient. As a result, many

metal complexes defy Kasha’s rule. [71]

Fermi’s golden rule is one of the most significant approaches used for calculating the rate

constants knr associated with non-radiative (as well as radiative) transitions. The calculation of

the non-radiative rate constant is done through the application of time-dependent perturbation

theory. Unlike radiative transitions, which are affected by periodic perturbations caused by

alternating electromagnetic fields, non-radiative processes are influenced by constant and weak

perturbations. The wavefunctions of two states involved in the transition are eigenfunctions

of the molecular Hamiltonian in absence of this perturbation. In presence of this perturbation,

they are no longer eigenfunctions and thus may evolve in time. The description of the non-

radiative process between two states m → n using Fermi’s golden rule is given by equation

2.11. [62]

knr =
2π

ℏ
∣∣Hm,n

∣∣2⟨ρn · FC⟩T (2.11)

In the equation, ρn represents the density of final states. The product ρn · FC stands for the

Franck-Condon weighted density of states (FCWD). For the situation T > 0 more than one

initial state is occupied making a thermal average ⟨⟩T necessary. Hm,n describes the matrix

element of the perturbation, which in turn is given by the wave functions of the initial Ψm and

final states Ψn, and a perturbation operator ĤP according to eq. 2.12. [62]

Hm,n =
〈
Ψm

∣∣ĤP

∣∣Ψn

〉
(2.12)
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As the wavefunctions are no longer eigenfunctions of the Hamiltonian in presence of the

perturbation this matrix element can be non-zero.

Internal conversion refers to the non-radiative transition between two electronic states of

the same multiplicity (e.g. S1 → S0 or T2 → T1). For IC to occur, there must be inter-

actions between the motion of the nuclei and the electrons. These interactions, known as

vibronic couplings, cause the momenta of the atomic nuclei to influence the electronic wave

functions, distorting the electron density distribution (breakdown of the Born–Oppenheimer

approximation). [72]

Regarding the relaxation of vibrational excitation, two main pathways can be considered. [73]

One pathway is the intramolecular vibrational energy redistribution (IVR). In this process, en-

ergy initially concentrated in a high vibrational level is redistributed to multiple vibrational

levels of lower energy. This is the case, for instance, when the energy of an initially populated

high-frequency stretching vibration is transferred to several lower-energy vibrational modes

such as bending vibrations. Such a redistribution cannot be explained by the harmonic approx-

imation. Only the consideration of anharmonicities occurring in real systems can explain IVR

processes. [74,75] As IVR constitutes a purely intramolecular process it occurs also in the gas

phase. [56] However, this does not mean that the process is fully unaffected by the environment.

For instance, upon solvent-solute interactions, vibrational energies can be shifted and thereby

change the resonance conditions for the transfer of vibrational energy. Especially for transi-

tion metal complexes, IVR has been assigned a crucial dissipating agent. [76,77]. This can be

illustrated by the number of normal modes of vibration (#modes) for a non-linear molecule,

which is given by eq. 2.13.

#modes = 3N − 6 (2.13)

In the equation, N denotes the number of atoms of the molecule. Whereas small three-

atomic molecules, such as H2O possess only three normal modes, the number becomes large

for large polyatomic molecules. For instance, the transition metal complexes studied in this

thesis NHCCuPy and NHCCuDBM have 234 and 276 normal modes, respectively.

Another pathway for the dissipation of the vibrational energy is the transfer to surrounding

molecules. This intermolecular process occurs when molecules ”collide” (i.e. the spatial

distance becomes sufficiently small enough) with surrounding molecules, such as matrix or
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solvent molecules, so that an energy transfer occurs to these neighboring molecules. [78]

Both processes have an influence on the absorption and fluorescence spectra. Usually,

immediately after photoexcitation, the molecule is in a high-energy vibrational state of a cor-

responding electronic state. From this high-energy vibrational state the energetic distance to

the next higher electronic state is smaller compared to the vibrational ground state. As the vi-

brational relaxation proceeds, lower vibrational states are populated and the energetic distance

to the next higher electronic state increases. As a consequence the signal of the transition

into the higher electronic state shifts to higher energy. This time-dependent transformation

of the (transient) absorption or emission band due to vibrational relaxation can be observed

and investigated using time-resolved spectroscopy. [79] Upon photoexcitation of a molecule in

solution, these processes usually proceed within 10−14− 10−12 s, much faster than the typical

lifetimes of other deactivating processes (see Table 2.1). Hence, vibrational relaxation usually

takes place prior to these processes. [80] More information on the overall form and dynamics of

absorption and emission spectra in solution is given in section 2.3.

2.2.1. Intersystem Crossing and Spin-Orbit Coupling

Whereas internal conversion describes the isoenergetic transition between two states of the

same multiplicity, ISC covers the isoenergetic transition between two states of different multi-

plicity, e.g. S1 → T1. Furthermore, the vibronic coupling relevant to IC plays only a subordinate

role for the ISC. Here, spin-orbit coupling has a decisive role, which allows the formally – due

to the conservation of angular momentum – forbidden transition to take place.

Spin-orbit coupling is based on the interaction between the electron’s spin angular momen-

tum ŝ and its orbital angular momentum l̂ around the atomic nucleus. This interaction is

caused by a coupling of the magnetic moments. Consequently, to compensate for the neces-

sary change of the spin quantum number over the course of an ISC transition (i.e. between

states with different multiplicity), there is a corresponding change in the magnetic quantum

number of the orbital angular momentum. A change in the quantum number of the orbital

angular momentum results in a change of the nature of the orbitals involved in the transition.

Specifically, the quantum number of the orbital angular momentum describes the spatial orien-

tation of the orbitals and contributes to the formation of different types of orbitals, including

σ-, π-, n-, or d-orbitals.

Mostafa El-Sayed derived certain rules, now referred to as the El-Sayed rules, that are used
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to predict the rate constants of ISC in various molecular systems in a qualitative manner. [81,82]

According to El-Sayed’s rules, the ISC is faster if the electronic state changes its nature with

respect to the orbital character during the transition. For instance, this is the case for an

1ππ∗ → 3nπ∗ transition. On the other hand, ISC is slower if the electronic state’s orbital

character remains unchanged during the transition (e.g. 1ππ∗ → 3ππ∗).

These rules, well-established in organic systems, can principally be adapted to transition

metal complexes. However, with a stark contribution of the metal d-orbitals and the overall

diverse orbital contributions to the electronic transitions, further adaptions to this rule are

made. [83] While ISC is slower – similar to organic compounds – if the interacting states result

from the same molecular orbitals, it becomes fast for singlet

Table 2.2.: Spin-orbit coupling constants (SOCC) for some
transition metal atoms (in cm−1). [84,85]

atom group, period | SOCC | / cm−1

Cr 6, 4 135

Fe 8, 4 255

Co 9, 4 390

Cu 11, 4 810

Zr 4, 5 270

Mo 6, 5 450

Ru 8, 5 745

Ag 11, 5 2150

W 6, 6 2100

Os 8, 6 2300

Au 11, 6 4900

and triplet states originating from dif-

ferent d-orbital contributions. For in-

stance, for a singlet dπ∗ state and

a triplet d′π∗, both of pronounced

MLCT character and with d ̸= d′

(while ∆ml ± 1), ISC is expected to

be fast. [67]

Generally, the SOC constants for the

d electrons in (heavy) transition metal

elements are significantly larger than

those of other main group elements.

Accordingly, the higher the MLCT na-

ture involved in the singlet and triplet

excited states, the stronger the SOC

and the faster the ISC transition.

Table 2.2 lists the SOCCs of some transition metals. As indicated, a large spin-orbit coupling

is particularly present for the heavier elements. This relationship, known as the heavy atom

effect, can be illustrated by the following equation 2.14 for the Hamiltonian for spin-orbit

coupling ĤSO for a hydrogenic atom5. [62]

5As stated in the text, this equation 2.14 is only valid for hydrogenic atoms, i.e. for the interaction of one
electron with a nucleus of charge Z, without considering any electron-electron interaction. Applying this to
objects other than hydrogen, helium+, lithium2+ etc. constitutes a very crude approximation.
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ĤSO =
Z4e2

8πϵ0m2
ec

2
0

· l⃗ · s⃗ (2.14)

With Z the nuclear charge number, e the elementary charge, ϵ0 the vacuum permittivity,

me the electron mass, and c0 the speed of light in vacuum. According to the equation, the

spin–orbit coupling scales with the fourth power of the nuclear charge number (Z4), which

implies that the SOC interactions are considerably larger for atoms further down in the periodic

Table. [83] However, considering non-hydrogenic systems with more than one electron, this effect

can significantly decrease due to the screening of the nuclear charge by the presence of the

other electrons. [83]

As this example shows it is important to note that these rules only constitute rules of thumb

and deviations from these are common as many factors must be considered simultaneously

making in-depth theoretical quantum chemical studies inevitable. For instance, one study

demonstrated for several similarly coordinated and isoelectronic d10 complexes based on Cu(I),

Ag(I), and Au(I) ions that in contrast to expectations based on the heavy metal effect, the Cu(I)

complexes exhibit the highest SOC strength6. [86] Upon conducting a more thorough theoretical

analysis, it was discovered that the respective S1 states of these complexes have very distinct

characteristics. Specifically, the S1 state of the Cu(I) complex is of mixed MLCT/dπ∗ nature,

with MLCT character accounting for approximately 20-45%, while the S1 state of the Au(I)

complex can be identified as a nearly pure ππ∗ transition. [83,86]

2.3. Solvent Effects

According to the Franck-Condon principle (see section 2.1), transitions into different vibrational

states within the same electronic transition occur with different probabilities. Therefore, these

transitions of varying intensity, also known as vibrational progressions, ought to be visible in

the absorption or emission spectra. Specifically, this is the case for spectra recorded in the

gas phase. However, for spectra recorded in solution, the vibrational progressions may be faint

and difficult to discern, depending on the nature of the solvent. The appearance of vibrational

progressions in solution depends on the strength of the intermolecular interactions between

6On average, these Cu(I) complexes exhibit both a higher quantum yield of emission (Cu(I): 0.250, Ag(I):
0.015, Au(I): 0.056) and a shorter phosphorescence time constant (Cu(I): 29 µs, Ag(I): 148 µs, Au(I):
73 µs). [86]
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the solute and solvent molecules. In non-polar solvents, weak van der Waals interactions lead

to the partial observation of vibrational progressions. In contrast, polar or protic solvents with

strong dipole-dipole and hydrogen-bonding interactions cause significant broadening of the

absorption and emission energies, making it difficult to observe vibrational progressions. [87]

Besides that and with respect to transition metal complexes, it should be noted, that the

nature of the electron transition also influences the possibility of vibrational progressions to

appear. For example, it is typical for an MLCT band to be rather broad and structure-less.

One reason for this is the large change in dipole moment for a CT transition. Another reason is

that for the respective electronic transition, which originates from different spatially separated

orbitals from different vibronic contributors, the energy of the vibrational states involved is

spread more continuously. [88,89]

In addition to the shape of the absorption or emission band, a solvent environment can

further have an impact on the position of the bands, i.e. on the energy of the transition.

Figure 2.3.: Schematic representation of different solva-
tochromic shifts caused by different dipole moments of
ground- µG and excited state µG. Figure adapted from
ref. [54].

Shifts in transition energies can be ob-

served if compared to the vacuum, or

in between solvents of different polar-

ity and proticity. These effects dom-

inantly result from the interaction be-

tween the molecule’s electric dipole mo-

ment and the dipole moments of the

solvent molecules stabilizing the respec-

tive electronic state by the amount of

the solvation energy (see Figure 2.3).

If the molecule’s electronic distribution

(i.e. dipole moment) changes upon ex-

citation, different solvation energies for

the ground- and the excited states oc-

cur, causing a relative lowering of these

states in comparison to vacuum. This in

turn leads to decreased or increased energy differences for the transition between these states.

If the dipole moment of the ground state | µG | is greater than the dipole moment of the ex-
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cited state | µE |, the ground state is more stabilized by the dipole moment of the surrounding

molecules than the excited state is, which results in a blue- or hypsochromic shift of the ab-

sorption band. This is referred to as negative solvatochromism. Conversely, if | µG | < | µE |,

the excited state is more stabilized, resulting in a red- or bathochromic shift of the absorption

band, which is referred to as positive solvatochromism. [87]

These effects are in particular relevant for many transition metal complexes since an elec-

tronic transition is usually accompanied by a large redistribution of electron density (i.e. change

in dipole moment), for instance upon a ligand-to-ligand or metal-to-ligand charge transfer tran-

sition. [90,91]

As stated above, also the proticity of the solvent molecules influences the energy of an

electronic transition. Protic solvents can form hydrogen bonds, which contribute significantly

to solvation energy, i.e. to the stabilization of the respective state. For molecules with

heteroatoms, the electron density is partially localized on the heteroatom’s n-orbital, promoting

the formation of H-bonds. The resulting stabilization of the n-orbital leads to a negative

solvatochromism (i.e. increased energy) of nπ∗ transitions7 with increasing proticity of the

solvent. [87]

Figure 2.4.: Schematic illustration of solvation effects on the Stokes
shift for the situation µE > µG in a polar solvent. Figure adapted from
ref. [54].

Apart from a change in a

transition band’s maximum rel-

ative to the vacuum, or be-

tween solvent molecules of dif-

ferent polarity, solvation can

also affect the shift between

absorption and emission bands

relative to each other that is

known as Stokes shift (see Fig-

ure 2.4). In thermal equi-

librium, surrounding solvent

molecules are in the energeti-

cally most favorable orientation

around the solute molecule.

Upon electronic excitation of the molecule, which occurs vertically in accordance with the

7Or a similar transition involving electron density that originates from the n-orbital, e.g. nσ∗ or nd∗ transitions.
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Franck-Condon principle, the electron density distribution within the molecule changes, and

consequently, the surrounding molecules (initially) adopt an unfavorable orientation. Subse-

quently, the solvent molecules reorganize, which leads to a (time-dependent) stabilization of

the electronically excited state, a process known as dielectric relaxation. Depending on the

size of the solvent molecules, this process usually takes between 100 femtoseconds and several

picoseconds. [92,93]

As the emission also occurs vertically, initially an energetically unfavorable orientation of the

solvent molecules upon returning to the ground state results. Subsequently, within the typical

time span for dielectric relaxation, the solvent molecules reorganize.

Moreover, solvent molecules can directly ”participate” in the electronic excitation of the

solute molecule. For instance, charge-transfer-to-solvent (CTTS) transitions occur for several

halide anions and some alkalides such as Na−, K−, and Rb− as intense absorption bands

in the deep UV (≈ 270 nm). These bands arise from the interaction between the ions and

the solvent. [94] However, the presence of CTTS states is not exclusive to atomic ions but is

also present in molecules and metal complexes. A well-known example is the aqueous ferrous

cyanide [Fe(CN)6]4+ that exhibits CTTS states within the range of 260-295 nm, [95] making

them readily accessible for time-resolved spectroscopic studies. [96]

Table 2.3.: Donor number values for typical
solvents (in kcal/mol). [97,98]

solvent DN / kcal
mol

toluene 0.1

acetonitrile 14.1

acetone 17.0

methanol 19.0

tetrahydrofuran 20.0

dimethyl sulfoxide 29.8

ethanol 31.5

pyridine 33.1

Also, chemical reactions can occur between the

solvent and the solute. In the case of metal

complexes, usually, this means the substitution of

ligands or the additional coordination of solvent

molecules to the metal center. The donor num-

ber (DN), according to Viktor Gutmann, serves as

a measure for the coordination affinity of a sol-

vent molecule towards a metal ion. It is defined

as the negative enthalpy for the 1:1 adduct forma-

tion between a solvent molecule as the Lewis base

and the standard Lewis acid antimony pentachloride

(SbCl5). In other words, it represents the ability of a

solvent to donate electrons to a metal ion and form

a coordination complex. Solvents with higher donor numbers have a greater ability to donate
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electrons and form coordination complexes with metal ions. Solvents with low donor numbers,

on the other hand, have a weaker coordination affinity towards metal ions and are less likely to

form coordination complexes. [98,99]. For some typical solvents, the donor numbers are listed

in Table 2.3.

2.4. Electronic Structure of Cu(I) Complexes

This section discusses the electronic structure and the resulting photophysical properties of

transition metal complexes, specifically Cu(I) compounds, and how these properties are de-

termined by their frontier orbitals. The four main transition types are explained namely

ligand-centered, metal-centered, metal-to-ligand, and ligand-to-metal charge transfer tran-

sitions. Furthermore, the influence of these transitions on the overall emission properties of

Cu(I) compounds is described.

The photophysical properties of transition metal complexes, including Cu(I) compounds,

are largely determined by their frontier orbitals, which are, according to the molecular orbital

theory, the highest occupied and lowest unoccupied molecular orbitals. These molecular orbitals

give rise to the lowest excited electronic states. To some extent, the frontier orbitals can be

described by the occupied d and unoccupied d∗-orbitals of the central metal and the occupied

π and unoccupied π∗-orbitals of the ligands, also referred to as chromophoric ligands. For

non-chromophoric ligands, also known as ancillary ligands, the π-orbitals are of low energy

and the π∗-orbitals of high energy, and thus have no effect on the lowest electronic states.

However, their presence can have a significant impact on the overall electronic structure, for

instance through the coordination geometry or electron-inducing or withdrawing effects. [100,101]

According to this (simplified) view, four different electronic transitions can occur, which are

described in the following and summarized in Figure 2.5. [71,102,103]

Ligand-centered (LC) transitions involve the excitation of an electron from a π to a π∗-

orbital, with both orbitals usually located on the same ligand. In heteroleptic complexes (i.e.

with various ligands), excitation can occur between different ligands, resulting in a ligand-to-

ligand charge transfer (LLCT) transition.

If an electron is excited from a d-orbital of the central metal atom to another unoccupied

metal orbital, it results in a metal-centered (MC) transition. The most typical MC transition

is the dd∗ transition if the unoccupied orbital is of d∗ character. In the context of OLED ap-
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plication, dd∗ transitions are considered detrimental as they usually deactivate non-radiatively.

This can be attributed to a low oscillator strength of the transition due to its parity-forbidden

nature. [104] In typical OLED emitters, based on iridium or platinum, the d∗-orbitals are gener-

ally at very high energies due to a large ligand field splitting. Consequently, dd∗ states are not

among the low-energy states in these cases. [105] However, if they are energetically close enough

to the lowest excited states, which can be the case, especially for blue emitting compounds,

so that they can be thermally populated at room temperature, they can have a significant in-

fluence on the compounds emitting properties. [101] In contrast to that, the emission behavior

of Cu(I) based complexes is not affected by dd∗ states. This is due to the fact that the d-shell

of the Cu(I) ion has a d10 configuration, which implies it is fully occupied and has no empty

accessible d∗-orbitals, and therefore no dd∗ states are present. Due to this characteristic, Cu(I)

compounds have the potential to be ideal candidates for developing stable blue emitters with

high emission quantum yields. [102]

Figure 2.5.: Schematic representation of the frontier orbitals (d/d∗-orbitals for the metal and π/π∗ for the
ligand) and how the lowest excited states and the respective character of each (MLCT, LC, MC, LMCT) are
made up of transitions involving these frontier orbitals. Due to exchange interactions, which depend on the
state’s character, the states are further split into singlet and triplet ones. Based on refs. [71,101].

Metal-to-ligand charge transfer (MLCT) transitions refer to the transfer of charge (i.e.

electron density) from the central metal to one of the ligands, usually an unoccupied π∗-

orbital, upon excitation. This type of transition is a key factor that determines the emission

behavior of many complexes that are relevant for OLEDs. Due to the high contribution
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of hole density from the metal center in the emitting states, strong spin-orbit coupling can

be induced, leading to fast intersystem crossing processes. Although the spin-orbit coupling

constant of copper is rather small compared to metals like iridium or platinum, the charge

transfer character of the lowest excited states of many copper(I) complexes showed to be

much more pronounced. [102] This allows many Cu(I) complexes to show thermally activated

delayed fluorescence (see section 1.2). [36,37]

The opposite process of an MLCT transition with respect to the source and sink of electron

density is described by a ligand-to-metal charge transfer (LMCT) transition. For these tran-

sitions to show relevance (i.e. constitute low energy) ligands with free electron pairs of high

orbital energy (e.g., sulfur- or selenium-containing ligands) or a central metal ion in a high oxi-

dation state with energetically low-lying d∗-orbitals (e.g., Mn(VII) or Pt(IV)) are required. [101]

This requirement is usually not fulfilled for Cu(I) complexes, which makes the LMCT state

rather unimportant regarding the photophysics of such compounds.

In the following, the importance of the MLCT character of the lowest excited states for

Cu(I) complexes with respect to the property of TADF is more closely described. [102] Due to

exchange interactions of the electrons, the above-described states are energetically split into

states with different spin configurations (see Figure 2.5). For a singlet ground state, these

are usually singlet and triplet excited states.8 As discussed in section 1.3, the exploitation of

both excited states for the OLED emission constitutes an important task. For an energy gap

between these singlet and triplet states which is in the order of the thermal energy kB · T , the

excited state population of the triplet state can be transferred into the fluorescent singlet state.

For a situation where the lowest excited singlet and triplet states are of MLCT character, i.e.

the HOMO is predominantly located on the metal center (approximately a d-orbital), and the

LUMO on the ligand’s π∗-orbital , the energy gap between these two states (∆E(S1− T1)) is

roughly twice the exchange integral K, which is given by equation 2.15. [62,106] This equation

is not only valid for this specific excitation as stated above but – replacing the given indices –

for all kinds of excitations.

∆E(S1 − T1) ≈ 2 ·Kdπ∗ = 2 ·
〈
Ψd(r1)Ψπ∗(r2)

∣∣∣∣ e20
4πϵ0r12

∣∣∣∣Ψd(r2)Ψπ∗(r1)

〉
(2.15)

8However, depending on the number of electrons, states with higher multiplicities are in principle possible.
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In the equation, Kdπ∗ represents the exchange integral, r1 and r2 are the electron coordinates,

r12 the spacial separation of the electrons, Ψd and Ψπ∗ the wave functions of the respective

d and π∗ frontier orbitals (i.e. HOMO and LUMO), ϵ0 the vacuum permittivity and e0 the

elementary charge. The equation highlights that the exact magnitude of the exchange integral,

and thus of the S1 − T1 splitting, is determined by the spatial separation of the frontier

orbitals involved. This spatial separation increases as the charge-transfer character of the

electronic state increases, leading to the reduction of the exchange integral and consequently

of ∆E(S1−T1). As depicted in Figure 2.5, an MLCT state, with the d and π∗-orbitals located

at different parts of the complex, thus, exhibits a rather small singlet-triplet splitting, since

the unpaired electrons are spatially farther apart and therefore interact to a lesser extent. In a

corresponding LC state, where the π and π∗ are for instance located on the same ligand, only

a small spatial separation of the electron wave functions is present leading to a rather large

exchange integral and as a result to a large singlet-triplet splitting.

However, it is important to note, that the representation of the electronic states discussed

above and illustrated in Figure 2.5 only draws a simplified picture. In reality, the molecular

orbitals in transition metal complexes are not of pure ligand-π or metal-d character and thus do

not constitute pure LC or MLCT states. Furthermore, the strong spin-orbit coupling induced by

the central metal ion (see section 2.2.1) leads to a mixture of states of different multiplicity. [101]
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In this section, the methods that were applied to obtain the presented results are listed and

explained. Furthermore, their principles of operation and the setups, as used for the experi-

ments presented in this thesis, are described. For specific experimental details with regard to

the measurements and results, see chapter 4.

3.1. Steady State Spectroscopy

3.1.1. UV/Vis Absorption Spectroscopy

UV/Vis absorption spectroscopy is an analytical technique used to investigate the electronic

resonances of molecules by measuring the amount of light that is absorbed by the sample. [53]

In general, any UV/Vis spectrophotometer consists of (1) a light source (e.g. light bulb), (2)

the sample(-holder), (3) a dispersing element (e.g. grating or prism) to separate the different

wavelengths, and (4) a detector- (e.g. photomultiplier or diode array) and a data process-

ing system (e.g. plotter oscilloscope and/or a computer). Typically, spectral information is

obtained either by the selection (scanning) of small wavelength intervals that are detected

individually (double beam UV/Vis spectrophotometer, see below) or by the simultaneous de-

tection of a large wavelength interval (diode array spectrophotometer). [107] As the double

beam UV/Vis spectrophotometer was used for the results presented in this thesis, the basic

principle of operation and typical setup of such will be explained in the following.

The ratio of the spectral intensity of the light, which is transmitted through the sample I(λ),

and the incident light I0(λ) provides the transmittance T (λ). The extinction E(λ) is obtained

by the decadic logarithm of the transmittance (see eq. 3.1 and 3.2). Besides information on the

absorption of the sample, the extinction further includes information on scattering, diffraction,

and reflection of the sample. As the latter typically constitute only minor contributions (due

to precautions made with regard to sample purity and dilution) that usually are corrected for

automatically using a reference (see below), the extinction equals approximately the absorption

A(λ). [108]

32



3. Background on the Applied Methods

T (λ) =
I(λ)

I0(λ)
(3.1)

A(λ) � E(λ) = −log (T (λ)) (3.2)

Besides the expression of eq. 3.2, A(λ) can also be expressed by means of the Beer-Lambert

law (see eq. 2.4 in section 2.1). Here, a linear correlation of A(λ) with the concentration of

the sample c and the optical path length d is given introducing the absorption coefficient ε(λ)

as a factor of proportionality. From the absorption coefficient, in turn, further parameters,

such as the oscillator strength of a transition, can be derived (see section 2.1). [108]

The typical optical setup is illustrated using the example of a double beam UV/Vis spec-

trophotometer as applied here (see Figure 3.1).

Figure 3.1.: Scheme of the optical setup of a double beam spectrophotometer as it was used throughout the
measurements presented in this thesis. The spectrally broad light from the light source is marked as a yellow line.
The scanning monochromator1 selects one wavelength to pass (green line). A three-segment optical chopper
(reflection, open, close) sends the beam further to the reference, lets the beam pass to the sample or blocks
the beam. Transmitted reference and sample beam (I0 and I, respectively) are detected by a photomultiplier.

The light source typically constitutes a tungsten-halogen lamp covering a spectral range

from the near UV to the NIR (≈ 300 - 2500 nm) and a deuterium arc lamp explicitly for

the UV down to wavelengths of ≈ 160 nm. The scanning monochromator spatially separates

the wavelengths of the spectrally broad light source. A small wavelength interval is selected

by a slit of specific width. Depending on the size of the slit, a larger or smaller interval is

selected allowing for a higher/lower intensity of the beam at the expense of a lower/higher

spectral resolution. As the dispersing element (typically a diffraction grating) rotates, several

1It is noted that the way the grating and its operation are schematically represented here and throughout may
be misleading. However, for the sake of simplicity and clear visibility of the spectrally fanned light, a more
complex representation is omitted.
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wavelength intervals are scanned over time so that the intensity can be expressed as a function

of the wavelength. Each selected wavelength interval passes through an optical chopper that

either reflects or transmits the beam. The reflected beam is directed to the reference (usually

the pure solvent) and constitutes the signal I0(λ) after transmission of the reference. Its

intensity is ”counted” as a transmittance of T (λ) = 1. The other beam passes through

the sample constituting the signal I(λ). Both sample and reference beam are detected by

a photomultiplier in synchronism with the optical chopper. Additionally, the optical chopper

may also allow for a dark signal to be recorded blocking both the reference and sample beam.

By so, the measured intensities I0(λ) and I(λ) can be corrected by subtracting the dark signal

Idark.

3.1.2. Fluorescence Spectroscopy

Based on the name of this method, one is inclined to assume that only fluorescence can be

detected. However, in principle, fluorometer devices are able to detect all sorts of emission

phenomena without differentiating their origins. Nevertheless, certain spectrometers are specif-

ically suitable for detecting phenomena such as phosphorescence, which usually constitutes low

quantum yields at room temperature. Such devices allow, for instance, for simultaneous cool-

ing of the sample and a time-delayed detection after excitation in order to avoid interfering

with fluorescence signals. In the following, it is referred to the basic design and the principle

of operation of a fluorometer as such was used over the course of this thesis.

Fluorometers usually consist of (1) a spectrally broad light source, (2) two monochromators,

(3) the sample(holder), and (4) a detection and data processing unit (see Figure 3.2). One

monochromator is located before the sample selecting the excitation wavelength, and the

other one is located behind the sample selecting the detection wavelength. The entrance of

the second monochromator is usually positioned rectangular to the excitation beam. This

arrangement ensures that as little as possible of the excitation light is detected as well. In the

case of a diode array detector that is capable of detecting a range of dispersed wavelengths at

once, the second monochromator is replaced by a polychromator. The Kerr setup, described

in section 3.2.3, which is also capable of recording steady-state emission spectra, possesses a

diode array detector as well as a linear excitation-detection geometry.
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Figure 3.2.: Scheme of the optical setup of a fluorometer as it was used throughout the measurements presented
in this thesis. The spectrally broad light from the light source is marked as a yellow line. The (scanning)
monochromator selects one wavelength (green line) to excite the sample. The emission (orange line) is detected
at a right angle after it passed a second (scanning) monochromator selecting a specific wavelength.

Most fluorometers allow for both emission spectra and excitation spectra to be recorded.

For the recording of an emission spectrum, the excitation wavelength is fixed while the de-

tection wavelength is scanned over a range of wavelengths yielding the respective emission

spectrum. For an excitation spectrum only a specific wavelength is selected for detection while

the excitation wavelengths are scanned over a range of wavelengths resulting in the excitation

spectrum. In the case of a sample that shows fluorescence and obeys Kasha’s rule (see section

2.1), the excitation spectrum ought to resemble the absorption spectrum.

In contrast to absorption spectroscopy where the output quantity A constitutes a relative

one depending on the ratio I/I0, which can be further quantified using Beer’s law (see section

2.1 and section 3.1.1), emission spectra are usually recorded in absolute units such as counts.

As this quantity depends on many experimental factors such as the intensity and wavelength

of the excitation beam, a quantification of the sample’s emission is not straightforward. A

universally valid quantification of a molecule’s emission property is given by the emission

quantum yield, which is defined by the ratio of emitted to absorbed photons (see section

2.1). [87] This quantity can be accessed experimentally using an integrating sphere (also known

as Ulbricht sphere). [109] It constitutes an optical device that features a hollow spherical cavity

coated with a diffuse white reflective material. The key characteristic of this device is its ability

to scatter or diffuse light uniformly. This further enables the device to directly measure the

35



3. Background on the Applied Methods

number of absorbed and emitted photons, which is why it is often referred to as an absolute

method for the determination of the emission quantum yield. [110] Another commonly used

approach, known as the relative method for quantum yield measurements, involves comparing

the emission of the sample to that of a reference standard with a known quantum yield. [87]

For the calculation, the ratio of the integrals of the emission bands
∫
I(λ) dλ – both recorded

under identical experimental conditions – is formed and multiplied with the known quantum

yield ΦFl,ref .

ΦFl = ΦFl,ref

∫
I(λ) dλ∫

I(λ)ref dλ

A(λexc)ref
A(λexc)

n(λem)2

n(λem)2ref
(3.3)

The absorption at the excitation wavelength A(λexc) of both the sample and reference as

well as the refractive index of the solvent at the emission wavelength n(λem) further enter the

computation. Comparing emission bands in very different spectral regions can lead to errors in

the measurement of fluorescence quantum yields. Also, high values of absorption for sample or

reference can lead to distorted results due to inner filter effects. For this reason, it is advised

to keep the absorption of the sample and reference smaller than 0.05.

These inner filter effects are categorized into the primary (also known as type I) and the

secondary (also known as type II) inner filter effect. The primary inner filter effect takes into

account that the intensity of the excitation light is reduced at the area of detection, which

is - for a rectangular detection geometry - approximately the center of the cuvette. [111] The

secondary inner filter effect considers the reabsorption of emitted photons due to an overlap

of the absorption and emission spectrum of the sample. [112] The significance of each process

is determined by the absorption of the sample at the excitation and emission wavelengths.

Consequently, the fluorescence intensities are proportional to the concentration of the sample

only within a restricted range of absorption values.

3.2. Time-Resolved Spectroscopy

3.2.1. UV/Vis Absorption Spectroscopy with Femtosecond Resolution

The UV/Vis absorption spectroscopy setup with femtosecond time resolution (fsTA) as it was

employed in the course of this thesis has been described before. [54,113,114,115] This technique is

based on the pump-probe principle. Two separate laser beams (i.e. the pump- and the probe
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beam) originating from the same femtosecond pulsed laser source are needed (see Figure 3.3).

The purpose of the ”monochromatic” pump beam2 is to photoexcite the sample, the spectrally

broad probe beam probes the sample at a specific time after the photoexcitation.

Figure 3.3.: Scheme of the optical setup for the fsTA as it was used throughout the measurements presented
in this thesis. The fundamental of the Ti:Sa laser amplifier system (800 nm) is marked as a red dotted line, the
frequency-doubled (after BBO’, 400 nm) and frequency triplet (after BBO”, 266 nm) are marked as blue and
violet, respectively. The whitelight (after CaF2 plate) is indicated by a yellow line. Polarizers are marked as PL,
λ/2 plates as λ/2. Simultaneous usage of a polarizer and a λ/2 plate make up an attenuation unit. Lenses and
apertures are not included in the scheme.

A delay stage that is placed in the path of the pump beam extends the pathway the light

travels before reaching the sample. Because of the finite speed of light, a spatial distance

corresponds to a time interval. In that way the delay stage accounts for the specific time delay

between pump and probe pulses, covering time delays of ≈ 40 fs to a maximum of ≈ 4 ns.

The excitation wavelength of the pump beam is set via frequency doubling and, if needed,

subsequent sum frequency generation. For a Ti:Sa femtosecond laser source with a fundamen-

2In contrast to a continuous wave laser that usually emits light with a very narrow spectrum, a pulsed laser
exhibits a broader spectrum. According to the Fourier transform, the temporal and spectral properties of a
pulse are interconnected. Thus, the shorter a pulse is, the larger its frequency bandwidth. This relationship
is characterized by the transform limit, which is the minimal product of temporal width and spectral width
and amounts to 0.441. [116] Accordingly, the bandwidth (FWHM) of a 100 fs Gaussian pulse with a central
wavelength of 800 nm is 11 nm.
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tal of 800 nm (as it was used in the course of this thesis), this corresponds to wavelengths of

400 and 266 nm, respectively. The processes of frequency doubling and sum frequency gener-

ation are achieved by the usage of suitable nonlinear optical crystals such as β-barium borate

(BBO) crystals (see section 4.3.1 for more details on the exact components). Other excitation

wavelengths (between ≈ 470 and ≈ 700 nm) are obtained via non-collinear optical parametric

amplification (NOPA). Since for the experiments presented here, only excitation wavelengths

of 400 and 266 nm were used, it is referred to refs. [54,113,117] for a detailed description of the

NOPA process. The output wavelengths of the NOPA can again be frequency doubled for

respective wavelengths between ≈ 235 and ≈ 350 nm. The spectrally broad probe pulse is

obtained via a process referred to as whitelight generation (supercontinuum generation): if a

femtosecond laser beam is focused onto certain transparent media such as a CaF2 crystal, a

collection of nonlinear processes act together in order to cause spectral broadening. [118] Sub-

sequently, the spectrally broad probe beam transmits the sample, which is constantly refreshed

using, for instance, a flow cell cuvette, before it is dispersed by a grating and detected by a

photodiode array.

The wavelength and time-dependent transient absorption signal ∆A(λ, tD) is obtained by

the negative decadic logarithm of the ratio of the detected intensity of the probe beam with

(I(λ, tD)pump/probe) and without (I(λ)probe) pump (i.e. photoexcitation of the sample) as

expressed in eq. 3.4.

∆A(λ, tD) = −log
(
I(λ, tD)pump/probe

I(λ)probe

)
(3.4)

To achieve the separate detection of I(λ, tD)pump/probe and I(λ)probe, a chopper with half

of the femtosecond laser repetition rate (i.e. 1 kHz/2 = 500 Hz) is placed in the pump beam3.

In this chopper arrangement (also referred to as two-cycle mode) the background signal of the

detector is not automatically incorporated and needs to be measured and corrected separately.

Also, it is not accounted for undesired signals originating from pump beam scattering as part

of the signal I(λ, tD)pump/probe. To correct for these signals the four-cycle mode is applied.

For this, a second chopper is needed operating at a quarter of the femtosecond laser repetition

rate (i.e. 1 kHz/4 = 250 Hz). In this way, four consecutive laser pulses (i.e. combinations of

3Alternatively, I(λ, tD)pump/probe and I(λ)probe can be detected simultaneously and without using any chop-
pers. For such a detection scheme, the probe beam is separated after the whitelight generation using a
beam splitter and detected by an additional reference detector. [119,120]
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chopper modes) account for one transient absorption signal (see Figure 3.4).

Figure 3.4.: Obtained signals depending on the chopper position for the four-cycle- and the two-cycle mode.

In the four-cycle mode, the corrected transient absorption signal is calculated based on eq.

3.5.

∆A(λ, tD) = −log
(
I(λ, tD)pump/probe − I(λ, tD)pump

I(λ)probe − I(λ)dark

)
(3.5)

According to eq. 3.4 and 3.5, the obtained transient absorption signal is positive when the

nominator (i.e. the corrected probe signal with photoexcitation) is smaller than the denomi-

nator (i.e. the corrected probe signal without photoexcitation). In this case and for a certain

detection wavelength, the photo-excited sample absorbs more light than the non-excited sam-

ple. These positive signals can either originate from excited state absorption (ESA; Figure

3.5 orange) or from ground state absorption of photoproducts. Negative transient absorption

signals, obtained when the nominator is larger than the denominator, result from two distinct

phenomena. The detected probe signal with photoexcitation is larger than the one without

photoexcitation either when the excited sample shows less absorption for a specific wavelength

than the unexcited sample does, which is referred to as ground state bleaching (GSB, Figure 3.5

blue), or the excited sample is contributing to an increase of the probe intensity by stimulated

emission (SE, Figure 3.5 green, and section 2.1). These processes can occur simultaneously

and the overall (i.e. observed) transient absorption signal always constitutes the sum of their

contributions. The three possible signal types of ESA, GSB, and SE and their occurrence in

transient absorption spectroscopy are summarized schematically in Figure 3.5.
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Figure 3.5.: Scheme on the formation and manifestation of excited state absorption (ESA), ground state bleach
(GSB) and stimulated emission (SE) as part of fsTA spectroscopy. As an example, three wavelengths λ1, λ2,
and λ3 of the probe beam were depicted to emphasize, based on the increase or decrease of I(λ1, λ2, λ3)probe
with (top right) and without (top left) preceding photoexcitation (pump), the formation of ∆A(λ, tD).

Apart from the expression of ∆A(λ, tD) given in eq. 3.4 and 3.5, ∆A(λ, tD) can further be

expressed via a modified Beer’s law according to eq. 3.6.

∆A(λ, tD) = ∆ε(λ) · c∗(tD) · d (3.6)

In this equation, ∆ε(λ) is the difference absorption coefficient of the ground state and the

excited state of the sample, c∗(tD) the time-dependent concentration of molecules in the

excited state, and d the effective optical path length. This equation is only valid if one

transient species is present at a time.

3.2.2. UV/Vis Absorption Spectroscopy with Nanosecond Resolution

With femtosecond transient absorption spectroscopy the time range ≈ 10 fs to ≈ 10 ns can

be covered4. Nanosecond transient absorption spectroscopy (nsTA) covers processes from

≈ 20 ns to some milliseconds. In contrast to the fsTA, here the required time resolution is

long enough to allow for an electronically triggered detection system instead of a pump-probe

scheme based on an optical delay. This further allows for a complete and continuous scan

4For delay times beyond ≈ 10 ns the optical path length becomes too long.
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of the time regime (20 ns - ms) with one rather long probe pulse (≈ ms) upon a single

nanosecond excitation pulse. In principle also continuous wave light would be possible for

probing. However, this would imply a smaller number of photons per time resulting in higher

noise. The transmitted probe light, which increases or decreases over time, is detected with

a photomultiplier. This method is known as laser flash photolysis. The time resolution of the

experiment is typically either given by the sampling rate of the oscilloscope, which samples

the signal of the photomultiplier, or by the response time of the photomultiplier itself. The

Figure 3.6.: Scheme of the nsTA setup as it was used throughout the measurements presented in this thesis. The
spectrally broad light from the pulsed xenon arc lamp is marked as a yellow line. The (scanning) monochromator
selects one wavelength at a time, which is eventually detected by a photomultiplier.

excitation beam originates from a nanosecond Nd:YAG (neodymium-doped yttrium aluminum;

Nd:Y3Al5O12) pulsed laser system with a fundamental of 1064 nm. Via non-linear optics the

fourth harmonic (266 nm) is generated for the photoexcitation of the sample. As the nsTA

method requires a rather long (and spectrally broad) probe pulse, a separate light source for

the probe beam is applied. A xenon flash lamp that delivers stable high-intensity whitelight

pulses over hundreds of microseconds serves this purpose.

For the calculation of the transient absorption signal ∆A(λ, tD), it is referred to section

3.2.1 as well as eq. 3.4 and eq. 3.5 as the same principle is applied here. In contrast to the

fsTA setup, in the nsTA, choppers are replaced by mechanical shutters that are synchronized

electronically with the excitation and probe pulses.

3.2.3. Femtosecond Fluorescence Spectroscopy via the Kerr Effect

A comprehensive description of the methods principle and the respective setup was given before

in refs. [121,122,123].

Time-resolved fluorescence spectroscopy with femtosecond resolution as applied here is based
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on the optical Kerr effect. The Kerr effect in general describes a non-linear optical phenomenon

where the optical properties of a material (Kerr medium) change in response to an applied

electric field. [124] Here, the electrical field originates from an intense, short (≈ 100 fs) laser

pulse, also referred to as the gate pulse. The optical properties of the material change in

such a way that its refractive index depends on the polarization and propagation direction

of light, a property also referred to as birefringence. [124] Based on the optical Kerr effect an

Figure 3.7.: Scheme of the Kerr setup as it was used throughout the measurements presented in this thesis.

optical gate can be realized. After excitation with a pulsed laser, the fluorescence of the

sample passes a first polarizer (see Figure 3.7, PL1), and the Kerr medium. A second polarizer

on the way to the detector has its transmission axis at 90◦ with respect to the first one.

Thus, in absence of an electric field (no gate pulse), the fluorescence will not be detected.

In the presence of an electrical field (i.e. gate pulse), the Kerr medium temporarily becomes

birefringent (approximately for the duration of the gate pulse) changing the polarization of the

fluorescent light. This time section of the fluorescent light can now pass the second polarizer

and is detected. As both the laser pulses for excitation of the sample as well as the gate pulses

are synchronized and the gate pulse being precisely delayed upon passing a controllable delay

stage, time-resolved spectra with femtosecond resolution of the samples fluorescence can be

recorded as a set of spectra for different delay stage settings.

The setup with its basic components is schematically given in Figure 3.7. For experimental

details, including experimental parameters for the here presented measurements, see section

4.3.3.
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3.3. Data Processing

Interpreting a large amount of three-dimensional data - that is the strength of the signal, the

wavelength, and the delay time - generated by time-resolved spectroscopy, is not straightfor-

ward. One mathematical tool that is applied is the global fit analysis. [125] The term global

refers to the simultaneous analysis of a large number of (or all) detection wavelengths (i.e.

time traces) which allows for a greater amount of data to be considered for one fitting proce-

dure and therefore leads to increased accuracy for the determination of the time constants τi.

In the global analysis employed here the following trial function was used (eq. 3.7).

∆Aobs(λ, t) = IRF ⊗
∑
i

∆Ai(λ) · e−(t/τi)
(3.7)

In the expression, ∆Aobs(λ, t) is the observed difference absorption for a given delay time t

and a given detection wavelength λ, IRF is the instrumental response function of the device

(see below), ⊗ symbolises the convolution with the trial function, ∆Ai(λ) represents the

wavelength-dependent amplitudes of the decay exponentials with time constant τi. In a global

approach the time constant τi applies to all wavelengths.

Clearly, this expression is based on the assumption that the data can be described by a

sum of exponential terms. Such a form results as a solution for any kinetic scheme provided

that all elementary processes are of first or pseudo-first order. [125] Although this is not always

the case (see below), with experimental precaution and prior knowledge with regard to (ultra)

fast processes, the application of global fitting is appropriate in many cases. [125] For instance,

deviations might be present for early delay times and time resolutions of ≲ 100 fs due to the

formation of coherent wave packets. [126] These create an oscillating signal that cannot be fit

exponentially. Also, processes that cause a spectral shift such as vibrational cooling or dielectric

relaxation (see section 2.3) defy proper exponential fitting along the time axis. [127] Further-

more, some fast chemical reactions such as excited-state proton transfer (ESPT) possess such

involved kinetics that proper fitting is intricate [128]. Diffusion-controlled reactions including

triplet-triplet annihilation (TTA) are of second-order kinetic and therefore not covered by expo-

nential means. As such processes commonly take place on a nano- to microsecond timescale,

they are relevant for the UV/Vis absorption spectroscopy with nanosecond resolution (section

3.2.2).

The IRF describes the temporal response of the instrument for an infinitely small short
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signal. The width of the IRF (e.g. its FWHM) is taken as a measure of time resolution.

For pump-probe experiments and optimized conditions, the IRF equals the crosscorrelation

function, which in turn can be determined by measuring instantaneous signals observed for

very early delay times, such as two-photon absorption (TPA) or stimulated Raman scattering

(SRS). [129]

Amplitude spectra or decay-associated difference spectra (DADS) refer to the plots that

display all the amplitudes ∆Ai(λ) of a single exponential term i versus the corresponding

wavelengths (λ). The sum of all DADS equals the signal at time zero corrected for the finite

time resolution. DADS are useful in providing information on whether the signal increases or

decreases over time for a specific time constant at a particular wavelength. In line with the

nature of the decaying exponential function, positive amplitudes indicate signal decreases while

negative ones indicate signal increases. Therefore, it is important to note that DADS do not

reflect the spectra of individual species present in the sample but rather, depict the overall

change in signal associated with a specific exponential term.

Regarding the experiments presented in this thesis, the global fit analysis was applied using

the IDL-based software Z20 developed by the research group of Prof. Dr. W. Zinth (LMU

München). Here, both a Levenberg-Marquardt algorithm [130] for the approximation of the

time constants τi and a linear regression for the amplitudes ∆Ai(λ) are applied in an alter-

nating manner. The number of exponential terms necessary are usually determined by visual

examination of the data prior to the fitting. One exponential term with a fixed time constant

of 108 fs for the fsTA and 108 µs for the nsTA is added to account for any ”leftover” signals

that extend the observable time window.
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In chapter 3 the principle of operation of the applied methods as well as their setups, as they

were used for the experiments presented in this thesis, have been described. In this chapter,

specific experimental details necessary for reproducing the experiments are given.

Part of the steady-state characterization of the complex NHCCuPy (see section 5.1) was

conducted by Jennifer Kremper in the course of her bachelor’s thesis, part of the respec-

tive steady-state characterization of complex NHCCuDBM (see section 5.1) was conducted

by Oliver Röth in the course of his master’s thesis, both were made under my supervision.

Chemicals that were used are provided together with their degree of purity and the respective

supplier. NHCCuPy was synthesized by Philipp Schmeinck according to the route given in sec-

tion 4.5.1. The participation of others than the author of this thesis regarding the conduction

of the experiments is further detailed in the respective sections in chapter 5.

4.1. Steady State UV/Vis Absorption Spectroscopy

Steady-state UV/Vis absorption measurements were conducted using the two-beam spec-

trophotometers Lambda 19 and Lambda 1050+ from PerkinElmer. The dissolved samples

and the respective solvents were measured in standard 1-cm fused silica cuvettes (QX) from

Hellma Analytics. For measurements involving high concentrations of the sample, standard

1-mm-path-length fused silica cuvettes (QX) were used.

4.2. Steady State Emission Spectroscopy

Since two distinct spectroscopic methods were used for the steady state emission measure-

ments, in the following each is separately explained with respect to experimental details. In

both methods, the solvent correction was done manually by the subtraction of a separate

solvent measurement.
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4.2.1. Fluorescence Spectroscopy using FluoroMax-4

For the steady state measurements in a rectangular excitation-detection geometry, the Fluoro-

Max-4 manufactured by Horiba was used. The bandpass of the rectangularly aligned monochro-

mators – one for the excitation beam and one for the emission beam – was set to a spectro-

scopic resolution of 5 nm if not mentioned otherwise. The initially recorded emission signal

(S1) is corrected for the wavelength-dependent spectral sensitivity of the detection system.

Furthermore, this corrected emission signal (S1c) is divided by the intensity of the excitation

beam (R1c), which is separately detected by a reference detector and equally corrected for its

spectral sensitivity (S1c/R1c).

The luminescence quantum yields presented in this thesis were determined using thymidine

in water (Φlum = 1.32·10−4 [131]), tris(bipyridine)ruthenium(II) chloride in water (Φlum,air =

0.028 [132], section 5.1), coumarin102 in ethanol (Φlum = 0.76 [133]), and N-methylphthalimid

in acetonitrile (Φlum = 8·10−4 [123], section 5.2) as references. If not mentioned otherwise, the

absorption of the samples was set to ≤ 0.05 to avoid inner filter effects. For the determination

of the FQY of DBM and NHCCuDBM, the samples’ absorption had values of ≈ 0.2. Therefore,

the integrated fluorescence signal was corrected for primary inner filter effects using a calibration

curve. The curve was acquired by measuring different solutions with different absorptions

(≈ 0.05 - ≈ 2) and subsequent plotting of the integrated emission signal S(A) versus the

absorption A. The behavior was fitted with a trial function (eq. 4.1) adapted from ref. [134]:

S(A) = f ·
(
10−

A
d
·(xm−∆x

2
) − 10−

A
d
·(xm+∆x

2
)
)

(4.1)

In the equation, A is the absorption, d is the optical path length of the cuvette (1 cm), xm

is the center of the detection area, and ∆x is the width of the detection area. The fit yields

0.66 cm (NHCCuDBM), 0.61 cm (DBM) for xm, and 0.015 cm for both NHCCuDBM and

DBM for ∆x. Fluorescence data were corrected by dividing them by the right-hand side of

equation 4.1.
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4.2.2. Fluorescence Emission Using the Kerr-Setup

For the steady-state emission measurements in a linear excitation-detection geometry, the Kerr

setup was employed1. The excitation was tuned to 266 nm. The sensitivity of the instrument

was determined and corrected for using an OSRAM 64250 HLX halogen lamp serving as a

black body radiator with an operating temperature of 3350 K. The sample was constantly

flown through a custom-made flow cell (1-mm-path-length fused silica, Hellma Analytics)

using a REGLO Analog MS-2/8 peristaltic pump manufactured by ISMATEC.

4.3. Time-Resolved Spectroscopy

The experimental details involving the time-resolved UV/Vis absorption spectroscopy experi-

ments with femto- and nanosecond time resolutions as well as the fluorescence spectroscopy

experiments with femtosecond time resolution are described in the following.

4.3.1. UV/Vis Absorption Spectroscopy with Femtosecond Resolution

For more details on the optical setup of UV/Vis absorption spectroscopy with femtosecond res-

olution (fsTA) and background of the method see section 3.2.1 as well as refs. [54,113,123,135,136].

The following paragraph of experimental details with respect to the measurements of NHC-

CuPy is reprinted from the respective publication [40] written by the author of this thesis. The

measurements of the complex NHCCuDBM were performed in the same manner. A 1 kHz

Ti:Sa laser amplifier system (Coherent Libra) served as pulse source. The output wavelength

is 800 nm and the pulse duration is 100 fs. To yield 266 and 400 nm pump pulses, the 800 nm

laser output was frequency doubled and tripled using β-barium borate crystals, respectively.

The pump pulse energy at the sample was adjusted to ≈ 1 µJ and the beam had a focal

diameter of 160 µm (full width at half maximum (FWHM)) at the sample. The absorption

change was probed with a white light continuum generated in CaF2 with a diameter of 100

µm on the sample. The relative polarization of the pump and probe beam was set to the

magic angle. The time resolution was ≈ 180 fs. The spectra were recorded at 139 time

delay settings between –1 to 1 ps on a linear and from 1 ps to 3.4 ns on a logarithmic time

scale. For every delay setting, 2000 spectra were recorded and the data were averaged over 4

1For a more detailed description of the optical setup that was used, see sections 3.2.3 and 4.3.3 as well as
ref. [54].
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succeeding delay scans. The instrumental shift of time zero with wavelength was determined

via the optical Kerr effect and corrected for. To remove signal contributions of the solvent

and to account for time-zero femtosecond artifacts, a separate measurement of the solvent

was subtracted with proper scaling depending on the absorption of the sample solution. [137]

The sample was constantly flown through a custom-made flow cell (1-mm-path-length fused

silica, Hellma Analytics) using a REGLO Analog MS-2/8 peristaltic pump manufactured by

ISMATEC. The sample absorption at the excitation wavelength was set to ≈ 0.7 per mm.

4.3.2. UV/Vis Absorption Spectroscopy with Nanosecond Resolution

Time-resolved UV/Vis absorption data with nanosecond time resolution (nsTA) for the in-

vestigation of NHCCuPy was acquired with a laser flash photolysis spectrometer LP980 from

Edinburgh Instruments. The experimental details stated here are reprinted from the respective

publication [40] written by the author of this thesis.

The instrument operates in a rectangular excitation-detection geometry. For the photoexci-

tation, the fourth harmonic (266 nm) of ND:YAG laser (Spitlight 600, InnoLas) with a repe-

tition rate of 5 Hz and a pulse duration of 12 ns (FWHM) was utilized. The respective beam

diameter amounted to ≈ 8 mm with and average energy per pulse of 2 mJ. A pulsed xenon

lamp (Osram XBO 150 W/CR OFR) was used as a probe beam. After the transmission of the

sample and subsequent dispersion by a grating monochromator, the probe light is detected by

a photomultiplier (Hamamatsu, PMT-900). The solution was pumped through a fused silica

flow cell (Hellma Analytics) with a path length of 5 mm in pump and 10 mm in probe direction

using a REGLO Analog MS-2/8 peristaltic pump manufactured by ISMATEC. The sample ab-

sorption at the excitation wavelength was set to 1.6 per cm. The solutions of the samples were

deoxygenized by purging them with nitrogen (Air Liquide, 5.0). For this, the sample solution,

which is pumped from the sample flask into the cuvette during the measurement, was purged

at least 45 minutes before the measurement as well as during the measurement. Before the

gas is fed through the sample and to reduce the effect of evaporation, the nitrogen gas passes

through two gas wash bottles filled with the respective solvent.
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4.3.3. UV/Vis Fluorescence Spectroscopy with Femtosecond Resolution

using the Kerr Setup

The Kerr setup was employed for the UV/Vis fluorescence spectroscopy with femtosecond

resolution. For a more detailed description of the optical setup that was used, see sections

3.2.3 as well as refs. [54,121]. For the excitation, the same laser source as for the fsTA was used.

Using two BBOs (type I, 29◦, 1 mm, and type II, 55.5◦, 0.5 mm) the excitation was tuned to

266 nm. The energy per pulse is set to ≈ 1 µJ, for the gate pulse 12 µJ. The diameter of

the excitation beam at the sample amounted to 80 µm (FWHM). The time resolution of the

instrument was 270 fs. For all samples, an integration time of 2 s was applied. The sensitivity

of the instrument was determined and corrected for using an OSRAM 64250 HLX halogen

lamp serving as a black body radiator with an operating temperature of 3350 K. The sample

was constantly flown through a custom-made flow cell (1-mm-path-length fused silica, Hellma

Analytics) using a REGLO Analog MS-2/8 peristaltic pump manufactured by ISMATEC.

4.4. Quantum Chemical Calculations

The methodological details of the quantum chemical calculations with respect to the investi-

gation of NHCCuPy are partially reprinted from the respective publication by the same author

as this thesis. [40] For the calculations of NHCCuDBM and the ligand DBM, the same method-

ological details apply. The calculations were conducted by Jasper Guhl (Institute of Theoretical

Chemistry and Computer Chemistry, Prof. C. M. Marian).

The optimized geometries were obtained from Kohn-Sham density functional theory (DFT)

for the ground state, from time dependent-DFT (TD-DFT) for the singlet excited states, and

from the Tamm-Dancoff approximation (TDA-TDDFT) for triplet excited states. A PBE0

functional, the GD3 dispersion correction, and a def2-SV(P) basis set for all atoms as imple-

mented in Gaussian were used. [138,139,140,141] The copper core was treated with a cc-pVDZ-PP

basis set in conjunction with the Stuttgart-Köln MCDHF RSC ecp, and the oxygen was treated

with a def2-TZVPD basis in the calculations of the free ligand. [142,143] Solvent effects were ac-

counted for with the standard IEF-PCM. [144] Its point charges were exported from Gaussian to

Turbomole, to be used for the DFT/MRCI calculations. [145,146] The DFT/MRCI calculations

used the optimized geometry, including the point charges, and employed the R2018 Hamilto-

nian, [147] the same basis, but the BH-LYP functional. [147,148,149] For the calculation of ISC
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rate constants in the Condon approximation, the spin-orbit coupling (SOC) matrix elements

were calculated via SPOCK, and the vibrational overlap via VIBES, utilizing internal coor-

dinates and a temperature of 300 K. [150,151] Based on the computed oscillator strengths fi,

absorption coefficient spectra ϵi(ν̃) were obtained. Herein, the relation between the spectral

integral covering an electronic transition band and fi according to eq. 4.2 [108] was employed.

fi =
4 · ϵ0 ·me · c20

e20
· ln 10
NA

∫ ∞

0
ϵi(ν̃) dν̃ (4.2)

In the equation, ϵ0 is the vacuum electric permittivity, me the electron mass, c0 the speed

of light in vacuum, e0 the elementary charge, and NA the Avogadro constant. The band ϵi(ν̃)

was modelled with a Gaussian. Its width (FWHM) was chosen to match approximately the

experimental one.
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4.5. Chemicals

Here, all chemicals that were used in the course of this thesis are listed including the degree

of purity and the providing company. The synthesis route of NHCCuPy, which was performed

by Philipp Schmeinck (Institute of Organometallic Chemistry, Prof. C. Ganter) is given in the

following subsection 4.5.1.

Table 4.1.: List of chemicals used in the course of this thesis, including their degree of purity and the supplier.

chemical acronym degree of purity supplier

acetonitrile MeCN HPLC gradient grade ChemSolute

cyclohexane Cx ≥ 99.9% ROTH

dichloromethane DCM HPLC gradient grade Fisher Chemical

ethanol EtOH ≥ 99.8% Sigma Aldrich

2-propanol - 99.9% Sigma Aldrich

2,2,2-trifluoroethanol TFE > 99% Apollo Scientific

Nitrogen - 99.999% Air Liquide

2-picoline - ≥ 98.5% Sigma Aldrich

tetrabutylammonium tetrafluo-

roborate

- 99.0% Sigma Aldrich

tris(bipyridine)ruthenium(II)

chloride

- 99.95% Sigma Aldrich

dibenzoylmethane DBM 99.0% BLDpharm

1,3-bis(2,6-

diisopropylphenyl)imidazol-2-

ylidene] (dibenzoylmethanoate)

copper(I)

NHCCuDBM 98% TCI Chemicals

methylphthalimid - 98.0% Aldrich Chemistry

sodium hydroxide NaOH 99.0% AppliChem

coumarin102 - ≥ 97.0% Radiant Dyes

water H2O HPLC gradient grade Fisher Chemical
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4.5.1. Synthesis Route of NHCCuPy

NHCCuPy was synthesized according to a protocol published previously and fully charac-

terized. [152] The purity of NHCCuPy was confirmed by 1H-NMR, 13C{1H}-NMR, elemental

analysis and ESI mass spectrometry (see appendix, Figure A.1). [40,152]

In the following, the synthesis route for NHCCuPy starting from 2,6-diisopropylaniline is

given. The synthesis was performed by Philipp Schmeinck (Institute of Organometallic Chem-

istry, Prof. C. Ganter).

As a first step, an excess of 2,6-diisopropylaniline is combined with acetic acid and reacted

with glyoxal dissolved in methanol (see Figure 4.1). After a slightly exothermic reaction,

the product – N,N’-bis(2,6-diisopropylphenyl)ethanediimine – crystallizes. The suspension is

stirred at room temperature for 10 h before it is filtered and washed with methanol several

times.

Figure 4.1.: Reaction of 2,6-diisopropylaniline with glyoxal to form N,N’-bis(2,6-
diisopropylphenyl)ethanediimine. Based on ref. [153].

The previously prepared ethanediimine is combined with paraformaldehyde (see Figure 4.2).

To ensure that no reagents stick to the wall, the flask wall is washed with ethyl acetate, and

the solids are suspended therein. Subsequently, chloromethylsilane is added and the suspension

is stirred at 70°C. Afterwards, the mixture is cooled in an ice bath and the precipitated product

– 1,3-Bis-(2,6-diisopropylphenyl)imidazoliumchlorid – is filtered and washed.
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Figure 4.2.: Reaction of N,N’-bis(2,6-diisopropylphenyl)ethanediimine with paraformaldehyde to form 1,3-bis-
(2,6-diisopropylphenyl)imidazoliumchlorid. Based on ref. [153].

Together with copper(I) chloride and potassium tert-butoxide the previously synthesized

imidazolium salt is dissolved in tetrahydrofuran and stirred at room temperature. The sol-

vent is then removed, taken up in dichloromethane, and filtered over celite and precipi-

tated with hexane. The remaining product is chloro[1,3-bis(2,6-diisopropylphenyl)imidazol-

2-ylidene]copper(I) (see Figure 4.3).

Figure 4.3.: Reaction of 1,3-bis-(2,6-diisopropylphenyl)imidazoliumchlorid with copper(I) chloride to form
chloro[1,3-bis(2,6-diisopropylphenyl)imidazol-2-ylidene]copper(I). Based on ref. [153].

The product obtained in the previous step is combined with silver tetrafluoroborate and 2-

picoline (2-methylpyridine) in tetrahydrofuran. As a result the silver chloride precipitates and

by the addition of hexane, the desired copper carbene [1,3-bis(2,6-diisopropylphenyl)imidazol-

2-ylidene]-(2-picoline)copper(I) is obtained in a yield > 90%. [40,152]
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In this chapter, the results that were obtained in the course of this thesis are presented.

The chapter consists of two sections (section 5.1 and section 5.2) each dealing with the

photophysical investigation of a copper(I) carbene complex. As the motivations for the study

of the complexes differ to some extent, in each section a separate introduction and discussion

part are given.

Besides minor changes, such as layout and abbreviations for the compounds, section 5.1 is

a reprint from the publication [40], by the same author as the author of this thesis.

5.1. [1,3-bis(2,6-diisopropylphenyl)imidazol-2-ylidene]-

(2-picoline)copper(I) tetrafluoroborate

This section is about the photophysical characterization of [1,3-bis(2,6-diisopropylphenyl)-

imidazol-2-ylidene]-(2-picoline)copper(I). For reasons of simplicity, it is referred to as NHCCuPy

in the following. The motivation and background, including previous reports on the complex,

are given in subsection 5.1.1. It is followed by the steady-state UV/Vis absorption and emission

as well as time-resolved UV/Vis absorption characterization of the complex.

Parts of the steady-state UV/Vis absorption and emission measurements were conducted

by Jennifer Kremper in the course of her bachelor thesis under the supervision of the author

of this thesis. Emission measurements obtained using the fluorescence Kerr gate instrument

were conducted by Mahbobeh Morshedi. Nanosecond transient absorption measurements were

conducted by Wiebke Haselbach. Quantum chemical calculations were conducted by Jasper

Guhl (Institute of Theoretical Chemistry and Computer Chemistry, Prof. C. M. Marian). NHC-

CuPy was synthesized and characterized1 by Philipp Schmeinck (Institute of Organometallic

Chemistry, Prof. C. Ganter). The majority of figures and paragraphs of text in this section

are reprinted from an open-access publication (by the authors mentioned above including the

author of this thesis) covering this exact topic. [40]

1The respective characterization is found in the appendix A.1 as well as in ref. [40].
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5.1.1. Introduction

Initially, the complex NHCCuPy, which bears an N-heterocyclic carbene (NHC) ligand (1,3-

bis(2,6-diisopropylphenyl)imidazol-2-ylidene) as a σ-donor and 2-picoline (2-methylpyridine) as

a π-acceptor ligand (see Figure 5.1), was designed as a potential TADF emitter. Studies by

Liske et al. and Föller et al. demonstrated that no such behavior is observed. [152,154] Instead,

the complex shows a drastic dependence on its surroundings with regard to the emission prop-

erties. As a powder and embedded in poly(methyl methacrylate) (PMMA) matrix, it exhibits

emission quantum yields of up to 0.87. In single crystals and solutions of the compound, the

yields are orders of magnitudes smaller. Quantum chemical computations attribute this to the

presence (luminescence) or absence (no luminescence) of the coordinating counterion BF−4 . In

the complex with coordinated BF−4 , the lowest excited state is an emissive state with a metal-

to-ligand charge-transfer (MLCT) character. In absence of BF−4 , a dark locally excited triplet

state is the lowest one. [154] Heretofore, the excited state kinetics of the complex have only

been traced in solid state. Here, this is augmented by time-resolved spectroscopy in solution

covering a time range of 100 fs to 10 µs.

Figure 5.1.: Structure of NHCCuPy; Figure from ref. [40].

As the complex NHCCuPy has the tendency to bind additional ligands and to connect with

earlier experiments, [152] it was intended to study the complex in the non-coordinating solvent

dichloromethane (DCM). Yet, in femtosecond experiments on the complex dissolved in DCM

and on neat DCM, the formation of a white precipitate was observed. During screening for

suitable solvents, pronounced changes in the absorption spectrum of NHCCuPy in weakly co-

ordinating solvents like acetonitrile (MeCN) and 2-propanol were observed. In the course of

steady state and time-resolved UV/Vis experiments, further indications for the interaction of
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NHCCuPy with MeCN and 2-propanol were observed. Based on these experimental observa-

tions, two structures that might form in the presence of coordinating solvents are suggested

and their spectral properties are computed quantum chemically. No study has yet discussed

the coordinating interaction of linearly coordinated copper(I) complexes with solvent molecules

in depth. Therefore, the findings of this study constitute an important step towards elucidat-

ing the structural interactions of linearly coordinated complexes with a solvent environment.

However, due to experimental and quantum chemical ambiguities, it is refrained from giving

a distinct answer to which species is present. In 2,2,2-trifluoroethanol (TFE) the absorption

signatures of NHCCuPy resemble the ones in DCM. Therefore, for the characterization of the

complex in non-coordinating surroundings, TFE was used. Furthermore, emission spectroscopy

was applied giving indications for coordinating interactions of the counterion BF−
4 with the

copper center in non-coordinating solvents.

5.1.2. Spectroscopic Characterization in Coordinating- and Non-Coordinating

Solvents

5.1.2.1. On the Vibrational Progression Observed in UV/Vis Absorption Spectra

NHCCuPy dissolved in DCM, TFE, MeCN, and 2-propanol features an absorption band lowest

in energy with a maximum around 260 nm (see Figure 5.2 and A.2 in the appendix). The

band is strongly affected by the solvent. In DCM, the highest peak absorption coefficient

(≈ 18000 M−1cm−1) is recorded and the band is structureless. The spectrum of NHCCuPy

in TFE resembles the one in DCM. For MeCN and 2-propanol as solvents, the absorption is

blue-shifted compared to DCM. Furthermore, peak absorption coefficients are smaller and a

vibrational progression becomes discernable. This progression is very similar to the one of the

free 2-picoline ligand (see Figure 5.2).
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Figure 5.2.: Absorption spectra (absorption coefficients as a function of wavelength) of NHCCuPy in DCM
(red), TFE (orange), and MeCN (blue). The respective spectra of 2-picoline in TFE and MeCN (orange and
blue dotted respectively) are shown for comparison. Figure adapted from ref. [40].

These differences might originate from a “simple” solvatochromic effect or from a chemical

reaction with the solvent (e.g. coordination). A titration experiment favors the latter inter-

pretation (see Figure 5.3a). For very low MeCN concentrations, the spectrum of NHCCuPy in

DCM is recorded. Upon MeCN addition the absorption decreases between 255 nm and 280 nm

and increases beyond that region. Clear isosbestic points are seen at 255 nm and 280 nm.

Singular value decomposition shows that only two singular values are necessary to describe the

behavior. This and the isosbestic points suggest an equilibrium of two species.
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Figure 5.3.: Titration experiment on NHCCuPy a) Impact of the addition of MeCN to absorption spectra of
NHCCuPy dissolved in DCM. The initial concentration c01 of NHCCuPy amounted to 5 · 10−5 M and remains
constant throughout the experiment. Initial MeCN concentrations c0MeCN ranged from 0.8·10−2 M (red) to 2 M
(blue). Circles mark isosbestic points. b) Dependence of the absorption at 260 nm on the initial concentration
of MeCN c0MeCN (values from Figure 5.3a). The diamonds mark experimental values, the line a fit as described
in the text based on eq 5.1 - 5.4. Figure adapted from ref. [40].

To quantify the chemical equilibrium, a fit of the concentration dependence based on eq.

5.1 - 5.4 was performed. In this treatment, the addition of one equivalent of MeCN is assumed.

KD =
cNHCCuPy · cMeCN

cNHCCuPy−MeCN
(5.1)

cNHCCuPy + cNHCCuPy−MeCN = c0NHCCuPy (5.2)

cMeCN + cNHCCuPy−MeCN = c0MeCN (5.3)

A = (ϵNHCCuPy−MeCN · cNHCCuPy−MeCN + ϵNHCCuPy · cNHCCuPy) · d (5.4)

In these equations, KD is the dissociation constant of NHCCuPy coordinated by MeCN

(NHCCuPy-MeCN). cNHCCuPy, cMeCN , and cNHCCuPy−MeCN are the equilibrium concentra-

tions of NHCCuPy, MeCN, and the MeCN coordinated complex NHCCuPy-MeCN, respectively.

c0NHCCuPy and c0MeCN are the initial concentrations of NHCCuPy and MeCN (prior to equili-

bration). The absorption A depends on the concentrations cNHCCuPy and cNHCCuPy−MeCN

and the respective absorption coefficients ϵNHCCuPy and ϵNHCCuPy−MeCN as well as the path

length d = 1 cm. A fit based on these equations provides a good description of the experi-

mental behavior at 260 nm (see Figure 5.3b). During this fit only two parameters were varied,

namely the dissociation constant KD and the absorption coefficient of NHCCuPy-MeCN. Ac-
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cording to this fit, the dissociation constant KD equals 0.05±0.006 M and εNHCCuPy−MeCN

equals 13415± 33 M−1cm−1. This absorption coefficient determined by fitting is larger than

the one obtained experimentally for NHCCuPy in pure MeCN. This is rationalized by the dif-

ferent solvents. In the case of the titration experiment the solvent is DCM, in the other case it

is MeCN. An analysis based on the assumption that NHCCuPy binds two equivalents of MeCN

and releases one equivalent of 2-picoline was also performed (see Figure 5.4 and Figure 5.5

and eq. 5.5 - 5.8).

Figure 5.4.: Proposed structures of NHCCuPy in MeCN with a) two MeCN molecules replacing one 2-picoline
(2a) b) one MeCN coordinating to NHCCuPy forming the trigonal complex 2b. Figure from ref. [40].

Figure 5.5.: Dependence of the absorption at 260 nm on the initial concentration of MeCN c0MeCN (values
from Figure 5.3 a)). The squares mark experimental values, the red line a fit as based on eq. , the blue line a
fit as based on eq. 5.1 - 5.4 (section 5.1). For concentrations c0MeCN between 0.01 and 0.1 mol/L and beyond
1 mol/L the fit (red, eq. 5.5 - 5.8) overestimates experimental values, for c0MeCN between 0.1 and 1 mol/L
experimental values are underestimated. Figure from SI of ref [40].
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KD =
cNHCCuPy · c2MeCN

cNHCCuPy−2MeCN · c2−picoline
(5.5)

cNHCCuPy + cNHCCuPy−2MeCN = c0NHCCuPy (5.6)

cMeCN ≈ c0MeCN (5.7)

A = (ϵNHCCuPy−2MeCN · cNHCCuPy−2MeCN+

ϵNHCCuPy · cNHCCuPy + ϵ2−picoline · c2−picoline) · d (5.8)

The fit that is applied in Figure 5.5 is based on eq. 5.5 - 5.8. In these equations, KD is

the dissociation constant of NHCCuPy coordinated by two molecules of MeCN (NHCCuPy-

2MeCN). cNHCCuPy, cMeCN , cNHCCuPy−2MeCN , and c2−picoline are the equilibrium concen-

trations of compound NHCCuPy, MeCN, and the complex NHCCuPy-2MeCN. c0NHCCuPy and

c0MeCN are the initial concentrations of NHCCuPy and MeCN (prior to equilibration). The

absorption A depends on the concentrations cNHCCuPy, cNHCCuPy−2MeCN , and c2−picoline

and the respective absorption coefficients ϵNHCCuPy, ϵNHCCuPy−2MeCN , and ϵ2−picoline as

well as the path length d = 1 cm. During this fit three parameters were varied, namely the

dissociation constant KD, the absorption coefficient of NHCCuPy-2MeCN ϵNHCCuPy−MeCN ,

and the absorption coefficient for 2-picoline in DCM ϵ2−picoline. According to this fit the disso-

ciation constant KD equals 148 M, the absorption coefficient for 2-picoline in DCM ϵ2−picoline

1201 M−1cm−1, and the absorption coefficient of for the hypothetical complex with two MeCN

molecules ϵNHCCuPy−2MeCN 12784 M−1cm−1.

The respective diagram (Figure 5.5) reveals systematic deviations between experimental

results and the fit. Thus, the addition of one equivalent is favored. Similar observations were

made for a titration experiment using 2-propanol as a solvent for NHCCuPy. The titration

experiment and respective fitting (based on one equivalent of 2-propanol) yield a KD value of

≈ 2 M (see appendix, Figure A.2). This indicates a less favored reaction of NHCCuPy with

2-propanol compared to MeCN.

The titration experiments show that NHCCuPy and MeCN react to form a novel com-

plex. Experiments with NHCCuPy and 2-picoline have revealed the tendency of NHCCuPy to

transform into a trigonal complex with two ligands in addition to the NHC ligand. [152] In the
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present context, two MeCN molecules might coordinate (Figure 5.4, structure 2a) and replace

the 2-picoline ligand. Alternatively, one MeCN molecule might additionally coordinate to the

Cu atom in complex NHCCuPy, leading to the trigonal planar species 2a (see Figure 5.4). In

order to better understand which species are present, it was attempted to synthesize and in-

vestigate the bis-acetonitrile complex 2a by performing the synthetic procedure for NHCCuPy

without adding 2-picoline and replacing the solvent THF with MeCN. However, all attempts

to obtain 2a in analytically pure form failed due to its instability. In solution, it undergoes a

rapid conversion to the bis(NHC) copper(I) tetrafluoroborate and presumably one equivalent

of tetrakis(MeCN)-copper(I) tetrafluoroborate as depicted in Figure 5.6. The former one can

be detected by 1H-NMR-spectroscopy and ESI mass spectrometry (see Figure A.3 in the ap-

pendix). However, this finding indicates that 2a cannot be present in significant concentrations

in the solution of NHCCuPy in MeCN, since its conversion products are not observed in those

solutions. Based on this argument together with the results from the titration experiment (see

Figure 5.3), it is assumed that compound 2b is the only other species present in the solution

of NHCCuPy in MeCN under the given conditions.

Figure 5.6.: Reaction scheme on the instability of 2a forming bis(NHC) copper(I) tetrafluoroborate and
tetrakis(MeCN)-copper(I) tetrafluoroborate.

5.1.2.2. Solvent Dependent Emission

Also, the emission spectra of NHCCuPy are solvent dependent (see Figure 5.7). In MeCN

it exhibits a maximum of emission around 350 nm while in the non-coordinating solvents,

the emission curves show a maximum of around 500 nm in line with previous measurements

of NHCCuPy in PMMA films. [152] Contrary to the measurement in PMMA in which the

luminescence quantum yield is 0.87, [152] NHCCuPy in MeCN solutions features an apparent

quantum yield of approximately 10−5. It is worth mentioning that the emission maximum of

NHCCuPy in MeCN is similar to that of 2-picoline in MeCN (328 nm and 324 nm respectively;

see Figure A.4 in the appendix). For identical absorption at the excitation wavelength, the

61



5. Results

emission signal of NHCCuPy dissolved in MeCN amounts to ≈ 0.03 of the 2-picoline signal.

Assuming that in MeCN one equivalent of 2-picoline would be released if 2a was formed (see

above) and accounting for inner filter effects one would expect a reduction by 0.3. Thus, also

emission spectroscopy disfavors the presence of compound 2a.

Figure 5.7.: Emission spectroscopy on NHCCuPy in different solvents and PMMA. Normalized absorption
spectra (solid lines) and emission spectra (dashed lines) are shown for NHCCuPy in DCM (smoothed, red),
TFE (smoothed, orange), MeCN (smoothed; blue), and PMMA (grey). For the recording of the emission
spectra, the excitation wavelength was set to 260 nm as marked as a magenta vertical line in the absorption
spectra. Due to the low overall signal level and the diminishing spectral sensitivity between 600 and 700 nm,
the shape of the emission spectra, there might deviate from the “true” form. Figure from ref. [40].

Earlier studies on NHCCuPy as a powder had suggested that the emission of NHCCuPy

is mostly due to a species in which the counterion BF−
4 interacts with NHCCuPy. To check

whether this is also responsible for the emission in solution, spectra as a function of the BF−
4

concentration were recorded (see Figure 5.8).
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Figure 5.8.: Impact of the addition of BF−
4 salt to the emission spectra of NHCCuPy dissolved in DCM. a)

Emission spectra of NHCCuPy in DCM solution with an increasing amount of counterion BF−
4 ranging from

0.3·10−4 M (purple; equals the initial concentration of NHCCuPy) to 12.6·10−4 M (red). Tetrabutylammonium
tetrafluoroborate was used as BF−

4 salt. Attempts to record an emission spectrum of a tetrabutylammonium
tetrafluoroborate DCM solution under identical conditions resulted in a signal of essentially zero as depicted by
the black dotted line. b) Plot of the emission intensity dependence on the concentration of BF−

4 ions (values
from Figure 5.8 a)). Figure from ref. [40].

It is clearly visible that the emission increases with the addition of the counterion BF−4 .

This suggests that as in solid state and polymer matrices the interaction of NHCCuPy with

BF−4 increases the luminescence. [152] Furthermore, comparing the apparent quantum yield

of luminescence of NHCCuPy in DCM (Φlum ≈ 10−5) with NHCCuPy in PMMA (Φlum ≈

0.87 [152]) it can be derived that only a small amount of NHCCuPy is present as luminescent

BF−4 coordinated complex (see Figure 5.9). The increase of the emission signal with BF−4

concentration does not saturate in the accessible range. Therefore, no dissociation constant

KD and emission quantum yield for the NHCCuPy–BF−4 complex can be derived.

Figure 5.9.: Equilibrium between BF−
4 -coordinated and uncoordinated species of NHCCuPy in non-coordinating

solvents. The equilibrium is expected to be predominantly on the linear species (left). Figure from ref. [40].
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5.1.2.3. Time-Resolved Spectroscopy in Non-Coordinating and Coordinating Solvents

Time-resolved UV/Vis absorption spectroscopy was conducted using femtosecond (100 fs – 3

ns) as well as nanosecond (100 ns – 10 µs) transient absorption techniques. The combined

results from both techniques for NHCCuPy in TFE are shown as contour plots in Figure 5.10.

Due to the aforementioned difficulties with DCM and 266 nm laser pulses, here, results are

only shown for TFE as a solvent. However, one successful scan on NHCCuPy dissolved in DCM

reveals very similar spectro-temporal signatures as NHCCuPy dissolved in TFE (see appendix,

Figure A.5). This further underlines DCM and TFE are both non-coordinating.

Figure 5.10.: Time-resolved spectroscopy signals acquired for NHCCuPy in TFE. The excitation
was tuned to 266 nm. In the contour representation (central), the difference absorption signal is
color-coded. Vertical lines mark spectral positions for the time traces plotted on the left while
horizontal lines mark certain delay times for the difference spectra plotted on the right. The
last decay-associated difference spectrum (DADS) from the fsTA experiment is compared to the
DADS obtained from the nsTA experiment. Figure from ref. [40].
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Negative signal contributions originating from stimulated emission (SE) or ground state

bleach (GSB) are not observed and throughout the whole time frame and for all wavelengths,

positive signals of excited state absorption (ESA) are detected. Directly after photoexcitation,

a strong ESA signal covering the complete detection range shows maxima at ≈ 350 and

620 nm. Within less than one picosecond this signature gives way to one which is essentially

flat with a shallow maximum at ≈ 550 nm. On a time scale of ≈ 1 ns, the fsTA signal is

seen to rise. In the course of this rise a difference spectrum with peaks at ≈ 350, 450, and

550 nm forms. This distinctive pattern also appears in the nsTA experiment. This experiment

reveals a microsecond lifetime for the carrier of this signature. “Late” femtosecond and “early”

nanosecond spectra overlay favorably. This indicates that no kinetic component is missed due

to the gap in the temporal coverage between 4 – 100 ns.

A global fit analysis was performed on the data to evaluate the kinetics of NHCCuPy. The

data are fitted satisfactorily using three time constants, with τ1 = 0.3 ps, τ2 = 900 ps,

τ3 = 0.68 µs. The resulting decay-associated difference spectra (DADS1−3) are shown in

Figure 5.11. Additionally, the DADS for an ‘infinite’ delay time, accounting for the remaining

signature in the fsTA experiment at a delay time of ≈ 4 ns, is compared with the DADS

resulting from the decay observed in the nsTA experiment. The similarity of these spectra

confirms the above statement that no process is missed due to the temporal gap.
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Figure 5.11.: Decay-associated difference spectra obtained from the fsTA and nsTA experiments of NHCCuPy
in TFE. The bright green line shows the DADS for an infinite delay time from fsTA experiment, dark green
shows the DADS for the time constant from the nsTA experiment of τ3 = 0.68 µs. Figure from ref. [40].

The respective DADS1 shows a weak positive amplitude around 350 nm and a minimum

around 450 nm followed by a rise for longer wavelengths peaking at 650 nm. Those positive

amplitudes reveal a decay of the ESA signal, indicating that a transient species with strong

absorption at 650 nm deactivates into a state that shows less absorption. As the transient

spectra between 1 and 100 ps are almost without any features, contributions from a rising

signal are absent. The DADS2 is negative throughout the complete spectral range. It, thus,

describes a spectrally broad signal rise. Minima at ≈ 350, 430, and 560 nm coincide with the

maxima in the DADS3. Thus, the buildup of a species is described. The DADS3 describes the

decay of this species presumably to the ground state. Comparable kinetics are observed for

NHCCuPy in DCM. The respective results of the global fit analysis and respective DADS1−3

are shown in Figure A.6 in the appendix.

Femtosecond and nanosecond time-resolved experiments were also performed on NHCCuPy

dissolved in MeCN (see Figure 5.12). As for the time-resolved experiments of NHCCuPy in

TFE or DCM no negative signal contributions are observed. However, the spectro-temporal

behavior of NHCCuPy in MeCN is very distinct from the one of NHCCuPy in TFE or DCM.

Right after excitation, two broad ESA bands are observed. One peaks around 330 nm, the

other one at ≈ 650 nm. In contrast to the feature at 330 nm, which shows a slower decay
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of around 10 ps, the broad band at ≈ 650 nm decays within picoseconds. Another ESA

band peaking at 440 nm appears around 100 ps. This band decays together with the band

at 330 nm into a slightly less pronounced ESA feature. The decay of this signature is then

observed in the nsTA experiment. Again, “late” femtosecond and “early” nanosecond spectra

overlay favorably indicating that no kinetic component is missed due to the gap in the temporal

coverage between 4 – 100 ns.

Figure 5.12.: Time-resolved spectroscopy signals acquired for NHCCuPy in MeCN. The excitation was tuned to
266 nm. In the contour representation (central), the difference absorption signal is color-coded. Vertical lines
mark spectral positions for the time traces plotted on the left while horizontal lines mark certain delay times
for the difference spectra plotted on the right. The last decay-associated difference spectrum (DADS) from the
fsTA experiment is compared to the only DADS received from the nsTA experiment. Figure from ref. [40].

In a global analysis, data could be fitted satisfactorily using four time constants with τ1 =

2.6 ps, τ2 = 40 ps, τ3 = 235 ps, and τ4 = 2.5 µs. Respective DADS1−4 are shown in Figure
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5.13. The first DADS1 only bears positive amplitudes indicating that a positive transient

absorption signal is decreasing with the respective time constant of 2.6 ps. For the band

peaking at ≈ 700 nm, the transient absorption signal decrease is more pronounced than for

the one at 330 nm. This indicates that the subsequent species, which forms with τ1 and

decays with τ2 = 40 ps, shows higher transient absorption in the region below 500 nm and less

above 500 nm as it is seen for the respective spectrum around 5-10 ps. The DADS2 shows

a distinct minimum at 450 nm. This minimum mirrors a maximum in the DADS3 and thus

indicates a rise due to the formation of another species. DADS3 shows a maximum at 450

nm and a signal close to zero at ≈ 650 nm. Although the transient spectra look quite similar

for 100 ps and 3 ns, this indicates that except for the region at around 600 nm there is a

change in absorption between the third and fourth temporal feature mostly at ≈ 450 nm. The

last DADS4 eventually shows maxima at 350, 440, and 650 nm. Further, it bears the highest

amplitudes on the complete detection range compared to DADS1−3. The DADS4 describes

the decay of the last transient species being present presumably to the ground state.

Figure 5.13.: Decay-associated difference spectra obtained from fsTA and nsTA experiment of NHCCuPy in
MeCN. The bright green line shows the DADS for an infinite delay time from fsTA experiment, dark green
shows the DADS for the sole decay time constant of the nsTA experiment of τ4 = 2.5 µs. Figure from ref. [40].
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5.1.2.4. Quantum Chemical Calculations

The spectroscopic experiments have indicated clearly that NHCCuPy reacts with coordinat-

ing solvents like MeCN. The product of this coordination was suggested to adopt structures

2a or 2b. In the following, quantum chemically computed absorption coefficient spectra of

these species are compared with the experimental ones. Further, the absorption coefficient

spectrum obtained by subtracting the one of 2-picoline from the one of NHCCuPy in MeCN

(ϵNHCCuPy−MeCN (λ)–ϵ2−picoline(λ)) is shown as a hypothetical experimental spectrum for

2a assuming the quantitative formation of 2a for NHCCuPy in MeCN (see Figure 5.14).

Computed geometrical parameters are summarized in the appendix (see Table A.1 to A.14).

Figure 5.14.: Comparison of calculated UV/Vis absorption coefficient spectra (dashed lines, left y-axis), in-
cluding the oscillator strengths of each transition (vertical lines, right y-axis) of NHCCuPy, 2a and 2b with
experimental spectra (solid lines) of a) NHCCuPy in DCM (red), b) NHCCuPy in MeCN (blue) and a hypothet-
ical spectrum of 2a that is obtained by subtracting the absorption coefficient spectrum of NHCCuPy in MeCN
by the one of 2-picoline (ϵNHCCuPy−MeCN (λ)–ϵ2−picoline(λ)). Figure from ref. [40].

From the three species considered, compound NHCCuPy in DCM shows the highest agree-

ment with the experimental spectrum with regard to their spectral shape and signal strength.

In DCM (Figure 5.14a), it is expected that NHCCuPy is present in a linear geometry with little

interaction between complex and solvent. The weak band with a maximum of around 300

nm in the computed spectrum arises from the S1 absorption at the S0 equilibrium geometry.

Earlier work revealed, however, that the spectral position of this transition experiences a blue

shift and its oscillator strength diminishes when the torsional angle between the two ligands is

increased. [154] Sampling of the torsional conformations is therefore expected to bring the red

edge of the computed spectrum into better agreement with the experimental spectrum, which
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features a shoulder in the long wavelength regime. Similar considerations apply to the low-

energy bands of the trigonal complexes 2a and 2b in acetonitrile as solvent. As can be seen in

Figure 5.14b, the experimentally observed absorption maximum at 254 nm is well reproduced

by the calculations for both, 2a and 2b. However, more or less pronounced discrepancies

between experimental and calculated spectra are observed for the spectral regions at higher or

lower wavelengths than 254 nm for both structures. Thus, an unequivocal decision of which

of the two species 2a or 2b is present cannot be made on this basis.

Furthermore, the change in total energy of 2b in DCM relative to the linear complex NHC-

CuPy in DCM and a distant MeCN molecule was calculated. In DCM, a slightly positive energy

value of 1.0 kJ/mol was found, which signals a thermally neutral addition within chemical ac-

curacy. This is in line with the weak binding affinity, i.e. large KD value. The coordinative

bonding of MeCN to the copper center leads to a marked weakening of the Cu-N(2-picoline)

bond in the electronic ground state. This is reflected in an elongation of this bond from

190 pm to 202 pm. In MeCN solution, the addition of MeCN is also slightly endothermic with

a calculated energy of 1.9 kJ/mol.

The stability of 2b with respect to the ejection of the MeCN ligand was also investigated (see

Figure 5.15). The lowest excited states of 2b, the SMLCT /TMLCT are 48.0/50.7 kJ/mol more

favorable than their counterparts for NHCCuPy. The energy gain is, however, not reflected in

a stronger Cu-N(nitrile) bond. Electron density is transferred into an antibonding Cu-MeCN

orbital (see Figure 5.15 and A.7), and the bond is slightly elongated by 2 pm (from 197 to

199 pm). In contrast, the Cu-N(2-picoline) bond length shrinks from 202 pm in the electronic

ground state of 2b to 189/187 pm in the SMLCT /TMLCT states where the copper coordination

adopts a nearly T-shaped structure. The corresponding bond lengths of NHCCuPy amount

to 185/184 pm in the SMLCT /TMLCT states. With regard to a potential substitution of the

2-picoline ligand by MeCN (formation of structure 2a), the computations suggest that this is

unlikely in the excited state. The Cu-N(2-picoline) bond is strengthened upon excitation.
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Figure 5.15.: Total adiabatic energies of lowest excited states for complex NHCCuPy and 2b in DCM relative
to the ground state of 2b. To compare with 2b, the ground state energy of one MeCN molecule in DCM was
added to the energy of complex NHCCuPy. The respective electron difference densities are shown next to each
bar. Separately, an enlarged version of the densities is provided in the appendix (Figure A.7). Figure adapted
from ref. [40].

Previous examinations had shown that the excited states of NHCCuPy decay from the

SMLCT state through a TLC/MLCT intermediate into a local triplet excitation on a diisopropy-

lphenyl (Dipp) moiety. [154] In the present study, the GD3 dispersion correction and a continuum

solvation were added, in total increasing the excitation energies. The TLC,Dipp state is affected

most by dispersion interactions, lying now almost isoenergetic to the TLC/MLCT state. Yet,

solvent coordination affects it to a lesser extent. The TLC,Dipp state is lowered by 9.3 kJ/mol

upon MeCN addition, not enough to constitute the adiabatically lowest excited state of the

threefold coordinated complex 2b. The intermediate TLC/MLCT state that is responsible for

the efficient ISC from the SMLCT state to the triplet manifold in NHCCuPy, gains MLCT char-

acter in 2b and thus mixes with the TMLCT state. This mixture explains why no minimum

structure could be found for the T2 state of 2b despite substantial effort. The considerable

impact of MeCN addition on the relative energies and geometrical structures of the excited

states further corroborates the experimental observations that the steady state and the tran-

sient spectra change markedly.
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5.1.3. Discussion: Quantum Chemical Assignment and Proposed

Photokinetics

Steady-state spectroscopy of NHCCuPy in solution has indicated that NHCCuPy may react

with solvent molecules. In non-coordinating solvents like TFE or DCM NHCCuPy, which is

linear in its crystal structure, [152] is most likely present in a linear geometry as well. In coor-

dinating solvents like MeCN, experiments show clear indications of a chemical reaction (e.g.

coordination) between solvent and complex. Based on joint spectroscopic and quantum chem-

ical data, suggestions on the structure of the complex are given. Furthermore, time-resolved

UV/Vis spectroscopy was applied on NHCCuPy in TFE, DCM, and MeCN. In the case of

non-coordinating solvents, findings are compared to quantum chemical computations reported

here, extending previous reports on NHCCuPy. [154,155] As a result, a consistent picture of the

photokinetics of NHCCuPy upon excitation to its longest wavelength absorption maximum is

obtained. In both cases (i.e. in coordinating and non-coordinating solvents), NHCCuPy shows

involved photokinetics.

From steady-state measurements, clear indications are found for an equilibrium chemical

reaction for NHCCuPy in MeCN leading to the potential products 2a or 2b. Based upon ex-

perimental evidence (vide supra), 2b is considered to be the species formed in this equilibrium.

On the other hand, quantum chemical calculations are not conclusive as to which species is

formed.

Considering the electron pair donicity (i.e. Gutmann’s donor number (DN)) of 2-picoline

and MeCN as a measure for their coordinating affinity [99] with MeCN bearing a value of 14.1

kcal/mol [99] and 3-picoline, 4-picoline as well as pyridine showing values of 39.0, 34.0 and 33.1

kcal/mol respectively, [99,156] one would expect 2-picoline to show a stronger affinity to the

copper center than MeCN does. This again favors compound 2b over 2a. Quantum chemical

calculations revealed that in the ground state, the coordination of MeCN on NHCCuPy is

neither favored nor disfavored energetically. This is in line with the large experimental KD

value. In the excited state, the addition is clearly favorable, ruling out the ligand release in the

excited state. Due to these ambiguities, a definitive structure cannot be assigned to NHCCuPy

dissolved in MeCN.

Steady-state experiments of NHCCuPy in TFE or DCM show that emission occurs at similar

wavelengths as in solid or PMMA environments. In those environments a coordinating inter-
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action of the counterion BF−
4 is proposed that gives rise to a high quantum yield of emission

(Φlum ≈ 0.87 in PMMA). [152] However, the apparent quantum yield of emission that was

determined for NHCCuPy in DCM is in the order of 10−5. Therefore, it is assumed that NHC-

CuPy in DCM or TFE is mostly present as a linear complex (see Figure 5.9) that shows virtually

no emission in solution. The non-coordinating behavior of TFE is considered reasonable due

to its low electron pair donicity, expressible with a negligible value of DN. [98] Based on that,

it is further concluded that the signatures received from transient absorption measurements in

TFE and DCM represent dominantly the linear species of NHCCuPy.

Assuming a consecutive model, a kinetic scheme (see Figure 5.17) is suggested taking into

account three observable transient states. Species-associated difference spectra [157] based on

this model are depicted in Figure 5.16.

Figure 5.16.: Species-associated difference spectra (SADS) obtained from fsTA experiment of NHCCuPy in
TFE. Figure from SI of ref. [40].

As expected for a consecutive model with largely differing time constants, the SADS are

essentially identical to difference spectra at specific delay times. The first SADS (i.e. for

the SMLCT state) is identical with the spectra at time zero. The second SADS (i.e. for the

TLC/MLCT state) is identical with the spectra around a delay time of 10-100 ps, while the

third SADS (i.e. for the TLC,Dipp state) is identical with the spectra from 4 ns onwards. Due

to the absence of GSB in the transient data, yields for the population of each excited state
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could not be determined. Thus, the SADS were constructed assuming yields of 100% for each

transition.

Assignments of states and processes rely on quantum chemical computations on NHCCuPy.

In contrast to previous reports, [154,155] the R2018 Hamiltonian, specially designed for metal

complexes, a solvent continuum, and dispersion corrections were used. The latter has a large

impact on the molecular geometry, shortening the HMe—CAr,ipr bond lengths from 339 and

362 pm to 313 and 315 pm, respectively. After photoexcitation into the absorption maximum,

which is dominantly made up of the S2 ← S0 transition, internal conversion (IC) into the

S1 minimum is assumed to be fast and to occur within the time resolution of the instrument

(≈ 100 fs). According to DFT/MRCI calculations, the S1 state is a singlet state with dσ → πPy

MLCT character where Cu dσ electron density is transferred to the 2-picoline ligand. With

regard to the adiabatic energy, four triplet states lie below the S1 state. Based on this energetic

ordering, states are referred to as T1-T4 in the following. The T1 state (3.69 eV) shows both

ligand-centered (LC, mainly on the 2-picoline ligand) and MLCT character (TLC/MLCT ) and

constitutes the corresponding triplet state to the S2 state. States T2 and T3 (3.71 eV) originate

from excitations localized on the Dipp moieties of the NHC ligand (TLC,Dipp) while the T4

state (3.90 eV) has the same excited state character as the S1 state (TMLCT ). Computed

ISC rate constants for the transitions S1 → T1,2,3,4 will now be compared with experimental

findings. The highest ISC rate constant is observed for the transition to the TLC/MLCT state

with a value of kISC,LC/MLCT = 5.3 · 1011 s−1. This rate constant follows from a large spin-

orbit coupling between the SMLCT and the TLC/MLCT states. In both excitations, copper

d-orbitals are involved. These orbitals differ in magnetic quantum number which is responsible

for the large spin-orbit coupling. The second highest ISC rate constant is calculated for the

transition to the two states TLC,Dipp with kISC,LC,Dipp = 2.1 · 108 s−1, followed by ISC into

TMLCT with kISC,MLCT = 3.2 · 107 s−1. The computed radiative rate constant krad of the

S1 state amounts to only 8.4 · 106 s−1. As all ISC rate constants are orders of magnitudes

higher, a very small fluorescence quantum yield is expected. This matches the experimental

observation. Based on the above ISC rate constants, the TLC/MLCT state owns the highest

probability to be populated following SMLCT excitation. The inverse of kISC,LC/MLCT is

2 ps, which is somewhat larger than the observed time constant τ1 of 300 fs. According to

the computations, the TLC/MLCT state is the lowest triplet state in terms of adiabatic energy.

Yet, these computations predict the TLC,Dipp state to be isoenergetic with this state within
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20 meV. So it cannot be excluded that the TLC,Dipp state is in fact the one lowest in energy.

Time-resolved spectroscopy strongly favors this. After the τ1 process, assigned to the ISC

transition into TLC/MLCT , two processes with time constants τ2 = 900 ps and τ3 = 0.68 µs

are observed. If the τ1 process populated the lowest triplet state, only one further process

ought to occur. Thus, the τ2 process is assigned to a transition between the TLC/MLCT state

and the TLC,Dipp state. According to the experiment, the latter one ought to be the one lowest

in energy. This lifetime of τ2 = 900 ps seems long if one takes the near degeneracy of the

two states into consideration. However, these states differ strongly in character and thereby

also in equilibrium geometries. This ought to result in a large reorganization energy λ and

thus a substantial barrier (of ≈ λ/4) for the IC transition between the two states. [158] The

equilibration of the two states cannot be excluded.

Figure 5.17.: Kinetic scheme of NHCCuPy in TFE. The time constants were received from the fs- and nsTA
experiments. The electronic state assignment was done on the basis of quantum chemical calculations on the
linear complex. The values in brackets show the adiabatic energies of the respective states in eV relative to the
S0 minimum. The value marked with a star shows the vertical energy of the SLC/MLCT state. Figure from

ref. [40].

In any case, a long-lived upper triplet state, as observed here, bears the potential for lu-

minescent application. For instance, HIGHrISC fluorophores for OLEDs make use of such

long-lived upper triplet states. [24] In the HIGHrISC approach – also known as hot exciton [25]

– an upper triplet state that lies energetically close to the S1 state is used for efficient triplet

harvesting via reverse intersystem crossing (rISC). The lowest populated triplet state, TLC,Dipp
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exhibits a lifetime of 0.68 µs, which is a typical value for such complexes. [159] With a calculated

phosphorescence rate constant of 0.36 s−1 emission from TLC,Dipp state is outcompeted by

non-radiative deactivation processes. This underlines the hypothesis that the emission that is

observed originates not directly from NHCCuPy but from a coordinated counterion derivative

as it is proposed in ref. [152].
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5.2. [1,3-bis(2,6-diisopropylphenyl)imidazol-2-ylidene]-

(dibenzoylmethanoate)copper(I)

The background to the complex 1,3-bis(2,6-diisopropylphenyl)imidazol-2-ylidene] (dibenzoyl-

methanoate) copper(I) (in the following referred to as NHCCuDBM) is covered in the first

subsection of this section (subsection 5.2.1), subsections 5.2.2 and 5.2.3 present the exper-

imental results towards the elucidation of the photophysics of NHCCuDBM that were ob-

tained in the course of this thesis. First, a spectroscopic characterization of dibenzoylmethane

(DBM) and its respective anion is given, including steady-state absorption and emission as

well as time-resolved spectroscopy. These are followed by the spectroscopic characterization

of the NHCCuDBM complex. The combined results are compared with quantum chemical

calculations yielding a consistent picture of the compound’s photophysics. Focus is laid on

the properties of the complex dissolved in cyclohexane as a non-polar aprotic solvent, ace-

tonitrile as a polar aprotic solvent, and ethanol as a polar protic solvent. Although the focus

lies on the photophysics of the compound in the three aforementioned solvents, additionally,

experimental findings are given regarding the behavior in 2,2,2-trifluoroethanol. Whereas this

solvent constitutes the only suitable solvent for the spectroscopic investigation of the linear

copper(I) carbene complex NHCCuPy presented in section 5.1, here, the complex is effectively

decomposed by TFE as a solvent.

Parts of the steady-state UV/Vis absorption and emission measurements were conducted

by Oliver Röth in the course of his master’s thesis under the supervision of the author of

this thesis. Time-resolved emission measurements obtained using the fluorescence Kerr gate

instrument were conducted by Mahbobeh Morshedi. Quantum chemical calculations were

conducted by Jasper Guhl (Institute of Theoretical Chemistry and Computer Chemistry, Prof.

C. M. Marian).

5.2.1. Introduction

β-Diketones and derivatives, such as DBM, show a great variety of applications. For in-

stance, due to their strong tendency to undergo keto-enol tautomerization and by so quickly

dissipating excitation energy in a reversible manner, β-diketones are applied as UV filters

(e.g. as components in sunscreens) or as model systems of keto-enol tautomerization as a

number of photochemical studies revealed the processes of keto-enol tautomerization in de-
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tail [160,161,162,163,164,165,166,167,168,169,170]. It has been shown that for room temperature and

in solution the chelated enol form is mostly present due to an intramolecular H-bond forming

an O-C-C-C-O-H ring stabilized by resonance-assisted hydrogen bonding (RAHB). [171] Due to

a ππ∗ transition, this chelated enol (CE) form of DBM shows a strong absorption band in

the near UV. As fast non-radiative deactivation processes occur in the excited state presum-

ably involving a fast excited state intramolecular proton transfer (ESIPT), the generation of

the non-chelated enol (NCE) form followed by rotamerization and recovery to the chelated

enol form in the dark, DBM is essentially non-fluorescent. An overview of the isomerization

processes that are presumably involved upon photoexcitation is shown in Figure 5.18.

Figure 5.18.: Scheme of the photoreactivity of DBM. Upon irradiation DBM in its CE form presumably under-
goes a fast ESIPT into the NCE form followed by deactivation into the ground state, either of the NCE form or
of rotamerization derivatives or the keto form. This product mix reacts slowly back into the NCE ground state
of DBM (approx. µs - to ms).

As of today, the literature lacks consensus on whether the strong ππ∗ state constitutes

the lowest excited state or in fact a weak nπ∗ transition non-observable in the absorption

spectrum. For other symmetric β-diketones, such as malonaldehyde or acetylacetone, the

nπ∗ state constitutes the lowest excited state, which some authors assume to apply for DBM

as well. [161,170] In a recent spectroscopic study by Verma et al. the authors state that due

to extended conjugation by the presence of the electron-rich benzene rings, the energy gap

between the nπ∗ and ππ∗ state might be reduced and the ππ∗ state becomes the one lower

in energy. [169]

Besides applications involving the fast deactivation processes, the high binding affinity of

β-diketones to transition metals leads to an easily accessible group of compounds with a
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diverse field of applications in areas such as NMR spectroscopy (as shift reagents), [172] laser

technology, [173] electroluminescence, [174] or chemical catalysis. [175,176,177,178,179]

Here, the photophysics of a copper(I) carbene DBM complex (NHCCuDBM; see Figure 5.19)

is investigated employing steady-state UV/Vis absorption and emission as well as time-resolved

spectroscopy.

Figure 5.19.: Structure of NHCCuDBM.

The study is motivated by the potentially highly emitting character of its ligand DBM, which

is, however, efficiently quenched by the isomerization processes as stated above. Upon coordi-

nation onto a metal center, these quenching processes are expected to be prohibited and thus

the overall emission of DBM might be increased. Due to coordination, the photophysics of

DBM can be drastically altered due to metal-ligand or ligand-ligand interaction. A recent tran-

sient spectroscopy study by Stanimirov et al. showed that the complexes europium(III)(DBM)3

and aluminium(III)(DBM)3 dissolved in MeCN possess both similarities and differences con-

cerning the transient spectra and the photokinetics compared to free DBM. [180] Both complexes

feature stimulated emission and excited state absorption similar to free DBM, that decays with

time constants of ≈ 0.4 ps for the Eu(III) complex and ≈ 1.8 ps for the Al(III) complex com-

pared to the respective one of DBM of ≈ 0.2 ps. Since for the Eu(III) and Al(III) complexes,

isomerization of the DBM ligand ought to be prohibited due to its coordination, the excited

state population presumably deactivates in other ways such as energy transfer to the metal ion

in case of the Eu(III) complex. [180] However, this is not expected for Al(III), where an energy

transfer from ligand to metal has not been reported yet. Hence, according to Stanimirov et al.

the Al(III) complex might still share some relaxation pathways typical of the DBM ligand2. [180]

2The exact nature of these deactivating pathway(s) in Al(DBM)3 remains unclear as of yet.
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In contrast, coordinating DBM to a copper(I) moiety with its closed d-shell configuration the

metal might have less impact on the photophysics of the DBM ligand and metal-centered transi-

tions are absent as deactivating channels. For similar NHC-Cu-X compounds with X = pyridine

and 2-picoline, the lowest excited state constitutes a locally excited triplet state (localized on

the Dipp moieties) with adiabatic energy of ≈ 3.4 eV (≈ 365 nm) and ≈ 3.7 eV (≈ 335 nm;

see section 5.1), respectively. [40,154] Comparing these energy values with the lowest wavelength

absorption band of DBM that peaks at ≈ 340 nm and extends to ≈ 380 nm, an excitation

with lower energy than the local excitations of the DBM into which excitation energy could

deactivate, seems unlikely.

Two other studies, in which the photophysics of copper(I) carbene DBM complexes bearing

a cyclic (amino)-(alkyl)carbene (CAAC) [181] (Figure 5.20a) and a cyclic (amino)-(aryl)carbene

(CAArC) [182] (Figure 5.20b) instead of an NHC ligand were investigated, neither contradicts

nor confirms the overall idea.

Figure 5.20.: Structures of a) CAACCuDBM and b) CAArCCuDBM.

For these complexes, a quenching mechanism due to the isomerization of the DBM ligand seems

absent. The lowest absorption band, which is similar to the one of free DBM (λmax ≈ 350 nm),

indicates that a DBM ligand centered ππ∗ transition is present for these complexes, which is

confirmed by quantum chemical calculations. [181] However, for both complexes new absorp-

tions bands at wavelengths around 450 nm are observed, that according to the calculations

arise from a nDBM → π∗
CAAC CT transition in the case of the CAAC complex and mixed

MLCTCu→DBM/LLCTDBM→CAArC transition as well as a MLCTdσ→π∗
CAArC

transition in the

case of the CAArC complex. Furthermore, both complexes show a single emission band around

750 nm with low quantum yields (< 0.01) for the solid state. According to quantum chemical

calculations on the CAAC complex, this band arises from a phosphorescent triplet state of

Cu/nDBM → π∗
CAAC MLCT character. [181] According to the authors, the large bathochromic
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shift is rationalized with structural changes in the triplet excited state at which the ground

state is significantly destabilized. For the CAArC complex, a solid state emission lifetime of

50 ns is given. [182] As no singlet emission is observed, for these complexes a fast intersystem

crossing from the primarily excited singlet to the triplet states seems likely.

5.2.2. On the Photophysics of Dibenzoylmethane and the Respective Anion

To understand the photophysical properties of the complex, it proved useful to first have a

thorough look at the respective properties of its ligand. To this end, UV/Vis absorption and

emission spectra were recorded for DBM as well as the deprotonated anionic form dibenzoyl-

methanoate (DBM−). Furthermore, femtosecond UV/Vis absorption and emission methods

are applied for a deeper look into the molecule’s photokinetics. As mentioned in subsection

5.2.1, parts of DBMs photophysics were studied before, including the lowest excited states as

well as its involved deactivating mechanisms. However, to further extend these studies and

for the sake of a consistent picture regarding the behavior of the complex (covered later on in

section 5.2.3), some experiments including transient absorption were performed again. These

results are supported by quantum chemical computations (subsection 5.2.4).

5.2.2.1. Steady-State Absorption and Emission Spectroscopy

The longest wavelength absorption band of DBM covers a range from ≈ 300 to 380 nm with

little differences between each solvent (see Figure 5.21). It peaks at ≈ 340 nm. The absorption

coefficient for this band varies between ≈ 22.000 M−1cm−1 for ethanol and≈ 26.000 M−1cm−1

for cyclohexane and acetonitrile. Higher absorption coefficients for cyclohexane and acetonitrile

compared to ethanol are also found for the absorption bands at higher energies. The rather

high absorption coefficient for the longest wavelength band indicates an allowed transition such

as a ππ∗ transition as it is proposed in the literature. [169] This band further shows a shoulder

around 360 nm presumably originating from vibrational progression.
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Figure 5.21.: Absorption spectra (absorption coefficients as a function of wavelength) of DBM in Cx (red),
MeCN (green), and EtOH (blue).

The emission spectra of DBM show maxima at ≈ 400 nm, with cyclohexane having the

highest energy emission, followed by acetonitrile and ethanol (see Figure 5.22). This indicates

a slightly increased dipole moment in the exited state that is stabilized by a polar environment.

The Stokes shift amounts to ≈ 4500 cm−1, which can be considered as rather large for organic

molecules. [183] The 0-0 energy, as an approximate value of the adiabatic energy of the lowest

excited state, determined in MeCN by the crossing of the corrected absorption and emission

spectra amounts to 3.32 eV.

82



5. Results

Figure 5.22.: Emission spectroscopy on DBM in solvents Cx (red, smoothed), MeCN (green, smoothed), and
EtOH (blue, smoothed). For the recording of the emission spectra the excitation wavelength was set to 330
nm.

Fluorescence quantum yields are low with values of ≈ 10−5 for all solvents (≈ 4 · 10−5 for

Cx and MeCN, ≈ 6 · 10−5 for EtOH). A Strickler-Berg analysis yields radiative rate constants

of 3.6 · 108 s−1 (Cx), 3.5 · 108 s−1 (MeCN), and 2.9 · 108 s−1 (EtOH). This, together with the

fluorescence quantum yield gives an excited state lifetime of ≈ 110 fs for Cx and MeCN and

≈ 200 fs for EtOH. The relatively high radiative rate constants are no surprise considering the

high absorption coefficient of the longest wavelength absorption maximum. The overall low

fluorescence quantum yields arise from the emitting excited state being that short-lived.

For the spectroscopic investigation of the respective anion DBM−, two different bases were

used to achieve deprotonation. These are ammonia and sodium hydroxide, both diluted in

water. Upon addition of the basic NH3 solution to a DBM/ethanol solution, the longest

wavelength absorption maximum shifts to 350 nm (see Figure 5.23a).
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Figure 5.23.: Absorption spectroscopy on DBM and DBM−. a) Dependence of the absorption spectra of DBM
in ethanol from the concentration of NH3/water solution. b) normalized absorption spectra of DBM in MeCN
(solid green line) and EtOH (solid blue line) and their respective basic solutions (dashed lines) obtained by the
addition of concentrated NaOH water solution.

The absorption, which is corrected for concentration changes due to the addition of NH3 so-

lution, decreases in the region between 250 and 350 nm (including the absorption maximum).

For wavelengths beyond this region, especially 380 nm and higher wavelengths, the absorption

increases. This is in line with previous reports on both the DBM and the DBM−. [164] Both

methods (i.e. addition of NH3 or NaOH) result in similar spectra. Also, no significant differ-

ences are present comparing DBM− in ethanol and acetonitrile (see Figure 5.23b). Due to

solubility issues, the anion could not be obtained in cyclohexane.

Comparing the emission spectra of DBM with the ones of DBM− only minor differences

are observed (see Figure 5.24). The fluorescence quantum yield is decreased, from ≈ 8 · 10−5

(EtOH/H2O) to ≈ 3 ·10−5 (EtOH/H2O/NaOH). According to Strickler-Berg, the fluorescence

lifetime decreases from 260 fs (EtOH/H2O) to 160 fs (EtOH/H2O/NaOH), with radiative rate

constants of 3.0 · 108 s−1 and 2.1 · 108 s−1, respectively. These values obtained via Strickler-

Berg are in almost perfect agreement with time-resolved spectroscopy data by Stanimirov et

al. where time constants of 240 fs and 150 fs were measured for the stimulated emission decay

for DBM and DBM−, respectively. [180] In their study, the authors obtained the anion in an

ethanol solution with a pH of 11. Besides the slightly decreased time constant no significant

differences were observed between DBM and DBM−.
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Figure 5.24.: Emission spectroscopy on DBM−. Normalized emission spectra of DBM− in MeCN (solid green
line) and EtOH (solid blue line) and their respective basic solutions (dashed lines) obtained by the addition of
concentrated NaOH water solution. For the recording of the emission spectra the excitation wavelength was
set to 340 nm.

5.2.2.2. Time-Resolved Absorption and Emission Spectroscopy

Femtosecond UV/Vis absorption spectroscopy on DBM in ethanol excited at 266 nm reveals

the following characteristics. Around time zero, a distinct signature is seen with a pronounced

positive transient absorption band between 380 and 420 nm and a broader band from 550 to

700 nm and beyond (see Figure 5.25). From 420 to 550 nm there is a negative signal.
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Figure 5.25.: Femtosecond time-resolved spectroscopy data acquired for DBM in EtOH. The excitation was
tuned to 400 nm. In the contour representation (central), the difference absorption signal is color-coded. Vertical
lines mark spectral positions for the time traces plotted on the left while horizontal lines mark certain delay
times for the difference spectra plotted on the right.

As DBM bears no ground state absorption but emission there (see Figures 5.21 and 5.22),

the negative signal in this region is attributed to stimulated emission. This negative emission

band and the broader positive absorption band (550 – 700 nm) decay within a few hundred

femtoseconds to give rise to a slightly positive band. The pronounced positive band around

400 nm decays within a few picoseconds, presumably due to vibrational cooling. The decay of

this band is accompanied by the rise of a positive band at 600 nm peaking at a delay time of

10 ps. Stanimirov et al. attribute this to the population of a triplet state3. [180] Furthermore,

with the decay of the pronounced band around 400 nm, another negative signal at wavelengths

smaller than 380 nm becomes discernible. This negative signal is attributed to ground state

bleaching. According to previous reports [169,170,180], DBM undergoes fast photo isomerization

reactions. These photoproducts, present in their electronic ground state, are likely responsible

for the ground state bleach that extends with no obvious decay beyond the observable time

window of ≈ 4 ns. Apart from the ground state bleach at 380 nm and below, all transient

absorption signals vanish to zero within the time window.

3It should be noted that for this to be true the triplet state must be very short-lived. A rapid deactivation of
the triplet state could potentially be attributed to another isomerization process originating from the triplet
state.
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The time-resolved absorption data of the respective anion share some similarities with DBM

but also bear some distinct features (see Figure 5.26). The transient absorption signature

around time zero resembles the one from protonated DBM. However, for DBM−, there is no

negative signal observed. Instead, around the same region (450 - 550 nm) a plateau within the

positive excited state absorption band is seen. Again, this is attributed to stimulated emission

as it fits the emission spectra. In contrast to the time-resolved spectra of protonated DBM,

the absorption signal of DBM− increases subsequently to the short-lived feature attributed to

stimulated emission. This might indicate that more than one species is present with overlapping

signal contributions. One reason for that might be the partial coordination of DBM− and Na+

as complexes of both have been reported before. [184] An incomplete deprotonation of DBM

seems rather unlikely as the experiment was conducted with a pH >11 and DBM having a

pKa of 9.56. [185] The positive absorption bands from 450 nm and below and from 550 nm

and above behave similarly to the corresponding ones in DBM, although the one for higher

wavelength decays more slowly within ps. The weak feature from transient absorption data of

DBM, attributed to an excited triplet state, is not observed here. As for protonated DBM, a

negative signal below 400 nm becomes observable as the positive band at 400 decays.

Figure 5.26.: Femtosecond time-resolved spectroscopy data acquired for DBM in EtOH/H2O/NaOH solution.
The excitation was tuned to 400 nm. In the contour representation (central), the difference absorption signal is
color-coded. Vertical lines mark spectral positions for the time traces plotted on the left while horizontal lines
mark certain delay times for the difference spectra plotted on the right.
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Utilizing a global analysis, both data sets could be fit satisfactorily with three time constants.

The respective decay-associated difference spectra (DADS) are described hereafter. Starting

with the data for DBM dissolved in ethanol (w/o the addition of base), the first DADS1 with a

corresponding time constant τ1 of 300 fs shows negative amplitudes between 420 and 550 nm

(see Figure 5.27 top). Beyond this region, the amplitudes are positive. The negative part

indicates the decay of the stimulated emission, while the positive ones correspond to the decay

of excited state absorption. This time constant is well in line with the one obtained by Strickler-

Berg analysis. In the literature, a time constant of 240 fs is found for this first deactivating

process. [180] The second time constant τ2 equals 1.7 ps. The corresponding DADS2 shows high

amplitudes for wavelengths < 450 nm. As both DADS1 and DADS2 have strong amplitudes

around the 400 nm band, they parametrize a bi-exponential decay. For longer wavelengths

(> 600 nm) slightly positive amplitudes are present. From 450 to 600 nm the amplitudes are

negative. This indicates the rise of another positive transient absorption feature, the decay

of which is depicted in the DADS3 with τ3 = 175 ps. The DADS3 mainly features a broad

positive band from 450 to 700 nm, which corresponds to the depopulation of an excited triplet

state according to ref. [180], where a time constant of 201 ps was found for this process. The

DADSoffset, which only bears amplitudes < 1 mOD, indicates that the greatest part of the

excited state population has eventually decayed into a ground state, either of DBM or of an

isomeric derivative. These small ”leftover” amplitudes can either be explained by a fraction of

triplet formed with lifetimes exceeding the observable time window or with solvated electrons,

which are typically observed in aqueous solutions upon intense laser irradiation and possess

lifetimes of a few nanoseconds and even longer in alkaline solutions. [186,187]
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Figure 5.27.: Decay-associated difference spectra obtained from the fsTA experiments of DBM in EtOH and
DBM in EtOH/H2O/NaOH solution.

As for the transient spectra, the respective DADS of the anion DBM− feature some sim-

ilarities (see 5.27 bottom). The first time constant τ1 is shortened to 100 fs. Also in the

literature, a shortening of the first time constant to 150 fs is observed. [180] The DADS1 shows

substantial negative amplitudes between 400 and 600 nm with slight positive values beyond.

This indicates a rather strong rise in transient absorption signal in the region 400 to 600 nm.

This is accompanied by the decay of stimulated emission, which adds to the effect of the rising
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ESA signal. The DADS2 for the second time constant τ2 = 1.0 ps bears only positive ampli-

tudes with a peak at 420 nm and a broad band from 550 to 700 nm indicating the decay of

positive ESA signal throughout the spectral window. The last time constant τ3 equals 8.7 ps.

The respective DADS3 is somewhat similar to the second DADS of DBM and shows a distinct

positive band for wavelengths < 420 nm. As for DBM, this is attributed to the decay of ESA

signal originating from vibrational cooling. Between 440 and 550 nm there are slightly negative

values indicating a rise of transient absorption. This might be caused by a small population of

an excited triplet state in analogy to the findings in DBM. The DADSoffset shows amplitudes

of ≈ 1 mOD throughout the spectral window. Again, this might be due to the population of

a triplet state, the decay of which exceeds the observed time window. These results of DBM

and DBM− are surprising since Stanimirov et al. did not find significant differences in the

transient spectra of those two species, except a shortened lifetime τ1 (from 240 fs for DBM to

150 fs for DBM−). [180]

Transient absorption spectroscopy data are supported experimentally by the method of time-

resolved fluorescence spectroscopy. The sample, DBM dissolved in an ethanol solution, was

excited at 266 nm (i.e. into an upper singlet state). Here, a distinct band resembling both

spontaneous (steady state) and stimulated emission is observed, peaking around 400 nm (see

Figure 5.28). Within half a picosecond almost all emission signal has vanished. For a closer

inspection, a global fit analysis was conducted. The data could be fit satisfactorily using

only one time constant (and a fixed one for infinite delay times, see above), indicating a single

exponential decay of the emission signal. The respective time-constant amounts to 300 fs. This

further underlines that the lowest excited singlet state responsible for the detected emission is

depopulated with a time constant of ≈ 300 fs, in line with the transient absorption experiments

as well as the Strickler-Berg analysis.
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Figure 5.28.: Femtosecond transient fluorescence on DBM in EtOH, plotted as a function of detection wave-
length and delay time. The sample was excited at 266 nm. In the central contour representation, reddish
coloring represents large fluorescence signals. Time traces for 480, 420, and 385 nm are shown on the left. A
selected spectrum is depicted on the right. Its vertical position corresponds to the respective delay time.

5.2.3. Coordinating Dibenzoylmethane onto a Copper(I) Carbene Moiety

After a thorough look at the ligand DBM and the respective anion, this section covers the

spectroscopic investigation of the complex. The experiments were conducted in solutions of

cyclohexane, acetonitrile, and ethanol. In the course of the femtosecond transient absorption

experiments in ethanol, some abnormalities compared to the other solvents, supposedly due to

the proticity of EtOH, were observed. This could be clarified using 2,2,2-trifluoroethanol as a

solvent applied in additional experiments, which are presented here as well.

5.2.3.1. Steady-State Absorption and Emission Spectroscopy

The absorption spectra of the complex show their longest wavelength maximum at 345, 350,

and 365 nm for ethanol, acetonitrile, and cyclohexane, respectively (see Figure 5.29).
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Figure 5.29.: Absorption spectra (absorption coefficients as a function of wavelength) of NHCCuDBM in Cx
(red), MeCN (green), and EtOH (blue).

Regarding its shape and the rough position, this maximum looks similar to the one of DBM.

In contrast to DBM though, the position of the maximum depends more on the environment

(i.e. on the polarity and proticity of the solvent) and it shifts with an increasing polarity (and

proticity) of the solvent to higher wavelengths marking negative solvatochromism. This can

partially be explained by a decrease of the dipole moment in the excited state compared to

the ground state [188] and further allows the assumption, that the electronic transition bears

contributions from the copper carbene unit. A direct comparison of the spectra as in Figure 5.30

underlines the dominating character of DBM regarding the absorption maximum. Although,

concerning the decreased absorption coefficient, which is almost halved, again, an electronic

influence of the copper carbene upon coordination of DBM seems obvious. Furthermore, the

comparison emphasizes that – as expected – the anion DBM− serves as a better model for the

comparison with the complex than the neutral molecule does.
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Figure 5.30.: Comparison of the absorption spectra (absorption coefficients as a function of wavelength) of
NHCCuDBM, DBM, and DBM− in MeCN.

With 2,2,2-trifluoroethanol as a solvent, the absorption spectrum of the complex resembles

the one of DBM (see the blue-purple line in Figure 5.31). This gives a clear indication of the

DBM ligand being released in that solvent. First indications were obtained from time-resolved

spectra in ethanol (see below, subsection 5.2.3.2 Figure 5.34). The ejection of the DBM

ligand correlates with the proticity of the solution as the addition of hydrochloric acid to a

MeCN solution of the complex resulted in the same behavior as TFE. To further elucidate

this reaction, a titration experiment was conducted in which the impact of adding TFE on the

absorption spectrum of NHCCuDBM in MeCN was investigated. (see Figure 5.31).
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Figure 5.31.: Impact of the addition of TFE to absorption spectra of NHCCuDBM dissolved in MeCN. The
initial concentration c01 of NHCCuDBM amounted to ≈ 5 · 10−5 M and remains constant throughout the
experiment.

Upon the first additions of TFE (i.e. for low concentrations), the spectrum of the complex

in MeCN is seen (red and yellow to green lines). For higher concentrations (blue lines), the

spectrum eventually converges to the spectrum of DBM (for λ > 300 nm). For wavelengths

smaller than 300 nm the absorption is higher than the one of DBM. This is due to the

presence of the copper carbene residue presumably coordinated by a negatively charged 2,2,2-

trifluoroethoxide. An absorption spectrum, which is typical for these copper carbene derivatives

is obtained by the subtraction of a pure DBM/MeCN spectrum (see dotted line Figure 5.31)

from the NHCCuDBM/TFE spectrum. The spectrum is shown in Figure 5.32 in comparison

with the copper carbene complex NHCCuPy from section 5.1, where a detailed analysis of the

UV/Vis absorption spectrum can be found (see also refs. [40,152,154]). A similar complex as

the one proposed in TFE bearing the same carbene ligand and an ethoxide ligand in a linear

geometry has been reported before. [189,190]
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Figure 5.32.: Comparison of the absorption spectra of NHCCuPy and the complex presumably obtained for
NHCCuDBM dissolved in TFE.

The emission spectra of the complex show maxima at 400 nm (EtOH, MeCN) and 425 nm

(Cx). Regarding the maximums position and overall form, the emission resembles the one of

DBM and DBM− quite well (see Figure 5.33). Although, similarly to the absorption spectra,

a bathochromic shift is observed going from the polar solvents EtOH and MeCN to the apolar

solvent Cx (i.e. negative solvatochromism). Again, this indicates a decrease in dipole moment

from the ground to the excited state. [188]
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Figure 5.33.: Emission spectroscopy on the complex NHCCuDBM in solvents Cx (red, smoothed), MeCN
(green, smoothed), and EtOH (blue, smoothed). For the recording of the emission spectra the excitation
wavelength was set to 340 nm.

The fluorescence quantum yields are of the order of 10−5 as well. Although such low FQYs

are prone to errors due to difficulties in the recording of the spectra, it can be said that

the FQYs of the complex are systematically lower than the ones of DBM (≈ 6 · 10−6 (Cx),

≈ 1 ·10−5 (MeCN), ≈ 5 ·10−5 (EtOH)) with EtOH being the closest to the ones of pure DBM.

A Strickler-Berg analysis revealed the radiative rate constants: 1.4 · 108 s−1 (Cx), 2.1 · 108 s−1

(MeCN), and 2.3 ·108 s−1 (EtOH). According to the above-stated FQYs, fluorescence lifetimes

are expected to be as follows: ≈ 40 fs (Cx), ≈ 50 fs (MeCN), and ≈ 200 fs (EtOH). The

0-0 energy determined in MeCN solution lies at 3.22 eV, giving an indication that the lowest

excited state of the complex lies energetically ≈ 0.1 eV lower than the lowest one of DBM.

5.2.3.2. Time-Resolved Absorption Spectroscopy

The time-resolved data of the complex, obtained by the pump-probe femtosecond transient

absorption technique, show little impact of the different solvents on the signature of the

transient spectra. However, with respect to the excited state lifetimes, effects of the solvents

are evident. For the measurements that are shown the excitation wavelength is 266 nm (see

Figure 5.34). Similar results were obtained by measurements with an excitation wavelength of

400 nm for Cx, MeCN, and zeonex4 as a matrix environment (see appendix Figure A.9).

4Attempts to embed NHCCuDBM in PMMA matrix resulted in uneven distributions of the complex in the
solid sample. For zeonex this behavior was not present.
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Figure 5.34.: Femtosecond time-resolved spectroscopy on NHCCuDBM in Cx (top), MeCN (middle), and EtOH
solution (bottom). The excitation was tuned to 266 nm. In the contour representation (central), the difference
absorption signal is color-coded. Vertical lines mark spectral positions for the time traces plotted on the left
while horizontal lines mark certain delay times for the difference spectra plotted on the right.
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Negative signals originating from SE or GSB are not observed. Throughout the whole time

frame and for all wavelengths positive signals of ESA are detected. Around time zero and

for all solvents a distinct spectral signature with a transient absorption band at ≈ 400 nm

and a broader one peaking at around 700 nm is observed. This distinct spectral signature

undergoes a slight change observable in a spectral shift of the 400 nm absorption band for

delay times of ≈ 5 − 10 ps for all solvents. This behavior is clearly indicated by the time

trace for 420 nm (Figure 5.34, blue line). The data differ mainly (between each solvent) with

regard to the observable lifetime of the excited states. In cyclohexane, the lifetime seems to

be the longest. Within the accessible time window of up to ≈ 4 ns, the ESA decay is not

completed. In ethanol and acetonitrile, a similar ESA feature decays within ≈ 500 ps. In the

case of acetonitrile, beyond ≈ 500 ps the transient absorption is essentially zero, indicating a

full ground state recovery. The measurement in EtOH shows a more distinct behavior beyond

≈ 500 ps. This is presumably due to the proticity of the solvent. These observations in EtOH

led to further experiments with TFE as a solvent scrutinizing this interaction (see Figure 5.36).

The dominant transient absorption spectrum, which is shared for all solvents, resembles the

transient spectrum around time zero of the anion DBM− quite well indicating similar transitions

being involved.

A global fit analysis yielded three relevant time constants, including a fixed one for infinite

delay times that accounts for any signal, which persists beyond the observable time window.

The shift of the 400 nm transient absorption band occurs with time constants of τ1 = 9.7 (Cx),

7.2 (EtOH), and 5.6 ps (MeCN). The decay of the dominating transient absorption feature

occurs with time constants of τ2 = 1240 ps for cyclohexane, 200 ps for ethanol, and 141 ps

for acetonitrile.

These experimentally observed excited state lifetimes for the complex are in clear contradic-

tion to the values obtained by Strickler-Berg analysis. This might indicate that the emitting

state (observed in steady-state fluorescence spectroscopy) is not the lowest excited state.

Thus, the emitting state might depopulate fast, within the time resolution of the femtosecond

instrument (≈ 100 fs).

The respective DADS1−3 obtained by the global analysis are described in the following.

For all solvents, DADS1 shows a sharp negative band at 400 nm followed by a positive one

expanding from ≈ 420 to ≈ 500 nm (see Figure 5.35). This feature, which is reminiscent
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of the first derivative of the respective transient spectrum5, indicates a shift of the dominant

transient absorption band at 400 nm. This in turn might indicate vibrational cooling, [191]

which occurs with the time constant τ1. DADS2 shows a distinct peak at the position of the

negative one from DADS1 (400 nm), which expands to 450 nm, where DADS1 shows positive

values. A small peak is observed at 530 nm and a broad one around 700 nm. All amplitudes are

positive indicating the decay of the positive ESA signal. The DADS3, indicating all “leftover”

signals after 4 ns (offset), differs the most between each solvent. For MeCN the amplitudes

are essentially zero, which indicates that all excited state population has recovered to the

ground state within the observed time window. For Cx the DADS3 is qualitatively similar

to DADS2, although much smaller in amplitude. This might be due to the ”leftover” signal

exceeding the detected time window that was not fully accounted for by the global analysis

and the respective time constant τ2. However, based on this data it can not be excluded that

additionally another state with a similar transient absorption spectrum is partially populated.

For this reason, another fsTA measurement with delay times of 15 and 18 ns was conducted

(see appendix, Figure A.11). There, the transient absorption signal is essentially zero for all

wavelengths rendering the population of another state unlikely. The DADS3 for EtOH is neither

zero nor does it resemble the DADS2. It shows a rather featureless positive broad band. This

indicates that with the second time constant of τ2 ≈ 200 ps another excited state is being

populated with an absorption spectrum similar to DADS3, presumably a triplet state.

5A comparison confirming the similarity between the DADS1 and the first derivative is given in the appendix,
Figure A.10.
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Figure 5.35.: Decay-associated difference spectra obtained from the fsTA experiments of NHCCuDBM in Cx,
MeCN, and EtOH, for an excitation wavelength of 266 nm
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The behavior of EtOH differing from the one in Cx and MeCN can be explained by the results

of TFE as a solvent. In TFE, which bears a more acidic hydroxide group than EtOH does, [192]

clear signatures are observed that resemble the ones from pure DBM especially around time

zero to ≈ 10ps (see Figure 5.36). For late delay times, the signature resembles the one for

the complex in EtOH. This further stresses that the complex dissolved in EtOH undergoes a

partial dissociation to form DBM and a copper carbene derivative presumably coordinated by

ethoxide, which is also in line with the steady-state experiments. This further indicates that

in EtOH (and TFE), presumably two ground state species are present. In TFE as a solvent,

the complex dissociates quantitatively.

Figure 5.36.: Femtosecond time-resolved spectroscopy data acquired for NHCCuDBM in TFE. The excitation
was tuned to 266 nm. In the contour representation (central), the difference absorption signal is color-coded.
Vertical lines mark spectral positions for the time traces plotted on the left while horizontal lines mark certain
delay times for the difference spectra plotted on the right.
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5.2.4. Quantum Chemical Calculations

To further elucidate the photophysics of the ligand and the complex, quantum chemical calcu-

lations were performed. Details on the applied methods are given in the experimental section

4.4 including a description of how the calculated absorption spectra were obtained based on

oscillator strengths. The computations were performed by Jasper Guhl (Institute of Theoretical

Chemistry and Computer Chemistry, Prof. C. M. Marian).

The computed ground state absorption spectrum of DBM in MeCN fits the experimental one

quite well with only minor discrepancies between each. The computed absorption coefficient

is slightly higher for λ > 370 nm and around the peak from 320 to 350 nm (see Figure 5.37a).

Figure 5.37.: Comparison of calculated UV/Vis absorption coefficient spectra (dashed line, left y-axis), including
the oscillator strengths of each transition (vertical lines, right y-axis) of a) DBM and b) DBM− with experimental
spectra (solid line).

For λ < 320 nm the computed absorption lies below the experimental one. According to the

calculations, the longest wavelength absorption peak is made up of a 1ππ∗ transition, in line

with the rather large absorption coefficient of that band. Vertically, this 1ππ∗ state constitutes

the lowest excited singlet state. In the absorption spectrum, the second lowest excited state is

an 1nπ∗ state with a – for such transitions typical – oscillator strength of almost zero. [17] In

the literature, the energetic order of the 1ππ∗ and 1nπ∗ states is not clearly given. As for other

symmetric β-diketones, such as malonaldehyde or acetylacetone, the 1nπ∗ state constitutes

the lowest excited state, which is assumed to apply for DBM as well. [161,170] Another study

suggests the possibility that due to extended conjugation by the presence of the electron-rich

benzene rings, the energy gap between the ”S2” (1ππ∗) and ”S1” (1nπ∗) state is reduced and
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the 1ππ∗ state becomes the one lower in energy. [169]

In the case of the anion DBM− the computed and the experimental spectra match quite

well (see Figure 5.37b). In contrast to DBM, the lowest excited state of the anion is no longer

the ππ∗ but the nπ∗ state with respect to vertical excitation energy. Presumably, due to the

negative charge, the n-orbital is destabilized decreasing the energy of the nπ∗ transition. In

line with the experiment, the absorption coefficient is slightly decreased compared to DBM.

The difference densities of the singlet 1ππ∗ and 1nπ∗ transitions of DBM and DBM− are

depicted in Figure 5.38. Based on these difference densities – a loss of electron density is

marked in red, a gain in electron density is marked in yellow – the ππ∗ and nπ∗ characters

of the states become clear. It should be pointed out that the difference densities must not

be confused with molecular orbitals. For DBM as well as DBM− a shift of electron density

originating from orbitals of mainly π character – perpendicular to the molecular plane – is

seen in the case of the ππ∗ transition. For the nπ∗ state electron density originating from

mainly π character orbitals is shown marking a gain in electron density (yellow), while a loss

of electron density (red) can be clearly seen located on rather n character orbitals – parallel

to the molecular plane – of the oxygen atoms.

Figure 5.38.: Difference electron densities for the singlet ππ∗ and nπ∗ transitions of DBM (top) and DBM−

(bottom). A loss of electron density compared to the ground state is marked in red, and a gain in electron
density is marked in yellow.

To further elucidate the anions deactivating pathway its adiabatic energies as well as the
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ISC rate constants were calculated. These values are summarized in Figure 5.39.

Figure 5.39.: Overview of the calculated intersystem crossing rate constants from the singlet ππ∗ and nπ∗

states to the respective triplet states of DBM−. The values given in brackets are the adiabatic energies of the
excited states relative to the ground state in eV.

In contrast to the vertical excitation energies given in the absorption spectra where the 1nπ∗

clearly constitutes the lowest singlet state, in terms of the adiabatic energy the 1ππ∗ state

is the one lowest in energy in close proximity to the 1nπ∗, which lies only 0.05 eV above

it. The highest ISC rate constant is calculated for the 1nπ∗ → 3ππ∗ transition with kISC ≈

5 ·109 s−1 (reciprocal: 200 ps), followed by the 1ππ∗ → 3ππ∗ transition with kISC ≈ 9·105 s−1

(reciprocal: 1.11 µs). For the 1nπ∗ → 3nπ∗ transition a rate constant of kISC ≈ 6 · 104 s−1

(reciprocal: 16.7 µs) and for the 1ππ∗ → 3nπ∗ transition a value of kISC ≈ 5 · 10−7 s−1

(reciprocal: 2 · 106 s) are calculated. Such a low value for the El-Sayed allowed 1ππ∗ →
3nπ∗ transition is remarkable. This low value is related to a minuscule vibronic overlap of

both states6. The calculated geometries of the triplet and singlet ππ∗ and nπ∗ states (see

appendix, Figure A.8) reveal a strong distortion of the 1ππ∗ state from the planar geometry

present in the 1nπ∗ state. The 3ππ∗ shows a less distorted geometry compared to the 1ππ∗

allowing for a higher ISC rate constant for this transition.

For the complex, only minor differences between the experimental absorption spectrum (in

Cx) and the computed one (in vacuum) are present (see Figure 5.40).

6Precisely, this value amounts to 4.4 · 10−9 cm2s−1 (it arises from the right-hand side of eq. 2.11 excluding

the matrix element
∣∣Hm,n

∣∣2, with the ”energy” expressed in units of cm−1). In comparison, for the 1nπ∗ →
3ππ∗ transition it is 2.8 · 106 cm2s−1, for 1ππ∗ → 3ππ∗ it is 5.3 · 106 cm2s−1, and for 1nπ∗ → 3nπ∗ it is
2.8 · 107 cm2s−1.
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Figure 5.40.: Comparison of calculated UV/Vis absorption coefficient spectra (dashed line, left y-axis), in-
cluding the oscillator strengths of each transition (vertical lines, right y-axis) of NHCCuDBM in vacuum with
experimental spectra recorded in Cx (solid line).

Around 350 and 315 nm the computed spectrum shows less absorption than the experimental

one. The absorption for wavelengths < 300 nm is overestimated. Overall, both spectra match

quite well, especially for longer wavelengths (λ > 370 nm). Here, similar to the situation of the

anion, the lowest excited state is of nπ∗ character and it bears only little oscillator strength.

The lowest wavelength absorption peak at 330 nm is mainly made up of a ππ∗ transition,

which is the second lowest excited state according to computation. Although, for simplicity,

these two lowest states are here referred to as ππ∗ and nπ∗ states, the difference densities

(see Figure 5.41) reveal that besides π- and n-orbital contributions, the transitions bear some

MLCT and LLCT character as well. This is in accordance with the similar copper(I) DBM

carbene complex where the carbene ligand constitutes a CAAC. There, lowest excited states

with similar ππ∗ and nπ∗ and mixed MLCT orbital contributions were found. [181]
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Figure 5.41.: Difference electron densities for the singlet ππ∗ and nπ∗ transitions of NHCCuDBM. A loss of
electron density compared to the ground state is marked in red, and a gain in electron density is marked in
yellow. For the sake of clarity, the skeletal structural formula of NHCCuDBM is given as well.

Furthermore, the equilibrium geometries of the first and second excited states were computed

(see Figure 5.42). Both states show a strongly differing geometry. The equilibrium geometry

of the S2 (ππ∗) state shows a distortion of the NHC-Cu-DBM plane in which the DBM plane

is slightly tilted (by 25◦) relative to the NHC-Cu plane, while both oxygen atoms (of the DBM)

remain in the NHC-Cu plane (point group CS). The angles between the C–Cu–O1/2 moiety

(see Figure 5.42) are similar with both 124◦. Similarly, the respective bond lengths amount

both to 1.89 Å. The C–Cu bond length amounts to 1.91 Å. In the case of the S1 (nπ∗) state,

the DBM ligand is tilted (by 18◦) along two different axes distinct from the one of the S2

state (point group C1). The C–Cu–O1/2 angles amount to 153◦ and 107◦, respectively. The

respective bond lengths are 1.82 and 1.88 Å, respectively. The C–Cu bond length amounts to

1.94 Å.
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Figure 5.42.: Equilibrium geometries of NHCCuDBM in the singlet ππ∗- (top) and the singlet nπ∗ state
(bottom), viewed from two different angles: ”bottom” perspective (left; along the DBM-Cu-NHC axis), ”front”
perspective (right; perpendicular to the DBM plane).

To further study the photokinetics of the complex and to understand which state is populated

upon photoexcitation (i.e. observed in the transient absorption experiment), the absorption

spectra of the lowest excited singlet as well as triplet states (i.e. 1ππ∗, 1nπ∗, 3ππ∗, and 3nπ∗)

were calculated quantum chemically. A comparison of these spectra with the experimental

transient absorption spectrum is depicted in Figure 5.43.
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Figure 5.43.: Comparison of calculated UV/Vis absorption coefficient spectra (dashed lines, left y-axis) of
the singlet (blueish) and triplet (reddish) nπ∗ and ππ∗ states of NHCCuDBM in THF, with the experimental
transient absorption spectrum for a delay time of 100 ps recorded in Cx (grey solid line, right y-axis).

As seen in the comparison, all spectra are in good agreement with the experimental spectrum.

For smaller wavelengths (< 400 nm) the experimentally observed absorption is weaker than

the calculated one in the case of the singlet and triplet nπ∗ states. This can be rationalized

by ground state bleaching which contributes as a negative signal and thus lowers the observed

excited state absorption signal there. In the case of the singlet and triplet ππ∗ states, transitions

with wavelengths ≲ 400 nm were not calculated, due to a high density of states (> 70 states

in the depicted region), thus, reaching the computational limit. Based on these data, a clear

differentiation between the states is not possible. However, a transition from a singlet or

triplet ππ∗ to a singlet or triplet nπ∗ state (IC or ISC) would be indicated by a loss of transient

absorption signal according to these calculations. Such a decrease is not seen in the transient

absorption data (see section 5.2.3.2).

To evaluate the possibility of ISC occurring from the singlet ππ∗ and nπ∗ states into the

respective triplet states, the ISC rate constants were calculated as well. The rate constants

together with the adiabatic energies of the respective states are summarized in Figure 5.44.
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Figure 5.44.: Overview of the calculated intersystem crossing rate constants from the singlet ππ∗ and nπ∗

states to the respective triplet states of NHCCuDBM. The values given in brackets are the adiabatic energies
of the excited states relative to the ground state in eV.

In contrast to the calculations of the anion, for the complex the 1nπ∗ state clearly constitutes

the lowest excited singlet state in terms of both adiabatic as well as vertical energies. The

highest ISC rate constant is calculated for the 1ππ∗ → 3ππ∗ transition with kISC ≈ 1 ·1012 s−1

(reciprocal: 1 ps), followed by the 1ππ∗ → 3nπ∗ transition with kISC ≈ 2·1010 s−1 (reciprocal:

50 ps). For the 1nπ∗ → 3nπ∗ transition a rate constant of kISC ≈ 4 ·106 s−1 (reciprocal: 250

ns) and for the 1nπ∗ → 3ππ∗ transition a value of kISC ≈ 3 · 10−3 s−1 (reciprocal: 333 s) are

calculated. The highest ISC rate constant for an apparent El-Sayed forbidden transition can

be rationalized with the MLCT character that the ππ∗ transition holds and with the energetic

proximity of the 3ππ∗ to the 1ππ∗ state compared to the 3nπ∗ state. The lowest value for

the 1nπ∗ → 3ππ∗ mainly originates from the energetic separation, i.e. the energetic higher

lying 3ππ∗ state, with ≈ 0.2 eV. An in-depth discussion of these values taking into account

the experimental data is given in section 5.2.5.
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5.2.5. Discussion

Figure 5.45.: Structure of
DBM.

Regarding the spectroscopic analysis of DBM some properties and

experiments have been reported before. These are the steady-

state absorption as well as time-resolved absorption experiments

including the time constants for the deactivating processes upon

photoexcitation. [169,170,180] These properties could be confirmed,

although the focus was not laid on scrutinizing the involved isomerization kinetics of DBM.

Furthermore, with the fluorescence quantum yields and the Strickler-Berg analysis not being

reported before (to the best of the authors’ knowledge), the photophysical understanding of

DBM is deepened. This includes the energetic order of the 1nπ∗ and 1ππ∗ states, regarding

which, no clear indication is given in the literature. [161,169,170] Taking into account the results

of the Strickler-Berg analysis (i.e. radiative rate constants), the FQYs and the subsequently

obtained time constants τ1,SB that match the time constant τ1 = 300 fs from both time-

resolved spectroscopic techniques (transient absorption and emission) very well, indications are

given for the 1ππ∗ state constituting the emitting state. Presumably, the 1ππ∗ also constitutes

the lowest excited state, which is then quenched by the isomerization processes (see section

5.2.1). This energetic order of the lowest excited states is strongly supported by quantum

chemical calculations. However, only based on the spectroscopic experiments it can not be

fully excluded that the emitting and primarily excited 1ππ∗ state deactivates with τ1 into the

1nπ∗ state, which would in this scenario constitute the lowest excited state.

Figure 5.46.: Structure of
DBM−.

As the deprotonated form of DBM constitutes the ligand in the

respective complex NHCCuDBM, the anion DBM− was investi-

gated as well. Here, the steady-state absorption behavior was re-

produced in comparison to a previous study. [164] Additionally, the

FQYs are reported showing that the emission is overall lowered

compared to DBM. This is further underlined by a Strickler-Berg

analysis yielding a smaller radiative rate constant kr,SB and a subsequently calculated time

constant for the emitting state τ1,SB taking into account the FQY. In line with a previous

report on the anion employing time-resolved absorption spectroscopy, the first time constant

τ1 is lowered as well. Besides that, the authors of that study did not find significant differ-

ences. [180] However, in contrast to that report, here, a behavior different from the one of DBM
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is found. Although the results here indicate that there might be a superposition of two ground

state species, an excited state lifetime of roughly 10 ps could be found for the deprotonated

form. According to quantum chemical calculations, the energetic order of the lowest excited

singlet states (1nπ∗ and 1ππ∗) is not unambiguous. Whereas in terms of vertical excitation

energy, the lowest excited state is clearly the 1nπ∗ state (∆E = 0.18 eV), in terms of adiabatic

energies the lowest one is the 1ππ∗ state with only 0.05 eV apart from the 1nπ∗ state. Though,

the overall smaller FQYs of DBM−, despite an extended lifetime, compared to DBM, might

indicate that the initially excited 1ππ∗ state quickly deactivates into the 1nπ∗ state. The

(qualitatively similar) emission observed in the steady-state experiments for the anion would

originate from the briefly populated 1ππ∗ state. Presumably, it is then the 1nπ∗ state that

is quenched within roughly 10 ps upon isomerization mainly into the ground state. This is

indicated by the signal of GSB rising simultaneously with the ESA decay, similarly as it is the

case for the protonated DBM in the transient absorption spectra. Considering the calculated

ISC rate constants, a significant population of a triplet state seems unlikely. The 1nπ∗ → 3ππ∗

transition with kISC ≈ 5 ·109 s−1 (reciprocal: 200 ps) shows the highest of the four relevant

ISC rate constants. However, as the major part of the excited state population deactivates

with roughly 10 ps it might be possible that a small fraction of molecules undergoes ISC into

the 3ππ∗ state. With the calculated ISC rate constant and the observed lifetime of 10 ps

roughly 5% of excited state population is expected to be in a triplet state when the 1nπ∗ state

has decayed. This is well in line with the small featureless ESA signal (≈ 1 mOD), which

persists after the decay of the dominant ESA signal and extends beyond the measured time

window of the fsTA instrument.

Figure 5.47.: Structure of NHC-
CuDBM.

Considering the complex NHCCuDBM, it could be shown that

its ligand DBM− defines the photophysical behavior of the com-

plex to a large extent. This is indicated by the longest wave-

length steady-state absorption band, the qualitatively and quan-

titatively similar emitting behavior (i.e. the shape and position

of the fluorescence spectra, and the FQY, respectively) as well as

by the transient absorption spectra, that are similar for the anion

and the complex. These findings are corroborated by quantum

chemical calculations revealing that only minor orbital contributions from the metal and the
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carbene are involved in otherwise similar transitions between anion and complex with regard to

the 1ππ∗ and the 1nπ∗ states. Presumably, for both the anion and the complex, the observed

steady-state emission originates from the short-lived S2 (ππ∗) state, which is underlined by a

Strickler-Berg analysis and a subsequently calculated fluorescence lifetime (using the FQY) of

≈ 100 fs.

As, in time-resolved data, the first observed kinetic process occurs with the time constant

τ1 ≈ 5 − 10 ps and the FQY is in the order of 10−5 – 10−6 (i.e. very small), the 1ππ∗ state

is very likely depopulated within the time resolution of the instrument (≈ 100 fs). Based

on a comparison of the calculated excited state absorption spectra with the experimental

transient absorption spectrum, it is not clear to which of the three energetically accessible

states (1nπ∗, 3ππ∗, and 3nπ∗) the emitting 1ππ∗ state decays to as these states share similar

spectra7 (see Figure 5.43). Though, based on the signal height (i.e. calculated absorption

coefficient of the excited states), which shows a distinct difference between the ππ∗ and the

nπ∗ states, it is considered unlikely that the state, which is populated subsequently to the

1ππ∗ undergoes a transition into a state with different orbital character (i.e. ππ∗ → nπ∗ or

vice versa) since no such change in transient absorption signal is observed in the experiment.

Taking the calculated intersystem crossing rate constants into account, only the 1ππ∗ → 3ππ∗

transition with kISC = 1 ·1012 s−1 (reciprocal: 1 ps) might be fast enough to occur within the

time resolution of the instrument (≈ 100 fs) However, this makes a subsequent 3ππ∗ → 3nπ∗

transition necessary, as the 3nπ∗ state constitutes the one with the lowest adiabatic energy,

and such a ππ∗ → nπ∗ transition, again, ought to be observable in the experiment (which is

not the case, see above)8. The 1ππ∗ → 3nπ∗ transition with kISC = 2 · 1010 s−1 (reciprocal:

50 ps) seems unlikely as well. Consequently, a fast (< 100 fs) 1ππ∗ → 1nπ∗ IC transition in

accordance with Kasha’s rule is considered the most likely one being responsible for the rapid

depopulation of the 1ππ∗ state.

Given the 1nπ∗ state constitutes the first excited state that is observed in the experiment,

the time constant of τ1 ≈ 5− 10 ps can presumably either

7Only in the near-infrared (NIR) region, around 1350 nm, a transient absorption band is seen in the calculations
for the 3ππ∗ state (see appendix Figure A.12). To confirm or exclude the 3ππ∗ based on this band, the
wavelength range of the fsTA instrument needs to be extended to higher wavelengths, which is, as of today,
an ongoing project.

8Although not representing the main deactivation pathway, for the time resolution of ≈ 100 fs and the ISC
rate constant of 1 ·1012 s−1 (reciprocal: 1 ps) it is expected that up to 10% of excited state population
deactivates into the 3ππ∗ state.
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(I) be related to an electronic transition, which cannot be ruled out completely as the

excited state spectra of the relevant states look qualitatively similar. However, due to an

energetic separation of ≈ +200 meV and the argument on the signal heights (see above)

and an ISC rate constant of kISC = 3 · 10−3 s−1 (reciprocal: 333 s), a population of

the 3ππ∗ is highly improbable. Although the 3nπ∗ is energetically in reach (−70 meV)

and the signal heights are not expected to change for this transition according to the

computations, the ISC rate constant is with kISC = 4 · 106 s−1 (reciprocal: 250 ns) still

far too small to be considered responsible for τ1.

Or (II), the time constant τ1 is not related to an electronic transition but to vibrational

cooling. This is considered the more likely case (for reasons stated above and) due to the

– for such processes typical – spectral shift of the transient absorption band that occurs

with τ1. This is supported by a comparison of the respective DADS1 resembling the first

derivative [191] of the transient spectrum (see appendix Figure A.10). Accordingly, the

vast majority of excited molecules would eventually deactivate from the 1nπ∗ state to

the ground state with τ2.

Figure 5.48.: Kinetic scheme of NHCCuPy in solu-
tion (Cx, MeCN, EtOH). The time constants were
obtained from the fsTA experiments. The electronic
state assignment was done on the basis of quantum
chemical calculations. The values in brackets show
the adiabatic energies of the respective states in eV
relative to the S0 minimum.

The most likely situation, covered by (II)

is summarized in a kinetic scheme shown in

Figure 5.48. Additionally, the dotted grey ar-

row indicates the possibility of some (≤ 10%)

excited state population to quickly deactivate

from the 1ππ∗ state into the 3ππ∗. This

excited state population deactivates into the

ground state with time constants ≤ τ2 as no

transient absorption signal is observed there-

after.

These results on the complex NHCCuDBM

further raise the question of why the complexes

Eu(DBM)3 and Al(DBM)3 mentioned in the

introduction (subsection 5.2.1) show a photo-

physical behavior similar to DBM rather than

the anionic form. A notable feature is the ob-
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served stimulated emission - resembling the one of free DBM - that lasts 0.4 ps and 1.8 ps

for Eu(DBM)3 and Al(DBM)3, respectively. This indicates that for these complexes the low-

est excited state ”still” constitutes the 1ππ∗ state. One explanation might be that for the

M(DBM)3 complexes DBM is not fully chelated (i.e. only one oxygen is coordinated at a

time) or loses its chelating character in the excited state and by so also allowing for rotamer-

ization to occur. This would further explain the overall short lifetimes that are observed. [180]

Additional quantum chemical calculations might resolve this discrepancy.

Considering the results of the trigonal CAArC [182] and CAAC [181] complexes important

similarities are evident, especially in the case of the CAAC complex and its lowest excited

states. There, similar ππ∗ and nπ∗ mixed MLCT states were found for the lowest excited

states. [181] However, in contrast to NHCCuDBM, the CAAC complex shows emission peaking

at ≈ 750 nm, which is rationalized with an emitting triplet state at the geometry for which

the singlet ground state is strongly destabilized. As no other emission peak is observed in that

study, [181] the singlet ππ∗ does not seem to contribute to the emission for the CAAC complex,

either due to a faster IC into the non-emissive singlet nπ∗ state or a fast ISC into the triplet

manifold9.

Another aspect the experiments show is that from a qualitative point of view, the photo-

physics of the complex NHCCuDBM are very similar in the solvents Cx, MeCN, and EtOH.

Even embedded in a matrix environment the complex shows a similar behavior as being dis-

solved. Only in EtOH minor differences are evident that could be clarified using TFE as a

solvent. Depending on the proticity of the solvent, the complex is decomposed. Presumably,

the DBM ligand is ejected and protonated and the respective anionic solvent is coordinated

to the copper ion in an equilibrium reaction as demonstrated in a titration experiment using

TFE. With respect to the excited state lifetime, the complex NHCCuDBM shows decreased

time constants with an increased polarity of the solvent. This might be rationalized with a

smaller S0 − S1 energy gap due to a more stabilized S1 or more destabilized ground state by

polar solvents.

Based on the findings of this study the general idea of coordinating DBM to a d10 metal

complex to suppress any conformational changes (and by so fluorescence quenching) and

extending the overall excited state lifetime could principally be proven.

9An important difference should be noted, that is, that the emission from the CAAC was measured in the solid
state, whereas the here reported emission of NHCCuDBM is recorded in solution.
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However, it is further shown, that due to a stabilization of the 1nπ∗ state the energetic order

of the lowest excited states is changed and the 1ππ∗ constitutes the S2 state in the complex

introducing another quenching process for the emission. Presumably due to this, the overall

emission is even smaller compared to DBM. Also, due to the presence of the copper metal,

ISC rate constants are increased compared to the free ligand, allowing for fast ISC to occur,

which could not be ruled out completely as a deactivating mechanism.

Figure 5.49.: π molecular orbital of
DBM− (top). A significant electron den-
sity can be located in the α-position of
the β-diketone unit, thus, making it a fa-
vorable position for +I/+M substituents.
Structure of bis(2-naphthoyl)methane
(bottom).

The aspect of the energetic order of the 1ππ∗ and

1nπ∗ states could be addressed in further studies. For

instance, by the introduction of functional groups with a

+I or +M effect on those positions of DBM where the

π-orbital shows significant electron densities, a destabi-

lization of the π-orbital can be achieved. This leads to a

decrease of the excitation energy of the ππ∗ state (if the

π∗-orbital is not equally influenced, i.e. the π∗-orbital

shows no significant electron density on the position of

substitution). As can be seen by the π-orbital of the an-

ion (see Figure 5.49 top) suitable +M or +I substituents

in the α-position of the β-diketone unit might serve this

purpose. An extension of the π-system of DBM can fur-

ther be considered. For instance, by replacing DBM with

a substituted derivative of bis(2-naphthoyl)methane (see Figure 5.49 bottom), the ππ∗ state

could constitute the lowest excited state while at the same time, the emission ought to be

red-shifted placing the emission closer to the - due to a lack of sustainable alternatives, often

desired - deep blue region (≈ 470 nm). [193] Furthermore, it might be worth considering other

d10 metals, for instance Zinc(II). With the double positive charge located on the metal, it

might stabilize the n-orbital and thus increase the energy of the nπ∗ transition.
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In this thesis, two copper(I) carbene complexes were investigated for their photophysics. Be-

sides fundamental photophysical properties, such as the emission behavior, for both complexes,

an excited state kinetic scheme could be established as a central result. In the case of the

complex NHCCuPy, upon photoexcitation, a fast intersystem crossing process of 300 fs fol-

lowed by the population of a long-lived upper triplet state have been observed. This long-lived

upper triplet state might render derivatives of the complex suitable for HIGHrISC applications.

Contrary to that, in the case of the complex NHCCuDBM significant population of a triplet

state upon photoexcitation is considered unlikely. Fast internal conversion populates the lowest

excited singlet state that deactivates in ≲ 1 ns into the ground state. Furthermore, it was

shown that the photophysics is strongly determined by the ligand DBM. Unlike for the free

ligand, emission quenching due to isomerization is not present in the complex. However, the

emitting state in the complex no longer represents the lowest excited state introducing a new

quenching mechanism for the emission.

Furthermore, for both complexes, a notable solvent-dependent behavior could be demon-

strated and characterized. These results highlight that a solvent environment can fundamen-

tally change the complex and its photophysics accordingly. It further emphasizes that especially

with regard to the application as OLED emitters the investigation in different environments

(e.g. in different solvents, embedded in a matrix, or as a single crystal) is of great importance

and care should be taken to distinguish in which form the complex is actually present.

For future studies and with respect to the application as OLED emitters, it could be useful

to study these complexes in sensitization experiments where the triplet state is selectively pop-

ulated. This would allow further conclusions to be drawn about the triplet states and potential

reverse intersystem crossing processes, with special regard to the HIGHrISC application of the

complex NHCCuPy and derivatives. Based on the quantum chemically computed transient ab-

sorption spectra of NHCCuDBM in the UV/Vis region, a clear assignment of the lowest excited

states observed in the experiment is rendered difficult due to their strong similarities. However,

in the NIR region pronounced differences in the computed spectra are present. Therefore, it is

suggested to conduct the time-resolved measurement of NHCCuDBM covering the NIR region.
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Besides that, structural proposals are made for this complex, which could be implemented and

investigated in future studies. These suggestions are mainly aimed at the energetic order of

the lowest singlet states and could thus prevent quenching of the emission.

In summary, this thesis presents a comprehensive investigation of the photophysics of two

copper(I) carbene complexes. The results demonstrate the importance of considering the

solvent environment and ligand structure when studying the photophysical properties of such

complexes. These findings contribute to the fundamental understanding of the properties

of copper(I) carbene complexes and provide useful insights for their potential application in

OLEDs.
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A. Appendix

Appendix on the study of NHCCuPy

Figure A.1.: The purity of NHCCuPy was verified by 1H-NMR (top), 13C{1H}-NMR (bottom), ESI mass
spectrometry and elemental analysis. The analytical data obtained agrees well with the literature [152]. 1H-NMR
(300 MHz, CDCl3): δ = 7.89 (ddd, JHH = 7.8/1.6 Hz, 1H, Pic), 7.62-7.27 (m, 11H, Aryl Pic/Dipp), 2.55
(sept, 4H, iPr CH), 1.93 (s, 3H, Pic-CH3), 1.26 (d, 12H, 3JHH = 6.7 Hz, Dipp CH3), 1.22 (d, 12H, 3JHH

= 6.8 Hz, Dipp CH3),
13C{1H}-NMR (75 MHz, CDCl3): δ 158.5 (s, aryl C), 148.2 (s, aryl C), 145.8 (s, aryl

C), 141.3 (s, aryl C), 134.2 (s, aryl C), 131.3 (s, aryl C), 126.8 (s, aryl C), 124.6 (s, aryl C), 123.6 (s, aryl C),
28.9 (s, iPr CH), 25.2 (s, Dipp CH3), 24.6 (s, Pic-CH3), 24.0 (s, Dipp CH3). MALDI-TOF: m/z 544.2 ([M]+,
31%), Elem anal. Calcd. for C33H44BCuF4N3 (632.08): C, 62.71; H, 6.86; N, 6.65. Found: C, 62.45; H, 6.71;
N, 6.53. Figure from SI of ref [40].
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Figure A.2.: UV/Vis absorption behavior of NHCCuPy in 2-propanol. a) Impact of the addition of 2-propanol to
absorption spectra of NHCCuPy dissolved in DCM. The initial concentration c0NHCCuPy of NHCCuPy amounted
to 5 · 10−5 M and remains constant throughout the experiment. Initial 2-propanol concentrations c02−propanol

ranged from 0.29 M (red) to 5 M (blue). Circles mark isosbestic points. b) Dependence of the absorption at
260 nm on the initial concentration of 2-propanol c02−propanol (values from Figure A.2 a)). The squares mark
experimental values, the line a fit as described in the main part based on eq. 5.1 - 5.4. During this fit two
parameters were varied, namely the dissociation constant KD and the absorption coefficient of NHCCuPy-2-
propanol in DCM ϵNHCCuPy−2−propanol. According to this fit the dissociation constant KD equals 2 M and the
absorption coefficient NHCCuPy-2-propanol ϵNHCCuPy−2−propanol 4140 M−1cm−1. Figure from SI of ref [40].
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Figure A.3.: Proton NMR spectrum of the reaction mixture of the attempted synthesis of 2a in MeCN-d3.
For this spectrum, the synthesis was performed directly in MeCN-d3 in order to measure it with as little time
loss as possible, which is why the signal for the complexated MeCN lies within the residual proton signal of the
NMR solvent, to which this spectrum is also referenced. It shows two species, one being the expected 2a, the
other being the bis(NHC)-copper(I) tetrafluoroborate. Their presence is also indicated by mass spectrometry,
although 2a is not detected itself, only the mono(MeCN)-copper(I) complex. (MS (ESI(+), MeCN): m/z =
839 [IPr-Cu-IPr]+, 492 [IPr-Cu-MeCN]+, 388 [IPr]+. Figure from SI of ref [40].
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Figure A.4.: Comparison of the emission of similarly concentrated MeCN solutions of NHCCuPy (blue) and
2-picoline (black). The data were recorded using the Kerr setup described in chapter 4. Figure from SI of ref [40].

Figure A.5.: Time-resolved spectroscopy data acquired for NHCCuPy in DCM from fsTA experiment. The
excitation was tuned to 266 nm. In the contour representation (central) the difference absorption signal is
color-coded. Vertical lines mark spectral positions for the time traces plotted on the left while horizontal lines
mark certain delay times for the difference spectra plotted on the right. Figure from SI of ref [40].
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Figure A.6.: Decay-associated difference spectra obtained from fsTA experiment of NHCCuPy in DCM. Due
to strong solvent contributions around time zero that could not be fully corrected for, the first time constant of
2.5 ps and the respective DADS are less reliable. Figure from SI of ref [40].
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Figure A.7.: Electron difference densities for the SMLCT , TMLCT , and TLC,DIPP states of NHCCuPy (top)
and 2b (bottom). Figure from SI of ref [40].
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Table A.1.: Cartesian coordinates (in Å) for the S0 geometries of compound NHCCuPy in DCM.
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Table A.2.: Cartesian coordinates (in Å) for the S0 geometries of compound NHCCuPy in MeCN.
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Table A.3.: Cartesian coordinates (in Å) for the S0 geometries of compound 2a in DCM.
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Table A.4.: Cartesian coordinates (in Å) for the S0 geometries of compound 2b in DCM.
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Table A.5.: Cartesian coordinates (in Å) for the S0 geometries of compound 2b in MeCN.
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Table A.6.: Cartesian coordinates (in Å) for the SMLCT geometries of compound NHCCuPy in DCM.
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Table A.7.: Cartesian coordinates (in Å) for the SMLCT geometries of compound 2b in DCM.
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Table A.8.: Cartesian coordinates (in Å) for the TMLCT geometries of compound NHCCuPy in DCM.
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Table A.9.: Cartesian coordinates (in Å) for the TMLCT geometries of compound 2b in DCM.
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Table A.10.: Cartesian coordinates (in Å) for the TLC,Dipp geometries of compound NHCCuPy in DCM.
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Table A.11.: Cartesian coordinates (in Å) for the TLC,Dipp geometries of compound 2b in DCM.
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Table A.12.: Cartesian coordinates (in Å) for the TLC/MLCT geometries of compound NHCCuPy in DCM.
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Table A.13.: Cartesian coordinates (in Å) for the S0 geometries of MeCN in DCM.

Table A.14.: Cartesian coordinates (in Å) for the S0 geometries of MeCN in MeCN.
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Appendix on the study of NHCCuDBM

Figure A.8.: Equilibrium geometries of DBM− in the singlet and triplet ππ∗ and nπ∗ states. The geometries
are shown from a lateral perspective.
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Figure A.9.: Femtosecond time-resolved spectroscopy data acquired for NHCCuDBM in Cx (top) and MeCN
(middle), and zeonex as a matrix environment (bottom, fitted data). The excitation was tuned to 400nm. In
the contour representation (central), the difference absorption signal is color-coded. Vertical lines mark spectral
positions for the time traces plotted on the left while horizontal lines mark certain delay times for the difference
spectra plotted on the right.
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Figure A.10.: Decay-associated difference spectra obtained from the fsTA experiments of NHCCuDBM in Cx
for an excitation wavelength of 266 nm. The black line shows the first derivative of the transient spectrum at
a delay time of 1 ps. This curve resembles the DADS1, typical for a spectral shift, which occurs with τ1.

Figure A.11.: fsTA data of NHCCuDBM in Cx at 0.001, 3, 15, and 18 ns. For 0.001 ns the expected TA
signature of NHCCuDBM is seen. Some excited state population is still present for 3 ns as seen in a previous
experiment (5.34). For 15 and 18 ns this signal has vanished completely.
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Figure A.12.: Comparison of calculated UV/Vis absorption coefficient spectra (dashed lines, left y-axis) of
the singlet (blueish) and triplet (reddish) nπ∗ and ππ∗ states of NHCCuDBM in THF, with the experimental
transient absorption spectrum for a delay time of 100 ps recorded in Cx (grey solid line, right y-axis). Around
1350 nm another transient absorption band ought to be visible according to calculations in case of a population
of the 3ππ∗ state.
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Table A.15.: Cartesian coordinates (in Å) for the S0 and Snπ∗ geometries of DBM.
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Table A.16.: Cartesian coordinates (in Å) for the Tnπ∗ and Tππ∗ geometries of DBM.
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Table A.17.: Cartesian coordinates (in Å) for the S0 and Snπ∗ geometries of DBM−.
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Table A.18.: Cartesian coordinates (in Å) for the Sππ∗ and Tnπ∗ geometries of DBM−.
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Table A.19.: Cartesian coordinates (in Å) for the Tππ∗ geometries of DBM−.
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Table A.20.: Cartesian coordinates (in Å) for the S0 geometries of NHCCuDBM.
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Table A.21.: Cartesian coordinates (in Å) for the Snπ∗ geometries of NHCCuDBM.
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Table A.22.: Cartesian coordinates (in Å) for the Sππ∗ geometries of NHCCuDBM.
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Table A.23.: Cartesian coordinates (in Å) for the Tnπ∗ geometries of NHCCuDBM.
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Table A.24.: Cartesian coordinates (in Å) for the Tππ∗ geometries of NHCCuDBM.
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A.8 Cartesian coordinates (in Å) for the TMLCT geometries of compound NHCCuPy

in DCM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
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[16] Stéphane Kéna-Cohen. Strong exciton-photon coupling in organic semiconductor micro-

cavities. Princeton University, Princeton, 2010.

[17] Peter Atkins, Julio de Paula, and James Keeler. Atkins’ Physical Chemistry. Oxford

University Press, Oxford, 2018.

[18] Jianpu Wang, Alexei Chepelianskii, Feng Gao, and Neil C. Greenham. Control of exci-

ton spin statistics through spin polarization in organic optoelectronic devices. Nature

Communications, 3(1):1191, 2012.

[19] Christian Torres Ziegenbein, Sascha Fröbel, Maria Glöß, Roberto S. Nobuyasu, Prze-
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