
Uptake and subcellular distribution of

carbon nanoparticles

Inaugural-Dissertation

zur Erlangung des Doktorgrades der

Mathematisch-Naturwissenschaftlichen Fakultät der

Heinrich-Heine-Universität Düsseldorf

vorgelegt von:

Christian Wimmenauer

aus Bergisch Gladbach

Düsseldorf, März 2023



aus dem Institut für Experimentelle Physik der kondensierten Materie der
Heinrich-Heine-Universität Düsseldorf

Gedruckt mit der Genehmigung der
Mathematisch-Naturwissenschaftlichen Fakultät der
Heinrich-Heine-Universität Düsseldorf

Berichterstatter :

1. Prof. Dr. Thomas Heinzel

2. Prof. Dr. Cornelia Monzel

Tag der mündlichen Prüfung: 05.06.2023



Abstract

This thesis treats the characterization of carbon nanoparticles regarding their subcel-
lular distribution and cell-specific uptake rate to enable their use in biomedical appli-
cations or basic research in the area of life science. Four manuscripts resulting from
this work report our main findings.

As discussed in Paper I, we found that carbon nanoparticles derived from citric acid and
diethylenetriamine in a microwave-assisted bottom-up synthesis accumulate mainly in
the lysosomes of the breast cancer cell line MCF-7 after 48 h of exposure. A workflow
for object-based colocalization analysis of moving point-like objects was developed and
applied to microscopy data acquired via Airy scanning microscopy in super-resolution
mode. This workflow, which is based on point pattern analysis, was successfully vali-
dated with a positive control and a negative control and allows the assessment of the
statistical significance of the results by the comparison with the results from Monte-
Carlo simulations under a model assumption. This method overcomes common short-
comings of many traditional colocalization techniques since the analyzed objects do not
need to overlap in both channels, and inference on a solid statistical basis is possible.

Paper II investigated the differential uptake of blood cells derived from healthy donors
compared to samples from patients with acute myeloid leukemia (AML). A significantly
smaller uptake of the same carbon nanoparticles was reported for the CD33

+ and
CD34

+ subsets of samples from AML patients compared to the CD33
+ and CD34

+

subsets of healthy donors. In good agreement with previous findings with other cells,
the nanoparticles showed perinuclear accumulation in the AML cell line HL-60 on
confocal microscopy images that may correspond to an immobile pool of lysosomes
near the microtubule organizing center.

In Paper III, we attempted to modify the cell-specific uptake of the employed carbon
nanoparticles via modification with sugar monomers and sugar-decorated oligomers.
While we did not observe a cell-type specific uptake, we found that the monomer-
functionalized nanoparticles showed a two- to threefold increased uptake rate across
all cell types compared to the non-functionalized and oligomer-coupled nanoparticles.
Regarding their subcellular localization, no difference between the nanoparticle species
was observed since all conditions showed significant accumulation in the lysosomes, as
revealed by colocalization experiments.

Finally, Paper IV reports the results from tight-binding simulations of multilayer
graphene quantum dots. The calculations reveal a redshift with an increasing number
of layers, as apparent in the optical absorption spectrum and the decrease of the energy
gap. Furthermore, the edge type and the geometry of the multilayer graphene quantum
dot play a dominant role not only in the lateral size dependence of the energy spectrum
but also in the dependence on the particle’s number of layers.
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Introduction

“Although it is a very wild idea, it would be interesting in surgery if you

could swallow the surgeon.”

– Richard P. Feynman [1]

Even though significant progress has been made, we are just scratching the surface of
understanding the potential of using nanotechnology in medicine. In 1995, the FDA
approved the first nanomedical formulation as a drug for tumor chemotherapy [2].
Now, almost 30 years later, mRNA nanomedicine is a field that celebrated recent
successes in helping to fight the Covid-19 pandemic and is looking to have a bright
future with multiple cancer vaccines in the pipeline that also incorporate nanoparticles
in their formulation [3]. Not only is nanotechnology useful when it comes to applications
in medicine, but it is also used as a tool in basic research in biology. Applications
as fluorescent probes in multicolor imaging [4–6], single particle tracking [7, 8], and
intracellular sensing [9], as well as applications as vectors in transfection [10], or as
carriers for gene editing constructs [11] are already part of the toolbox of modern
biology. Improvements in novel applications such as super-resolution microscopy with
nanoprobes [8, 12] and manipulation of cells with magnetic nanoparticles [13] may
open up new possibilities for the design of experiments to reveal the inner workings of
biological matter.

Since their initial discovery in 2004 as a by-product in the synthesis of carbon nanotubes
via arc discharge [14], carbon dots have aroused immense scientific interest. Around
the same time, the family of nanographenes or graphene quantum dots, which may be
considered a subgroup of carbon dots, rose to prominence [15]. This is exemplified by
the fact that the number of scientific publications listed on Google Scholar in the fields
that contain the terms "carbon dot" or "graphene quantum dot" grows approximately
exponentially with the publication date since the inception of their respective research
areas (see Fig. 0.1). Carbon dots and graphene quantum dots have been applied in
proof of principle experiments in energy storage and conversion [16], metal ion sensing
[17, 18], photocatalysis [19, 20], and as an organic photon source in LEDs [21]. Due to
many beneficial characteristics, which include small size and low toxicity in many cases,
carbon dots and graphene quantum dots have also been demonstrated to be utilizable
in a long list of biomedical applications. These include use cases in intracellular sensing
[22–31], drug delivery [32,33], mRNA delivery [34], super-resolution microscopy [35,36],
and photodynamic therapy [37,38].
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vestigated. These modifications are namely the conjugation of the nanoparticles with
sugars and sugar-decorated oligomers. Chapter 5 picks out the electronic and optical
properties of multilayer graphene quantum dots that may form as aggregates as its
central theme. The results are presented in the form of Paper IV. Finally, Chapter 6
summarizes the findings with concluding remarks and provides an outlook on possible
future work.





Chapter 1

Fundamentals

1.1 Carbon nanostructures

Carbon is found in many different structural modifications with a wide variety of
properties. For instance, carbon in an sp3-hybridization may form diamond, which is
transparent to visible light and has a hardness of ten on the Mohs scale. On the other
hand, graphite, which is formed by stacked layers of sp2-hybridized carbon, is opaque
and much softer. The comparison of graphite and diamond, even on a macroscopic
level, illustrates the variety found in the allotropes of carbon. For nanoscale materials
composed of carbon, the possibilities of engineering films, ribbons, or particles with
intriguing properties are overwhelming. The following sections will review the proper-
ties of low-dimensional carbon materials to finally arrive at the discussion of graphene
quantum dots and carbon nanodots.

1.1.1 Graphene

Graphene is an atomically thin layer of sp2-hybridized carbon arranged in a two-
dimensional honeycomb lattice and can thus be considered as single-layer graphite.
In 1947, the band structure of graphene was theoretically explored by Wallace [39]. In
2004 graphene was fully isolated and characterized by Novoselov et al. [40]. Shortly
after that, Novoselov et al. showed that charge carriers in graphene behave like a two-
dimensional gas of massless Dirac fermions [41], which was predicted by Semenoff [42]
as well as DiVincenzo and Mele [43]. The proof of the existence of a two-dimensional
gas of massless Dirac fermions in graphene led to the discovery of a myriad of intriguing
effects in this material, like the anomalous integer quantum hall effect [44], a charge
carrier density dependent cyclotron mass [41] and Klein-Tunneling [45,46]. In the fol-
lowing paragraph, the derivation of the band structure of graphene will be discussed
with special attention to features emerging in proximity to the K and K ′ points. The
presented derivation is strongly based on the review of Neto et al. [47] and Leggett’s
lecture on this topic [48].
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where â†i,σ (b̂†i,σ) denotes the creation operator for an electron in site i of sublattice A

(B) with spin σ ∈ {↑, ↓}. The operator âi,σ (b̂i,σ) is the corresponding annihilation
operator. Frequently, t = 2.7 eV is chosen as the hopping energy. The expression 〈i,j〉
denotes that i and j indicate neighboring sites and h.c. is the hermitian conjugate. The
representations of the operators â† and b̂i,σ on a Fourier basis read

â†i,σ =
1

√

N/2

∑

~k

ei
~k~ri â†~k,σ, b̂i,σ =

1
√

N/2

∑

~k′

ei
~k′(~ri+~δ)b̂~k,σ, (1.4)

allowing to transform between real and momentum space. Inserting the representations
1.4 of the annihilation and their respective creation operators in the Hamiltonian (eq.
1.3) yields

Ĥ = −t
∑

~δ,~k

(e−i~k~δâ†~k,σ b̂~k,σ + h.c.) (1.5)

which can be rewritten as

Ĥ =
∑

~k

~Ψ†
(

0 ∆k

∆?
k 0

)

~Ψ (1.6)

with Ψ = (â~k, b̂~k)
T and ∆k =

∑

δ e
i~k~δ. Solving the eigenvalue problem yields the

expression Eπ,π? = ±t
√

∆k∆?
k that can be expanded by inserting the nearest neighbor

vectors, to the equation

Eπ,π?(~k) = ±t

√

√

√

√3 + 2 cos
(√

3kya
)

+ 4 cos

(√
3

2
kya

)

cos

(

3

2
kxa

)

(1.7)

for the binding π-band and anti-binding π?-band, shown in Fig. 1.1 (c). Both bands
are symmetric around E = 0, which is reflected in the electron-hole symmetry.1 Close
to the K- and K ′-points (see Fig. 1.1 (b)) at the corners of the Brillouin zone with

~K =

(

2π

3a
,

2π

3
√
3a

)

, ~K ′ =

(

2π

3a
,− 2π

3
√
3a

)

(1.8)

the bands from (eq. 1.7) can be linearly approximated (see Fig. 1.1 (d)) with ~κ = ~k− ~K

for |~κ| � | ~K| via the expansion

Eπ,π?(~κ)||~κ|�| ~K| = ±vF |~κ|+O
(

κ2

K2

)

. (1.9)

The Fermi velocity is denoted by vF = 3ta/2 ≈ 106 m/s, that in contrast to the usual
case of a parabolic dispersion, does not depend on the mass m. This unusual linear
dispersion has the effect that charge carriers behave like massless Dirac fermions close
to the K and K ′-points with vF replacing the speed of light. Thus, relativistic effects
can be studied in a solid-state system, which would be infeasible to observe on their

1Please note, that if next nearest neighbor hopping energies t
′ 6= 0 are introduced in the model the

electron hole symmetry is broken.
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elementary particle counterpart [45]. Close to the K and K ′-points the Hamiltonian
can be rewritten as the Dirac-Weyl equation [42,43]

Ĥ(~κ) = −i~vFσ∇, (1.10)

with the Pauli matrices σx and σy constituting σ = (σx, σy)
T .

1.1.2 Graphene nanoribbons and edges in graphene

In this subsection, the transition from two-dimensional graphene to electronically one-
dimensional nanostructures will be discussed, with an emphasis on the effects emerging
from the edge type, since they are of particular interest in the following discussion
of graphene quantum dots. There are two pristine edge configurations in graphene,
separated by an angle of π/6, namely, zigzag (Fig. 1.2 (a)) and armchair edges (Fig.
1.2 (b)). Inspecting the geometry of the two sublattices, it becomes apparent that
for the zigzag edge, all outermost sites belong to the same sublattice. In the case
of the armchair edge, on the other hand, the outermost sites alternate between both
sublattices. A nanostructure called graphene nanoribbon (GNR) can be defined with
two parallel cuts through the graphene sheet. Charge carriers in a GNR are confined
to two dimensions, leaving only one dimension for transport. While GNRs with mixed
edges exist, this section will only consider GNRs with a pure edge type. The naming
convention for zigzag and armchair GNRs contains the edge type and the number of
sites on the axis perpendicular to the axis of translational symmetry, as indicated in
Fig. 1.2 (a) and (b), respectively. The band structure of GNRs may be calculated using
the tight-binding model for graphene, with a restricted number of atoms in the lateral
direction and a translational symmetry only in one dimension. The direction of the
translational symmetry determines the edge type. Armchair GNRs display metallic or
semiconducting properties depending on their width W , or rather the number of atoms
on their lateral axis Nw. The bandgap of armchair GNRs Eg,ac approximately scales
as given by [49]

Eg,ac ∼











0, Nw = 3m− 1
π

W+
√
3/2

, Nw = 3m
π
W
, Nw = 3m+ 1,

(1.11)

where m ∈ N. The bandgap of armchair GNRs against the number of sites on their
lateral axis is depicted in Fig. 1.2 (c). The band structure of the metallic armchair-17
and the semiconducting armchair-18 GNR are displayed in Fig. 1.2 (e). Note that
the resulting bands can be mapped to parallel one-dimensional cross-sections of the
two-dimensional bands of bulk graphene [49]. In contrast, zigzag GNRs display gapless
flat bands around k = π and thus show metallic behavior independent of the width.
Flat bands at E = 0 have been explained by localized states at the zigzag edges around
k = π [50]. Other than in armchair GNRs, the bands of zigzag GNRs cannot be mapped
to sections through the band structure of bulk graphene. Consequently, the behavior
of nanostructures with a pristine armchair edge is more similar to the behavior of bulk
graphene, while the existence of localized states at zigzag edges leads to effects that
are not observable in an extended graphene sheet. An example of the band structure
of zigzag GNRs is displayed in Fig. 1.2 (d).





10 CHAPTER 1. FUNDAMENTALS

1.1.3 Graphene quantum dots

Graphene quantum dots (GQDs) are electronically zero-dimensional objects defined on
a graphene lattice.

Quantum confinement in single-layer GQDs

The energy levels of circular semiconductor quantum dots may be calculated by solving
the Schrödinger equation with a potential that is zero inside of a circular region and
infinite anywhere else. Suppose the influence of the type edges is neglected altogether.
In that case, energy levels of a circular GQD may be calculated analogously, but in-
stead of the Schrödinger equation, the Dirac-Weyl equation needs to be applied. The
calculation of the energy spectrum of a circular graphene quantum dot by applying
an infinite mass boundary and solving the Dirac-Weyl equation was demonstrated by
Schnetz et al. [52] and Recher et al. [53] around the same time. This approach of an-
alytically or numerically solving the Dirac-Weyl equation on a continuous domain will
be referred to as the continuum model. While it is possible to confine charge carriers
in graphene with a combination of electric and magnetic fields resulting in edgeless
GQDs, as experimentally demonstrated by Freitag et al. [54], GQDs with edges are of
greater interest for the work related to this thesis. Zarenia et al. [55] introduced zigzag
and armchair boundary conditions to the continuum model for triangular and hexago-
nal GQDs and compared the results to the energy spectra derived from tight-binding
simulations. The work of Zarenia et al. shows that while both the tight-binding and
the continuum model are in good qualitative agreement, there are non-negligible de-
viations for small hexagonal GQDs in the continuum model. The nearest neighbor
tight-binding Hamiltonian for monolayer GQDs has the same second quantization for-
mulation as in the case of graphene (see eq. 1.3), but only with a finite number of
sites and no translational symmetry. Due to the lack of a translational symmetry,
the creation and annihilation operators cannot be expressed on a Fourier basis. The
Hamiltonian Ĥ of a GQD with N sites can thus be considered as a finite N ×N ma-
trix. Solving the eigenvalue problem, therefore, leads to discrete energy levels instead
of continuous bands, as in the case of bulk graphene and GNRs. Zarenia et al. [55]
found that the relationship between the energy gap of a GQD and its size, given by the
number of atomic sites at the edge Ns, is described by a power law with the parameters
α and γ

Eg =
α

Nγ
s

. (1.12)

Here, γ = 3.23 for hexagonal GQDs with zigzag edges and γ = 1 for triangular GQDs
with both edge types and hexagonal GQDs with armchair edges. The counting scheme
to yield Ns and the three pristine geometries of GQDs are found in Fig. 1.3. The
triangular geometry in GQDs is unique since there is an angle of θ = π/3 between
all the edges, that does not generate an edge impurity at the corner. In contrast to
this, geometries that incorporate at least one angle of θ = 2π/3 show an impurity at
this corner, and the edge type is incommensurate. This means that at corners with
an angle of θ = 2π/3, in the case of zigzag edges, the outermost sublattice changes.
In the case of armchair edges, the orientation of the dimers changes regarding their
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sublattice. There are Ns−1 degenerate states at E = 0 for zigzag terminated triangular
GQDs [56].

The probability densities |Ψ|2 of these triangular zigzag GQDs at E = 0 localize at
the edges, similarly to the case of zigzag GNRs discussed in section 1.1.2. The optical
absorption spectra of GQDs may be determined with Fermi’s golden rule, as demon-
strated by [57]

A(ω) =
∑

i,f

| 〈Ψf |P̂ |Ψi〉 |
2δ(~ω − (Ef − Ei)). (1.13)

Here, 〈Ψf | (〈Ψi|)is the wave function of the final (initial) state, and P̂ is the per-
turbation by the incident wave that may be linearly approximated. Therefore, the
expression | 〈Ψf |P̂ |Ψi〉 |

2 denotes the transition matrix element from the initial state
with the energy eigenvalue Ei to the final state with the energy eigenvalue Ef when
excited with a photon with the energy ~ω. Note that the calculations discussed up to
this point were carried out in the single electron picture. Interactions between electrons
and between electrons and holes are neither captured by the tight-binding model nor
by the continuum model. Corrections due to the formation of excitons from electrons
and holes lead to a shift in the absorption spectrum [15,57].

Multilayer GQDs

Stacking layers of GQDs results in multilayer GQDs. There are many possible con-
figurations for stacking two graphene layers, with AB or Bernal stacking as the most
common [58]. Compared to the tight-binding Hamiltonian in monolayer graphene (see
eq. 1.3), the Hamiltonian for multilayer graphene has an additional term for interlayer
hopping [59]. The tight-binding Hamiltonian with the additional interlayer hopping
terms that are greater than 0.2 eV reads

Ĥ = −
∑

i,j,m

t(â†m,ib̂m,j + h.c.)−
∑

i,m1,m2

γ1(â
†
m1,i

âm2,i + h.c.)

−
∑

j,m1,m2

γ3(b̂
†
m1,j

b̂m2,j + h.c.). (1.14)

Here, in addition to the terminology used in (eq. 1.3) m1 and m2 denote neighboring
layers and γ1 = 0.4 eV and γ3 = 0.3 eV are the interlayer hopping energies. Multilayer
GQDs with more than two layers up to the periodic limit are treated in Paper IV.

Experimental realizations of GQDs

The theoretical results for the energy spectra of GQDs are in good agreement with the
findings from different experimental studies. For example, triangular GQDs with arm-
chair edges possess a size-dependent emission wavelength that is in good accordance
with theoretical calculations [60]. Often structures with mixed edges and imperfect
geometries are encountered [61–63]. For GQDs with mixed edge types, a large share
of zigzag edges seems to correlate with a smaller energy gap. Even metallic behavior
was observed for predominantly zigzag terminated GQDs with sizes of 7–8nm [61].
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Furthermore, GQDs have been characterized as single photon sources at room tem-
perature by measuring the second-order correlation function g(2)(τ), which revealed
photon anti-bunching at small time scales [64].

1.1.4 Carbon nanodots

Up to this point, only pristine systems were discussed. However, carbon nanopar-
ticles synthesized for biomedical applications may contain considerable amounts of
heteroatoms, show mixed edges, and incorporate different hybridizations of carbon.
This heterogeneous class of colloidal nanoparticles is called carbon nanodots (CNDs).
Carbon nanodots consist of a carbogenic core that may contain mixtures of sp2 and
sp3 carbon as well as dopant atoms and a surface that may be decorated with func-
tional groups and covalently bound small molecules.2 For the sake of this thesis, we
will treat GQDs and graphene oxide quantum dots as special cases of the more general
group of CNDs, since they fit the definition stated above with the constraint that their
carbogenic core predominantly contains graphitic carbon. CNDs may be considered as
a hybrid material with properties of nanoscale semiconductors and molecules [67]. The
following section will review the synthesis and modification pathways that determine
the structure and properties of the CNDs.

Synthesis and Modification

The properties of CNDs depend heavily on their composition, which in turn is deter-
mined by the chosen synthesis route. Generally, the synthesis routes of nanostructures
can be divided into two categories, namely top-down and bottom-up approaches. In
top-down synthesis routes, nanostructures are cut or carved from the bulk material,
as for example, in lithography techniques which are commonly used in semiconductor
manufacturing. Top-down methods in CND preparation include arc-discharge assisted
breakdown [14], laser ablation [68, 69], and electrooxidation [70, 71]. In bottom-up
methods, on the other hand, nanostructures are assembled from smaller precursor
molecules. Bottom-up techniques for the synthesis of CNDs include chemical va-
por deposition [72, 73] as well as hydrothermal synthesis and solvent-free pyrolysis
routes [26, 74]. Since they are of particular interest to the publications resulting from
this work, the discussion will focus on solvothermal and pyrolysis methods. While
exotic bioderived or waste compounds [75–80] were tested as starting materials in
many reports with remarkable results, we will restrict ourselves to the discussion of
well defined reactants. A common precursor molecule for bottom-up synthesis is cit-
ric acid which is often combined with nitrogen-containing molecules to yield N-doped
CNDs [26,74]. Other precursor molecules that were used as a carbon source instead of
citric acid include sugars such as glucose [81,82] or glucosamine3 [83] and also small aro-
matic molecules such as phloroglucinol [60,84]. Doping with other elements like sulfur

2There is some ambiguity when defining the nanoparticle family of carbon nanodots. In some cases,
for example, the general family incorporating carbon nanodots and graphene quantum dots is
called carbon dots [65], while in other cases, the terms carbon dots and carbon nanodots are used
interchangeably [66]. When consulting the literature, please be aware of this ambiguity.

3Also acting as a source of nitrogen.
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using, for example, the amino acid cysteine [85,86] or phosphorous using, for example,
diammonium phosphate [82], has also been performed by different groups. A variant
of the solvothermal and pyrolytic bottom-up approach is the microwave-assisted syn-
thesis of CNDs [87,88], which has some advantages over conventional implementations
discussed before [89]. Microwave heating induces rotations in solvent molecules with
a dipole moment, leading to an increase in temperature and is, therefore, also termed
dielectric heating [90]. The most well known selling point of microwave-assisted syn-
thesis over conventional techniques is the increased reaction rate [91]. Even though
microwave chemistry has been an active field for almost 40 years, it is still debatable
if the increased reaction rates are only due to dielectric heating or if other microwave-
specific effects accelerate the reaction [89]. While convective or conductive heating
of the reaction vessel generates a temperature gradient for finite reaction times, mi-
crowave heating produces a more homogeneous temperature distribution inside the
reaction vessel [92]. Heterogeneous temperature distributions may lead to incomplete
reactions resulting in unwanted by-products. This problem is intensified if the reaction
vessel is scaled up to larger volumes, further favoring microwave heating over conven-
tional heating techniques. Furthermore, commercially available laboratory microwave
ovens allow for increased control over temperature, pressure, and transmitted power to
achieve reproducible results.
A myriad of convenient post-synthesis modification pathways has been published that
allow for increased control over the CNDs properties [93]. Due to the abundance
of amino, hydroxy, or carboxy groups often encountered on the surface of CNDs,
these nanoparticles are an excellent target for covalent modification. For example,
carboxy groups on the surface of a CND may be used as a target to couple the
nanoparticle with amino-terminated molecules, such as polymers with a terminal amino
group [94], antibodies [95], or peptides [96]. These coupling reactions are often me-
diated by the reagents 1-Ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDC) and N-
hydroxysuccinimide (NHS) to lower the activation energy stepwise. First, EDC is
added to the nanoparticle solution and reacts with the carboxylic group on the surface,
leaving a highly reactive moiety. In the second step, NHS and the amino-compound
are added to the solution. NHS then binds to the carboxy group on the nanoparticle’s
surface, replacing EDC in the process. The compound with a terminal amino bond
may now covalently bind to the activated amino group, replacing the NHS molecule.
The amino group and carboxylic group form an amide bond. This is a standard ap-
proach for grafting surfaces with proteins or other amino-terminated polymers [97].
Serap Üçlü from Laura Hartmann’s lab also employed this strategy when conjugating
the CNDs used in Paper III with amino sugars and amino terminated sugar oligomers.
Other non-covalent modifications and loading techniques include π-stacking [94,98] and
complexation [99]. Non-covalent modification pathways are of high interest for drug
delivery applications (discussed in section 1.3) since their dissociation constant may
depend on properties of the environment, such as the pH value [100].

Physicochemical Properties

Since the family of CNDs is quite inhomogeneous in structure and composition, it is
possible to produce CNDs with a wide range of properties. Depending on the synthesis
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route or via post-synthesis treatment CNDs that are hydrophilic [26, 74], hydropho-
bic [101], or even amphiphilic [102] may be produced. While particles with hydropho-
bic facets have some use cases in drug delivery [103], hydrophilic interactions with
the environment are desirable in most biomedical applications. Currently, there are
essentially four competing fluorescence mechanisms that have been identified in CNDs
and are present to varying degrees depending on the composition of the nanoparti-
cle [65, 104, 105]. These mechanisms are the quantum confinement effect, the effect of
edge/surface states, crosslinking-enhanced emission, and the effects related to small
fluorophores bound to the nanoparticle.

Quantum confinement is the dominant effect in CNDs with large sp2 carbon do-
mains. The extreme case of those CNDs containing only sp2 carbon in the nanoparticle
core are GQDs that were discussed in section 1.1.3. The absorption and emission wave-
lengths scale with the size of the sp2 domains, ranging from the subnanometer scale
corresponding to polyaromatic hydrocarbons [106] to diameters of almost 50 nm [107],
making up the whole nanoparticle core. The relevant transitions are often labelled as
π−π∗ transition and n−π∗ transition, which have been validated by simulations [108]
and attributed to absorption peaks found in experiments [74]. The energy of the bond-
ing π and antibonding π∗ orbitals is determined by the size of the sp2 domain, while
n denotes the state of the free electron pair in an oxygen or nitrogen atom bound
to the sp2 domain. The presence of the n-state is an effect of doping the CND with
heteroatoms. Generally, doping of CNDs is widely considered to have a significant ef-
fect on the fluorescence spectrum and the fluorescence quantum yield, especially if the
heteroatoms are incorporated into the carbogenic core [67]. In multiple cases, CNDs
have been reported to incorporate graphitic structures [109,110], i.e., multiple stacked
layers of sp2 carbon domains. Stacking multiple layers of sp2 carbon domains results
in a redshift for an increasing number of layers [108,111].

Edge and surface effects are the second major effect that influences the energy spec-
tra of CNDs. The termination of the sp2 carbon domains with zigzag or armchair edges
modulates the energy spectra of the individual domains that are otherwise determined
by quantum confinement, as discussed in sections 1.1.2 and 1.1.3. Furthermore, the
decoration of the surface with functional groups also modulates the energy spectra of
CNDs. For example, increasing the number of amino groups at the surface of a GQD
leads to a reduction of the energy gap and, therefore, a redshift of the GQD’s spectrum,
as confirmed by Jin et al. [112] via ab initio calculations. The authors of this paper also
experimentally observed that the functionalization of GQDs with amino groups leads
to a pH dependence of the emission wavelength that can be linked to the protonation
and deprotonation of the attached groups. It is reasonable to assume that this behavior
also translates to the decoration with amino groups of the sp2 carbon domains of other
CNDs.

Crosslink enhanced emission (CEE) is the third effect that predominately plays a
role in CNDs with a carbon core composed of crosslinked polymers, often referred to as
polymer dots [113,114]. The CEE in CNDs derived from the polymer polyethyleneimine
(PEI), as described by Zhu et al. [115]. In this article, the authors identify weakly
fluorescent amino-based structures as the origin of fluorescence. The fluorescence is
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enhanced due to the reduction of vibration and rotation of these fluorescent centers,
which the authors elaborated as the CEE.

Small molecular fluorophores that are either covalently bound to the CND or non-
covalently associated have been identified as the source of the CND’s fluorescence,
especially of those that were synthesized with bottom-up approaches and employ citric
acid as a precursor, and additional molecules such as urea, diethylenetriamine (DETA)
or hydrazine as a nitrogen source by many recent reports [105, 116]. The synthesis
of fluorescent citrazinic acid derivates from citric acid and amines at relatively low
temperatures was reported more than a century ago [117, 118]. These fluorophores
may also be generated at higher temperatures seen in bottom-up synthesis of the same
reactants.4 Thus, it is crucial to consider purification techniques post-synthesis to
remove potentially unwanted free by-products. Synergistic effects between molecular
fluorophores that are likely to be bound instead of free in solution and the nanoparticle
core were proposed by Schneider et al. [119]. In some cases, the isolation of the small
fluorophore and the carbon dot was possible with considerable effort, which points
towards a strong non-covalent association [120]. It was recently demonstrated that
small molecular fluorophores and impurities at the surface could be removed via photo-
bleaching, leaving highly photostable CNDs with fluorescence properties dominated by
the carbon core [121].

The quantum yield of CNDs varies from single-digit numbers to extraordinarily high
numbers of more than 98%. CNDs often show excitation wavelength-dependent emis-
sion peak position and display a non-gaussian emission spectrum [122, 123]. Both the
excitation-dependent emission wavelength as well as the asymmetric emission spectrum
may either be explained by the heterogeneity of the CNDs in an ensemble, the pres-
ence of multiple emission sources inside of one CND or by time-dependent emission
spectra [124]. The latter is related to the giant red edge effect (GREE), which was
observed in graphene oxide [125] and later in CNDs [123]. When fluorescent particles
are excited by incident photons, a dipole moment may be generated. If the particle is
immersed in a polar solvent, the solvent molecules will rotate to minimize the energy
of the system resulting in a redshift. Usually, the rotation of the dipole molecules
happens much faster than the lifetime of the excited state, resulting in a constant
Stokes shift. The GREE occurs when solvent relaxation happens on the same time
scale as the fluorescence. With these prerequisites, the energetic difference between
the state occupied by the electron and the ground state decreases time-dependently,
which leads to a time-dependent increase in the emission wavelength on the time scale
of the fluorescence process. The GREE is a reasonable explanation in the case of CNDs
that share many similarities with graphene oxide in the structural features that may
be relevant to their fluorescence behavior. CNDs that are associated with molecular
fluorophores, on the other hand, tend to have an excitation wavelength-independent
emission peak and high quantum yields [119].

4Xiong et al. [116] compiled an overview of potential molecular fluorophores that may be produced
as a by-product in the bottom-up synthesis of CNDs from citric acid and different amines.
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1.2 Biophysical fundamentals

This section presents the fundamental biophysical mechanisms that drive nanoparticle
uptake into and distribution inside the cell and thereby thematically links section 1.1
with sections 1.3 and 1.4.

1.2.1 Endocytosis

Uptake of extracellular material may occur via different routes with different levels
of complexity, reaching from simple diffusion to highly specific receptor-mediated en-
try mechanisms. This overview treats endocytosis as a generic term for pinocytosis,
caveolin-, and clathrin-mediated endocytosis, as well as phagocytosis, which are some-
times treated as separate categories. Endocytosis may be specific or non-specific, but
it is always a form of active cellular uptake that results in the cargo being encapsulated
in a vesicle. The different endocytotic pathways introduced in the following paragraphs
are illustrated in Fig. 1.4.

In clathrin-mediated endocytosis, a coat of proteins recruited from the cytosol
on the inner leaflet of the membrane forms that may help induce a curvature in the
membrane, forming an invagination around the cargo [126]. This process is named
after the most prominent protein in this coat, clathrin, which assembles in a regular
lattice around the pit and later in a cage-like structure around the vesicle [127]. Actin
filaments polymerizing around the invagination drive it further inwards, cooperating
with the protein coat [128]. The vesicle finally forms with the help of the scission
protein dynamin that cuts off the vesicle [129, 130]. After the scission is complete
and the endocytotic vesicle migrates away from the cell cortex, the protein coat is
stripped away in a process called uncoating. Proteins recovered during uncoating may
be recycled to the cytoplasm participating in other endocytotic events. It is to this
point unclear if nucleation events that initialize a clathrin-mediated endocytosis event
are triggered by a receptor binding event on the extracellular site or if nucleation occurs
spontaneously and receptor-bound cargo is recruited to a nucleation site [126].

Caveolin-mediated endocytosis is promoted by caveolins, which are transmem-
brane proteins, and cavins, which are peripheral membrane proteins. Caveolae, which
are lipid rafts enriched with cavins and caveolins, as well as cholesterols and sph-
ingolipids, are the sites where caveolin-mediated endocytosis occurs. The density
of caveolae varies considerably between cell types, which leads to different rates of
caveolin-mediated endocytosis in different tissues [132, 133]. Caveolae were proposed
to fulfill completely different functions, such as sensing of mechanical stress besides
endocytosis [134], which might explain the varying availability of caveolae between dif-
ferent cell types. The protein dynamin-2 may bind to the neck of the caveolin-coated
pit to induce the scission from the plasma membrane resulting in the formation of
an endocytotic vesicle [133]. Both clathrin- and caveolin-mediated endocytosis pro-
duce endocytotic vesicles with sizes between 50 nm and 120 nm that may fuse with
endosomes and potentially be triggered by receptor binding events [126,134].
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in [140–142]).5 The size of the cargo particle plays a role in the uptake efficiency, but
the exact character of the size dependence has to be treated on a case-by-case basis.
For example, Chithrani et al. [143] performed an uptake experiment with spherical
gold nanoparticles of diameters between 10 nm and 100 nm. They found a maximum
in the number of particles per cell for a diameter of 50 nm. For clathrin-mediated
endocytosis, a maximum in cellular uptake for medium-sized particles makes sense
since the particle binding to multiple receptors at once and thus inducing a natural
curvature that is commensurate with the clathrin lattice on the clathrin-coated pit
would reduce the free energy and thus assist the uptake naturally [144]. For other
uptake mechanisms, different size dependences are to be expected. The particle shape
is the second geometric factor besides the size that governs the uptake rate. In the
study of Chithrani et al. referenced earlier [143], rod-like gold nanoparticles were also
employed, and their uptake was compared with the uptake of the spherical particles.
They found that the spherical particles, in this particular case, showed a higher uptake
than the rod-like particles. On the other hand, the review of Toy et al. [145] points
out that oblate or rod-like functionalized nanoparticles with a sufficiently high ligand
density present a larger area for interaction with the cell surface compared to spher-
ical particles and may therefore lead to an increased uptake rate. Different surface
properties of particles have been identified that impact the uptake rates of particles,
namely the effective surface charge [146, 147], the presence of ligands [148, 149], and
the affinity of the particle’s surface to assemble a protein corona [150] from the sur-
rounding medium. In general, particles with a positive surface potential experience an
attractive interaction with the negatively charged cell membrane [146, 147]. However,
particles with a negative surface charge have been, in some cases, shown to also have an
increased uptake rate compared to neutral particles since aggregation of the particles
may be inhibited by the repulsive electrostatic interaction [151]. A layer of proteins
from the medium may assemble around a particle, hiding the core material from the
environment, which is named protein corona. The assembly of the protein corona can
be modulated by the introduction of spacer molecules or a variation of surface proper-
ties that influence the interaction with proteins in the surrounding medium [141,150].
Lastly, the uptake of particles is modulated by the presence of ligands that may bind to
receptors on the cell or grafting with functional groups that modulate the interaction
with the cell surface. This is the primary strategy viruses employ to facilitate uptake.
For example, influenza viruses bind via the protein hemagglutinin in their viral enve-
lope to the sugar sialic acid, which is present on the surface of the target cell [152].
After binding to the cell surface, the virus is taken up via endocytosis. This strategy
is also employed in nanoparticle systems linking antibodies [94, 149, 153], lectins [154]
or carbohydrates [148,155] to nanoparticles to facilitate uptake by the cell. Relatively
recent discoveries hint towards another factor that may influence the endocytosis rates
of a particle, namely the presence of a second particle species that enables the entry
of the first one. This second particle type that gets enabled by the first one is called
bystander cargo or bystander nanoparticle [156–158].

5 Please note that most of these factors are interrelated and depend on the examined cell type, the
medium, and the core material of the particle. Therefore, the following statements are not to be
taken as general rules but must be considered on a case-by-case basis.
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1.3 Biomedical applications of nanoparticles

1.3.1 Fields of biomedical applications of nanoparticles

Nanoparticles have been applied in a wide range of therapeutic or diagnostic problems.
The following paragraphs will give a brief overview of possible fields of application for
nanoparticles related to biomedicine.

Fluorescence labeling with bioconjugated nanoparticles

Fluorescent nanoparticles may be used to label intracellular structures for microscopy
or surface antigens for fluorescence-based assays. Semiconductor quantum dots con-
jugated with antibodies are well-established and commercially available fluorescence
probes in flow cytometry. The striking advantages of quantum dots over conventional
organic fluorochromes are the limited spectral overlap and brightness that allow for
highly sensitive multicolor analyses [6]. Furthermore, a wide range of quantum dot
species with different emission spectra may be excited with a single laser. These mul-
tiplexing capabilities, combined with superior photostability compared to conventional
fluorophores, are also beneficial for long-term multicolor microscopy [4,5] and particle
tracking measurements [7]. While quantum dots show many beneficial features, they
also possess detrimental properties compared to conventional fluorophores in some ap-
plications, such as their large size [179] and potential toxicity [5]. Blinking of quantum
dots is often seen as a drawback and suppressed via surface passivation, which in
turn increases the size of the quantum dot [180, 181]. While intrinsic blinking compli-
cates the application of quantum dots in single particle tracking, it enables the use of
quantum dots as an excellent fluorescent probe for specific super-resolution microscopy
techniques [182,183].

Drug delivery with nanocarriers

A drug delivery system refers to an object that controls the spatial and temporal release,
as well as the rate of release, of a drug inside the body [184]. This, if done effectively,
results in increased safety and efficacy of the therapeutic agent. In the context of
nanomedicine, formulations of a drug delivery system include a nanoscale system as
a carrier, which is loaded with a therapeutic agent. Nanoparticle-based drug delivery
systems may help overcome barriers on different length scales, from systemic transport
to targeting of individual organelles, and may even enable solutions in personalized
medicine [185]. Great candidates for such systems are lipid nanoparticles and polymeric
nanoparticles, but also, inorganic nanoparticles have been employed beyond proof-of-
concept studies. In fact, nanoparticles of all the before mentioned categories are already
part of FDA-approved formulations [185, 186]. Especially for cancer chemotherapy
formulations that reduce the effects of the drug in off-target locations and therefore
minimize the adverse drug reaction are desperately wanted.
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Targeting of tumor tissue may be facilitated passively or actively. Passive targeting
exploits the so-called enhanced permeability and retention (EPR) effect [187], due to
which macromolecules and large particles naturally accumulate in solid tumors while
small molecules are cleared from the tissue. Factors contributing to the EPR effect
are the massive irregular neovascularisation, the expression of inflammatory factors,
and the lack of efficient lymphatic drainage in tumors [188]. Furthermore, passive
targeting strategies also aim to prolong the time a drug persists in circulation before
being eliminated by the system [2, 189]. Early examples of passively targeted drug
delivery systems are Doxil® [2] and Caelyx™ [190], which are both formulations based
on PEGylated nano-liposomes loaded with the drug doxorubicin. They have been suc-
cessfully applied in the treatment of different tumor diseases, such as ovarian cancer
and multiple myeloma while reducing systemic toxicity compared to free doxorubicin
in some cases [186]. Nonetheless, is the success of nanoparticle-based formulations that
exploit the EPR effect still an open topic of debate. In many cases, they do not show
an increased efficacy compared to the free drug, and while reducing the systemic toxi-
city, they are sometimes the cause of new adverse drug reactions [191]. Notably, many
successful passive-nanoparticle based drug delivery systems fail the translational step
from proof-of-concept to clinical application [191, 192]. Thus, the need for improved
drug delivery technologies does persist. Alternatively to passive targeting, the nanopar-
ticle may be functionalized to employ a strategy of active targeting, conjugating the
nanocarrier with antibodies, carbohydrates, or peptides [185]. As discussed in section
1.2.1, particles decorated with specific molecules may trigger endocytotic events that
could, in turn, facilitate cell-specific uptake similar to the entry mechanisms used by
viruses. Apart from modulating cell-specific uptake, drug delivery systems may also
be tuned to steer their intracellular location [193] or to overcome biological barriers on
a systemic level [194,195].

Apart from drug delivery, other delivery protocols may be employed using nanoparti-
cles. Most notably, the formulations of the mRNA vaccines from BioNTech [196] and
Moderna [197] against Covid-19 include PEGylated lipid nanoparticles to encapsulate
the mRNA [198]. Further applications of polymer and lipid nanoparticles as carriers
for cancer vaccines and in the delivery of genome editing constructs are currently being
tested [185].

Intracellular sensing with nanoparticles

Nanoparticles may also be employed as nanoscale sensors capable of measuring prop-
erties inside living cells [9]. The interaction with the environment may alter the lumi-
nescence of nanoparticles. Therefore, it is convenient to indirectly measure a physical
quantity by detecting changes in a particle’s luminescence lifetime or amplitude. One
example of intracellular sensing with nanoparticles is nanothermometry. It has been
demonstrated that changes in temperature could be correlated with changes in fluores-
cence intensity [199], fluorescence wavelength [200], or luminescence lifetime [201,202]
of nanoparticles.

Another branch of intracellular sensing is the application of nanoparticles as chemical
sensors, which has already been demonstrated with gold nanoparticles [203], semicon-
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ductor quantum dots [204], and carbon nanotubes [205], among others. Carbon nan-
otubes (CNTs) for instance, may be functionalized with different polymers or biomacro-
molecules to obtain a dependence of their fluorescence intensity or wavelength on the
concentration of a specific analyte [205]. Therefore, CNTs may be used as nanoscale
chemical sensors to recognize molecules such as neurotransmitters [206] or hydrogen
peroxide [207]. The photometric determination of the local pH value is a very special-
ized type of chemical sensing that has been demonstrated many times [208–211].

1.3.2 Biomedical applications of carbon nanoparticles

CNDs (see section 1.1.4) may be engineered to have a wide variety of beneficial prop-
erties for biomedical applications, which include good solubility in water, low toxic-
ity [110] and photostability [212,213]. CNDs are, at least to some extent, usable in all
categories of biomedical applications presented in the previous section. There has been
an overwhelming amount of publications on this topic in the last decade, and due to
the variety of possible CND preparation and modification methods resulting in differ-
ent physicochemical properties, the results may seem to contradict each other in part.
Please keep in mind that extreme care should be taken in the attempt to generalize any
of the results to all CNDs. Nevertheless, the following sections are intended to provide
an overview of the state of biomedical applications of CNDs to present a context for
discussing the results of this work.

Toxicity and systemic distribution

Across the board, ultrasmall, hydrophilic CNDs show good biocompatibility and low
toxicity in primary human cells [110, 214], cell lines [215–218], and on a systemic level
[216, 217, 219, 220]. Needless to say, the toxicity of CNDs, as for all substances, is
concentration dependent, and low toxicity refers to reasonable concentrations necessary
for the respective application. Though, there are some cases where the toxicity of CNDs
is increased compared to the general case.

The contributing factors to increased toxicity on a systemic level of CNDs presented
below have been reviewed by Truskewycz et al. [221] and include hydrodynamic sizes
above 6 nm, a highly positive surface charge [222] and photodegradation [223] or the
generation of reactive oxygen species (ROS) [38] as a response to prolonged irradiation.
Nanomaterials must be eliminated from the system via renal or hepatic excretion and
not accumulate in the body over extended periods of time. The increased toxicity of
larger CNDs and highly charged CNDs on a systemic level was linked to the reduced
effectiveness of renal excretion [221]. Particles with a size of more than 6 nm cannot
pass the glomerular basement membrane effectively, and charged particles are hin-
dered by the negatively charged glycocalyx of the epithelial podocytes to directly pass
to Bowman’s space, which impedes renal excretion, as pointed out by Truskewycz et
al. Furthermore, CNDs with a positive surface charge may disrupt the endo-lysosomal
system, even enter the nucleus, and interfere with the nuclear machinery, which will
be discussed in the following subsection in greater detail. This may also contribute
to the increased toxicity of CNDs with a positive surface charge [222]. Exposure to
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light may result in cytotoxic behavior of CNDs. Liu et al. [223] showed, with a tran-
scriptional analysis of cells exposed to photodegraded CNDs, that substances resulting
from the photodegradation of their CNDs showed significant toxicity. Furthermore,
the generation of ROS as a response to continuous excitation was observed for some
types of CNDs [37, 38]. ROS are highly reactive oxygen-containing molecules that in-
clude hydrogen peroxide H2O2, the superoxide anion O2

– and singlet oxygen 1O2 and
are important for the redox-balance of the cell [224]. However, an excess of ROS is
cytotoxic and may induce apoptosis [225].

Regarding the systemic distribution of CNDs, it is hard to identify properties that favor
retention in specific organs. While ultrasmall CNDs are not expected to be subject to
the EPR effect 7 due to their small size, other studies have shown significant retention
in tumor tissue. Recently, Li et al. [229] demonstrated that CNDs derived from citric
acid and 1,4,5,8-tetraminoanthraquinone show tumor-targeting behavior while showing
negligible retention in other organs. Due to the small size (average diameter of 2.5 nm)
of the CNDs employed in this study, renal excretion should have been unhindered. The
uptake mechanism responsible for the accumulation proposed by the authors of this
study is the transport via the large neutral amino acid transporter 1 (LAT1) prevalent
in many types of tumors.

Subcellular distribution and targeting

Depending on their individual properties CNDs migrate to different terminal loca-
tions inside the cell [230]. The organelles that were found to accumulate specific
types of CNDs, even without any functionalization post-synthesis, include the nu-
cleus [231–233], the mitochondria [234], the endosomes and lysosomes [215], and the
Golgi apparatus [235]. For the work discussed here, mainly targeting the nucleus and
the lysosomes and the release from the endo-lysosomal pathway into the cytoplasm are
of interest and thus will be discussed in greater detail in the following paragraphs.

The nucleus is a prominent target for therapeutic agents and of high interest for fluo-
rescence labeling in basic research. Targeting the nucleus is especially challenging since
multiple biological barriers must be overcome. First, the particles need to enter the
cytoplasm, which makes the release from vesicles necessary. After that, the particles
need to overcome the nuclear membrane, which may be, for example, achieved by dif-
fusion through the nuclear pore complex (NPC). Passive diffusion through the NPC is
only possible for very small particles, so even the diffusion of GFP with a diameter of
2.4 nm through the NPC is severely hindered [236]. Estimates for the size selectivity
of the NPC are around 5 nm [237]. For larger particles, import into the nucleus is pos-
sible by the presentation of a nuclear localization sequence (NLS). An NLS is a short
peptide sequence that binds to an importin and forms a complex, which is, in turn,

7The size ranges found in literature in which the EPR effect is at play vary significantly. While
Kang et al reported a significant accumulation attributed to the EPR for spherical polyethylene
glycol (PEG) particles smaller than 12 nm [226], other studies claim a lower size limit for the EPR
effect of as high as 100 nm [227]. To put these findings into perspective, it may be pointed out
that, besides the nanoparticles size, their shape and surface properties have also been linked to the
efficiency of the EPR effect [228]. As previously discussed, the EPR effect remains a controversial
topic.
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transported through the NPC [238]. Furthermore, a positive surface charge has been
shown to increase the interaction with the negatively charged nuclear membrane and
increase the uptake rate into the nucleus [239]. Efforts have been made to functional-
ize CNDs with an NLS [33] or amphiphilic groups [32] to facilitate nucleus targeting
beyond their inherent capabilities. Wang et al. [240] attributed the accumulation in
the nucleoli they observed, which are a nuclear substructure, to the positive surface
potential facilitating an interaction with the negatively charged nuclear regions and
the small size (around 2 nm) of their CNDs, allowing for easy penetration of the larger
nuclear pores.

There are essentially two different strategies for lysosomal targeting [241]. The first one
is via the default pathway of material that is taken up via endocytosis (see section 1.2.1).
The cargo inside endocytotic vesicles is transported to endosomes that may mature to
or fuse with lysosomes. This pathway may be exploited by nanoparticles that are
taken up via endocytosis and are unable to leave the lysosome on their own. This was
demonstrated with fluorescently labeled dextran [242,243], a polysaccharide known to
be taken up via different endocytotic processes depending on its size and terminally end
up in the lysosome. The distribution of some carbonaceous nanoparticles has also been
explained by this pathway [241]. The second pathway to the lysosome is mainly relevant
for small molecules. Since lysosomes are acidic organelles, weakly basic moieties of
molecules with lipophilic facets will get protonated, which may lead to the sequestration
of these molecules in the lysosome [244]. Functionalization of CNDs with lipophilic
amines resulted in lysosomal targeting in past studies [245,246]. The exit of entrapped
nanoparticles from the endo-lysosomal pathway is described as endosomal escape and
may be facilitated by a positive ζ-potential or rather many proton-accepting groups.
The strategy for endosomal escape that utilizes proton-accepting groups is called the
proton sponge effect (illustrated in Fig. 1.7 [247, 248]. The buffering effect of cationic
particles or polymers, removing protons from the endosome, triggers the V-ATPase
pump in the endosomal membrane to facilitate an influx of H+ to maintain the desired
pH value that will, in turn, lead to a Cl– influx [247]. The increased intra-endosomal
concentration of Cl– results in an increased osmotic pressure. Besides osmotic pressure,
factors that may play a role are polymer swelling [249] and the destabilization of the
endosomal membrane [250]. This may ultimately lead to penetration of the leaky
vesicle membrane or even endosomal rupture [251]. This strategy of endosomal escape
based on proton-accepting groups has been recently applied to release CNDs into the
cytoplasm [252,253].

Proof of principle applications

When the questions of biocompatibility, uptake, and distribution are answered, CNDs
may be applied in proof of principle experiments that demonstrate their applicabil-
ity in biomedical use cases. One of the most straightforward applications of fluores-
cent nanoparticles that target specific organelles is the staining of those organelles
for imaging. The capabilities of CNDs to target specific subcellular structures have
been outlined in the previous section and will thus not be addressed extensively here.
Advantages that CNDs may have over other conventional fluorophores, depending on
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where oxidative stress is beneficial for the therapy. The excess of ROS in these re-
gions may trigger autophagy or necrosis. Similarly, CNDs have also been employed in
photothermal therapy as photothermal transducers [216,255]. Here, the photothermal
transducer converts the optical excitation energy to a large share into vibrational energy
transferred as heat to the environment, resulting in a local rise in temperature [258].
Photosensitizers and photothermal transducers that absorb in the near-infrared region
are especially useful for photodynamic and photothermal therapy. Since the optical
window of biological tissues, where light sees only little absorption, is in the near-
infrared region [259], minimally invasive therapy can be realized with particles that
absorb in this region.

Similar to their semiconductor counterparts CNDs have also been used as in vitro
and in vivo photometric nanosensors [22, 23]. This includes applications in tempera-
ture [24, 25], pH [26–29], and chemical sensing [30, 31] in biological environments. In
conjunction with intracellular targeting, as discussed in the previous subsection, CNDs
may be engineered to measure properties even in specific organelles or cellular compart-
ments. This has been demonstrated by applying functionalized CNDs as FRET-based
radiometric sensors for the prominent ROS H2O2 in mitochondria [31] or in the pho-
tometric measurement of the intra-lysosomal pH with lysosome-targeted CNDs with a
pH-sensitive fluorescence [28,29].
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1.4 Quantitative analysis of subcellular distributions

As evident by the discussion in the previous section, knowing the target organelles of
nanoparticles in biomedical applications is imperative. Comparisons between differ-
ent samples can only be effectively conducted if quantitative and testable results are
present. Since Paper I primarily focuses on the colocalization of subcellular struc-
tures with nanoparticles, the fundamental concepts related to this topic must be first
introduced.

1.4.1 Colocalization

Colocalization experiments are potent tools to reveal the subcellular localization of
fluorescent objects like GFP-tagged proteins or nanoparticles [260,261]. An object with
a known subcellular location is stained fluorescently to reveal its location in the cell in
the first channel of the microscopy image, and the fluorescent object of an unknown
location is recorded in the other channel. If the fluorescence in both channels coincides
or correlates spatially, the objects are colocalized. One method to evaluate this kind
of data is a visual inspection of the overlay of both channels and looking for mixing
colors. While this qualitative method is still applied in many cases, it is subjective and
prone to a list of errors and biases [260]. Visual inspection is prone to variations in
the intensity of the individual channels, leading to different mixing colors and, in turn,
completely different results. A more objective way to evaluate these experiments is to
employ approaches that quantify the degree of colocalization in an image. The first class
of techniques discussed here is called pixel or intensity-based colocalization methods
(reviewed in [260]). Here, the signals in both channels are compared or correlated for
pixels that coincide spatially. The comparison or correlation with neighboring pixels in
the complementary channel is disregarded entirely. One of the most simplistic metrics
to evaluate colocalization is the Pearson correlation coefficient r, which measures the
linear correlation between the pixel values [262]

r =

∑n

i=1(ai − ā)(bi − b̄)
√

∑n

i=1 (ai − ā)2
√

∑n

i=1(bi − b̄)2
. (1.15)

Here, the covariance of the signals in the first (ai) and the second (bi) channel for
each pixel i is divided by the product of the standard deviations of the signals in
each channel. Please note that this coefficient is only applicable for linear relations
between pixel intensities. The Pearson correlation coefficient can take a maximum
value of 1 corresponding to complete colocalization, a value of 0 for no correlation,
and a minimum value of −1 for complete exclusion. Midrange values are hard to
interpret, and intensities from the whole image are considered with equal weight. This
metric should be used to indicate if a high amount of colocalization is present in the
sample and has only limited use in quantifying the amount of partial colocalization in
an image [263]. The Manders colocalization coefficients [264] M1 and M2 are a more
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suitable metric for evaluating partial correlation and may be understood as pixel-based
colocalization quantifiers [263].

M1 =

∑n

i ai,coloc
∑n

i ai
, M2 =

∑n

i bi,coloc
∑n

i bi
, (1.16)

where ai,coloc = ai if bi > 0 and ai,coloc = 0 if bi = 0. Accordingly, bi,coloc = bi if ai > 0
and bi,coloc = 0 if ai = 0. Other thresholds than zero may be used to determine the
colocalized signals ai,coloc and bi,coloc. The coefficients M1 and M2 are good quantifiers
of the overlap between both channels and may also be employed to distinguish between
partial and complete colocalization. One drawback is that they are sensitive to noise
since it distorts the correct determination of ai,coloc and bi,coloc [261].

While quantitative pixel-based methods are a significant improvement over pure visual
inspection, they also have some drawbacks. The most notable flaw is that information
from neighboring pixels that still contains information about the distribution of the
objects is disregarded. Colocalization between objects that move significantly between
the acquisition of the two fluorescence channels is, therefore, systematically underesti-
mated. To address this issue, object-based colocalization methods have been developed.
Here, objects are first extracted from the image by, for instance, segmentation or fit-
ting. Then, the distribution of objects is analyzed or correlated. There is a wide range
of object-based colocalization approaches, from simple overlap analysis [265] to com-
plex techniques such as clustering by Voronoi tesselation [266, 267]. The object-based
colocalization approach used in Paper I is based in spatial statistics, which will be
introduced in the next section.

1.4.2 Spatial point pattern analysis

Spatial point pattern analysis is an area of spatial statistics and is extensively treated
in [268]. A spatial point pattern is a dataset that contains the locations of a set of
points together with additional information, such as the domain the pattern resides on
and covariates that may relate to the point pattern and marks. Marks are attributes
of each point in the dataset and may be either continuous or categorical. A dataset
may, for example, contain the locations of trees in a forest. Here, the domain may
specify the area that was considered, and a possible covariate may be given by the
terrain elevation or the pollution level of the ground specified on the whole domain.
An example of a categorical mark is the species of the tree, and the height of each tree
would be an example of a continuous mark.

Point patterns may be generated by stochastic point processes. There is a vast the-
ory on stochastic point processes that can not be adequately reviewed in this setting.
Instead, only the most relevant topics to this work will be touched on here. The
point process that generates complete spatial randomness (CSR) data is the homoge-
neous Poisson point process. The two defining properties are namely the homogeneity,
describing that there is no preference for any location, and the independence of the
densities from any arbitrary region of the outcome of any other. As a result, the ex-
pectation value of the number of points in an arbitrary region is proportional to its
area A. If the region is divided into small areas of equal size, the number of points in
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Here, dij denotes the distance between the point with the index i and the point with the
index j, n is the number of points in the point pattern, and Ω is the size of the domain
the point process is defined on. The function I{·} is the indicator function that takes a
value of zero if its argument is false and a value of one if its argument is true, and bij(r)
is an optional boundary correction. The K-function indicates clustering or spacing in
different distance regimes as a deviation from CSR, which can be summarized under
the general term correlation. Data generated by a homogeneous Poisson process results
in a parabolic K-function. Note that events at small distances affect the value of the
K-function at large distances. To avoid the cumulative character of the K-function
the pair correlation function may be introduced as

g(r) =
K ′(r)

2πr
. (1.18)

In practice, the empirical pair correlation function is calculated via an estimator like

g(r) =
Ω

2πrn(n− 1)

n1
∑

i=0

n2
∑

j=0

κh(r − dij)bij(r), (1.19)

where κh(r) is a rescaled smoothing kernel or via the numerical differentiation of the
smoothed K-function. The nearest neighbor function G(r) indicates what fraction of
points have a nearest neighbor distance value of less than or equal to r. The estimator
of G(r) may be written as

G(r) =
1

n

n
∑

i

I{di ≤ r}, (1.20)

where di is the nearest neighbor distance of the i-th point.

While summary functions contain information about the point pattern, they are, on
their own, insufficient for statistical inference. Statistical inference may be conducted
by testing a point pattern’s summary functions against point patterns that are gen-
erated under a model assumption. One of the ways to perform such a test is called
envelope testing. Essentially, the envelope is constructed via a Monte-Carlo simula-
tion that generates point patterns under an assumption, the null hypothesis H0, and
calculates a summary function for each simulated point pattern. For the ensemble of
simulated summary functions at each distance r the 1−α least extreme points are used
to construct the envelope for the hypothesis test, where α is the significance level. If
the summary function lies outside of the envelope in a given interval [r1, r2], the null
hypothesis may be rejected for this interval with a p-value of p = α. To give an ex-
ample, if a measured point pattern is hypothesized to show spatially non-independent
behavior in an interval [r1, r2], H0 may state that the point pattern was generated
by complete spatial randomness. As a significance level, one might choose α = 0.05.
To test this hypothesis, 1000 simulations of a homogeneous Poisson process may be
generated, and a suited summary statistics like the K-Function may be calculated for
each simulated point pattern. For each r, the 950 points closest to the mean value of
the summary function are used to construct the envelope. If the summary function of
the measured data lies outside of the envelope within the interval [r1, r2], H0 may be
rejected, and the measured data is different from CSR with p = 0.05. The behavior
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and n2 is the number of points in the second channel. The estimator for the bivariate
K-function may be written as

K12(r) =
Ω

n1n2

n1
∑

i=0

n2
∑

j=0

I{dij ≤ r}bij(r) (1.21)

Analogously, the bivariate pair correlation function is given by

g12(r) =
K ′

12(r)

2πr
. (1.22)

Indicating correlations between the points of different marks, g12(r) indicates clustering
or spacing relative to CSR between points from the first and second channel. The
estimator for the bivariate nearest neighbor function is defined as

G12(r) =
1

n1

n1
∑

i=0

I{d
[12]
i ≤ r}bij(r). (1.23)

Here, d[12]i is the distance of the i-th point from the first channel to its nearest neighbor
in the second channel. The function G12(r) indicates how many points originating from
the first channel have a nearest neighbor distance of less than or equal to r. Similar to
Fig. 1.8, the behavior of bivariate summary statistics for independent and correlated
marked point patterns is illustrated in Fig. 1.9.



Chapter 2

Experimental methods

2.1 Carbon nanoparticles used in this work

2.1.1 Microwave-assisted synthesis

The CNDs used throughout the work related to this thesis have been prepared via
a solvent-free microwave-assisted synthesis approach based on the method published
initially by Qu et al. [74], which was adapted to a microwave reactor by Fasbender et
al. [110]. This procedure uses citric acid and DETA as precursors for the bottom-up
assembly of carbon nanodots. First, 210mg anhydrous citric acid and 340mg DETA
are mixed by stirring in a microwave reaction vessel. The vessel is then sealed and
placed in a CEM Discover microwave reactor to heat it to a target temperature of
180 ◦C with a maximum power of 300W under continuous mixing with a magnetic
stirrer. After a hold time of 150 s at the target temperature, the vessel is cooled by
pressurized air to quench the reaction. The product is subsequently dispersed in DI
water and placed in a 10ml dialysis tube with a cut-off size of 100−500Da and dialyzed
against 2 l of DI-water. The water is exchanged three times within the timespan of 48 h.
The dialysis product may be lyophilized for redistribution in the desired solvent or as
a preparation for further modifications.

2.1.2 Modification via EDC and NHS

The modification of the as-synthesized nanoparticles bearing carboxylic moieties on
their surface with molecules that are terminated with amino groups is often desirable.
The application of EDC/NHS coupling chemistry was initially proposed and performed
by Serap Üçlü from Laura Hartmann’s lab for glycofunctionalization of the CNDs from
our lab. Meanwhile, Kai Lennard Fastabend also successfully applied this synthesis
route to functionalize CNDs with PEI to yield CNDs with a positive ζ-potential. The
quantities of the reactants vary based on the desired degree of functionalization and
specific molecules. However, the general procedure with the amounts used by Kai
Lennard Fastabend [274] for the conjugation with PEI is as follows.
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optical image D(r) is constructed by the convolution of the confocal PSF PSFconf (r)
of the system and the object O(r). With the addition of noise N(r), the equation for
the construction of the image is given by [282]

D(r) = O(r)⊗ PSFconf (r) +N(r). (2.1)

Therefore, the width of the PSF directly impacts the resolution of the system. On
the other hand, the size of the pinhole also limits the number of photons that reach
the detector and contribute to the signal. A trade-off between a high signal (wide
pinhole) and a high resolution (small pinhole) has to be made. While arguments for
other pinhole sizes can be made under particular circumstances, a pinhole size of one
Airy unit is considered a good standard value for imaging. With a confocal arrange-
ment, only light from the confocal volume is collected. In order to obtain a complete
image, scanning is required. While specimen scanning, i.e., moving the specimen in
relation to the optical set-up, can be used, this method is relatively slow and may
interfere with the integrity of the sample. With improvements in the manufacturing
of optical systems, the method of laser scanning, i.e., moving the excitation spot over
the sample, has become the standard technique for confocal image construction today.
This scanning technique can be realized by implementing a pair of scanning mirrors
in the beam path. The drawback of laser scanning compared to specimen scanning
is that the beam path to the excitation spot is now off-axis, which may lead to opti-
cal aberrations. Alongside the demand for high-quality optics, this drawback can be
minimized by placing the region of interest in the specimen close to the optical axis.
The advantage of laser scanning is the improved scanning speed and the minimization
of sample movement. An appropriate spatial sampling rate has to be chosen to avoid
aliasing due to undersampling and overexposure, possibly leading to photodamage and
unnecessarily prolonged total acquisition times due to oversampling. According to the
Nyquist-Shannon-Theorem, the sampling rate has to be more than twice as high as the
maximum signal frequency. To prevent aliasing artifacts, the scanning process must be
adjusted so that more than two (a typical recommended value is 2.3) pixels fit inside
the resolution limit. The exclusion of light from planes neighboring the focal plane
allows three-dimensional imaging scanning microscopy.

2.2.1 Airyscan microscopy

The principle of Airy scanning may be used on a confocal set-up to enhance its scanning
speed [283] or to perform super-resolution microscopy [284]. This section will focus on
the latter and is heavily based on Weisshart’s paper [282]. The Airyscan method
employs a detector array arranged in a facet eye fashion (see Fig. 2.4), where the
central detector element is placed on the optical axis and thus corresponds to the
detector of a traditional confocal microscope. The non-central detector elements are
displaced relative to the optical axis and therefore sample the point spread function at
different positions simultaneously. Each detector element records a different mode of
the same image by acting as an individual pinhole with sub Airy unit size. Taking the
values of the ZEISS LSM 880, this allows imaging at a pinhole as small as 0.2AU while
collecting photon numbers comparable to a pinhole size of 1.25AU with the whole
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debris and doublets are typically removed in a pre-gating step. While time-consuming
and requiring a high degree of proficiency by the operator, this process is still the stan-
dard in modern-day clinical routines. In the last decade, other algorithmic approaches
using clustering for automatic gating and dimensionality reduction for visualizations
entered the field [290,291]. Automatic detection of clusters is possible with algorithms
like SPADE [292] and FlowSOM [293] that, in turn, also provide more accessible repre-
sentations of the dataset. A common approach for non-linear dimensionality reduction
for data visualization that has also been employed in flow cytometry is t-distributed
stochastic neighbor embedding (tSNE) [294,295]. The tSNE algorithm was also applied
in our work for the visualization of high-dimensional data in Paper II.



Chapter 3

Subcellular distribution of carbon

nanodots

Information about the subcellular location of a nanoparticle is crucial to assess its
applicability in biomedicine, as discussed in chapter 1.3. In that chapter, it was also
discussed that the target organelle of CNDs varies depending on the properties of the
nanoparticle. To determine the target location and thereby shed light on the appli-
cability of the CNDs used here, colocalization experiments were conducted using Airy
scanning microscopy, which was treated in chapter 2.2.1. Furthermore, an object-based
colocalization method based on spatial statistics, introduced in chapter 1.4.2, is pre-
sented here. The instruments of spatial statistics help to address common shortcomings
of traditional colocalization methods since the analyzed objects do not need to over-
lap in both channels. This method allows for testing of the distribution of objects in
the measurement against a model assumption. It is especially suited for microscopy
methods with a high spatial resolution but poor temporal resolution, which results in
a significant time lag between the acquisition of both channels.
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Identification of nanoparticles as vesicular cargo
via Airy scanning fluorescence microscopy and
spatial statistics†

Christian Wimmenauer and Thomas Heinzel *

Many biomedical applications of nanoparticles on the cellular level require a characterisation of their

subcellular distribution. Depending on the nanoparticle and its preferred intracellular compartment, this

may be a nontrivial task, and consequently, the available methodologies are constantly increasing. Here,

we show that super-resolution microscopy in combination with spatial statistics (SMSS), comprising the

pair correlation and the nearest neighbour function, is a powerful tool to identify spatial correlations

between nanoparticles and moving vesicles. Furthermore, various types of motion like for example

diffusive, active or Lévy flight transport can be distinguished within this concept via suitable statistical

functions, which also contain information about the factors limiting the motion, as well as regarding

characteristic length scales. The SMSS concept fills a methodological gap related to mobile intracellular

nanoparticle hosts and its extension to further scenarios is straightforward. It is exemplified on MCF-7

cells after exposure to carbon nanodots, demonstrating that these particles are stored predominantly in

the lysosomes.

1 Introduction

To employ nanoparticles in biomedical applications such as

drug or gene delivery, it is mandatory to determine their

subcellular location aer uptake. A common approach relies on

using uorescent or uorescence-marked particles in combi-

nation with staining the candidate organelles, aer which the

system is studied by uorescence imaging and subsequent co-

localization analysis. This powerful concept has provided

many highly relevant results, like the clarication of viral

uptake mechanisms1,2 or the characterisation of a variety of

potential nanoparticle systems for drug delivery and photody-

namic therapy.3–5 However, the technique experiences also

several limitations. One of these arises in a typical scenario,

where the two uorescence channels have to be detected with

the same sensor, thus requiring sequential sampling of the two

images for each channel and subsequent data analysis. In this

case, the measured spatial correlation can be disturbed by the

motion of the nanoparticles and vesicles during the single

image data acquisition time. Object based colocalization methods

have been established which relate spatially the structures in

both channels aer a segmentation step. Prominent methods

from this eld include Voronoi tessellation,6 trajectory

correlation7 and overlap analysis.8 More recently, methods from

spatial statistics found their way into this eld, with the best

known example being the bivariate version of Ripley's K-func-

tion.9,10 Further numerical instruments such as the pair corre-

lation function11 (PCF), the estimation of interaction

probabilities based on point patterns10,12,13 or the nearest

neighbour function (NNF)8 have also been successfully applied

to co-localization problems. In some cases, however, these

powerful methods also experience limitations, in particular for

vesicles that move signicantly on the time scale set by the

microscopy scans and regarding the spatial resolution limits by

conventional confocal microscopy.

In the present work, we show that these problems can be

reduced or avoided altogether, respectively, by a combination of

super-resolution microscopy, here in the form of Airy scanning

uorescence microscopy, with a subsequent spatial statistics

analysis which we denote by SMSS in the following. Airy scan-

ning microscopy yields a higher resolution and superior signal-

to-noise ratio compared to conventional confocal imaging, as

required for vesicles with sizes below z500 nm. We apply the

PCF and the NNF to the measured data and create envelopes

representing 95%-condence intervals. They are based on

Monte-Carlo-simulations of complete spatial randomness (CSR)

and a model for transport with heavily tailed jump distances. It

is shown that these envelopes are of relevance for hypothesis

testing and for proving consistency of the measured data with

an underlying assumption.14,15

As a topical model system, MCF-7 cells incubated with ultra-

small carbon nanodots (CNDs) are used. Even though the family
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of CNDs is relatively diverse,16 common features such as good

solubility in water,17,18 low toxicity19,20 and accessible function-

alization protocols21,22 put them in the focus for biomedical

applications. Proof of principle experiments for drug

delivery,23–25 photosensitizing,26,27 deep tissue imaging28,29 and

intracellular sensing18,29 have been reported. Their intracellular

storage in different target organelles depends on the composi-

tion, surface functional groups and periphery of the particle.30

While several groups have identied the vesicles of the endo-

lysosomal system as primary location,31,32 they appear to be

stored in the Golgi apparatus,33 mitochondria34 or in the

nuclei35 in other experiments. We have designed a study of the

colocalization of CNDs with lysosomes. The computed statis-

tical functions are compared with model envelopes and are

discussed in the context of a positive control (double labelled

lysosomes) and a negative control (labelled lysosomes and Golgi

apparatus).

The same detector is used for both uorescence channels to

be compared, which thus have to be acquired by sequential

scanning. Sequential scanning is favored in some colocalization

problems, since it minimizes the bleed through from a uo-

rophore with a broad emission spectrum into the other

channel, which is detrimental to colocalization analysis. Espe-

cially for nanoparticles with intrinsic uorescence properties it

may be, therefore, hard to optimize for a simultaneous acqui-

sition. Furthermore, limitations in the available instrumenta-

tion may pose a problem since for sophisticated methods like

Airy scanning or STED simultaneous acquisition of multiple

uorophores, while possible, sets high requirements on the

setup. Since the acquisition of an image takes up to 2 s, inten-

sity correlation based colocalization analysis fails due to the

vesicular motion by a distance comparable to, or even larger

than, their size within the acquisition time of one frame, see

Fig. 3 (zoom-in, second row). Therefore, in this typical scenario,

an object based analysis method needs to be applied.

2 Materials and methods
2.1 Carbon nanodots

2.1.1 Synthesis. CNDs were prepared via a slightly modied

version of the bottom up synthesis method proposed by Qu

et al.17 as described in detail elsewhere.19 0.21 g anhydrous citric

acid (Alfa Aesar) and 0.34 g diethylenetriamine (Merck) were

mixed and treated in a closed microwave reaction chamber

(CEM Discover) at 180 °C for 150 s under continuous stirring.

The resulting product was dissolved in DI water, placed in

a 100–500 Da dialysis tube (Float-A-Lyser) and dialysed against

2 L of DI water for 48 hours. The water was exchanged three

times during the process. The dialysis product was lyophilized

to obtain the dry mass and redissolved in phosphate-buffered

saline (PBS, Gibco) and sterile ltered (pore size 0.22 mm,

Satorius).

2.1.2 Characterisation. The as prepared CNDs were char-

acterized via Raman spectroscopy, transmission electron

microscopy (TEM), X-ray photoelectron spectroscopy (XPS),

CHN elemental analysis, uorescence spectroscopy and atomic

force microscopy (AFM) in previous work.19 This section will

briey summarize the already published ndings. In Raman

spectroscopy a pronounced G-band around 1596 cm−1 corre-

sponding to graphitic sp2-carbon as well as a D-, D1-, D2- and

D3-band at (1375, 1195, 1264 and 1412 cm−1) corresponding to

different sp3-carbon containing groups were found. In TEM

measurements on an amorphous carbon substrate nano-

particles with an average diameter of 3.3 nm and a lattice with

an hexagonal symmetry and a lattice constant of 0.223 nm were

found. Taking lattice strain due to impurities and the limited

size of the particles into account, this value is in good agree-

ment with the lattice constant of bulk graphene (0.246 nm). In

CHN elemental analysis the mass fractions were determined to

be 40% carbon, 8% hydrogen and 19% nitrogen. Attributing the

remaining mass fractions to oxygen is consistent with the

results from the XPS measurement. From AFM measurements

on silicon oxide the height was determined to range between

1 nm and 2 nm, which is in good agreement with the height of

two to three layers of graphene on this kind of substrate.

The absorbance spectrum shows two pronounced peaks in

the UV-region, one around 230 nm commonly attributed to the

p–p*-transition of the graphitic carbon domains and one

around 350 nm which is attributed to the n–p*-transition of

C]O moieties.17 The employed CNDs display their strongest

emission around 460 nm, if excited at 360 nm. A quantum yield

of 23% was obtained for these particles.

2.2 Cell experiments

2.2.1 Cell culture. MCF-7 cells, a breast cancer cell line

from an invasive breast ductal carcinoma, were cultivated in

medium consisting of RPMI 1640, 10% fetal bovine serum and

1% penicillin streptomycin solution. The cells were maintained

at 37 °C and 5% CO2 in a Heracell 150i (Thermosher Scien-

tic™) incubator in a 75 cm2 cell culture ask. The culture was

split every three to four days using a trypsin/EDTA solution

(Sigma-Aldrich).

2.2.2 Transfection and incubation with CNDs. MCF-7 cells

are seeded out at a density of (10 000–15 000) cells per well in an

8 well m-slide (no. 1.5 polymer coverslip, tissue culture treated,

Ibidi™) 48 hours prior to imaging. CNDs are added to respec-

tive wells to yield a concentration of 500 mg mL−1. The cells in

the respective chambers were transfected with reagents from

the CellLight™ BacMam 2.0 product series (Invitrogen™) 24

hours prior to imaging. To label the lysosomes CellLight™

Lysosomes-RFP and CellLight™ Lysosomes-GFP was used

yielding MCF-7 cells expressing a fusion protein of LAMP1 and

the respective uorescent protein. To label the Golgi apparatus

CellLight™ Golgi-GFP was used yielding MCF-7 cells expressing

a fusion protein of the human Golgi resident enzyme N-ace-

tylgalactosaminyltransferase and GFP. One hour before

imaging the samples were washed with PBS and the medium

was exchanged with fresh full medium. Between the prepara-

tion steps the sample was kept in the incubator at 37 °C and 5%

CO2.

2.2.3 Microscopy. The as treated specimen were imaged

using a Zeiss LSM 880 Airyscan confocal microscope with an

63× oil objective (Planachromat, NA 1.4) at 37 °C. Owing to the

Nanoscale Adv. © 2023 The Author(s). Published by the Royal Society of Chemistry
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employed 32-channel gallium arsenide phosphide photo-

multiplier tube (GaAsP-PMT) area detector with each detector

element collecting a full confocal image the Zeiss LSM 880

Airyscan has an improved signal-to-noise ratio compared to

conventional confocal microscopy. It can be run in super-

resolution mode with a lateral resolution of down to 140 nm or in

fast mode collecting multiple line scans in parallel resulting in

a signicantly reduced scan time.36,37 The images were acquired

in superresolution mode and time series in fast mode. To image

the CNDs, a 405 nm laser diode was used for excitation. For GFP

excitation, an argon laser with a wavelength of 488 nm was used

for excitation and RFP was excited by a 561 nm diode pumped

solid state laser was used for excitation. In all measurements

channels were acquired frame wise.

2.3 Data analysis

A schematic representation of the SMSS protocol is shown in

Fig. 1.

Wavelet segmentation is performed via the implementation

of the open image analysis platform Icy.38 The watershed

method is then applied to the binary image, and the point

pattern is extracted with the analyze particles function imple-

mented in Fiji.39

2.3.1 Bivariate spatial statistics. Programs to perform the

spatial point pattern analysis make extensive use of functions

from the spatstat package40 for the R programming language.

The bivariate G-function

G12ðrÞ ¼
1

n1

X

n1

i¼0

I
n

di
½12�
# r

o

(1)

measures the number of spots with a nearest neighbour

distance below r, and di
[12] denotes the nearest neighbor

distance between spot i of type 1 and the type 2 spots. Here, I{Y}

is the indicator function that takes the value of one if the

statement Y is true and gets zero if Y is false.

The bivariate pair correlation function is related to the

probability of nding a spot of type 1 a given distance r from

a spot of type 2. It is dened via the derivative of the bivariate K-

function

g12ðrÞ ¼
K

0
12ðrÞ

2pr
; (2)

with the bivariate K-function

K12ðrÞ ¼
U

n1n2

X

n1

i¼0

X

n2

j¼0

I
�

dij# r
�

bijðrÞ; (3)

which measures the number of type 2 spots inside of a circle

with radius r and around a type 1 spot the area of the region of

interest (ROI) is denoted by U and the number of spots is

denoted by n. The expression bij(r) corrects for edge effects. In

our particular case, the translation correction41 is applied. The

manually estimated borders of the cell from the auto-

uorescence were selected as ROI. The nucleus was excluded

from the ROI to prevent articial ination of the summary

functions (images of the ROIs are available in the ESI†). Model

calculations of G12(r) and g12(r) for clustered and for periodically

arranged spots are reproduced in the ESI.† Since in contrast to

g12(r), G12(r) neglects points beyond the nearest neighbor but

has a more intuitive interpretation, giving the share of points

that found their nearest neighbor up to a distance of r, these two

summary functions are complementary and we discuss both of

them below.

For the interpretation, the spatial statistical functions as

obtained from the measured data are compared to reference

envelopes. To construct them, an ensemble of N= 100 simulated

point patterns is generated under a model assumption. For

these simulated point patterns an ensemble of summary func-

tions is calculated, capturing the behaviour of the model. For

a signicance level a = 0.05 the 5% that deviate the most from

the mean are excluded from the ensemble of simulated

summary functions at each distance r. The minimum and

maximum of the remaining points describe the borders of the

envelope. If the respective summary function of the measured

data lies outside of the envelope inside of a certain interval in r,

the p-value is grater than the signicance level (p > a) and the

underlying model (null hypothesis) is rejected in this interval.

The rst tested model was a uniform random distribution

inside the ROI of the type 2 spots (red channel), while the type 1

spots had the same distribution as the measured data. The

underlying null hypothesis is that the positions of the type 2

spots are independent of the type 1 spots. In the second tested

model the positions of the type 1 spots are again the same as for

the measured data. To test the null hypothesis of transport with

a lognormal distribution of jump distances the simulated type 2

spots were generated by shiing each of the type 1 spots by

a vector~si. Length j~sij was sampled from a lognormal distribu-

tion that was tted to the jump distance distribution of the

measured data and the angle q that describes the direction was

sampled form a uniform distribution. If a simulated point of

type 2 was generated outside of the ROI a new vector ~si was

generated. To ensure that the number of type 2 points in every

simulation (ns) corresponds to the number of type 2 points in

the measurement (nm), spots in random locations were added

(if nm > ns) or the set of simulated points was sub-sampled to

match nm (if nm < ns).

2.3.2 Single particle tracking and trajectory analysis. To

determine the particle trajectories from themicroscopy data the

TrackMate plugin42 for the open source image analysis platform

Fiji39 is used. The particle positions were detected with the

Laplacian of Gaussians detector (d = 0.8 mm) and detected

objects were ltered aerwards based on mean intensity and

quality. With the Simple Linear Assignment Problem Tracker43

with a linking distance of 1 mm, amaximum gap of 2 frames and

a gap closing distance of 2 mm, the lysosomal trajectories are

constructed. Merging or splitting events were disregarded.

Trajectories with less than ten time points or more than ve

gaps were excluded.

3 Results and discussion
3.1 Single particle tracking of lysosomes

Lysosomes are actively transported via kinesin and dynein along

the microtubuli,46 which manifests itself in short bursts of

© 2023 The Author(s). Published by the Royal Society of Chemistry Nanoscale Adv.
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directed motion. In between these intervals of active transport,

lysosomes show (sub-) diffusive behaviour, which has been

attributed to lingering at the intersections of microtubuli.47

This bimodal motion resembles a Lévy walk.48–50 To

construct envelopes for the assumption of transport, knowledge

about the jump distance distribution is necessary. To obtain

insight in the underlying transport dynamics, single particle

tracking was performed on a time series measurement over 100

time points with an acquisition time of 827 ms per frame. Aer

excluding trajectories shorter than 8.3 s, 763 trajectories

remain, which form the input of the analysis. Typical trajecto-

ries are reproduced in Fig. 2(a).

The distribution of frame-to-frame jump distances is heavy

tailed and can be described reasonably well by a log-normal

distribution with s = 0.94 and m = −1.87, see Fig. 2(b), in

agreement with recent results.50 Following a similar workow to

the method presented by Pinholt et al.,51 the trajectories are

classied prior to an analysis of their time dependent ensemble

mean square displacement (MSD) as follows. Eight descriptive

features, i.e., the mean, standard deviation, skewness and

kurtosis of the jump distance distribution, as well as the

straightness, sinuosity, average MSD and turn angle correla-

tion52 are calculated for each trajectory, providing a space for

classication via the density based clustering algorithm density-

based spatial clustering of applications with noise (DBSCAN).45 A

non-linear dimensionality reduction via t-distributed stochastic

neighbor embedding (tSNE)44 was applied prior to the clustering.

From the six emerging clusters, see the ESI† for detailed

Fig. 1 Illustration of the proposed protocol comprising Airy scanning fluorescencemicroscopy in the superresolutionmode in combination with
spatial statistics (SMSS). First, a wavelet segmentation is applied to extract the spots in each channel, then the watershed method is applied and
the centers of the spots are extracted. Bivariate spatial statistics is applied to yield the summary function, i.e. g12(r) in this illustration. To test the
distribution against a random distribution of lysosomes in the red channel, the green points are used as a starting point for a Monte-Carlo-
simulation. From the Monte-Carlo-simulations for spatial randomness (red triangles in the frames to the lower left) an envelope is constructed
that encloses the 95 least extreme values of the summary functions from the simulations (blue shaded area). The dashed orange line denotes the
mean value of the simulated summary functions for spatial randomness.

Nanoscale Adv. © 2023 The Author(s). Published by the Royal Society of Chemistry
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information, two consisted of very few points and where

therefore excluded from the subsequent MSD analysis. Fig. 2(c)

shows the resulting averaged MSD curves for the three clearly

distinguishable extracted states (full curves in ESI†). Fitting the

data to the standard expression MSD = 4Dta gives the t

parameters as summarized in displayed in Table 1. Class 1

(cluster 2, red), which forms by far the largest group, is diffusive,

i.e., a z 1. The trajectories of class 2 (cluster 3, blue) are

immobile to a good approximation, while class 3 (cluster 1,

black and cluster 4, green) is subdiffusive.

Typical sample trajectories of the three classes are shown in

Fig. 2(a). Class 1 trajectories correspond to lysosomes travelling

predominantly along laments without changes of the direction

by large angles. The lysosomes with class 2 trajectories are

essentially captured at some structure, for example a lament

junction. Lysosomes travelling along the laments with

frequent large-angle changes of the path form class 3. The

values for the diffusion constant are within a reasonable range

compared to the literature.50,53 It should be noted that this

classication treats the trajectories globally, in contrast to

segmentation of the trajectories into different diffusive states,

in which bursts of directed motion appear on smaller time

scales below 10 s.50 A ner temporal resolution in combination

with a more sophisticated segmentation algorithm may provide

more insight into the lysosomal movement patterns on a single

particle level, but is beyond the scope of this work. These

studies show that a signicant fraction of the lysosomes move

farther than their size within the capture time of a picture

frame, which suggests them a suitable test bed for the SMSS

analysis.

3.2 Control experiments

To validate the SMSS protocol, we perform two control experi-

ments and determine their corresponding reference envelopes.

In the positive control experiment, MCF-7 cells are transfected

to express a fusion protein of the lysosome resident protein

LAMP1 and RFP as well as a fusion protein of LAMP1 and GFP.

Fig. 3(a)–(d) reproduce characteristic uorescence microscope

images. Since both channels capture the location of the same

subcellular structure the employed method is expected to yield

maximum colocalisation under the present experimental

conditions. The two bivariate functions G12(r) and g12(r) of the

experimental data should therefore reside inside the reference

envelope for the transport model, i.e. spatial correlation. As can

be seen in Fig. 4(a) and (b), respectively, the measured bivariate

functions lie inside the condence intervals for r # 500 nm,

deviate slightly from them for larger distances, but remain close

up to the largest distances studied, i.e. 3.3 mm. The reference

envelope for spatial independence, on the other hand, is

distinctly separated from the experimental data, showing some

overlap only at large distances above r = 1.8 mm for G12(r), and

in the range r = 1.2 mm for g12(r). As an interpretation example,

we evaluate that therefore, for distances r < 1.2 mm, the null

hypothesis of the spatial randomness can be rejected with p <

0.05. From G12(r = 1.2 mm) z 0.8, on the other hand, we can

infer that 80% of points in the green channel have a nearest

neighbor distance of less than 1.2 mm to points in the red

channel. This positive control experiment shows how a close to

perfect cross-correlation will look like in our experiments. We

explain the deviations between the measured trace and the

reference envelope for correlation at larger distances with the

three-dimensional character of the cell. As soon as lysosomes

move into or out of the focal plane, the correlation is blurred.

This will set in at the focal length of the microscope, which in

our case equals approximately 500 nm. Furthermore, the

treatment of points exiting the edge of the ROI in the simulation

may also introduce a bias. If a simulated point is generated

outside of the ROI, a new point is generated until it lies inside of

the ROI. This treatment may introduce a bias that favours small

jump distances for points close to the cellar border.

Fig. 2 Single particle tracking of lysosomes. (a) Extracted single
particle trajectories colored according to the identified cluster via

cluster analysis with t-distributed stochastic neighbor embedding

(tSNE)44 and density-based spatial clustering of applications with noise

(DBSCAN).45 The size of the scale bar amounts to 5 mm. (b) A lognormal
distribution was fitted to the frame to frame jump distance for all
trajectories. (c) Three different subtypes of lysosomal motion, namely
immobile, subdiffusive and diffusive, were identified for the four
clusters by inspection of their MSD scaling.

Table 1 Results of the power law fit to the MSD functions displayed in
Fig. 2(d). Displayed are the type of motion, the effective diffusion
constant D and the exponent a from the expression MSD = 4Dta, the
number of trajectories in the cluster N and the coefficient of deter-
mination R2

Cluster Type D [mm2 s−1] a N R2

1 Subdiffusive 0.048 � 0.003 0.66 � 0.03 147 0.98
2 Diffusive 0.036 � 0.002 1.06 � 0.019 466 0.99
3 Immobile 0.025 � 0.003 0.14 � 0.06 33 0.30
4 Subdiffusive 0.047 � 0.004 0.77 � 0.05 108 0.95

© 2023 The Author(s). Published by the Royal Society of Chemistry Nanoscale Adv.
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Nonetheless, reasonable agreement of the measured data with

the transport model persists.

For the negative control experiment, the cells were trans-

fected to express a LAMP1/RFP fusion protein labeling the

lysosomes, but this time co-labeled with a fusion protein for an

enzyme resident in the Golgi, namely N-acetylgalactosaminyl-

transferase with GFP, see Fig. 3(e)–(h) for uorescence micros-

copy images. The labeled organelles are spatially disjunct and

correlate only in the sense that their locations mutually exclude

each other. Therefore, the bivariate functions are expected to

reside inside the reference envelope for spatial independence.

As can be seen in Fig. 4(c) and (d), both G12(r) and g12(r) lie

inside the reference envelope, i.e., the null hypothesis can not

be rejected. It can therefore be inferred that the spatial spot

pattern for the negative control is indistinguishable from an

independent distribution for the two spot types.

3.3 Spatial correlation between CNDs and lysosomes

With the control experiments at hand, we apply the SMSS

protocol to quantify the subcellular localisation of the CNDs.

MCF-7 cells are transfected to express the LAMP1/RFP fusion

protein and are aerwards incubated with CNDs for 48 h,

leading to typical bicolor uorescence patterns as shown in

Fig. 3(i)–(l). The resulting bivariate functions are reproduced in

Fig. 4(e) and (f) together with the reference envelopes. For

distances r < 0.5 mm, both spatial statistical functions lie outside

Fig. 3 Microscopy images of MCF-7 cells with RFP- and GFP-labeled lysosomes (left column, (a)–(d)), RFP-labeled lysosomes and a GFP-labeled
Golgi apparatus (middle column, (e)–(h)) and RFP-labeled lysosomes post CNP incubation (right column, (i)–(l)). The top row (a, e, i) displays the
overlay of both channels, while the individual channels are shown in the lowermost two rows (c, g, k and d, h, l, respectively). The second row (b, f,
j) shows a zoom in on the yellow bordered region in the composite images. Thewhite arrows indicate spots in different channels of same size and
shape that are in close proximity. These indicated spots supposedly correspond to the same object that is shifted due to movement between the
acquisitions of both channels. The length of all scale bars amounts to 5 mm.

Nanoscale Adv. © 2023 The Author(s). Published by the Royal Society of Chemistry
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the reference envelope for independent motion. Thus, the

hypothesis of the lysosomal distribution being independent of

the CND distribution can be rejected with p < 0.05. Rather,

G12(r) and g12(r) are found inside the envelope functions for

correlated motion for small distances. From G12(r = 0.5 mm) >

0.5, see Fig. 4(e), we conclude that more than 50% of the nearest

neighbor distances between CNDs and lysosomes are smaller

than 0.5 mm. At larger distances, G12 runs outside this reference

envelope but, as we have seen during the study of the correlated

reference envelope, this is the case even for perfect correlation

and can be explained by lysosomes CNDs entering or leaving the

focal plane within the period set by the single picture acquisi-

tion time. These results show that with a signicance level of

0.05, more than 50% of the uorescent CNDs are captured in

the lysosomes in our experiments, which therefore form the

dominant host for the CNDs.

3.4 Generalizability and critical evaluation of the method

The proposed SMSS protocol can be applied to explore the

subcellular distribution of a wide variety of nanoparticles, since

it requires simply that the nanoparticle possess intrinsic uo-

rescence and a moderate photostability, in order not to bleach

out on the time scale of the acquisition. It may be furthermore

useful for nanoparticles with a wide emission spectrum, which

benet from sequential scanning in colocalization experiments

to minimize bleed through. The presented workow is modular

and may be adapted to a given problem. First of all, the pre-

sented segmentation pipeline may not be appropriate in all

situations. Wavelet based segmentation was used since it is

known that this approach is well-suited to extract small spots

even for varying levels of intensity. For more specialized prob-

lems, other segmentation pipelines54,55 may be employed.

Second, the transport characteristic that is used to model the

envelope for transport has to be evaluated on a case-by-case

basis. While a log-normal distribution of jump distances is

well-suited for the presented problem, this cannot be applied to

all transport process in a cellular context. In the case of normal

diffusion, for example, a Gaussian distribution of the

displacement in x- and y-direction would be more appropriate.

We illustrate the analysis of diffusive objects on synthetic data

found in the ESI.† Directed motion with a negligible diffusive

component, for example, has to be treated differently again.

Furthermore, application of the SMSS concept requires

sufficiently dilute objects in the following sense. The mean

spacing between the objects to be traced sets the length scale of

the objects' motion distance in between two consecutive

recording times: if objects move more than the mean spacing

during this time interval, complete spatial randomness (CSR)

and the underlying transport process can no longer be distin-

guished, leading to a signicant overlap of the respective

envelopes. This is illustrated by synthetic data in the ESI†

showing the analysis of points subject to a radial dri. At high

Fig. 4 Results of point pattern analysis. Bivariate spatial statistics was applied to all three conditions namely the positive control with lysosomes
labelled in both channels (left column, (a) and (b)), the negative control displaying lysosomal markers in channel 1 and the Golgi apparatus in
channel 2 (middle column, (c) and (d)) and the condition with lysosomal staining visible in channel 1 and the distribution of the CNDs in channel 2
(right column, (e) and (f)). The set of summary functions comprises of the nearest neighbor function G12(r) (top row, (a), (c) and (e)) and the pair
correlation function g12(r) (bottom row, (b), (d) and (f)). The summary functions are displayed as solid black lines, while the envelopes for uniform
randomization of the lysosomal channel and a model for transport with a heavy tailed jump distance distribution are displayed in blue and orange
respectively.

© 2023 The Author(s). Published by the Royal Society of Chemistry Nanoscale Adv.
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object densities, the directed motion of the ensemble becomes

indistinguishable from CSR. Finally, optical aberrations may

interfere with the spatial statistics analysis. Chromatic aberra-

tions in particular may present a problem since they distort the

location of the objects in both uorescence channels differ-

ently. As for all uorescence colocalization experiments it is

essential to minimize this effect by centering the region of

interest on the optical axis of the imaging system and using

achromatic objectives. If a signicant amount of chromatic

aberration is present, the image would be subject to stretching

that increases from the center to the periphery.

4 Conclusions

It has been demonstrated that Airy scanning uorescence

microscope in combination with spatial statistics functions and

reference envelopes provides a powerful tool to quantify corre-

lated motion of nanoparticles and/or vesicles on a subcellular

level. It is particularly suited for setups where locations

measured in subsequent pictures may be correlated, which may

be for instance necessary to minimize bleed through when

uorophores with a broad emission spectrum must be used.

The reference envelopes corresponding to the hypotheses to be

tested (here: uncorrelatedmotion andmotion with a log-normal

distribution) enable the specication of signicance levels

according to the requirements (set to the frequently used value

of 0.05 in our work). This rather broadly applicable scheme,

with selectable targets for labelling as well as several established

spatial statistical functions, has been exemplied by a study the

spatial colocalization of carbon nanodots in lysosomes. The

results do not exclude that a fraction of the CNDs reside inside

the Golgi apparatus or the nucleoli, for example. This would

require additional experiments along the lines discussed above.

However, it can be concluded that the major fraction of the

CNDs is localized inside mobile lysosomes with a signicance

level of 0.05. The experienced limitations of the SMSS protocol

in its present form have been identied being manly due to

motion of the detected uorescent units into or out of the focal

length of the microscope. Therefore, connement of the system

under study to a plane with a thickness of about 500 nm appears

to be one promising future way to improve the presented

protocol.
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Figure 12: Single particle tracking time series data. The index of the image indicating the position in the time series is displayed in the lower right

corner.
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Chapter 4

Differential uptake of carbon nanodots

For some applications, such as drug delivery in tumor chemotherapy (briefly presented
in section 1.3), it is desirable that nanoparticles show a differential uptake. Ultimately,
the selective addressing of different subgroups, such as healthy and malignant cells, is
of interest. Before any attempts are made to functionalize the particles, in order to
facilitate cell-specific uptake, it is useful to first examine the uptake of the unmod-
ified particles. Thus, the differential uptake into different subsets of samples from
healthy donors and samples from AML patients was investigated in Paper II. Here,
flow cytometry that was introduced in section 2.3 was used to characterize the individ-
ual cells. Furthermore, in an attempt to modify the cell-specific uptake, CNDs were
glycofunctionalized with the sugar monomers mannose and galactose as well as with
sugar-decorated oligomers. This study is presented in Paper III. While no differen-
tial uptake between the investigated cell types was observed, the different nanoparticle
conjugates showed altered uptake rates across all tested cell lines.
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Uptake of carbon nanodots into human AML cells in
comparison to primary hematopoietic cells†

Cathrin Nollmann,a Christian Wimmenauer,a Stefan Fasbender, a Saskia Mayer,b

Ron-Patrick Caddedu,b Paul Jäger,b Thomas Heinzel *a and Rainer Haas*b

Carbon nanodots (CNDs) comprise a class of next generation nanomaterials with a wide variety of potential

applications. Here, we report on their uptake into primary hematopoietic cells from three normal donors

and malignant cells from five patients with de novo acute myeloid leukemia (AML). A significant CND

uptake was observed in all cell types of the normal and leukemic cells. Still, the uptake was significantly

smaller for the CD34+ and CD33+ myeloid subsets of the malignant cell population as compared to the

normal blood-derived CD34+ and CD33+ cells. For the T and B lymphoid cell populations as defined by

CD3 and CD19 within the leukemic and normal samples a similar uptake was observed. The CNDs

accumulate preferentially in small clusters in the periphery of the nucleus as already shown in previous

studies for CD34+ progenitor/stem cells and human breast cancer cells. This particular subcellular

localization could be useful for targeting the lysosomal compartment, which plays a pivotal role in the

context of autophagy associated survival of AML cells. Our results demonstrate the usability of CNDs

beyond their application for in vitro and in vivo fluorescence labeling or drug delivery into normal and

malignant cells.

1. Introduction

Carbon nanodots, the family of carbon based, nanometer-sized

particles which includes graphene quantum dots as well as

small graphitic crystallites, have a large surface to volume ratio

and excellent biocompatibility,1,2 and studying new ways for

their production is still an active eld of research.3–6 Since they

also show uorescence with advantageous properties in an

aqueous environment, CNDs have been widely used in

biomedical studies,3,7–9 although the origin of the uorescence

is still under debate.10–13 As far as living cells are concerned,

CNDs enter the cytoplasm of many human cell lines as well as of

primary human blood cells, without signicant effects on the

cell viability.14–19 As for other nanoparticles, CNDs have been

used in studies for cancer diagnosis or drug delivery.20–26 In this

context, the question arises whether the uptake of CNDs by

malignant primary cells differs from that observed for healthy

cells.

We therefore investigated the uptake of CNDs into leukemic

cells that were freshly obtained from patients with de novo acute

myeloid leukemia. In the majority of patients with this kind of

leukemia, the pathological blasts resemble their normal

counterparts to some extent, in particular with respect to the

expression of particular lineage- and differentiation associated

surface molecules. Between those, CD34 and CD33 are prom-

inent representatives reecting an early stemness phenotype

and myeloid differentiation, respectively. Our focus was on the

aspect whether there is a differential uptake between primary

human blood cells and leukemic cells, which could be of

translational relevance.

2. Experimental section
2.1 Patients according to AML classication

The AML can be divided into different subtypes. The most

commonly used classication schemes are the French–Amer-

ican–British (FAB)27 and the World Health Organization

(WHO)28 system. The FAB classication is based on cytomor-

phological and cytochemical criteria, while the more recent

WHO classication combines the FAB classication with

immunological, cyto-as well as molecular genetic alterations.

Table 1 lists the WHO and FAB classications of the AML

samples used in our study, as well as the percentage of blasts in

the bone marrow and peripheral blood. The AML samples fall

into different FAB categories permitting to some extent

a subtype related assessment of the uptake.

2.2 Materials

Citric acid (ACS reagent, $99.5%), Diethylentriamine (DETA,

99%), Dulbecco's Phosphate Buffered Saline (DPBS), Lysis
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Buffer, Float-A-Lyzer dialysis devices (100–500 Da). Antibodies

against CD45-PE-Cy7, CD34-PerCP-Cy5.5, CD33-PE, CD19-APC-

R700 and CD3-APC-H7 were purchased from BD biosciences.

Stem SPAN™ SFEM medium was bought at STEMCELL™

Technologies and microwave reaction vessels were obtained

from CEM GmbH. NucBlue™ Live ReadyProbes™ Reagent

(Invitrogen™), Poly-L-Lysine coated 8 well m-slide was obtained

from Ibidi.

2.3 Preparation and characterization of CNDs

The CNDs were prepared and characterized exactly as described

in detail elsewhere.18 In brief, uorescent CNDs were synthe-

sized according to the method of Qu et al.29 with slight modi-

cations. 210 mg citric acid and 340 mg Diethylentriamine

(DETA) were mixed and heated to 180 �C for 150 s in a closed

microwave reaction chamber (CEM Discover). The resulting

viscous liquid was dissolved in 10 ml DI water. Citric acid, DETA

and very small particles were removed by dialysis for 72 h, using

a 100–500 Da membrane, with two water exchanges every 24 h.

Aerwards, the CND solution was freeze-dried and dissolved for

further use. The CNDs were characterized by scanning probe

microscopy, transmission electron microscopy as well as by

Raman- and XPS spectroscopy. These measurements indicate

that the CNDs are composed of the mass fractions 40% C, 33%

O, 19% N and 8% H. About 30% of the carbon bonds are C–C

bonds, and the Raman spectra reveal their mixture of sp2 with

sp3 hybridization. The average size of the CNDs was (3.3 �

0.6) nm. Some particles showed a hexagonal crystal symmetry in

the TEM with a lattice constant of approximately 220 pm, which

is 10% smaller than that one of free-standing graphene. Hence,

we conclude that the CNDs are particles with mixed crystal

structures of graphene-, graphite- and possible diamond-type

sections. Their photoluminescence properties are most rele-

vant for the present study. They were measured using a Horiba

FluoroMax®-4 spectrouorometer, while the absorbance

spectra were taken with an Agilent Cary 4000 spectrophotom-

eter. The absorbance shows a peak around 360 nm wavelength

of approximately 80 nm linewidth (full width at half maximum-

FWHM). To avoid UV exposure of the cells, we excited the CNDs

with light of l ¼ 400 nm, yielding a uorescence spectrum

centered at l ¼ 460 nm (FWHMz 100 nm), which ts well into

the V450 channel of the ow cytometer (see below), which we

used for their detection. The quantum yield of the CNDs was

23%.20 Since our particles do not show a uorescence wave-

length that differs from the values expected for size quantiza-

tion and furthermore contain structural elements, like sp3

hybridizations, that should be absent in graphene, we refer to

them as carbon nanodots. These nanoparticles are selected for

the present study for several reasons. First of all, it has been

shown earlier that they have a small toxicity and almost no

inuence on the gene expression of the exposed cells.19 Second,

they have a small mass and are thus expected to exert only

a marginal inuence on the dynamics of attached macromole-

cules of interest. Finally, they are relatively simple to prepare,

show a competitive quantum yield and have a long shelf life of

several months.

2.4 Collection of leukapheresis derived blood samples from

normal donors

Primary hematopoietic cells were obtained from leukapheresis

products (LP) of three healthy individuals who served as HLA-

identical donors for an allogeneic blood stem cell trans-

plantation using the granulocyte colony stimulating factor (G-

CSF) at a dose of 480 mg per day over a period of ve days.

This increases the number of circulating human progenitor and

stem cells (HSCs) – as characterised by the expression of CD34

on the cell surface – in the peripheral blood. This kind of LP

samples are furthermore enriched with mononuclear blood

cells (MNCs) including T and B cells, monocytes and CD34+

HSCs.30–32 The samples also contain a signicant percentage of

granulocytes which are activated due to the exposure to G-CSF

for ve days.33

2.5 Cell preparation

Blood samples from LPs of three healthy donors and AML

samples from ve patients de novo AML were used for the in

vitro studies. In order to remove the erythrocytes, the samples

from the donors and from the patients were lysed with 50 ml

ammonium chloride, once and twice, respectively. For all

samples, the remaining leukocytes were resuspended in 50 ml

PBS and centrifuged for 5 min at 300 g. Cell pellets were

resuspended in 2 ml PBS. 3 ml per well of StemSpan™ Serum-

Free Expansion Medium (SFEM) were dispended in six well

plates and appropriate amounts of cell suspension were added,

resulting in a nal concentration of 2 � 106 cells per ml.

2.6 Cultivation of the cells for CND uptake studies

CNDs were dissolved in PBS at concentrations of 20 mg ml�1.

The obtained solutions were sterile ltered. 75 ml of CND

solution, corresponding to a concentration of 500 mg ml�1, was

added to the cell culture. The same amount of PBS without

CNDs was added to the wells serving as negative control. The

cells were cultivated in a Heracell™ 150i incubator in

Table 1 WHO and FAB classifications of the five AML samples and the percentage of blasts in bone marrow (BM) and peripheral blood (PB)

Sample WHO classication FAB classication Percentage of blasts

AML 1 AML with MDS-associated modications AML M0 PB: 39% BM: 32%

AML 2 AML with MDS-associated modications AML M2 PB: 65% BM: 69%

AML 3 Acute leukemia, assignment unclear AML M4/5 PB: 10% BM: 40%

AML 4 AML without further cytometric or molecular genetic specication AML M2 PB: 1% BM: 57%
AML 5 AML without further cytometric or molecular genetic specication AML M1 PB: 77% BM: 85%

26304 | RSC Adv., 2021, 11, 26303–26310 © 2021 The Author(s). Published by the Royal Society of Chemistry
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a humidied atmosphere at 5% CO2 and 37 �C. Aer 24 h, all

samples were washed twice with PBS (centrifugation for 5

minutes at 300 g) and stained with antibodies as described in

detail below.

2.7 Flow cytometry workow

To study the differential uptake of CNDs in the various

subpopulations of primary human blood cells and leukemic

cells, monoclonal antibodies directed against lineage and

differentiation specic antigens, i.e., CD45-PE-Cy7, CD34-

PerCP-Cy5.5, CD33-PE, CD19-APC-R700 and CD3-APC-H7 were

used. The cells were incubated for 15 minutes in the dark with 2

ml diluted CD45 (1 : 10 with PBS), 2.5 ml CD34, 2.5 ml CD33, 1 ml

CD19 and 1 ml CD3 per sample. Aerwards, they were washed

with 2 ml PBS (centrifugation for 5 minutes at 300 g) and xed

with 200 ml 0.5% formaldehyde. To exclude results that do not

originate from viable cells (e.g., cell fragments or clumps), a gate

was set in a forward vs. side scatter plot (FSC vs. SSC, see Fig. S1†

in the ESI for examples). The FSC strength allows the discrim-

ination of the cells by their size, while the SSC signal distin-

guishes the cell types by their granularity. Our gating strategy is

exemplied for one AML sample and one donor sample each in

Fig. 1. For an overall characterization of the sample composi-

tion, all viable cells from each sample are represented in a CD45

vs. SSC scatter plot (Fig. 1A and F). This also allows us to set

blast gates for the AML samples later on.34–36 Aerwards, the

CD33+ cells were gated out in a CD33 vs. CD45 plot, see Fig. 1B

and G. Since the AML samples were extracted from the bone

marrow (BM), the CD33+ gate of the AML samples contains both

myeloid progenitor cells and malignant blasts. The donor

samples, on the other hand, are collected from the peripheral

blood (PB), and hence the CD33+ cells are mainly monocytes,

mixed with some basophils (a subtype of granulocytes). In the

next step, the stem and progenitor cells (CD45+/CD34+) were

selected with a CD34 vs. CD45 plot as shown in Fig. 1C and H,

respectively. The CD34+ cells of the AML samples include the

malignant blasts. Even though some of the CD33+ cells of the

donor samples have a high uorescence intensity in the CD34

PerCp-Cy5.5 channel, they were not included in the CD34+ gate

since CD34+/CD33+ cells are absent in the peripheral blood. To

distinguish between the lymphocyte subpopulations, CD3+/

CD19� cells (T cells) as well as CD19+/CD3� cells (B cells) were

gated out in a CD45 vs. CD3 respectively CD45 vs. CD19 plot. In

order to distinguish between the different types of blasts,

further gates were set which are detailed in Section 2.7.

FACS analysis was performed using a BD FACSLyric™ ow

cytometer. It is equipped with a 488 nm and a 640 nm laser to

measure the uorescence intensities in the PE, PerCP-Cy5.5, PE-

Cy7, APC-R700 and APC-H7 channels and a laser with an exci-

tation wavelength of 405 nm, allowing the measurement of the

CND induced uorescence in the V450 channel. For each

sample, at least 50 000 events were recorded. The analysis was

carried out using the BD FACSuite™ soware.

The ratio of the mean V450 uorescence intensity measured

for the samples with CNDs to that one in the control samples

was calculated, resulting in the uptake factor as the parameter,

which quanties the cellular uptake of CNDs for each specic

subpopulation. We thereby postulate that the CND uorescence

intensity represents a suitable parameter reecting the local

particle number. This implies that the intensity is not

Fig. 1 Gating strategy of the AML samples in the left column and of the
donor samples in the right column: scatter plots of the viable cells of
AML 2 (A) and donor 3 (F) which are further differentiated using CD
markers. Gating of the myeloid progenitor cells and CD33+ malignant
blasts (B) and the monocytes (G). (C) CD34+ blasts respectively stem
and progenitor cells gate (H). Differentiation between CD3�/CD19+ B
cells and CD19�/CD3+ T cells of AML 2 (D and E) and of donor 3 (I and
J).

© 2021 The Author(s). Published by the Royal Society of Chemistry RSC Adv., 2021, 11, 26303–26310 | 26305
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concentration-or pH-dependent. Concentration-dependent

studies have shown that for the CND concentrations used

here, the uorescence intensity is linear as a function of the

concentrations, while a signicant pH dependence is observed

only for unphysiologically low of high pH values (not shown).

2.8 Confocal uorescence microscopy

The AML cell line HL-60 (passage number 18) was selected for

the microscopy experiments. The cells were incubated in

appropriate nutrition medium with a concentration of 500 mg

ml�1 CNDs at 37 �C and 5% CO2 for 48 h in a Poly-L-Lysine

coated 8 well m-slide, the nuclei were stained using NucBlue™

Live ReadyProbes™ Reagent (Invitrogen™) and the nutrition

medium was exchanged for fresh medium without CNDs. The

cells were imaged using a Zeiss LSM 710 confocal microscope

evaluating the Hoechst 33342 channel (excitation 405 nm,

emission 410–495 nm), the CND channel (excitation 488 nm,

emission 495–530 nm) in framewise acquisition mode. A 63�

oil objective with NA 1.40 was used.

2.9 t-SNE representation of the ensembles

Visualization of the multi-labelled cell ensembles in two

dimensions by t-distributed stochastic neighbour embedding

(t-SNE) has been carried out.37,38 The FlowJo™ soware has

been used for this purpose. The perplexity was set to 30 and the

number of iterations to 1000, respectively. The learning rate was

automatically adjusted for every sample by FlowJo™ soware.

In our t-SNE plots, the cell subtypes appear in clusters, while

a colour scale represents the CND uorescence intensity. In

order to attribute partially overlapping clusters to the corre-

sponding cell types in the AML ensembles, overlays with the

gated CD33+, CD34+, CD19+ and CD3+ populations are created,

and the thereby identied populations are framed in the t-SNE

plots accordingly.

2.10 Ethical statement

All experiments were performed in compliance with the relevant

laws and institutional guidelines and have been approved by the

ethical committee of the Heinrich Heine University (Study-no.:

2018-50_1). All donors had given their informed consent

according to the guidelines of the ethical committee specied

above.

3. Results and discussion
3.1 Subset analysis of AML samples

To investigate the CND uptake by the blasts depending on their

maturity level, four categories were dened based on the

expression level of CD33 and CD34. Undifferentiated blasts

almost only express CD34 antigens on their surface, while CD33

gradually emerges at a later stage of maturation when CD34 is

vanishing. To investigate the inuence of the maturity level on

the CND uptake, the blasts were gated within a CD45 vs. SSC

plot for every AML sample (Fig. 2A and B). Aerwards, the blasts

were classied according to the expression of CD33 and CD34 in

four subsets depending on whether they were positive or

negative for the respective antigen.

The resulting distribution varied signicantly between the

different AML samples (Fig. 2C). While the CD33+/CD34�,

CD34+/CD33� or CD33+/CD34+ blasts are nearly equally

distributed in AML 2, AML 4 and AML 5, CD34+/CD33� blasts

predominated in AML 1 and CD33+/CD34� blasts in AML 3,

reecting the degree of relative maturity of the blasts within

their pathological boundaries. The results correspond to some

degree with the classications of the AMLs (Table 1). AML 1 was

classied as M0, i.e., a predominantly undifferentiated acute

myeloblastic leukemia (CD34+/CD33�), whereas AML 2 and 4

belong to theM2 class (AML withmaturation). AML 5 belongs to

M1, an acute myeloblastic leukemia with some maturation, as

indicated by the increase of the CD33+/CD34+ and CD33+/CD34�

blasts. Finally, in AML 3, the CD33+/CD34� blasts were domi-

nant reecting the M4/M5 classication (acute

myelomonocytic/monocytic leukemia).

Fig. 2 AML samples characteristics: gating of the different blasts
subsets, firstly all blasts were gated out in a CD45 vs. SSC plot (A).
Secondly four categories were defined: CD33+/CD34� blasts, CD34+/
CD33� blasts, blasts that were positive for both antibodies (CD33+/
CD34+) and those that were not positive for either antibody (CD33�/
CD34�) (B). (C) Distributions of the four blasts categories are shown for
the five AML samples.
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3.2 Cellular uptake of CNDs

We proceed by examining whether there is a differential uptake

between primary human blood cells and the leukemic cells

collected from the bone marrow, as well as between different

subpopulations of the samples. In order to quantify and

compare the uptake, we dened the uptake factor as the ratio of

the mean uorescence signal aer CND exposure to that one of

the negative control.

First, healthy and leukemic cells show an uptake of CNDs,

reected by a signicant increase in signal intensity in the cells

cultivated in the presence of CNDs as compared to the controls.

The mean uorescence signal in the V450 channel is increased

by at least a factor of four. Representative examples are given in

Fig. 3 for AML 2 (C) and for donor 3 (D). In more detail, the

uptake factor for the CD34+ cells (HSCs) from the donor

samples is 1.7 – fold greater as compared to that one of the AML

samples. The uptake factors of the CD33+ populations differ

even more between AML and donor samples, as the mean

uptake factor for the donor samples is increased by 3.2. These

ndings indicate that the leukemic cells CD33+ and CD34+

leukemic cells have an apparently reduced ability to take up

small compounds such as CNDs from the extracellular space.

Next, we have studied whether one of the four blast

subpopulations (as obtained from the gating protocol shown in

Fig. 2) shows a selective uptake behaviour. The resulting uptake

factors do not show any differences between the various blast

categories (see Fig. S2† of the ESI). This nding indicates that

the degree of differentiation of the blasts is not related to the

uptake capability of the CNDs, suggesting that a subset specic

targeting of blasts without further modications of the CNDs is

not feasible.

Having a closer look on the intensity histogram of the CD33+

population (Fig. 3(B) and (C)) it becomes apparent that the

intensity of the donor CD33+ cells show two peaks, one around 2

� 103 counts and a second one around 104 counts. This split

was not found in the negative control, which represents the

autouorescence. Hence, the splitting indicates that two

different CD33+ cell types are present which differ with regard to

their CND uptake behaviour, which can be related to CD33+

monocytes only present in the LP products of the normal

donors. This cell type is a prototype for a phagocytic cell

implying that the CNDs are engulfed by vesicles related to the

endolysosomal pathway, as suggested in earlier work.19 On the

other hand, the rst peak is probably related to a small

proportion of CD33+ progenitor cells contained within the

population of mobilized CD34+ cells (see Fig. S3† in the ESI).

For the CD19+ and CD3+ populations, there was no signi-

cant difference between the uptake factors of AML and donor

samples. Still, for both, AML as well as donor samples, the

uptake factor for the CD19+ subpopulation is signicantly

Fig. 3 (A) The sample-averaged uptake factors as determined for the four cell types and the corresponding statistical properties. The black
squares denote the uptake factors of the individual samples, the horizontal bars are the median values and the unfilled squares are the mean
values. The error bars indicate the standard deviation, and the lower and upper edge correspond to the first and the third quartile of the data.
Please note that the CD34+ population from the AML samples contains the CD34+/CD33+ and the CD34+/CD33� cells. Likewise, the CD33+

population is composed of the CD34+/CD33+ and the CD34�/CD33+ cells. Examples of the CND uptake by an AML (AML 2, (B)) and a healthy
donor (donor 3, (C)) sample, as observed in the populations characterized by four CD antibodies. The intensity histograms are all normalized to
a maximum value of 1 for better comparability. The t-SNE plots for the AML 2 and donor 3 samples are shown in (D) and (E), respectively as
examples. Here, the colour scale quantifies the fluorescence intensity in the V450 A channel. The identified CD populations (CD33+, CD34+,
CD19+ and CD3+) have been framed manually.

© 2021 The Author(s). Published by the Royal Society of Chemistry RSC Adv., 2021, 11, 26303–26310 | 26307
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greater in comparison to the CD3+ cells. For the AML and the

normal donor samples, the mean uptake factors of the CD19+

cells are about 1.38 and 1.76 times greater, respectively. A

smaller uptake avidity of CD3+ T and T helper cells compared to

CD19+ B cells from healthy donors was already observed in our

previous study.19 The difference between these two types of

lymphoid cells may relate to the phagocytic ability of activated B

cells.39

The t-SNE plots (Fig. 3(D) (for AML 2) and (E) (for donor 3))

permit a very informative illustration of our ndings, as the

uorescence intensity of the CND signal in the V450 channel is

color-coded. With regard to the AML samples, the relatively

homogeneous intensity of colour across all subpopulations

represents the similar uptake behaviour of the various cell types

with a strong overlap of the CD33+ and the CD34+ cells. In

contrast, the populations of the healthy samples are distin-

guishable in the t-SNE map, each of them characterized by

a particular colour-coded uptake activity, which corresponds to

the distinct peaks shown in Fig. 3C.

3.3 Subcellular distribution of CNDs in AML cells

In order to compare the intracellular distribution of the CNDs

in AML cells, confocal microscopy images of HL-60 cells (cor-

responding to AML FAB M2 cells) were taken aer 48 h of

incubation with CNDs (Fig. 4). The CNDs accumulate prefer-

entially in small clusters in the periphery of the nucleus. Based

on the results of previous studies in HSCs and human breast

cancer cells using a counterstaining method these clusters

could be localized to lysosomes.19,40 It is therefore conceivable

that the CNDs following ingestion into the leukemic blasts are

stored in the lysosomes, suggesting that the endolysosomal

pathway is also effective in AML cells. In the light of this nding

the results of Folkerts et al. are interesting and of potential

therapeutic relevance.41 They could show decreased survival

upon HCQ 20 mM hydroxychloroquine (HCQ) treatment for

leukemic cell lines as well as primary sorted AML CD34+ cells (n

¼ 36) compared to normal bone marrow CD34+ cells (N ¼ 6;

NBM CD34+: 41.7% � 7.1 vs. AML CD34+: 21.3% � 3.2, p ¼

<0.05).

Microscopy images of the control samples are contained

within in the ESI (see Fig. S4† and S5 in the ESI).

4. Conclusions

We compared the cellular uptake of small graphene quantum

dots into normal blood cells with that into primary leukemic

cells from patients with AML. Based on the intensity of the

CNDs related autouorescence recorded following a 24 h

exposure time in an in vitro culture, a signicantly smaller

uptake was noted into leukemic cells compared to normal

cells. This was true for both, the CD34+ as well as CD33+

subset. With regard to the uptake into lymphoid cells,

a similar degree of uptake was observed for normal and

leukemic cells, while a signicant difference was only found

between CD19+ B cells and CD3+ T cells irrespective of the

sample source. This decreased differential uptake by the

malignant cells studied here in comparison to their healthy

counterparts forms a challenge for a selective addressing of

those cells to which, e.g., a drug should be delivered. Suitable

drug delivery systems based on our CNDs therefore may

require some functionalization which increases the uptake by

the target cells, like antigens or sugars, for example by pref-

erential binding to the target cells. Alternatively, one might

Fig. 4 Microscopy image of HL-60 cells taken 48 h after incubation with 500 mg ml�1 CNDs taken with a Zeiss LSM 710 confocal microscope
(63� oil, NA 1.40). The nucleus was stained with Hoechst 33342, which was exited with a 405 nmUV diode laser and emission light was detected
between 410 nm and 495 nm (cyan). The CNDs were exited with a 488 nm line from a multiline argon laser and the fluorescence was detected
between 495 nm and 530 nm (yellow). The images have been acquired framewise. Image (A) displays only the fluorescence channels, while an
overlay of the transmitted light from the CND channel and the fluorescence channels is shown in (B). Images of the control samples, taken with
the same imaging parameters, are shown in the ESI.†
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imagine selective inhibitor schemes where the CNDs protect

the healthy cells from the impact of a drug. These issues are,

however, beyond our scope here and will be the topic of future

studies. It should be noted in this context that the reduced

uptake of quantum dots in the malignant cell type studied

here cannot be generalized to malignant cells of other organs,

such as solid tumors of the breast or lung. The latter ones are

epithelial in nature by their germline affiliation and thus may

well differ with regard to their uptake properties from

leukemia cells of mesenchymal origin.

Following their uptake, the CNDs reside in close proximity to

endosomal–lysosomal machinery, which is involved in the

uptake of extracellular particles via endocytosis. This subcel-

lular location could be useful for therapeutic targeting involving

the lysosomal compartment, which plays a pivotal role in the

context of autophagy.41 Watson and colleagues demonstrated

the dual function of autophagy for the balance between cell

death and cell survival.42 They found that the complete blockade

of autophagy induced the death of leukemic cells, while

a reduction of this pathway increased their proliferation, which

was associated with a signicantly reduced latency of the

disease. The dual role of autophagy for cancer progression and

resistance is complex and therefore challenging when a targeted

therapy is envisaged. Therefore, one direction of further work

may be geared towards methods mediating a more specic

leukemic uptake to assess functional effects on autophagy

related processes in a dose-dependent manner.

List of abbreviations

AML Acute myeloid leukemia
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30 R. Möhle, M. Pförsich, S. Fruehauf, B. Witt, A. Krämer and
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Chapter 5

Multilayer graphene quantum dots

The aggregation of GQDs to multilayer structures may affect their fluorescence prop-
erties. Aggregation of nanoparticles may occur as a result of high concentrations. As
illustrated in Fig. 2.2 the CNDs used in the work related to this thesis also display
concentration dependent fluorescence. While this concentration dependence may be
explained by other factors such as inner filter effects, aggregation may be a contribu-
tion factor. Environmental factors such as the pH value, the solvent polarity, or salt
concentration that vary inside biological matter may also play a role in the aggrega-
tion. Moreover, multilayer structures have also been shown to natively play a role in
different types of CNDs (as discussed in section 1.1.4). To gain a better understand-
ing of the fluorescence mechanisms of carbon nanoparticles and their behavior as a
response to aggregation, we performed tight-binding simulations of multilayer GQDs
in Paper IV. The physical fundamentals for these calculations and their interpretation
are introduced in chapter 1.1. Besides the size-dependent energy spectra, the optical
absorption spectra were calculated. The results are discussed with a particular focus
on the geometry and edge structure of the layers.
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A B S T R A C T

The energy spectra of quantum dots formed by stacked disks of graphene are calculated as
a function of the disk shape and size, the number of disk layers and the edge type (zigzag
/armchair) within a tight-binding approach in the single-particle picture. Stacks formed by
up to seven disks of hexagonal, rhombic and triangular shape are considered. For both edge
types, we find a monotonously decreasing energy gap as the number of stacked disks or the
disk size is increased, with the exception of triangular dots with zigzag edges, which have a
metallic character. In some cases, simple scaling relations for the energy gaps can be formulated.
Furthermore, the optical absorption spectra within the dipole approximation are calculated. The
results are interpreted with the help of selected HOMO wave functions that form inside the
stacks.

1. Introduction

A single layer of graphite, also known as graphene, has a variety of remarkable properties due to the linear energy dispersion
of the electronic states close to the Fermi level, which implies a description of the electronic dynamics in terms of massless Dirac
fermions [1,2]. One branch of graphene research focuses on graphene quantum dots (GQDs), comprising preparation techniques,
fundamental optical and transport properties [3–7] as well as applications [8] like photovoltaics [9,10] and photocatalysis [11],
sensing [12–14] or storage of energy [15,16]. Recently, GQDs have been used for imaging in biological and medical studies [17–22],
where their intrinsic water solubility and their small size [8,23] in combination with their low toxicity [24] offer advantages in
comparison to conventional quantum dots composed of binary semiconductors [25,26]. In this field, tailoring the optical properties
to the specific requirements of the experiment is desirable. For example, living cells suffer from UV irradiation, such that an
absorption peak of the GQDs in the blue or green range is often to be preferred. Clearly, the diameter of the graphene disks, their
edge type (zigzag or armchair) as well as the number m of stacked disks are relevant parameters that influence the energy spectra
of the GQDs. Unfortunately, however, even though a wide variety of GQDs, including GQD stacks, has been prepared according
to different recipes and subsequently used in many experiments, the tailoring of the optical properties of GQDs by the preparation
parameters is still in its infancy. Even though different absorption maxima in the range between 320 nm and 450 nm as well as
fluorescence emission maxima between 450 nm and 650 nm have been reported [27,28], a relation of the experimentally observed
absorption and fluorescence energies with the GQD parameters stated above has not yet been established, despite remarkable recent
progress in relation to single-layer, triangular dots with armchair edges [29]. Rather, the optical properties have been explained
qualitatively in terms of moieties like amines or hydroxy groups, as well as by crystal defects. The vision of being able to tailor
the optical properties of GQDs with respect to a specific application thus requires a wide variety of experimental and theoretical
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studies, one element of which are numerical calculations of the energy spectra of stacked graphene disks, preferably carried out for
various disk shapes and sizes, as well as for various stack heights.

Several authors have reported the formation of multilayer GQDs with up to three graphene layers [30–32], while nanoparticles
with many more layers are conceptually feasible [33]. On the theory side, GQD energy spectra were calculated analytically
within certain approximations for single layer [34] and double layer [35] graphene disks, both with an infinite mass boundary
(i.e neglecting the edge structure). Besides the infinite mass boundary condition, armchair and zigzag boundary conditions were
also used in the Dirac–Weyl-Model [36], where it has been established that the edge structure is highly relevant [37–40]. A
comprehensive comparison between the analytic (Dirac) and the tight-binding approach for hexagonal and triangular GQDs has
been presented in Ref. [36], showing that the solutions for the energy eigenstates in the Dirac-Model and the tight binding model
are qualitatively similar but deviate quantitatively. These calculations have shown that the tight-binding model does give reliable
results, including the influence of the edge structure, while an inclusion of states not belonging to the �-bands, like impurities or
adsorbates, is by no means straightforward and should be carried out using different approaches like density functional theory or
ab-initio models. However, even disregarding defects and adsorbates, calculations have been hitherto presented only for stacks of
up to three graphene disks [41–43].

The objective of the present manuscript is to move one step forward in this direction by elucidating how the energy gap
depends on the number m of graphene disks that form the quantum dot, and how these dependencies are reflected in the optical
absorption spectra. We use the tight-binding model to calculate the single-particle energy spectra of defect-free, Bernal-stacked GQDs
of hexagonal, rhombic and triangular shape, with the number of stacked layers m ≤ 7, and for both zigzag and armchair edges. Our
results are also supposed to serve as an estimate for the band gaps that can be expected for ideal systems, as well as a reference for
more elaborate simulations that may include, for example, defects or electron–electron interactions [44–46]. They extend previous
results for quantum dots with smaller m, and in some cases allow the formulation of an empirical scaling relation for the dependence
of the energy gap on the size of the graphene disk and on m.

2. Description of the numerical implementation

Three different geometries are considered, namely hexagonal (see Fig. 1(a, b)), triangular (see Fig. 1(c, d)) and rhombic (see
Fig. 1(e, f)). The geometry determines the number of edge defects in the corners and thereby influences the character of some states,
most prominently of the edge states in the disks with zigzag edges. As one moves along the edge and crosses a corner, the angle
between the edges is given by the condition � = n ⋅ �∕3 in our structures, where n ∈ N. If n is odd, the corner is commensurate with
the edge type. If, on the other hand, n is even, the corner is incommensurate with the edge type and represents an impurity inside
the otherwise pristine edge. Therefore, we find in our geometries edge defects in all six corners of hexagonal GQDs, no edge defects
in the triangular GQDs and edge defects in two of the corners of the rhombic GQDs. Equations that relate the length of the edge L,
the number of atoms at the edge NS and the number of atoms per disk N are given in Fig. 1, as well as in the supplement (S1). In
all equations a = 0.142 nm denotes the bond length between two neighboring carbon atoms in graphene.

We proceed with the introduction of our model Hamiltonian used for all simulations, and with the description of the numerical
implementation. The stacking geometry and the coupling energies used are illustrated in Fig. 1, where exemplarily bilayer hexagonal
GQDs with zigzag (a) and armchair (b) edges are shown. Stacks with larger m can be formed by a periodic repetition of the Bernal
stacking. Neighboring carbon atoms within one disk are coupled via the hopping energy t = 2.7 eV [47]. Atoms in sublattice A of
the top layer are located directly on top of the sublattice A atoms of the bottom layer, with a corresponding coupling energy of
1 = 0.4 eV [47]. The atoms that form sublattice B in the top layer couple to three atoms of sublattice B of the bottom layer with a
hopping energy of 3 = 0.3 eV [47]. All other interlayer coupling energies amount to ≈ 0.04 eV and below, which are neglected in the
following, in accordance with common practice [47]. Also, coupling effects between non-nearest neighbor layers are disregarded. It
should be noted that such a stack of graphene disks is identical to a small column of conventional graphite with an edge configuration
that corresponds to the Bernal stacking.

The resulting tight-binding Hamiltonian H reads

H = −
∑

⟨i,j⟩,m
t(a

†
m,i

bm,j + ℎ.c.) −
∑

i,⟨m1,m2⟩
1(a

†

m1,i
am2,i + ℎ.c.)

−
∑

⟨i,j⟩,⟨m1,m2⟩
3(b

†

m1,i
bm2,j + ℎ.c.) (1)

Here, a
†
m,i

(b
†
m,i

) denote the creation operator at sublattice A(B) in layer m1 or m2 with m1, m2 �{1,… , 7} at the site Ri. The
corresponding annihilation operators are denoted by am,i and bm,i, respectively. The reference energy (E = 0) is chosen to be
the on-site electrostatic potential. Furthermore, spin is not included, i.e., all states computed show an additional two-fold spin
degeneracy.

The KWANT package [48] was used for computing the energy eigenvalues as well as the optical transition matrix elements. The
energy bands of the multi-layered quantum dots were computed, and the energy gaps were determined from the states with the
lowest (highest) energy in the conduction (valence) band (named LUMO and HOMO, respectively) as a function of the parameters
m and the disk size, which we parameterize by N (see above). To check our implementation, we have reproduced earlier results
reported for hexagonal monolayer GQDs, both with armchair and zigzag edges. The energy gaps we obtain are in quantitative
agreement with Ref. [36] (not shown).
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Fig. 1. Scheme and designations of the considered stacking for hexagonal zigzag (a) and armchair (b) graphene quantum dots (GQDs). Illustrations of a single
layer of zigzag (c) and armchair (d) triangular GQDs as well as (e) zigzag and (f) armchair rhombic GQDs are shown as well. The dashed blue border drawn in
the triangular and rhombic dots indicates the geometry for which the length L, as used in the expression for its relation to the number of sites N , is measured.
The constant a = 0.142 nm denotes the bond length between two neighboring carbon atoms in graphene.

The absorption spectra A(!) were calculated using [49]

A(!) =
∑

i,f

|⟨	f |P |	i⟩|2�(ℏ! − (Ef − Ei)) (2)

Here, ℏ! denotes the photon energy. The expression |⟨	f |P |	i⟩|2 is the transition matrix element from the initial state |	i⟩ to
the final state |	f ⟩, with the corresponding energy eigenvalues Ei and Ef and the dipole operator P . Only transitions from

occupied initial states to unoccupied final states were considered in the summation, assuming a Fermi-Dirac distribution in the low

temperature limit. The implementation was tested by reproducing published tight-binding spectra of triangular zigzag GQDs [49].

Multilayer graphene quantum dots composed of 1 to 7 disks are considered, with N ranging from 24 (corresponding to a disk

diameter of approximately 0.8 nm) to 1986 (disk diameter approximately 8.8 nm), both for the hexagonal shape. Triangular and

rhombic GQDs of comparable sizes were considered. Also, the limit of m → ∞ has been calculated using the physics.bands method

from the KWANT package, which is based on implementing the discrete translational symmetry for the stacking direction in the

tight-binding Hamiltonian [48].
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Fig. 2. Waterfall plots of typical computed densities of states D(E) of hexagonal GQDs, normalized to the number m of disk layers, and their evolution as a
function of m, for a small (N = 216) and large (N = 1734) disk with zigzag edges (a), and for armchair dots with N = 222 and N = 1986, respectively (b).

3. Results and discussion

Both hexagonal and rhombic GQD disks contain edge defects at their corners in the sense as described above. This leads to
similarities in the electronic structures, and therefore, hexagonal and rhombic GQDs are discussed jointly. The defect-free edges of
triangular GQDs, on the other hand, give rise to a somewhat different energy spectrum and are discussed separately thereafter.

In Fig. 2, the densities of states D(E) for hexagonal GQDs as they emerge from the computed energy spectra are illustrated. We
have calculated all energy levels that develop from the 2pz states of the carbon atoms, such that the number of (spin-degenerate)
energy levels forming D(E) equals N . A bin size of 0.25 eV has been used for all plots in order to keep the number of states per
bin sufficiently large. For small zigzag dots (upper part in Fig. 2(a)), an energy gap Eg around E = 0 is resolvable in between two
weak DOS peaks that correspond to the edge states, in agreement with results obtained earlier [37].

As m increases, the band broadens and Eg gets smaller. For large N , (lower part in Fig. 2(a)), the edge states tend to merge and
form a peak around E = 0. An energy gap is still present but is not visible here, since its energy has dropped below the bin size.
In Fig. 2(b), the densities of states are shown for a comparable small and a large hexagonal armchair dot. The small dot (upper
part of Fig. 2(b)) shows a pronounced energy gap which decreases as m is increased, while the low energy peak in D(E), which is
characteristic for the edge state in zigzag dots, is absent. Also here, the band broadens as m increases. For the large armchair GQD,
Eg has again dropped below the resolution threshold of this plot, while D(E) has developed its typical, approximately parabolic
shape close to E = 0. In rhombic GQDs, D(E) shows a similar behavior, the most prominent difference being a higher peak around
E = 0 due to lower Eg at comparable sizes, see Fig. S2 in the supplement. In the following, we focus on the dependence of Eg on
m, N , the geometry and on the edge type.

For sufficiently large N , Eg of the hexagonal and rhombic zigzag GQDs depends approximately exponentially on N , i.e., Eg ∝

e−
√
N ⋅ , see Fig. 3(a, c). In the case of hexagonal zigzag GQDs, the exponent  takes the value of 0.16 for m = 1 and increases towards

0.2 as m is increased, see the inset. For rhombic zigzag GQDs, a value for  of 0.78 for m = 1 is found, which increases towards
0.86 with increasing m. The exponential dependence indicates that the penetration of the edge state wave function into the bulk
of the dot, or in other words, the degree of localization of the edge state, determines the energy gap [50], and that the increase
of the circumference with N is not the dominant factor for the size of the energy gap. The data also suggest that this localization
gets stronger as m is increased. We note that our data fit significantly worse to an algebraic model as used in Ref. [40], albeit in a
somewhat different setting.

The energy gap of hexagonal and rhombic armchair dots, on the other hand, show an algebraic dependence onN , i.e., Eg ∝ N−�∕2

with the well-known exponent of � = 1 for m = 1, which increases towards 2 as m is increased, see Fig. 3(b, d). This increase can be
regarded as an indication that the electronic states develop a quasi-three dimensional character as m is increased. Furthermore, the
energy gaps of armchair GQDs of comparable size are generally significantly larger, with a ratio which increases as N is increased.
This difference reflects the fact that in the dots with zigzag edged, the gap energy is determined by the disturbance of the edge
states by the edge defects at the corners, after which their energies remain relatively close to zero.
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Fig. 3. Energy gap of the stacks of hexagonal zigzag (a) and of armchair (b), as well as rhombic zigzag (c) and armchair (d) graphene quantum dots as a
function of the number N of atomic sites per disk for different m.

Fig. 4. Energy gap of the stacks of hexagonal zigzag (a) and of armchair (b), as well as rhombic zigzag (c) and armchair (d) graphene quantum dots as a
function of the inverse number of layers 1∕m for disks with a different number of atomic sites N .

The dependence of Eg on m for fixed N , see Fig. 4(b, d), is stronger in armchair GQDs as compared to that one of zigzag GQDs,
see Fig. 4(a, c). Neither an exponential nor a simple algebraic dependence on m, of the form Eg ∝ m� , is observed in any type of
GQD. Furthermore, the energy gaps for m → ∞ agree reasonably well with the extrapolation of the evolution of Eg(1∕m) towards
1∕m → 0 for both edge types, such that an educated guess for the value of the energy gap for arbitrary m is possible from Fig. 4.

To shed some light on the different scaling of GQDs with zigzag and with armchair edges, we take a look at the HOMO/LUMO
wave functions of selected, hexagonal GQDs, shown via the respective probability densities |	 (r)|2 as a function of the spatial
coordinate r, see Fig. 5. The HOMO wavefunction in the hexagonal zigzag GQDs is concentrated at the side walls of the dots, as
can be seen in Fig. 5(a), whereas that one of the hexagonal armchair GQDs is extended more homogeneously across the bulk of the
column, see Fig. 5(b). For comparison, the corresponding |	 (r)|2 of the two degenerate ground states in a single disk of the same type
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Fig. 5. Illustration of the electronic highest occupied molecular orbital HOMO state probability densities |	 (r)|2 for hexagonal quantum dots formed by stacks
of five zigzag (a) and armchair (b) disks, respectively. The projection planes contain the integrated |	 (r)|2 along the directions perpendicular to the plane. In
(c) and (d), |	 (r)|2 of the two degenerate HOMO wave functions are shown for single disks which form the two types of dots.

and size are depicted in Fig. 5(c) and (d), respectively. Here, the characteristic edge state is seen for the zigzag GQD, while the wave
functions of the ground state in the armchair disk have a more two-dimensional character. Thus, as the zigzag or armchair disks are
stacked to form the three-dimensional quantum dots, this character of the HOMO state wave function is maintained, resulting in a
quasi-two-dimensional state in the case of zigzag stacks, approximately confined to a cylinder mantle, and a quasi-three-dimensional
state for stacks of armchair disks. It should be noted that the symmetry under rotation about the z axis by � reflects the symmetry
of the stacked layers [40].

The absorption spectra were calculated for exemplary GQDs to illustrate the relation of the calculated energy spectra to the
optical properties. In Fig. 6, the spectra, more specifically the optical joint density of states (JDOS), of hexagonal N = 216 zigzag
(a, c) and N = 222 armchair (b, d) GQDs consisting of up to seven layers are shown. Peak amplitudes that are more than three
orders of magnitude smaller than the main transition may originate from numerical noise and are neglected. For the excitation
radiation polarized perpendicularly to the stacking direction (upper row in Fig. 6), the energy of the main transition (marked in
red) is larger than the energy gap for both GQDs. Due to the symmetry of the HOMO and LUMO wave functions, an optical dipole
transition at Eg is not possible. In the zigzag GQD, see Fig. 6(a), the main transition peak shifts from 0.66 eV for m = 1 to 0.57 eV

for m = 7, while the energy gap shifts from 0.58 eV to 0.39 eV. For the armchair GQD (see Fig. 6(b)) on the other hand, the main
transition peak shifts from 1.31 eV for m = 1 to 1.12 eV for m = 7, while the energy gap decreases from 1.14 eV to 0.58 eV. The
decrease of the transition energy of the main peak with increasing m thus correlates with the decrease of Eg , but the relation is not
linear. For polarization in stacking direction, we find main transition peaks slightly closer to the energy gap. Interestingly, for the
armchair GQD we find a blue shift of the absorption edge as m increases, while the HOMO and LUMO levels do show a red shift.
The corresonding JDOS plots for rhombic GQDs can be found in the supplement (S3).

We continue by describing the properties of the triangular GQDs and stacks thereof. In Fig. 7, their density of states D(E),
normalized to the number m of layers, is shown for selected examples. A bin size of 0.25 eV is used. For the zigzag edge type, a
peak at zero energy in D(E) is present for all GQDs. This peak is larger compared to the other geometries for comparable sizes,
due to the presence of true zero energy states for all sizes, which has its origin in the absence of edge defects at the corners. The
degeneracy of the zero energy state increases according to g = (NS −1)m = (

√
3 +N −3)m, which is consistent with the well known

degeneracy for m = 1 [51]. The magnitude of the peak at E = 0 in D(E)∕m does not change with increasing m, since g depends
linearly on m. The density of states for small (N = 216, Fig. 7(b)) and large (N = 2268, Fig. 7(d)) triangular armchair GQDs shows a
behavior similar to that one of hexagonal and rhombic armchair GQDs (see above). A broadening in D(E) for an increasing number
of layers can be observed for both edge types.

The HOMO and LUMO states in triangular GQDs with zigzag edges are true zero energy states. Hence, Eg equals zero and is not
suited to parameterize the evolution of the electronic spectrum as a function of N and m. Thus, in order to be able to characterize
the evolution of the energy spectrum also in this case by a characteristic energy difference, we study the energy gap between the
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Fig. 6. Absorption spectra of hexagonal graphene quantum dots (GQDs). The optical joint density of states (JDOS) is plotted semilogarithmically against the
photon energy for N = 216 zigzag (a, c) and N = 222 armchair (b, d) GQDs. The polarization of the excitation in the plane of the disks (a, b) and perpendicular
to it (c, d) are shown in the upper and lower row, respectively. The value of the energy gap is tagged with a dashed blue line for comparison. The transition
with the highest probability is marked in red.

Fig. 7. Waterfall plots of typical computed densities of states D(E) for triangular GQDs, normalized to the number m of disk layers, and their evolution as a
function of m, for a small (N = 222) and large (N = 2301) disks with zigzag edges (a, c), and for armchair dots with N = 216 and N = 2268, respectively (b, d).
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Fig. 8. Energy gap Eg and effective energy gap E⋆
g
of triangular GQDs with armchair end zigzag edges, respectively. In contrast to Eg , which is the HOMO/LUMO

energy gap, the effective energy gap E⋆
g
denotes the energy gap between the conduction band states and the zero energy states in triangular zigzag GQDs. The

dependence of Eg (E
⋆
g
) on the number of atoms per disk N for zigzag (a) and armchair (b) is shown in the upper panel. The dependence of Eg (E

⋆
g
) on the

inverse number of disks 1∕m for zigzag (c) and armchair (d) GQDs is shown in the lower panel.

edge states and the nearest energy level in the conduction band, which we denote by E⋆
g
in Fig. 8. We find an algebraic dependence

with the exponent � ranging approximately from � = 0.96 for m = 1 to � = 1.3 for E⋆
g
as a function of N , see Fig. 8(a). This difference

to the behavior of hexagonal and rhombic zigzag GQDs can be explained by the absence of edge states with non-zero energy. The
lowermost conduction band state above the edge state is not localized at the edges, and therefore, the scaling of E⋆

g
is determined by

the scaling of the volume rather than the penetration of an edge state into the bulk. Armchair triangular GQDs, on the other hand,
show a very similar behavior to hexagonal and rhombic GQDs. The dependence of Eg on N also follows an algebraic dependence,
with � values ranging from � = 1 for m = 1 to � = 2 for m = 7, see Fig. 8(b). As discussed in relation to the previous geometries, we
are unable to find a simple functional description for the monotonous decrease of Eg with an increasing number of layers for both
edge types, see Fig. 8(c, d).

For comparison, the optical absorption spectra of triangular N = 222 zigzag and N = 216 armchair GQDs were calculated, see
Fig. 9. The dominant peak in the zigzag GQD (a, c) is at zero energy. This peak has no impact on the optical properties of the
GQD and can be understood as a transition between edge state wave functions in response to a time-independent electric field,
reminiscent of a DC Stark effect. The lower threshold for optical absorption of radiation polarized in the disk plane is approximately
at E⋆

g
, corresponding to a transition between the zero energy states and the non-edge state with the lowest energy. For polarization

in stacking direction, the JDOS at the absorption edge is about two orders of magnitude smaller than the transition peak at E = 0.
For polarization in the disk plane the main transition peak, which is equal to the absorption edge in this case, shifts towards E⋆

g
with

increasing m, see Fig. 9(a). The absorption edge for polarization in stacking direction shows a red shift, which is smaller than that
one for light with polarization in the disk plane. We mention that computing the eigenfunctions of the edge state for the triangular
dots with zigzag edges is hampered by numerical difficulties, which originate in the nominally zero, but numerically extremely
small numbers for the energy eigenvalues. This fluctuation may also impact the calculated transition probabilities from and into
zero energy states. For the triangular armchair GQD (b, d) the main transition peak is well above the calculated energy gap. The
main transition peak shifts from 1.43 eV for m = 1 to 1.25 eV for m = 7, while Eg decreases from 1.25 eV to 0.96 eV, see Fig. 9(b).
As in the case of hexagonal armchair GQDs, the red shift of Eg can be used to qualitatively estimate the red shift of the absorption
edge as well as the main transition peak, for polarization in the disk plane. For the polarization in the stacking direction, however,
a blue shift of the main transition peak is observed as m is increased, indicating that the transition between the HOMO and LUMO
level violates the dipole selection rule.

We conclude this section with a comparison of our numerical results to some published experimental data and to numerical
results obtained by other techniques. Subramaniam et al. [52] performed low-temperature scanning tunneling spectroscopy on
graphene islands prepared on Ir(111) surfaces. The monolayer disks have a distorted hexagonal shape with edge lengths of ≈ 4.6 nm

(corresponding to approximately 2200 carbon atoms per dot), and predominantly with zigzag edges. In this system, the band gap
depends on the Ir-graphene distance and approaches a value of ≈ 320 meV for large distances. This value lies in between our
values for the energy gaps of hexagonal single layer disks of this size for zigzag (Eg(zigzag,N = 1734, L = 4.1 nm) = 4 meV)
and for armchair (Eg(armcℎair,N = 1986, L = 4.4 nm) = 400 meV). An extrapolation via the obtained power law yields that
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Fig. 9. Absorption spectra of triangular graphene quantum dots (GQDs). The optical joint density of states (JDOS) is plotted semilogarithmically against the
photon energy for N = 222 zigzag (a, c) and N = 216 armchair (b, d) GQDs. Polarized excitation in the plane of the disks (a, b) and perpendicular to the disk
plane (c, d) was considered. The value of the (effective) energy gap Eg (E

⋆
g
) is tagged with a dashed blue line for comparison. The non zero energy transition

peak with the highest probability is marked in red. The transitions between zero energy states are shown in green.

Eg(armcℎair,N = 2200) = 370meV. This comparison indicates that the zigzag edges of the quantum dots in this implementation are
not perfect but contain defects, thereby shifting the band gap energy to larger values, towards that one for armchair edges. Moreover,
the spectra of the excited states in such systems scale with the dot size in rough agreement with our calculations [53]. Kastler et al.
have reported the synthesis of very small GQDs (containing 42 carbon atoms) from aromatic hydrocarbonic molecules [54]. The
shapes of these dots comprise clean as well as distorted hexagons, with predominantly armchair edges. The authors observe optical
transition energies in the range of 2.7 eV, which depend slightly on the shape of the dots as well as on the adsorbates at the edges.
For the smallest hexagonal GQDs we find energy gaps of Eg(zigzag,N = 24) ≈ 2 eV and Eg(armcℎair,N = 42) = 2.5 eV, see Fig. 4(a,
b). This is in reasonable agreement with comparable particles in Ref. [54]. In a recent work, the preparation of triangular GQDs
with armchair edges of high quality has been reported [29]. The authors have compared the experimental absorption spectra with
numerical simulations by density functional theory. Their results for GQDs without functionalization correspond to the assumption
of hydrogen termination at the edges within the tight-binding model. For example, the quantum dot labeled T-CQDs-3 represents
a triangular GQD with armchair edges of L = 1.7 nm, containing 60 carbon atoms. A transition wavelength of 500 nm is found,
corresponding to a photon energy of 2.5 eV, in very good agreement with our results, see Fig. 9(b,d). It should be emphasized
that our tight-binding model is a single particle model which disregards the excitonic binding energies, which will decrease the
absorption edges by a value of a few tens of meV [29]. Finally, we mention the work of Chen et al. [55], who have reported a red
shift of the absorption spectra of GQDs with sizes around 20 nm as a consequence of aggregation, which can be interpreted as a
form of disordered stacking, in qualitative agreement with our numerical results.

4. Summary and conclusions

We have presented tight-binding calculations for graphitic quantum dots formed by stacked graphene disks in the shape of
hexagons, rhombuses and triangles, both with armchair and zigzag edges. The energy spectra as well as the optical absorption
spectra of these systems were calculated as a function of the disk size as well as of the number of stacked disks. In the absence of
zero-energy edge states, the energy gaps decrease monotonously as the number of carbon atoms per disk or the number of disks
per stack is increased. Zigzag quantum dots show a significantly smaller band gap as compared to armchair quantum dots with an
identical number of disks and a similar number of carbon atoms. For the zigzag dots, the dependence of Eg on m is weaker and that
one on N is stronger than for armchair dots. This behavior can be qualitatively understood in terms of the character of the ground
state wave function of a single disk. Stacking the disk transforms the quasi-one-dimensional edge state in zigzag disks into a state
that is localized at the mantle of the dot, while the ground state wave functions of the armchair disk has a more two-dimensional
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character, which transforms into a three-dimensional wave function when the stack is formed. Triangular dots with zigzag edges
are a special case due to the presence of edge states exactly at zero energy. This property originates from the corners which do not
disturb the zigzag geometry of the edge in this shape. Since the limiting case of m → ∞ has also been considered, our data hopefully
provide a guideline for estimating the single-particle energy gap for graphitic nanoparticles over a wide range of sizes.
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1. Supplement

Table S1: Equations that express the relations between the number of sites per disk N , the

number of sites at one edge NS and the length of an edge L, for triangular, hexagonal and

rhombic graphene quantum dots. The constant a = 0.142nm denotes the bond length in

graphene.
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Figure S2: (color online) Waterfall plots of typical computed densities of states D(E) of

rhombic GQDs, normalized to the number m of disk layers, and their evolution as a function

of m, for a small (N = 198) and large (N = 1248) disks with zigzag edges (a), and for armchair

dots with N = 216 and N = 2166, respectively (b).
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Figure S3: (color online) Absorption spectra of rhombic graphene quantum dots (GQDs).

The optical joint density of states (JDOS) is plotted against the photon energy for N = 198

zigzag (left) and N = 222 armchair (right) GQDs. The polarization of the excitation in the

plane of the disks and perpendicular to it are shown in the upper and lower row, respectively.

The value of the energy gap is tagged with a dashed blue line for comparison. The transition

with the highest probability is marked in red.
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Chapter 6

Conclusion and outlook

The CNDs prepared by solvent-free microwave-assisted pyrolysis of citric acid and
DETA have been characterized regarding their uptake and subcellular distribution. As
presented in chapter 3, a data processing pipeline using spatial statistics was developed
and successfully validated with a positive and negative control. This procedure was ap-
plied to super-resolution microscopy images of the CNDs, with RFP-tagged lysosomes
that were acquired via Airy scanning microscopy. It was shown that the CNDs are
predominately located in the lysosomes after 48 h of incubation. The method intro-
duced here addresses many common problems in quantitative colocalization analysis.
It provides an object-based approach that does not rely on the particles to overlap and
is, additionally, testable for statistical significance. Moreover, the presented workflow
is not limited to Airy scanning microscopy data. It may be applied to colocaliza-
tion problems with data from other super-resolution microscopy techniques based on
confocal scanning microscopy, such as stimulated emission depletion (STED) imaging.

A differential uptake between healthy primary hematopoietic cells and human AML
cells was found, as reported in chapter 4.1. While all cells showed significant uptake
of the nanoparticles, the CD33

+ and CD34
+ subsets of the malignant cells showed a

reduced uptake. It was therefore demonstrated that CNDs may, in principle, selec-
tively address specific cell subsets. Furthermore, the effect of glycofunctionalization of
these nanoparticles on the cellular uptake rate has been studied, as presented in section
4.2. While no differential uptake into different cell types depending on their receptor
expression according to literature was observed, there was a difference in uptake re-
garding the different molecules tested. Namely, CNDs that were functionalized with
mannose- and galactose-decorated oligomers were taken up in similar quantities com-
pared to non-functionalized CNDs. CNDs functionalized with mannose and galactose
monomers, on the other hand, showed a two- to threefold increase in uptake compared
to the other conjugates. Increased adsorption to the surface of the cell was given as a
preliminary explanation for the increased uptake of the monomer-functionalized CNDs,
which may be explained by electrostatic interaction or selective binding to sites present
on all investigated cell lines.

Finally, as reported in chapter 5, the effect of stacking of GQDs to multilayer nanopar-
ticles on their optical properties, as it may be observed at high concentrations [278],
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has been studied in tight-binding simulations. When the number of layers in a multi-
layer GQD is increased, the absorption edge shifts to lower energies corresponding to a
red shift of the energy spectrum. The edge type and geometry have been identified as
major influences on the relationship between the size of the nanoparticle and its energy,
which was already known for the lateral extension but was clarified for the height of
the particle as well in this work.

To conclude, the initial question regarding the uptake and subcellular distribution was
successfully addressed by the work related to this thesis. The information gained from
the projects may be valuable for specific applications of the CNDs used here. The fact
that most CNDs are localized in the lysosomes may be used to employ CNDs in sensing
applications in the endolysosomal pathway or selectively address this compartment in
therapeutic applications. Furthermore, it is now clear that escape from the endolyso-
somal pathway must be facilitated when the employed CNDs are to be used in a drug
delivery system with a different target location, such as the nucleus. While first efforts
in this direction have been made to utilize the proton sponge effect for endosomal es-
cape with PEI-conjugated CNDs [274], there is still some work to do for an effective
release from this compartment. Further work may go into modifying the CNDs to
intensify the trend of differential uptake seen in Paper II or to test different ligands
similar to Paper III to finally facilitate a differential uptake that may be exploitable for
therapeutic applications. Further engaging questions address the phototoxicity of our
particles. While some CNDs have indeed been shown to be phototoxic, which limits
their use in some applications like live cell imaging but enables the use as a photo-
sensitizer in photodynamic therapy [37, 38, 223], the status of the particles employed
here is in this regard still unclear. Furthermore, it remains an open question if our
particles may be effectively excited with two-photon excitation, which would increase
the number of possibilities to apply the CNDs prepared in our group.
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AFM Atomic Force Microscopy

AML Acute Myeloid Leukemia

CEE Crosslinking Enhanced Emission

CND Carbon Nanodot

CNT Carbon Nanotube

CSR Complete Spatial Randomness

DETA Diethylenetriamine

EDC 1-Ethyl-3-(3-dimethylaminopropyl)carbodiimide

EPR Enhanced Permeability and Retention

FDA Food and Drug Administration (USA)

FSC Forward Scatter

GFP Green Fluorescent Protein

GNR Graphene Nanoribbon

GREE Giant Red Edge Effect

GQD Graphene Quantum Dot

LAT1 Large Neutral Amino Acid Transporter 1

mRNA Messenger Ribonucleic Acid

NHS N-hydroxysuccinimide

NLS Nuclear Localization Sequence

NMR Nuclear Magnetic Resonance

NPC Nuclear Pore Complex

PEG Polyethylene Glycol

PEI Polyethylenimine

PSF Point Spread Function

RFP Red Fluorescent Protein

ROS Reactive Oxygen Species

SNR Signal-to-Noise Ratio
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STED Stimulated Emission Depletion

TEM Transmission Electron Microscopy

tSNE t-distributed Stochastic Neighbor Embedding

XPS X-ray Photoelectron Spectroscopy
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