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I. Zusammenfassung 

 

Die in dieser Arbeit ausgewählten und berichteten Forschungsartikel befassen sich mit den 

neurophysiologischen Korrelaten der Konzeptrepräsentation und liefern Hinweise für den 

theoretischen Rahmen der verkörperten Kognition (embodiment). Demnach ist die 

Konzeptverarbeitung modalitätsspezifisch und rekrutiert sowohl motorische als auch sensorische 

kortikale Areale. Sensomotorische und auditive Hirnareale wurden in diesen Studien mit 

Neuroimaging-, Verhaltens- und Neuromodulationsmethoden gezielt untersucht. Insbesondere 

wurden neuronale Oszillationen, ereigniskorrelierte Felder und Aktivierungsquellen mit Hilfe der 

Magnetenzephalographie (MEG) untersucht, während einsprachige gesunde deutsche 

Studienteilnehmer Tätigkeitsverben verarbeiteten. Außerdem wurde die modulierende Rolle einer 

internen versus einer externen Perspektive auf die Aktion und die damit verbundene kortikale 

Rekrutierung untersucht. Die Automatizität der embodied Semantik und die Rolle der semantischen 

Verarbeitungstiefe wurden mit Hilfe eines Verhaltensparadigmas und transkranieller 

Gleichstromstimulation (tDCS) schlussendlich erforscht.  

Die MEG-Studien zeigten eine somatotopische spezifische Aktivierung kortikaler motorischer Areale 

während der Verbverarbeitung in Abhängigkeit von dem durch das Aktionsverb dargestellten 

Körperteil. Die Ergebnisse der Verhaltens- und der tDCS-Studie wiesen auf eine Modulation dieser 

selektiven Rekrutierung von somatotopisch umschriebenen kortikalen Arealen durch die Tiefe der 

semantischen Verarbeitung hin. In Bezug auf die sensorische Modalität zeigte sich, dass der 

auditorische Kortex von der Relevanz akustischer Merkmale der von den Verben beschriebenen 

Aktionen beeinflusst wird. Schließlich wurde eine Sensibilität bestimmter Hirnareale für die/den 

Akteur:in einer durch Pronom-Verb-Paare ausgedrückten Handlung festgestellt. Insgesamt erwiesen 

sich neuronale Oszillationen in einem abgegrenzten Frequenzbereich als potenzielle 

neurophysiologische Marker für die kortikale Rekrutierung bei embodied Semantik. 

Insgesamt deuten diese Befunde auf eine Beteiligung des motorischen und sensorischen Kortex an 

der Sprachverarbeitung hin. Die Ergebnisse zeigen außerdem eine Kontextabhängigkeit dieser 

Aktivierung sowohl von der Tiefe der semantischen Verarbeitung wie auch von der 

Perspektivenübernahme.  
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II. Summary 

 

The research articles selected and reported in this thesis deal with the neurophysiological correlates 

of concept representation and offer evidence for the theoretical framework of embodied cognition. 

According to this, concept processing is modality specific and recruits motor as well as sensory 

cortical areas. Sensorimotor and auditory brain areas were targeted in these studies using 

neuroimaging, behavioral, and neuromodulation methods. In particular, neuronal oscillations, event-

related fields, and source of activation were inspected using magnetoencephalography (MEG) while 

German monolingual healthy participants processed action verbs. Further, the modulatory role of an 

internal versus external perspective on the action and the related cortical recruitment were 

addressed. The automaticity of embodied semantics and the role of semantic processing depth were 

finally inspected by means of a behavioral paradigm and transcranial direct current stimulation 

(tDCS).  

The MEG studies revealed somatotopical specific engagement of cortical motor areas depending on 

the body-part involved in the action described by the verb. Findings of the behavioral and the tDCS 

study provided further evidence for the modulation of the selective recruitment of somatotopically 

circumscribed cortical motor areas by the depth of meaning processing. As for the sensory domain, 

activation of the auditory cortex was shown to be affected by the relevance of acoustic features of 

the action described by the verb. Moreover, specific brain areas were identified, that are sensitive to 

the agent of an action as expressed by pronoun-verb pairs. Overall, neuronal oscillations in a 

delimited frequency range emerged as potential neurophysiological marker of cortical recruitment 

accompanying embodied semantics. 

Altogether, these findings point to the engagement of the motor and sensory cortex in language 

processing as well as to a context-dependence of this activation on action agency and on the depth 

of semantic processing.  

 

 

 

 

 
 
 
 
 
 



IV 
 

 
 
III. List of selected research articles 

 

1. Niccolai, V., Klepp, A., Weissler, H., Hoogenboom, N., Schnitzler, A., & Biermann-
Ruben, K. (2014). Grasping hand verbs: Oscillatory beta and alpha correlates of action-
word processing. PloS One, 9(9), e108059. https://doi.org/10.1371/journal.pone.0108059 

 

2. Klepp, A., Weissler, H., Niccolai, V., Terhalle, A., Geisler, H., Schnitzler, A., & Biermann-
Ruben, K. (2014). Neuromagnetic hand and foot motor sources recruited during action 
verb processing. Brain and Language, 128(1), 41–52. 
https://doi.org/10.1016/j.bandl.2013.12.001 

 

3. Niccolai, V., Klepp, A., van Dijk, H., Schnitzler, A., & Biermann-Ruben, K. (2020). Auditory 
cortex sensitivity to the loudness attribute of verbs. Brain and Language, 202, 104726. 
https://doi.org/10.1016/j.bandl.2019.104726 

 

4. Röders, D., Klepp, A., Schnitzler, A., Biermann-Ruben, K., & Niccolai, V. (2022). Induced 
and Evoked Brain Activation Related to the Processing of Onomatopoetic Verbs. Brain 
Sciences, 12(4). https://doi.org/10.3390/brainsci12040481 

 

5. Niccolai, V., Klepp, A., Schnitzler, A., & Biermann-Ruben, K. (2021). Neurophysiological 
mechanisms of perspective-taking: An MEG investigation of agency. Social Neuroscience, 
16(5), 584–593. https://doi.org/10.1080/17470919.2021.1974546 

 

6. Klepp, A., Niccolai, V., Sieksmeyer, J., Arnzen, S., Indefrey, P., Schnitzler, A., & Biermann-
Ruben, K. (2017). Body-part specific interactions of action verb processing with motor 
behaviour. Behavioural Brain Research, 328, 149–158. 
https://doi.org/10.1016/j.bbr.2017.04.002 

 

7. Niccolai, V., Klepp, A., Indefrey, P., Schnitzler, A., & Biermann-Ruben, K. (2017). Semantic 
discrimination impacts tDCS modulation of verb processing. Scientific Reports, 7(1), 
17162. https://doi.org/10.1038/s41598-017-17326-w 

 

 



1 
 

1. Introduction 

1.1 The embodied cognition framework 

In the attempt to answer the question how concepts are represented in the brain, the embodiment 

framework (Barsalou, 2008) distanced itself from an earlier perspective on language processing and 

thereby challenged the amodal approach (Fodor, 1985). According to the latter, word meanings are 

abstract, amodal, and separated from the sensorimotor as well as autobiographic experience of the 

subject. This perspective implies that concepts are symbolic entities disconnected from the related 

perception. The embodied perspective reestablished a link between the symbolic and the 

perceptually founded meaning of words. The turning point was the postulation that sensory, motor, 

and emotion neural systems are not only responsible for perception and motor processes, but they 

are also engaged by language understanding. Using Glenberg`s words (Glenberg, 2015), “our 

thoughts are based on bodily experiences, and our thoughts and behaviors are controlled by bodily 

and neural systems of perception, action, and emotion interacting with the physical and social 

environments”. This was proposed to apply to any form of cognition independently from the 

concrete or abstract content of words and thoughts. The embodied approach thus upgraded and 

expanded the role of the body in linguistic representations, pointing to the implicit experiential 

aspects of words. Simulation of the content addressed by language, be it action, perception or 

emotion, was intended as a context-dependent reuse of sensorimotor processes (Barsalou, 1999; 

Ostarek & Bottini, 2021). The particular category of abstract concepts was proposed to be grounded 

in complex simulations of combined physical and introspective events: the differences between 

concrete and abstract word meanings was associated to the proportion and exact type of 

experiential and linguistic information from which they are derived (Meteyard et al., 2012). Here, the 

internal experience, also in form of affective associations, was suggested to play a critical role in 

learning abstract words. While a continuum from strongly embodied (“full simulation”) to 

unembodied (“fully symbolic”) theories exist (Meteyard et al., 2012), I will refer here to the 

embodied cognition framework as an umbrella term. 

 

The neurophysiological mechanisms that enable embodied semantics were suggested to be mirror 

neurons and Hebbian association mechanisms. Mirror neurons, defined as a particular class of visuo-

motor neurons, were originally localized in a portion of the ventral premotor cortex of monkeys and 

were found to be active both during movement execution and action observation (Rizzolatti et al., 

2001). Mirror neurons were also suggested to inhibit the execution of a movement during action 

observation (Glenberg & Gallese, 2012). In the field of language understanding, this was interpreted 

as an action being understandable when its observation causes the motor system of the observer to 

„resonate“. Some critic has however been advanced: although the existence of mirror neurons in 
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humans was suggested by studies based on single-cell recording (Mukamel et al., 2010) and on 

cytoarchitectonic homologies between the premotor cortex of monkeys and the Broca area 

(Glenberg & Gallese, 2012), their localization in the human brain is still not clear. Moreover, the exact 

link between mirror neurons and language processing has not been determined yet, thus leaving the 

question on the related mechanisms unanswered. 

Hebbian mechanisms (Hebb, 1949) were suggested to enable embodied meaning representations in 

that frequent co-activation of neurons leads to formation of strongly connected neuron ensembles 

that implement associative memory (Pulvermüller, 1999). In the case of action words, which 

frequently occur with movements, this neural connection might relay on the co-activation of 

perisylvian cortices and motor areas in the frontal lobe; the latter would be activated accordingly to 

the somatotopical distribution of motor areas (Figure 1). The simultaneously active neurons 

belonging to a network would for example link the word´s sensory perception (temporal cortex) with 

the related articulatory program (inferior-frontal cortex) as well as a sensory or motor reference 

depending on the word category (Shtyrov et al., 2014). A neurocomputational attempt was done to 

model the cortical function based on Hebbian learning and simulate the time-line of linguistic 

understanding (Tomasello et al., 2017).  

 

 
Figure 1. Model of general lexico-semantic circuits and referential-semantic circuits for four different 
semantic word types, as indicated above. Figure adapted and reproduced from Pulvermüller (2013), 
distributed under Creative Commons Attribution-NonCommercial-No Derivatives License (CC BY NC ND). 

 
 
It is worth noting that while studies on embodiment in language have mainly addressed the 

processing of nouns (e.g., Carota et al., 2012) and verbs (for a review see Fischer & Zwaan, 2008), 

also pronouns (Brilmayer et al., 2019), adjectives (Gough et al., 2013), and adverbs (Sieksmeyer et al., 

2021) have been shown to modulate sensorimotor cortical activation. In the following sections, I will 

concentrate on the embodiment of verbs, as this was the focus of my selected studies. 
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1.2 Behavioral evidence for sensorimotor embodied semantics 

Behavioral experiments tackling embodiment in language processing show that motor resonance 

occurs during exposure to action-related words, these being nouns, verbs or adjectives (Fischer & 

Zwaan, 2008). Specifically, behavioral measures of verbal-motor interaction such as priming 

(facilitation) and interference effects consistently hint at shared brain resources between linguistic 

and motor processes (for a review see Garcia & Ibanez, 2016). The processing of hand-related action 

verbs for example was shown to affect the concurrent manual action (Boulenger et al., 2006; Dalla 

Volta et al., 2009; Nazir et al., 2008; Sato et al., 2008). Thereby, earlier or later delivery of the prompt 

affected the result of faster hand responses for hand- than for foot-related verbs. The stimulus-

response delay, in particular the timing of the semantic decision task, abolished the priming effect 

(Garcia & Ibanez, 2016). Beyond the time lag between linguistic and motor processes, also the level 

of verbal processing as required by the task revealed to be crucial. Lexical versus semantic processing 

of words may differently affect the outcome of verbal-motor interaction. For lexical tasks a more 

superficial understanding of the word may suffice: typically, the participant is asked to distinguish 

between a word and a pseudoword (i.e., detection of erroneous letters), thus making unnecessary 

the processing of the meaning as it is the case for semantic tasks. Task requirement may thus play an 

important role in the amount or quality of action-related simulation and may modulate the 

engagement of cortical areas. This aspect is further discussed in section 1.6 at the light of literature 

evidence. 

 

Another interesting effect supporting the link between verb processing and motor simulation is the 

Action-Sentence-Compatibility Effect (ACE). One version of the paradigm related to the ACE consists 

in the presentation of words that refer to an action with a specific direction (e.g., forward, like in 

“close the drawer”). When the movement required for responses is congruent with this body-related 

direction (e.g., the participant presses the button that is further away from him/her), reaction times 

are faster than when the direction described by the verb and that one of the movement are 

incongruent (Glenberg & Kaschak, 2002). The ACE effect was interpreted as an indicator of the fact 

that action simulation automatically accompanies linguistic verbal processing and that linguistic 

understanding may rely on this simulation process. Further, some kinematic variables such as 

movement force seem to modulate motor responses relatively to the content of linguistic stimuli 

(Buccino et al., 2005). These findings point to a conjunct function of cortical motor areas: on the one 

hand, the execution of motor processes and on the other hand the analysis of verbal content based 

on an implicit simulation of the related action.  
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1.3 Neural evidence for sensorimotor embodied semantics 

Beyond or complementary to the behavioral approach, efforts have been also made to identify 

distinct neural correlates of sensorimotor simulation during the processing of body-related action 

verbs using neuroimaging and electrophysiological techniques. In the following sections, I address 

findings concerning concept representation emerging from different methodological approaches and 

I thereby introduce the techniques applied in my studies.  

 

1.3.1. Neuroanatomical signatures  

Through a localization approach it has been possible to determine which cortical areas are engaged 

by word processing beyond the core temporal language areas. Several studies targeted the 

sensorimotor cortex as a main area recruited while accessing the meaning of specific linguistic 

material. Functional magnetic resonance imaging (fMRI) studies showed that effector-specific cortical 

premotor and primary motor regions were for example activated by words or sentences referring to 

actions performed with different body parts (Aziz-Zadeh et al., 2006; Boulenger et al., 2009; Ge et al., 

2018; Hauk et al., 2004; Hauk & Pulvermüller, 2004; Kemmerer et al., 2008; Rüschemeyer et al., 

2007; Tettamanti et al., 2005; but see Postle et al., 2008). Beyond the motor components also 

sensory aspects of actions were shown to be embodied (see Binder & Desai, 2011 for a review); 

Figure 2).  

 

 

Figure 2. Modality-specific activation peaks during language comprehension: sites of peak activation from 38 
imaging studies that examined modality-specific knowledge processing during language comprehension tasks. Peaks 
were mapped to a common spatial coordinate system and then to a representative brain surface. Red= primary and 
secondary sensorimotor regions in the posterior frontal and anterior parietal lobes; green= motion area in posterior 
inferolateral temporal regions; yellow= auditory area in superior temporal and temporoparietal regions; blue = color 
area in the fusiform gyrus; pink= olfactory areas (prepiriform cortex and amygdala); orange = gustatory area in the 
anterior orbital frontal cortex; purple = area involved in emotion, anterior temporal, medial and orbital prefrontal, 
and posterior cingulate regions. Figure from Binder & Desai (2011), reproduced with permission from Elsevier and 
Copyright Clearance Center.  
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For example, words referring to auditory experiences like “telephone” were shown to induce 

stronger activation in the auditory cortex compared to words denoting visual features like “moon” 

(Kiefer et al., 2008). Also the comprehension of concepts based on multimodal-based experiences 

like “playing” appears to be supported by different modality-specific networks (i.e., visual and action-

related; van Dam et al., 2012).  

 

1.3.2 Electrophysiological signatures  

Another methodological approach also used in the field of embodied cognition consists in targeting 

electrophysiological activation patterns detected with electroencephalography (EEG) or 

magnetoencephalography (MEG). While EEG is sensitive to the neural current across radially oriented 

bands of synchronously activated pyramidal cells, MEG detects the magnetic field of tangentially 

oriented currents. In the following sections, I first introduce the functioning of MEG, which I applied 

in study 1 to 5 and then concentrate on the two different patterns of activation targeted in my 

studies: event-related fields (the magnetic equivalent of event-related potentials) and brain 

oscillations. I finally present evidence for these neurophysiological patterns of activation within the 

framework of embodied semantics. 

 

1.3.2.1. Magnetoencephalography (MEG) 

MEG is a non-invasive method that allows investigating brain electrophysiology and imaging. This is 

accomplished through the measurement of the magnetic field produced by the electrochemical 

current flows within and between neurons. Since the magnetic field is orthogonal to the electric field, 

the MEG signal is the product of particularly oriented bands of aligned neurons, whose orientation 

enable the magnetic field to reach the MEG sensors.  MEG has a sub-millisecond temporal resolution 

and a spatial resolution of few millimeters. An important advantage of MEG compared to EEG is the 

fact the magnetic signal is not distorted by the different lays of head tissues or by the air between 

the scalp and the sensors. This implies not only a better signal to noise ratio, but also a better 

localization of brain sources as the signal is less smeared; for this reason, the MEG approach is 

particularly suitable for source localization. The frequency band measured with MEG is between 0,5 

and 1.000 Hz, whereby the 1-80 Hz range is the most investigated. Since the magnetic signal that can 

be measures by MEG is on the scale of femtotesla (fT, 10-15 T), very sensitive sensors such as the 

superconducting quantum interference devices (SQUIDs) are needed. The MEG instrumentation used 

in my studies is the 306-Channels Neuromag system (Elekta, Finnland), which has two different kinds 

of sensors: while the magnetometer sensor type can be sensitive to sources that are far from the 
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subjects as well as deeper in the subject’s head, gradiometers are sensitive to magnetic fields 

originating in the head surface. The sensors are located in a helm where the head of the study 

participant is positioned. The superconducting temperatures, that allow a high signal quality, are 

enabled by the presence of helium inside a thermally insulated tank in the helm. Differently from 

EEG, the signal is not referenced to one or more channels and is thus an absolute physical quantity. 

Due to the high sensitivity of MEG sensors, also moving metal objects or electrical instruments that 

are not next to the MEG system can interfere with the brain signal because of their magnetic field. To 

improve the signal, measurements are conducted in a magnetically shielded room. The non-neural 

noise like heartbeat and muscle activity, which can also be detected by MEG, is semi-automatically 

identified and corrected during the data pre-processing. Another advantage of MEG compared to 

EEG is the easier and faster preparation of the participant, as time for mounting electrodes is spared. 

 

1.3.2.2. Event-related potentials/fields (ERPs/ERFs) 

The time course and the magnitude of sensory and cognitive processes can be determined by means 

of event-related potentials or fields. These reflect the processing of the stimulus in the brain and are 

calculated by averaging trials, which are epochs containing the stimulus repeated across time. ERPs 

are denoted by both the polarity (positive, negative) and the latency (in ms). Since the amplitude of 

these components may be modulated by a task, interference or priming effects may become visible 

through an amplitude decrease or increase. There are a number of components that have been 

related to different processes such as the sensory (e.g., N100, N170) and the semantic ones (e.g., 

P300, N400). An early component typically related to the processing of an auditory stimulus is the 

N100, the amplitude of which may be modulated by the source of the sound: hearing a sound 

produced by pressing a button elicits a smaller N400 than when the sound is externally produced 

(Bendixen et al., 2012).  

Within the embodied language framework, electrophysiological activation of sensorimotor areas was 

mainly addressed using stimuli such as single verbs or verbs within sentences (e.g., Dalla Volta et al., 

2014; Hauk & Pulvermüller, 2004). Results showed components that emerged already at about 80 till 

350 ms (Boulenger et al., 2012; Pulvermüller et al., 2005; Shtyrov et al., 2004; Shtyrov et al., 2014) 

and partly automatic (independent from attention) semantic effects (Grisoni et al., 2016; Shtyrov et 

al., 2014). Using interference/priming paradigms, action-related words were shown to induce larger 

ERPs when presented in body-part-incongruent sound contexts (e.g., “kiss” in footstep sound 

context) than in body-part-congruent contexts (e.g., “kick” in footstep sound context; Grisoni et al., 

2016). In another study, finger button press prior to the presentation of an arm-related word (e.g., 

“stir”) resulted in reduced brain activity in the hand-related motor cortex compared to the 

incongruent condition (e.g., “jump”); the observed effect latency of 150 ms hinted again at early 
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semantic information retrieval (Mollo et al., 2016). Overall, results from electrophysiological 

investigations point to relatively early effects of verb processing in sensorimotor areas and to 

modulatory effects of motor priming or interference on sensorimotor cortical activation 

accompanying word processing. 

 

1.3.2.3. Brain oscillations 

Brain oscillations are denoted by a rhythmic pattern of activity that can range between low and high 

frequencies. The acknowledged frequency ranges are the following: delta (0,5-3,5 Hz), theta (4-7 Hz), 

alpha (8-12 Hz), beta (13-30 Hz) and gamma (>30 Hz). This oscillatory brain activity emerges from the 

synchronised or desynchronised activation of a neural population. While synchronisation 

corresponds to an increase in signal amplitude (power), desynchronization corresponds to a power 

decrease (Pfurtscheller & Lopes da Silva, 1999). Lower frequencies typically show larger amplitude 

than higher frequencies. The brain oscillatory activation reflects the amount of changes in the 

membrane potential of a group of cells; although independent from spike activity, the modulation of 

the membrane potential may still influence spike probability. The oscillatory activity is not necessarily 

phase-locked to a stimulus or a response and can be spontaneous or induced (Hansen et al., 2010): 

an example of the spontaneous activity can be observed in the resting state, which is accompanied 

by increased amplitude of posterior alpha oscillations. The different frequency bands and the related 

amount of activation within a recorded time-interval can be related to particular brain states. 

Induced activity typically follows the presentation of a stimulus or the preparation/execution of a 

movement; the latter is typically accompanied by alpha and beta desynchronization (Babiloni et al., 

2002; Koelewijn et al., 2008). Different frequency bands can occur in the same neural network and it 

is possible that the same rhythms co-occur in different structures and interact (Buzsáki, 2004). While 

higher frequencies engage small brain regions, low frequencies involve larger networks (Buzsáki, 

2004; Pfurtscheller & Lopes da Silva, 1999). Brain oscillations have been proposed to temporally 

coordinate the information transfer across brain regions and support plasticity (Engel & Fries, 2010).  

Only few EEG (Alemanno et al., 2012; Moreno et al., 2015; van Elk et al., 2010) and 

electrocorticography (ECoG) investigations in the field of embodied semantics have addressed brain 

oscillations (Canolty et al., 2007). Studies mostly used visually or auditorily presented single action 

verbs as well as verbs in sentences during lexical-semantic tasks. The observed concomitant 

modulation of the alpha and beta frequency band was of particular interest given its emergence also 

during movement preparation, execution, and imagination. In the following sections, I focus on these 

frequency bands, which were object of my studies, and I introduce the related literature evidence in 

the field of embodiment. 
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The oscillatory activity in the alpha range (8-12 Hz) during rest was originally described by Hans 

Berger (1929): its amplitude was enhanced occipitally when participants closed their eyes. However, 

the alpha frequency has been related also to other brain states such as illusory perception (Lange et 

al., 2014), visual discrimination ability (van Dijk et al., 2008), and movement preparation/execution 

as so-called mu-rhythm. The functional distinction between the mu (8-13 Hz) and the overlapping 

alpha rhythm is still matter of discussion (Hobson & Bishop, 2016): it has been proposed that 

sensorimotor alpha oscillations differ from the alpha frequency observed in occipital areas because 

of the motor cortical localization of its sources (Vukovic & Shtyrov, 2014). The mu rhythm has been 

associated to movement observation/execution (Caetano et al., 2007; Pfurtscheller et al., 2000; 

Pfurtscheller & Lopes da Silva, 1999) and motor imagery (Höller et al., 2013; Mellinger et al., 2007; 

Neuper et al., 2009). This points to the sensitivity of the mu rhythm to cognitive processes that do 

not require explicit sensory input or motor execution. In the context of language processing, the mu 

rhythm showed power suppression during presentation of single verbs (Fargier et al., 2012) and 

action-related sentences (van Elk et al., 2010); interestingly, it was observed also in second language 

comprehension (Vukovic & Shtyrov, 2014). Stronger mu power suppression was found in left and 

centro-frontal leads for action versus abstract words (Alemanno et al., 2012; Moreno et al., 2013). 

Listening to verbal stimuli (pseudowords) that had been previously associated with movements 

resulted in suppression of the mu rhythm over the centro-parietal region (Fargier et al., 2012). 

Overall, electrophysiological studies point to an involvement of the 8-13 Hz frequency range over 

sensorimotor cortical areas in the formation of action representations. 

The beta band has been typically related to motor functions (for a review see Cheyne, 2013). 

Similarly to the alpha band, the beta band shows a desynchronized pattern of activation over the 

premotor and primary motor cortex accompanying the preparation, initiation, and execution of a 

movement (Babiloni et al., 2002; Doyle et al., 2005; Koelewijn et al., 2008; Pfurtscheller & Lopes da 

Silva, 1999); beta power suppression was also described during imagination of a movement 

(Schnitzler et al., 1997). Beta desynchronization emerges during sustained (isometric) muscular 

contraction of different body muscles (Crone et al., 1998; Tecchio et al., 2008). Typical of movement 

execution is also a beta rebound (power increase) in the precentral gyrus after the end of the 

movement, stronger in the hemisphere contralateral to the movement (Cheyne, 2013). This was 

interpreted as an off-response to the termination of input to the primary motor cortex (Cassim et al., 

2001) and was stronger than the alpha rebound (Hari et al., 1997). Although the hand area appears 

to be somewhat activated also by actions with other body-parts, mu and beta frequencies showed a 

somatotopic organization depending on the engaged body-part (Cheyne, 2013). Also, patterns of 

desynchronized beta activity in the cortical motor area were shown to correspond to neural 
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activation as measured with fMRI during finger movement (Formaggio et al., 2008). On the base of 

these findings, the beta frequency appeared especially interesting as a potential neurophysiological 

marker of motor-related embodiment processes.   

 

 

1.4 Neural evidence for sensory embodied semantics 

Although the sensorimotor cortical involvement has so far been mostly addressed in the field of 

embodied semantics, there is some evidence for embodiment processes also in sensory areas. An 

fMRI study investigated the simultaneous contribution of five different modalities to semantic word 

processing (Fernandino et al., 2016): the authors found that both early unimodal and high uni- and 

multimodal areas were differentially involved in the processing. This is in line with recent 

investigations of modality-specific recruitment, showing that neural activation for sound and action 

features of concepts emerged not only in the related sensory and motor regions, but also in higher-

level, multimodal regions (Kuhnke et al., 2020). Metaphorical expressions concerning different 

human senses and including body-related actions were shown to activate related sensory and motor 

regions of the brain (Müller et al., 2022), thus supporting conceptual grounding. In their meta-

analysis Binder and Desai (2011) showed that activations during language processing including 

sound, color, olfactory, gustatory or emotional content tend to show activation in or near the 

correspondent sensory areas. For example, odor-related terms (e.g., “cinnamon”) were found to 

activate the primary olfactory cortex including the piriform cortex and the amygdala (González et al., 

2006). Taste-related words activated the primary and secondary gustatory cortex stronger than 

control words (Barrós-Loscertales et al., 2012). As for the auditory sensory modality, areas belonging 

to the auditory cortex such as the posterior superior temporal gyrus (pSTG) and the middle temporal 

gyrus (MTG) were activated not only by sounds, but also by words with acoustic features (e.g., 

“telephone”; Kiefer et al., 2008). Altogether, findings suggest that also sensory brain areas may be 

recruited by semantic processing of sensory-related linguistic features.  

 

 

1.5 Causality in motor embodiment 

Some questions on the nature of embodied semantics have arisen, that deal with the automaticity of 

such processes and how far the recruitment of sensory and motor cortical areas is essential for 

language understanding. Critical perspectives on the embodiment framework propose that this 

concerns more an after-effect of conceptual understanding (Mahon & Caramazza, 2008). In 

particular, the motor system could be activated due to “leakage” or collateral activation taking place 
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at an abstract conceptual level. Sensory and motor cortical engagement would thus be a sort of 

spreading or parallel activation and would not play a causal role in representation of meanings. One 

methodological approach used to shed light on this is the investigation of patients with motor 

cortical related disorders or lesions: the rationale behind this is that lesion or dysfunction of the 

motor and premotor cortex should result in impaired processing of action-related language. In 

patients with Parkinson disease (PD), a degenerative disorder of the central nervous system mainly 

affecting the motor system, an impairment in verb naming or processing (Bak et al., 2001; Piatt et al., 

1999; Rodríguez-Ferreiro et al., 2009) and a slowing of reaction times to verb stimuli with motor 

content were observed (Boulenger et al., 2008a; Fernandino et al., 2013). Further, investigation of a 

component of motor simulation such as speed implied by action verbs, showed that PD patients had 

longer reaction times in a semantic similarity judgement task of fast but not slow hand-related 

actions (Speed et al., 2017). In patients with amyotrophic lateral sclerosis, another 

neurodegenerative condition affecting the motor system, stronger impairment related to knowledge 

of actions versus objects was observed (Grossman et al., 2008), which also correlated with cortical 

atrophy in the motor cortex. In a recent study, patients with mild to moderate paresis after a motor 

stroke in the left-hemisphere showed impaired comprehension of action metaphors compared to 

controls (Borelli et al., 2022).  

As for sensory cortical areas, an association between lesions of the left pSTG/MTG and behavioral 

impairment in a semantic task was observed: in particular, slower reaction time and lower accuracy 

emerged for visual recognition of sound-related versus -unrelated words (Trumpp et al., 2013).  

Further, a logopenic variant of primary progressive aphasia was found to be associated to selective 

difficulty in recognizing sound words compared to other modalities (Bonner & Grossman, 2012); 

these patients also showed gray matter atrophy in the auditory association cortex compared to 

healthy controls. 

Altogether, findings suggest an impairment of semantic processing in patients with motor or sensory 

cortical related disorders or lesions. However, there are also findings from lesion studies (Arévalo et 

al., 2012; Weiss et al., 2016), that are contrary to the prediction of the embodied cognition theory. 

While patient and lesion idiosyncrasy may explain inconsistent results to some extent, it is likely that 

other left-hemispheric cortical areas beyond the pre-/motor and sensorimotor cortex also play a role 

in language understanding. The cortical recruitment for meaning representations may thus not be 

restricted to motor and sensory areas, these being instead part of a larger network. 

 

Another approach aimed at determining the causal impact of motor cortical engagement in language 

processing and sometimes used to induce a virtual lesion is non-invasive brain stimulation. In the 

following section, I introduce two stimulation methods: transcranial magnetic stimulation (TMS) and 
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transcranial direct current stimulation (tDCS). Thereafter, I report the related findings from the 

research landscape concerning embodiment. 

 

1.5.1 Non-invasive brain stimulation  

TMS is applied through a magnetic stimulator consisting in a circular or eight-shaped coil of wire 

connected to an electrical capacitance. When the electric current flows through the coil, it produces 

a magnetic field perpendicularly oriented to the coil. This magnetic field induces electrical currents in 

any conductive structure nearby; in the case of the brain, the skull offers only low impedance to 

magnetic fields. The neural tissue of a cortical area can be therefore stimulated by modulating the 

excitability of neurons. The application of TMS can temporally disrupt perceptual, motor, and 

cognitive processes, an effect questionably called “virtual lesion” (Siebner et al., 2009).  

 

Another non-invasive brain stimulation method is tDCS, which allows bidirectional stimulation of 

different cortical areas. When applied to the hand-related motor cortex, anodal and cathodal tDCS 

resulted in motor cortical excitation (depolarization of the neural cellular membrane) and inhibition 

(hyperpolarization), respectively (Nitsche & Paulus, 2000, 2001). The type of stimulation (anodal 

versus cathodal) depends on the different orientation of the electric field resulting from the 

electrodes position and polarity (Nitsche et al., 2008). The current flows from the cathode (the 

negatively charged electrode) to the anode (positively charged electrode). The current is delivered 

through two sponge electrodes with a variable size between 3,5 and 35 cm2 previously immersed in a 

salty water solution. The use of nonmetallic, rubber electrodes inside the sponges avoids 

electrochemical polarization. The electrical field strength of tDCS depends on current density, which 

is the quotient of current strength and electrode size (Nitsche et al., 2008). The focality of tDCS 

depends on the size as well as the position of the electrodes on the scalp; these may however engage 

a larger neural population than that one targeted (Nitsche et al., 2008). Differently from TMS, tDCS 

does not induce neuronal action potentials and is therefore more a neuromodulatory intervention 

(Nitsche et al., 2008). As a consequence, anodal tDCS may exclusively induce firing of neurons that 

are near threshold and thus modulate their activity when they are engaged by a task (Miniussi et al., 

2013). The application of tDCS is generally well tolerated because it induces an initial light itching 

sensation that slowly disappears. This is of advantage compared to TMS, which induces stronger 

cutaneous sensations, thus making easier to distinguish the sham (no stimulation, control condition) 

from the verum stimulation and possibly impairing study blinding.  

 

Studies on embodiment mainly applied TMS to the hand-related motor cortex in order to detect 

consequences in the linguistic processing of effector-related action verbs. Results showed a 
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stimulation-depend modulation of reaction times and/or cortical excitability as measured with motor 

evoked potentials (MEPs). Inconsistent findings, however, emerged across studies in particular 

concerning the direction of the modulation. While some studies showed decreased MEPs and/or 

longer reaction times (Buccino et al., 2005; Lo Gerfo et al., 2008; Repetto et al., 2013; Scorolli et al., 

2012), thus pointing to inhibited cortical motor activation, others showed increased MEPs and/or 

shorter reaction times (Oliveri et al., 2004; Papeo et al., 2009; Pulvermüller et al., 2005; Willems et 

al., 2011), which indicated cortical motor facilitation. This inconsistence possibly depended on the 

different stimulation settings (e.g., supra- versus sub-threshold, single-pulse versus repetitive) as well 

as the different linguistic tasks. While altogether results speak for cortical stimulation of the motor 

area affecting the understanding of action words, the issue about the causal involvement of the 

motor cortex remains elusive. Interestingly, the use of a semantic versus a lexical judgment task 

enabled the detection of an effect of TMS (Vukovic et al., 2017). This points to the likely impact of 

linguistic processing depth on simulation and speaks against a whole automaticity of simulation 

processes, an issue that I address in the following section.  

 

 

1.6. Automaticity in motor embodiment 

There is a broad spectrum of inconsistent findings related to the putative automaticity of simulation 

processes. In some studies, the language-motor interaction emerged even during subliminal 

processing (Boulenger et al., 2008b) and modulatory effects of motor priming or interference on 

cortical motor activation were found also when participants’ attention was not required for the 

linguistic task (Grisoni et al., 2016; Shtyrov et al., 2014). In other studies, the language-motor 

interaction emerged only when semantic processing was necessary (Mirabella et al., 2012; Sato et al., 

2008); when semantic access was irrelevant for task completion, hand-related expressions did not 

induce significant motor resonance (Garcia & Ibanez, 2016). In a recent study, congruency effects 

between body-related action verbs and body effectors showed to be larger when the task implied 

lexical decision versus a task in which verbs were irrelevant (Miller & Kaup, 2020); intermediate 

performance was achieved when the task consisted in making physical judgments. Although 

somewhat inconsistent, studies using metaphorical action-language suggest that this does not evoke 

necessarily or automatically motor cortex activation (for a review see Willems & Hagoort, 2007). 

Overall, findings point to the depth of processing of linguistic stimuli as a key aspect of embodied-

related simulation and argue against automaticity intended as an on/off process of understanding.    
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2. Summary of selected research articles 

2.1 Neural correlates and motor sources of action-word processing  

In study 1 (Niccolai et al., 2014) the neural mechanisms of embodiment were investigated with MEG 

in German monolingual healthy participants while performing a lexical-semantic task. German 

infinitive single verbs describing hand-related actions (H; e.g., ‘greifen’ – ‘to grasp’) and foot-related 

actions (F; e.g. ‘rennen’ – ‘to run’) were visually presented. Verbs referring to abstract actions that 

did not involve any body movement were used for the control condition (N; e.g., ‘planen’ – ‘to plan’). 

Pseudo-words and filler words appeared pseudo-randomly as a prompt to which participants had to 

respond by moving their gaze to a target either on the left or on the right side of the screen and thus 

indicating whether it was an existent word. This task aimed at inducing the processing of the 

linguistic material and avoiding potentially confounding activation of the motor area like during 

button press. Study 1 attempted to determine motor-related oscillatory patterns of activation (alpha 

and beta frequencies) during the processing of body-related (H, F) versus non-body-related (N) verbs 

in motor areas. In order to localize the motor and premotor areas, a study requiring isometric 

contraction of the hands and of the feet was conducted separately with the same participants. On 

the base of the EMG signal, corticomuscolar coherence in the beta range (15-25 Hz) was determined 

and used to select regions of interest (Figure 3): this is a measure of functional connectivity between 

a contralateral effector muscle and the sensorimotor/premotor cortex (Mima & Hallett, 1999). The 

H-N and F-N contrasts were then examined in the hand- and foot-related regions of interest.  

 

 
Figure 3. Localizer task: grand-average of corticomuscular coherence in the beta (15–25 Hz) range related 
to hands (top) and to feet (bottom) isometric contraction. Bold points represent gradiometer pairs 
selected for frequency analysis in the word paradigm. Figure adapted from Niccolai et al. (2014), 
distributed under Creative Commons Attribution License. 
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In the word paradigm, both the H and the F condition showed stronger beta power suppression than 

the N condition. While the H-N contrast showed stronger beta desynchronization in the left 

hemispheric selected channels, the F-N contrast showed stronger beta desynchronization in the right 

centrolateral selected channels (Figure 4).  

 

 
 

Figure 4. Grand-average of frequency spectra. a) Grand-average of the H (left) and the N (right) condition on 
the average of the left-hemispheric hand-related sensors selected with the localizer task. b) Grand-average of 
the F (left) and the N (right) condition on the average of three foot-related sensors showing a significant effect. 
Figure adapted from Niccolai et al. (2014), distributed under the Creative Commons Attribution License. 

 
 

Although in both cases the activation emerged in the beta range, slight differences in the frequency 

subrange were also observed: the effect related to the H-N contrast involved the 20-24 Hz frequency 

range whereas the effect related to the F-N contrast involved the 15-20 Hz range. This activation 

emerged at about 200 ms after word onset, therefore in a plausible time-window of semantic 

processing. Beyond beta, also the alpha rhythm showed stronger desynchronization in the H versus N 

condition in the left-hemispheric hand-related motor area, although with a later onset (~ 400 ms 

after word onset). When testing possible activation induced by each contrast on the not-

corresponding somatotopical area (i.e., H-N in the foot-related motor area and F-N in the hand-
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related motor area), no significant effect emerged; this points to a somatotopical specificity of the 

cortical motor engagement in language processing. According to the results of a previous survey 

conducted to select verbs, H and F verbs were more imaginable than N verbs. Since imageability was 

described as a possible way for semantic processing and learning (see Dual Coding Theory, Paivio 

1971), the contrast between high- versus low-imageability words was examined. Results showed no 

different patterns of activation for either the beta or the alpha frequency in any of the selected 

motor areas. This indicates that difference in imageability between condition did not result in 

modulation of the motor cortex and suggests motor simulation as the mechanism responsible for the 

observed effects.  

 

In addition to oscillatory correlates, study 2 (Klepp et al., 2014) applied a source modeling technique 

to localize motor-related activity in the brain. Individual neuromagnetic motor sources during the 

processing of H and F verbs were inspected by looking at the equivalent current dipoles (ECD). In the 

context of motor preparation/execution two distinct event-related fields have been previously 

identified: the motor field (MF) and the movement-evoked field (MEF; Kristeva et al., 1991). 

Specifically, the MF peaks around movement onset and the MEF peaks shortly after movement 

onset. The MF is located in the motor cortex and is assumed to reflect processes related to motor 

commands. The MEF instead is located in the postcentral sensory cortex and is related to sensory 

feedback evoked by a movement (Biermann-Ruben et al., 2012; Cheyne & Weinberg, 1989). To 

localize neuromagnetic motor sources, a localizer task consisting of alternating hand and, separately, 

foot movements was used. Neuromagnetic ECD sources for H and F movements in the localizer task 

were then fitted to the signal of the H, F, and N condition of the word paradigm. The transfer of the 

ipsi- and contralateral MF sources related to hands and feet movements to the word paradigm 

resulted in larger hand-related MF source amplitude for H than for F verbs (Figure 5, left plot). 

Overrepresentation of hand regions in the motor cortex and poorer signal quality for the intra-

hemispherically located foot motor area may explain the fact that verb conditions only descriptively 

differed on foot sources. Motor dipole sources for hands and feet movements also showed to be 

recruited by the corresponding H versus F verb condition within a semantic time-window (at about 

200 ms after word onset; Figure 5, right plot). Results indicate that motor dipole sources, which were 

individually determined using a localizer task, were involved in the semantic processing of body-

related verbs according to the effector required to perform the action described by the verb. 

Differently, MEF sources did not show activation in the word paradigm, suggesting that the sources 

related to the sensory aspect of a movement were not sensitive to body-related verb processing. 
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Figure 5. Left: Mean peak amplitudes for MF hand- and foot-related sources in the three verb conditions, averaged 
across hemispheres. Error bars show SEM, * = p<.05. Right: Grandaverage time course of MF dipole activation 
during verb processing for the three verb conditions. Figure from Klepp et al. (2014), adapted and reproduced with 
permission from Elsevier.  

 
 

In summary, results of study 1 and 2 showed that verb reading activated somatotopically the hand 

and foot motor areas according to the body-part described by the action verb. This modulation 

emerged in the beta and alpha range, thus suggesting desynchronization in these frequency ranges 

as a potential neurophysiological marker of embodiment. In both studies, also neural activation 

related to the processing of abstract verbs was observed in cortical motor areas. This is likely to 

reflect the non-dichotomous nature of concrete - abstract words, the latter being not completely 

disentangled from sensory and motor systems. This aspect has been addressed within the 

embodiment framework as a possible a continuum between abstract and concrete words mediated 

by a differential recruitment of cortical areas (Borghi et al., 2017).  

 

 

2.2 Neural correlates of conceptual processing of acoustic features 

In study 3 (Niccolai et al., 2020) a further step was done in order to determine the neurophysiological 

correlates of embodiment by moving the focus from motor to sensory cortical areas: this study 

addressed the role of the auditory cortex in semantic processing of acoustic characteristics as implied 

by action verbs. Specifically, I concentrated on the loudness aspect of actions and investigated the 

cortical activation related to verbs implying loud (e.g., ‘to shout’) versus quiet (e.g., ‘to whisper’) 

actions; verbs belonging to the two conditions differed in the loudness parameter according to a 

previous online rating study involving 30 monolingual German speakers. Verbs of the two conditions 

were further matched for word length, frequency, bi-/trigram frequency and number of mouth/facial 

versus limb/whole body actions. Louder actions were expected to be accompanied by stronger 

activation of the auditory cortical area. While theoretically a no-sound condition would have been 
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also informative, the scarcity of body-related actions that do not produce sounds made it not 

possible to create such a control condition. To induce semantic processing of words without explicitly 

addressing loudness, participants were required to respond either whether the verb was in 1st versus 

3rd- person perspective or which body-part was involved in the action (Figure 6).  

 

 
Figure 6. Description of the word paradigm: verbs implicating loud or quiet human actions were shown and 
participants were asked to indicate either whether the verb was in the 1st/3rd- person (i.e.,“ich singe”= “I sing”; “sie 
singt”=”she sings”) or which body-part was implicated in the action (fix.p. = fixation point; R = response). Each word 
was followed by the presentation of the same tone. Figure from Niccolai et al. (2020), reproduced with permission 
from Elsevier. 

 

To identify the specific cortical temporal areas required for loudness processing, a localizer study was 

used, that consisted in the presentation of loud versus quiet tones. Previous findings concerning 

oscillatory activation of the auditory area point to alpha and beta power suppression as a correlate of 

tone and of phoneme processing (Crone et al., 2001; Weisz et al., 2011). These frequency ranges 

were thus addressed both in the localizer and in the word paradigm study. Results from the localizer 

study showed that loud tones were followed by larger N100m amplitude (the magnetic equivalent of 

the N100) as well as by stronger 10 Hz power suppression than quiet tones (Figure 7a,b,c). To 

determine the cortical sources of activation I used Dynamical Imaging of Coherent Sources (DICS; 

Gross et al., 2001), which estimates cortical power on the source level by means of a spatial filter. 

Results showed that the alpha frequency was more desynchronized for loud then quiet tones in the 

Broadman areas A22, A41/42, and in the caudoposterior superior temporal sulcus (cpSTS) of the right 

hemisphere (Figure 7d).  
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Figure 7. Localizer study. a) Grandaverage of the N100m peak amplitude between 100 and 150 ms after tone onset with 
channels exhibiting maximum activity depicted by bold points; b) grandaverage N100m time-course for loud (red) and 
quiet (blue) tones in the left- and right-hemispheric channels showing maximum activity; c) Grandaverage of frequency 
spectra of the loud and quiet tones condition and grandaverage difference across channels showing a significant N100m 
amplitude modulation by loudness; d) source estimation of the alpha band in the contrast loud versus quiet tones 
displayed on a brain template (only significant values shown). Figure from Niccolai et al. (2020), reproduced with 
permission from Elsevier. 

 

These areas were used as regions of interest in the word paradigm within a virtual channel approach 

that enables the localization of specific brain areas in the individual brain models based on MEG-MRT 

co-registrations and according to a brain atlas (Brainnetome; Fan et al., 2016). Results of the word 

paradigm showed that verbs describing loud actions induced stronger beta (20-26 Hz) 

desynchronization in the left hemisphere in a time-window where semantic processes take place 

(Figure 8); in the right hemisphere a similar activation was observable, which however did not reach 

significance. This is in line with the left-hemispheric linguistic dominance as well as with the finding 

that the STS show stronger responses to words than to tones particularly in the left hemisphere 

(Binder & Price, 2001). The alpha frequency was descriptively modulated by loudness, with stronger 

desynchronization following verbs describing loud actions, but its effect did not reach statistical 

significance. These findings point again to a main role of the beta frequency in the embodiment of 

semantic concepts. 
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Figure 8. a) Grid points representing virtual channels of area A22, A41/42, and cpSTS displayed on a brain template. b) 
and c) Results of statistical comparisons on virtual channels between loud and quiet action words (colours represent t-
values). Data of temporal areas A22, A41/42 and cpSTS were averaged for the left (b) and right (c) hemisphere 
(significant cluster outlined). Figure from Niccolai et al., 2020, reproduced with permission from Elsevier. 

 

In addition, a sensory suppression paradigm was implemented in the word paradigm in order to 

investigate whether the sensitivity of the auditory cortex to a tone following the word stimulus (see 

Figure 6) was differentially affected by the verb semantic loudness. Specifically, increased auditory 

cortex activation as induced by loud verbs was expected to affect the amplitude of the following 

magnetic field related to tone presentation. The N100 amplitude is typically suppressed in case of 

stimulus repetition (Bendixen et al., 2012; Timm et al., 2013). Enhanced engagement of the auditory 

cortex by action verbs of the loud condition was thus expected to result in a smaller amplitude of the 

N100m due to inhibition of the auditory neural population. Results showed that the N100m was 

smaller for tones following verbs of the loud than for tones following verbs of the quiet condition in 

the left hemisphere. This confirms that the auditory cortex was affected by the semantic loudness of 

actions described by visually presented words and that it responded differently to a following simple 

acoustic stimulus. 

In addition to the loudness parameter, also movement energy intended as increased body-related 

movement was inspected in the word paradigm. Indeed, louder actions may be accompanied by 

stronger or larger movements; this parameter was measured through a rating study. The analysis of 



20 
 

high- versus low-movement action verbs aimed thus at disentangling between the contribution of 

action-related loudness and that of movement energy required to perform that action. The lateral 

occipital cortex  V5/MT+, which is typically related to the processing of biological movement and is 

anatomically well defined (Zeki et al., 1991), did show increased beta desynchronization for high 

versus low-movement action verbs. Crucially, no effect related to movement energy emerged in the 

selected auditory area, thus suggesting that beta modulation observed in the auditory cortex 

depended on the loudness parameter. 

In summary, study 3 showed that a sensory brain area, namely the auditory cortex, is involved in the 

semantic processing of verbs implying action-related acoustic features. The modulation of the 

auditory cortex could be also confirmed by the N100m suppression and could be disentangled from 

the possible contribute of action-related amount of movement. 

 

To further determine the role of the auditory cortex in processing linguistic stimuli with acoustic 

relevant features, a peculiar word category was investigated in study 4 (Röders et al., 2022) 

potentially offering an additional and more sensitive way to tackle the role of the auditory cortex in 

words processing. Onomatopoetic verbs reproduce the sound of the action that is meant (e.g., 

‘murmeln’ -  ‘to mutter’) and are therefore characterized by a close relationship between word 

phonetic and meaning: the acoustic feature is hence an intrinsic property of the semantic 

representation of the word. In previous studies, brain activation related to onomatopoeia was 

frequently investigated with interjections, which are sounds that animals make (e.g., ‘kikeriki’ for a 

rooster call). Results showed stronger activation of the auditory cortex and in particular of the STS 

and the posterior superior temporal sulcus (pSTS) accompanying interjections compared to control 

words with similar reading frequency, auditory familiarity, and auditory imageability (Hashimoto et 

al., 2006; Kanero et al., 2014). While also onomatopoietic adverbs have been addressed in one study 

(Lockwood & Tuomainen, 2015), there was a lack of studies focusing on the effect of onomatopoetic 

syntactical components such as nouns or verbs on brain activation; this gap was even more 

remarkable when considering the investigation of neural oscillatory activity in the field. Study 4 

aimed at filling this gap by targeting both event-related fields and brain oscillations accompanying 

the processing of onomatopoetic verbs. To this aim, onomatopoetic (O) and non-onomatopoetic 

(NO) verbs were matched for frequency and length, as well as implied loudness to avoid a possibly 

related cofounding effect concerning acoustic relevance. The onomatopoetic quality of a preselected 

group of words was determined by means of a previous online rating study. Semantic processing of O 

verbs was expected to engage the auditory cortex more strongly than that of NO verbs; the left 

temporal channels resulting from the localizer paradigm in study 3 were chosen as region of interest. 
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On the base of results of study 3 and of previous studies addressing sensory processing of tones and 

sounds (Crone et al., 2001; Weisz et al., 2011), desynchronization of the alpha and beta frequencies 

was targeted as potential neurophysiological correlate of the auditory cortical engagement. Results 

from study 4 showed a descriptive effect both in the alpha and in the beta frequency range with 

stronger desynchronization in the O compared to the NO condition, which however did not reach 

statistical significance. As for ERFs, a larger component was observed at about 240 ms after word 

onset for O words, starting in centro-parietal channels and moving towards slightly right lateralized 

channels (Figure 9).  

 

 
Figure 9. Statistical results of ERFs analysis of the contrast O-NO: channels showing a significant effect 
(indicated by a star) in the shown time interval. Figure reproduced from Röders et al. (2022), distributed under 
the terms and conditions of the Creative Commons Attribution (CC BY) license 
(https://creativecommons.org/licenses/by/4.0/). 

 
 

One possible interpretation of this effect is an enhanced effort accompanying the semantic 

processing of O compared to NO verbs. This is likely to reflect the double information processing that 

characterizes O words, where both relevant phonetic and semantic features are simultaneously 

processed. Although it might be argued that the relatedness between the phonetic and the semantic 

aspect of O words is of advantage for linguistic comprehension, there is so far no sound evidence for 

a facilitated lexical/semantic processing accompanying O words. Behavioral results of study 4 could 

not shed light on this issue as the task required participants to respond after a prompt: this, which 

was needed to control for semantic processing of words, interferes with spontaneous reaction times. 

From previous electrophysiological studies, inconsistent results emerge. In an EEG study comparing 

iconic verbal material (ideophonetic adverbs) and arbitrary adverbs, amplitude differences were 

observed in an early (P200) and in a late positive component at about 600 ms (Lockwood & 

Tuomainen, 2015). The authors associated the larger P200 following iconic words to the integration 

of sensory information and the late positive complex with a more effortful retrieval of ideophonetic 

compared to control words. In another study, a less negative-going N400 and a late positive 

deflection for onomatopoetic compared to control words were instead observed (Peeters, 2016). 
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Altogether, the analysis of ERP/ERFs indicates peculiar neurophysiological correlates accompanying 

the processing of onomatopoetic words. Whether the related double (phonetic and semantic) 

feature induces a facilitated or a more effortful linguistic processing remains to be determined. 

 

 

2.3 Neural correlates of perspective-taking 

The studies 1 to 4 addressed the modulation of cortical activation induced by motor and sensory 

processes accompanying action verb understanding. In fact, actions can be experienced from more 

than one perspective depending on the agent of the action (e.g., ‘I grasp’ versus ‘s/he grasps’). There 

is behavioral evidence for actor perspective affecting the immersion in a story when reading 

(Hartung et al., 2016). It was suggested that the focus on the personal experience, of ‘what 

something is like’, characterizes the 1st- person approach, which is centered on the body (Hornecker 

et al., 2017); differently, a 3rd- person perspective would imply a more external, objective approach, 

with a focus on the context. Behavioral evidence for an effect of perspective-taking in the linguistic 

field comes from studies applying the above introduced ACE effect: this was found using the 1st- 

person perspective and was abolished when using the 3rd- person perspective (Gianelli et al., 2011; 

van Dam & Desai, 2017). A study investigating motor-evoked potentials induced by TMS found that 

motor facilitation was greater for verbs in the 1st- than in the 3rd- person perspective (Papeo et al., 

2011); also, without stimulation, reaction times to verbs in 1st- person were shorter, suggesting faster 

processing. Overall results point to the agent of an action as an important modulatory aspect of 

embodiment and raise the question whether this effect is accompanied by particular brain 

correlates. Study 5 (Niccolai et al., 2021) was developed to determine neurophysiological 

mechanisms at the base of the modulatory role of perspective-taking. To answer the question 

whether change of agency reflects on the degree of embodiment in cortical areas, study 5 addressed 

patterns of activation related to semantic processing of verbs presented in the 1st- versus the 3rd- 

person perspective. To this aim, the dataset of study 3 was used, where each verb was pseudo-

randomly presented either in the 1st- or in the 3rd- person perspective (‘I’ versus ‘she’ or ‘he’; see 

Figure 6). Using a virtual channel approach, neuro-oscillatory activation was targeted in the cortical 

areas shown to be modulated by perspective-taking in previous fMRI studies. Overall, functional 

neuroanatomical effects were observed in the posterior cingulate gyrus, the right STS, the 

sensorimotor area and the V5/MT+ area (Ruby & Decety, 2003; Tomasino et al., 2007).  

All but the V5/MT+ areas were expected to show increased activation following verbs in the 1st- 

person perspective, depending on enhanced simulation due to the identification with an ‘internal’ 

versus ‘external’ agent. As for the V5/MT+ area, this was assumed to be inversely modulated due to 

its sensitivity to biological motion and to the related observer perspective. MEG results showed 
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increased beta desynchronization in the right posterior ventral cingulate gyrus and the right pSTS, 

thus supporting a functional role of these areas in the implementation of action perspective. The 

unexpected finding of increased beta desynchronization also in the right V5/MT+ area may depend 

on the partial overlap of this brain region with fractions of the extrastriate body area; interestingly, 

this overlap was shown to be larger in the right hemisphere (EBA; Ferri et al., 2013). Possibly, this 

contributed to the observed increased right-hemispheric V5/MT+ activation following verbs in the 

1st- person perspective. 

Beyond oscillations, ERFs induced by the pronoun-verb pairs in the two conditions were also 

inspected in study 5. Results showed a larger component between 110 and 170 ms following 1st- 

person perspective, that broadened from occipital toward central and then left-hemispheric 

temporal areas. This result adds to previous EEG findings of larger potentials induced by 1st- person 

perspective (Brilmayer et al., 2019; Shi et al., 2011) and indicates an increasing recruitment of brain 

regions involved in semantic processing. 

Another aim of study 5 was to detect a possible influence of linguistically based perspective-taking on 

following sensory processes. The auditory component N100 was previously shown to be sensitive to 

the agent: this effect, called sensory attenuation, consists in smaller N100 amplitude when language 

or tones are self- versus externally-produced (Bendixen et al., 2012; Ross et al., 2017). Analogously to 

study 3, a modified sensory attenuation paradigm implemented in the linguistic task was expected to 

reveal whether perspective-taking affects the amplitude of an auditory sensory component. In 

particular, the N100m related to tones following stimuli in 1st- person perspective was expected to be 

smaller due to the related simulation of a self-produced action. No difference in N100m amplitude 

however emerged between the conditions, possibly depending on the overall weak link between the 

stimuli and auditory activation.  

In summary, the study confirmed the sensitivity of the right ventral cingulate cortex and pSTS to the 

agent of an action. This suggests that simulation of actions in the 1st- and in the 3rd- person 

perspective modulates the engagement of these brain areas. Also, ERFs results pointed to 

modulation of early cortical recruitment by perspective-taking as induced by pronoun-verb pairs.  

 

2.4 Motor-semantic interaction and semantic processing depth 

While studies 1 - 5 used MEG to target linguistic embodiment, study 6 (Klepp et al., 2017) and 7 

(Niccolai et al., 2017) applied a behavioral and stimulation approach to detect modulation of the 

motor cortical activation as well as automaticity of simulation processes. In particular, study 6 

addressed this issue by tackling the interaction between processing of body-related verbs and motor 



24 
 

response during a semantic versus non-semantic task. A double dissociation priming paradigm was 

used that consisted in the visual presentation of hand-related (H), foot-related (F), and non-body (N) 

verbs followed by right hand or foot responses; each response effector was hereby prompted by a 

specific geometrical shape (e.g., a shape with rounded corners for hand responses and a shape with 

pointed corners for foot responses; Figure 10). The idea behind this was that priming effects 

consisting in faster hand responses to H versus F verbs and faster foot responses to F versus H verbs 

should enable to disentangle the contribution of the respective body-specific motor brain area to the 

processing of H and F verbs. This paradigm was applied in two different experiments using different 

tasks: in the first experiment, no requirement was made concerning verb reading or understanding 

and the task consisted in responding with the correct effector as required by the prompt (non-

semantic task). In the second experiment, the additional use of a Go-NoGo task required to respond 

exclusively to concrete and not to abstract verbs (semantic task).  

 

 
Figure 10. Experimental procedure: the verb prime was followed by a prompt consisting in a geometric shape with either 
pointed or rounded corners. The type of corners determined the response effector (i.e., the right hand or the right foot). 
In Experiment 1, responses were executed in all trials. In Experiment 2, responses were exclusively required for concrete 
verb primes. Figure from Klepp et al. (2017), reproduced with permission from Elsevier.  

 
 
 

The analysis of accuracy and reaction times was conducted using linear mixed models in order to 

capitalize on the sensitivity of this method to differences among individuals as well as on its 

robustness to unequal sample sizes; beyond that, this approach enables to account for variance 

related to verb understanding. Results showed that an interaction between body-related verbs and 

effector type emerged only when semantic decision was required: hand responses were faster 

following H than F words and the opposite pattern was observed for foot reactions (Figure 11). The 

lack of priming in the non-semantic task suggests that either simulation processes did not take place 

or that they were too weak to be caught using this paradigm.  
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Figure 11. Predictor estimates and confidence intervals for the mixed model on logarithmically transformed 
reaction times for experiment 1 (non-semantic task, left) and experiment 2 (semantic task, right). Figure from 
Klepp et al. (2017), adapted and reproduced with permission from Elsevier. 

 

 

Moreover, further semantic parameters of verbs were considered: the prototypicality of the action 

described by the verb, that is, how clearly a verb invokes an associated action, and the effector-

specific movement, describing the amount of movement in the major executing limb that subjects 

associate with a given verb. The result of shorter reaction times following verbs that where more 

prototypical and verbs implying more effector-specific movement emerged in the experiment with 

the semantic task. This suggested less effort in processing and facilitated access to verb concepts. 

Interestingly, also in the first experiment, where no semantic processing was required, a priming 

effect for verbs with high effector-specific movement emerged for hand responses, thus pointing to 

subtle semantic processing of words.  

 

The role played by the depth of semantic processing in embodiment was further investigated in 

study 7 (Niccolai et al., 2017) using electrical stimulation of the hand-related motor cortex by means 

of tDCS. Moreover, study 7 attempted at shedding light on the functional relevance of the motor 

cortex in verb understanding. Study 1 to 6 addressed the question whether and how motor and 

sensory cortices are engaged in linguistic processing and showed overall that brain oscillations in the 
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alpha and beta range as well as magnetic sources are indicators thereof. The correlational nature of 

these findings however leaves the causality issue unanswered. The application of tDCS on the motor 

area allows tackling this aspect and telling how far linguistic representations of body-related actions 

depend on the recruitment of the motor cortex. To this aim, the hand-related motor cortex was first 

localized through TMS and then continuously stimulated using tDCS to detect possible effects on the 

simultaneous semantic processing of H- and F-related words. In particular, tDCS was expected to 

inform on the neural sign of the modulation (facilitatory versus inhibitory) of semantic-motor 

interaction: using a controlled double-blind cross-over design, opposite effects of anodal and 

cathodal versus sham tDCS on task performance were expected. The semantic double-dissociation 

task used in the second experiment of study 6 was applied: participants were required to respond to 

concrete body-related H and F verbs either with the hand or with the foot according to the prompt. 

Stimulation of the left hand-knob, contralateral to the hand effector, was expected to affect 

processing of H but not F verbs. Thereby, the synergy between cortical stimulation and semantic 

processing depth, as measured from the individual accuracy in the verb categorization task was 

assessed: to this aim, d-prime related to the performance at the Go-NoGo task was used to 

distinguish between high and low semantic discrimination. 

Results showed a priming effect across stimulation conditions in form of interaction between verb 

and effector both in reaction times and accuracy (Figure 12); this was in line with experiment 2 of 

study 6. One main outcome was that the cathodal versus sham contrast showed a priming effect for 

the high but not for the low semantic discrimination subset: thereby, responses were faster to 

prompts following H verbs in the cathodal compared to the sham condition independently from 

response effector (Figure 13). No tDCS effect was observed for reaction times to F verbs. Results 

suggest that the cortical inhibitory effect of cathodal stimulation selectively decreased cortical motor 

activation induced by hand verb processing and by hand response preparation thus reducing the 

related interference. Overall, study 7 confirmed the recruitment of cortical motor areas by body-

related verb semantic processing and pointed to the modulating role of semantic processing depth.  
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Figure 12. Estimates and confidence intervals for verb type (H=hand, F=foot) and response effector: the priming effect across 
tDCS conditions emerged both on reaction times (a) and on shape-response accuracy measures (b). Figure from Niccolai et al. 
(2017), distributed under the terms and conditions of Creative Commons Attribution 4.0 International License 
(https://creativecommons.org/licenses/by/4.0/). 

 

Figure 13. Estimates and confidence intervals for tDCS and verb type (H=hand, F=foot) on 
logarithmically transformed reaction times for the subgroup with high semantic discrimination. 
Figure from Niccolai et al. (2017), distributed under the terms and conditions of Creative Commons 
Attribution 4.0 International License (https://creativecommons.org/licenses/by/4.0/). 
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3. Discussion and Outlook 

The selected studies aimed at tackling the engagement of the motor and sensory cortex in language 

processing by means of electrophysiological, neuromodulatory, and behavioral approaches. Results 

suggest alpha and beta power suppression as a plausible neurophysiological marker of motor and 

sensory cortical recruitment accompanying representation of word meaning. Specifically, the 

sensorimotor area was recruited by body-related action verbs and the engagement of the auditory 

cortex was modulated by the relevance of the acoustic features of actions depicted by body-related 

verbs. The observed cortical activation started early, accompanied word processing, and was 

somatotopically distributed. The left lateralization of the oscillatory correlates in study 1, 3, and 4 

together with the left lateralization of the sensory suppression of the N100m are consistent with the 

left hemispheric language dominance in right-handed persons (Knecht et al., 2000).  

Different subranges of the beta frequency appear to be engaged by embodied semantics related to 

hand- versus foot-related verbs thus pointing to oscillatory rhythms intrinsic to the particular 

sensorimotor region. Analogously, oscillatory patterns of activation accompanying cortical 

engagement in localizer tasks do not completely overlap with those related to linguistic processing, 

thus suggesting qualitatively different functional correlates of motor and sensory perception on one 

side and word representation on the other side. This might indeed be an interesting aspect of the 

translation from the motor/sensory to the semantic neural domain. The precise neural mechanisms 

subtending embodiment remain indeed to be determined: which specific neural systems make the 

sensorimotor-linguistic translation possible? In other words, how can sensorimotor areas be engaged 

by as well as disentangle between motor/perceptual and linguistic information processing? Zones of 

convergence where the semantic information from different networks become integrated have been 

put forward (Barsalou et al., 2003; Damasio et al., 2004). A neurocomputational model suggests 

particular hub areas to link the motor and the sensory semantic information (Tomasello et al., 2017). 

As such semantic hubs have been proposed to be responsible for a coherent semantic representation 

(Patterson et al., 2007), shedding light on the localization and the functional mechanisms of these 

hubs is the next step for research on language comprehension.  

Further, the role of imagery processes remains to be determined. Study 1 showed that the contrast 

of high- versus low-imageable actions did not result in any activation in the selected hand- and foot-

related sensorimotor areas. Although these results do not speak against a partial entanglement of 

simulation and imagery processes, these may be characterized by distinct qualities of oscillatory 

activation as well as by different latencies.  

 

In a further attempt to target sensory embodiment, I investigated the effect of processing 

onomatopoetic words, characterized by an intrinsic relationship between phonetical and semantic 
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acoustic features. While centro-parietal activation at about 240 ms possibly indicated an increased 

recruitment of attentive resources, stronger alpha and beta power suppression for onomatopoetic 

words in the left auditory cortex was limited to a descriptive effect. This weak activation may depend 

on some factors: first, the lower familiarity of onomatopoetic versus control verbs may have 

interfered with the related cortical recruitment. Second, the use of onomatopoetic verbs describing 

both body-related human actions and environmental events (e.g., “plaetschern” – “to platter”) might 

have moved the attentional focus to an extra-personal space thus weakening the related simulation 

processes. 

 

This issue was indeed target of study 5, which investigated possible different cortical recruitment 

depending from an internal versus a more external perspective on the action described by the verb. 

A larger component emerged at about 150 ms in occipito and left temporal sites during the 

processing of actions in the 1st- person perspective. Also, the right pSTS, PCC and V5/MT+ were more 

engaged by 1st- versus 3rd- person perspective, as indicated by stronger beta power suppression. This 

is in line with previous fMRI findings showing a role of pSTS and PCC in body-related action-

perspective (Allison et al., 2000) and in external versus internal perspective change, also found using 

a virtual environment (Buckner et al., 2008; Vogeley et al., 2004). The right lateralization might 

depend on the recruitment of this hemisphere by the experiential mode, in contrast with the more 

meaning-based processing mode of the left hemisphere (Tops et al., 2014). Hereby, the fact that 

verbs were body-related actions might also have played a role, as observation-execution of such 

actions was shown to predominantly activate the right hemisphere (Biermann-Ruben et al., 2008).  

 

Results of study 5 point thus to a context-dependent processing of single words (i.e., the agent of the 

action). Analogously, the contextual task (semantic versus non-semantic) and the depth of the 

linguistic processing affected cortical recruitment as shown in study 6 and 7. Here, behavioral as well 

as neuromodulatory effects emerged only when the semantic processing was deep enough. In fact, a 

wide spectrum of contextual constrains exists, that encompasses acoustic-phonetic, semantic and 

environmental features to make few examples (Spivey & Huette, 2016). The motor features of verb 

meanings are likely not always accessed to the same extent on every occasion (Kemmerer, 2015). 

Study 6 showed that although semantic processing of verbs was required for priming effects to 

become visible, subtle priming effects emerged also during a non-semantic task when effector-

specific movement was high. Results of study 5 - 7 thus point to a shift from an embodied to a more 

situated language processing, where situational and linguistic contextual factors play a modulatory 

role. Overall, results suggest that linguistic comprehension is not an all-or-none phenomenon and 

that it may be affected by interacting contextual parameters. Causality and automaticity of cortical 
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activation in language understanding should thus not be considered as an on/off quality of 

embodiment: the role played by the context instead indicates that embodied semantics is more a 

continuum of complexity, flexibility, and idiosyncraticity. Determining their effects on behavior and 

brain activity poses indeed the next research challenge, to which the growing field of virtual reality 

may substantially contribute.  

 

Finally, an interesting possible scenario for the embodiment framework is that one of the clinical 

application. Whether a clinical approach based on embodiment may offer a supportive or preventive 

therapy option to patients with aphasia or with motor lesions is still hypothetical. Here, one focus of 

research could be the intersection between motor training and linguistic recovery through 

neuroplastic changes. Besides, another clinical field that might profit from research in embodied 

semantics is psychotherapy: the interface between the linguistic content and the perceptual 

experience as proposed by the embodiment framework offers an experiential basis of language 

comprehension. Considering that psychotherapy is a talking cure, such interface might be an 

interesting target to determine changes in the therapeutic process as well as therapeutic 

effectiveness.  

  



31 
 

4. Bibliography  

 

Alemanno, F., Houdayer, E., Cursi, M., Velikova, S., Tettamanti, M [M.], Comi, G., Cappa, S. F [S. F.], & 
Leocani, L. (2012). Action-related semantic content and negation polarity modulate motor 
areas during sentence reading: An event-related desynchronization study. Brain Research, 
1484, 39–49. https://doi.org/10.1016/j.brainres.2012.09.030 

Allison, Puce, & McCarthy (2000). Social perception from visual cues: Role of the STS region. Trends in 
Cognitive Sciences, 4(7), 267–278. https://doi.org/10.1016/s1364-6613(00)01501-1 

Arévalo, A. L., Baldo, J. V., & Dronkers, N. F. (2012). What do brain lesions tell us about theories of 
embodied semantics and the human mirror neuron system? Cortex; a Journal Devoted to the 
Study of the Nervous System and Behavior, 48(2), 242–254. 
https://doi.org/10.1016/j.cortex.2010.06.001 

Aziz-Zadeh, L., Wilson, S. M., Rizzolatti, G [Giacomo], & Iacoboni, M. (2006). Congruent embodied 
representations for visually presented actions and linguistic phrases describing actions. 
Current Biology : CB, 16(18), 1818–1823. https://doi.org/10.1016/j.cub.2006.07.060 

Babiloni, C., Babiloni, F., Carducci, F., Cincotti, F., Cocozza, G., Del Percio, C., Moretti, D. V., & 
Rossini, P. M. (2002). Human cortical electroencephalography (EEG) rhythms during the 
observation of simple aimless movements: A high-resolution EEG study. NeuroImage, 17(2), 
559–572. 

Bak, T. H., O'Donovan, D. G., Xuereb, J. H., Boniface, S., & Hodges, J. R. (2001). Selective impairment 
of verb processing associated with pathological changes in Brodmann areas 44 and 45 in the 
motor neurone disease-dementia-aphasia syndrome. Brain : A Journal of Neurology, 124(Pt 
1), 103–120. https://doi.org/10.1093/brain/124.1.103 

Barrós-Loscertales, A., González, J., Pulvermüller, F [Friedemann], Ventura-Campos, N., 
Bustamante, J. C., Costumero, V., Parcet, M. A., & Ávila, C. (2012). Reading salt activates 
gustatory brain regions: Fmri evidence for semantic grounding in a novel sensory modality. 
Cerebral Cortex (New York, N.Y. : 1991), 22(11), 2554–2563. 
https://doi.org/10.1093/cercor/bhr324 

Barsalou, L. W [L. W.] (1999). Perceptual symbol systems. The Behavioral and Brain Sciences, 22(4), 
577-609; discussion 610-60. 

Barsalou, L. W [Lawrence W.] (2008). Grounded cognition. Annual Review of Psychology, 59, 617–
645. https://doi.org/10.1146/annurev.psych.59.103006.093639 

Barsalou, L. W [Lawrence W.], Kyle Simmons, W., Barbey, A. K., & Wilson, C. D. (2003). Grounding 
conceptual knowledge in modality-specific systems. Trends in Cognitive Sciences, 7(2), 84–91. 
https://doi.org/10.1016/s1364-6613(02)00029-3 

Bendixen, A., SanMiguel, I., & Schröger, E. (2012). Early electrophysiological indicators for predictive 
processing in audition: A review. International Journal of Psychophysiology : Official Journal 
of the International Organization of Psychophysiology, 83(2), 120–131. 
https://doi.org/10.1016/j.ijpsycho.2011.08.003 

Berger, H. (1929). Über das Elektrenkephalogramm des Menschen. Archiv Für Psychiatrie Und 
Nervenkrankheiten, 87(1), 527–570. https://doi.org/10.1007/BF01797193 

Biermann-Ruben, K., Kessler, K., Jonas, M., Siebner, H. R [Hartwig Roman], Bäumer, T., Münchau, A., 
& Schnitzler, A [Alfons] (2008). Right hemisphere contributions to imitation tasks. The 
European Journal of Neuroscience, 27(7), 1843–1855. https://doi.org/10.1111/j.1460-
9568.2008.06146.x 

Biermann-Ruben, K., Miller, A., Franzkowiak, S., Finis, J., Pollok, B., Wach, C., Südmeyer, M., 
Jonas, M., Thomalla, G., Müller-Vahl, K., Münchau, A., & Schnitzler, A [Alfons] (2012). 



32 
 

Increased sensory feedback in Tourette syndrome. NeuroImage, 63(1), 119–125. 
https://doi.org/10.1016/j.neuroimage.2012.06.059 

Binder, J. R., & Desai, R. H. (2011). The neurobiology of semantic memory. Trends in Cognitive 
Sciences, 15(11), 527–536. https://doi.org/10.1016/j.tics.2011.10.001 

Binder, J.R. & Price, C. (2001). Functional neuroimaging of language. In: Cabeza, R., Kingstone, A. 
(Eds.), Handbook of Functional Neuroimaging of Cognition. MIT Press, Cambridge, pp. 187–
251. 

Bonner, M. F., & Grossman, M [Murray] (2012). Gray matter density of auditory association cortex 
relates to knowledge of sound concepts in primary progressive aphasia. The Journal of 
Neuroscience : The Official Journal of the Society for Neuroscience, 32(23), 7986–7991. 
https://doi.org/10.1523/JNEUROSCI.6241-11.2012 

Borelli, E., Butera, C., Katirai, A., Adams, T. C. E., & Aziz-Zadeh, L. (2022). Impact of motor stroke on 
novel and conventional action metaphor comprehension. Brain and Language, 226, 105081. 
https://doi.org/10.1016/j.bandl.2022.105081 

Borghi, A. M., Binkofski, F [Ferdinand], Castelfranchi, C., Cimatti, F., Scorolli, C., & Tummolini, L. 
(2017). The challenge of abstract concepts. Psychological Bulletin, 143(3), 263–292. 
https://doi.org/10.1037/bul0000089 

Boulenger, V., Hauk, O., & Pulvermüller, F [Friedemann] (2009). Grasping ideas with the motor 
system: Semantic somatotopy in idiom comprehension. Cerebral Cortex (New York, N.Y. : 
1991), 19(8), 1905–1914. https://doi.org/10.1093/cercor/bhn217 

Boulenger, V., Mechtouff, L., Thobois, S., Broussolle, E., Jeannerod, M., & Nazir, T. A. (2008a). Word 
processing in Parkinson's disease is impaired for action verbs but not for concrete nouns. 
Neuropsychologia, 46(2), 743–756. https://doi.org/10.1016/j.neuropsychologia.2007.10.007 

Boulenger, V., Roy, A. C., Paulignan, Y., Deprez, V., Jeannerod, M., & Nazir, T. A. (2006). Cross-talk 
between language processes and overt motor behavior in the first 200 msec of processing. 
Journal of Cognitive Neuroscience, 18(10), 1607–1615. 
https://doi.org/10.1162/jocn.2006.18.10.1607 

Boulenger, V., Shtyrov, Y., & Pulvermüller, F [Friedemann] (2012). When do you grasp the idea? Meg 
evidence for instantaneous idiom understanding. NeuroImage, 59(4), 3502–3513. 
https://doi.org/10.1016/j.neuroimage.2011.11.011 

Boulenger, V., Silber, B. Y., Roy, A. C., Paulignan, Y., Jeannerod, M., & Nazir, T. A. (2008b). Subliminal 
display of action words interferes with motor planning: A combined EEG and kinematic study. 
Journal of Physiology, Paris, 102(1-3), 130–136. 
https://doi.org/10.1016/j.jphysparis.2008.03.015 

Brilmayer, I., Werner, A., Primus, B., Bornkessel-Schlesewsky, I., & Schlesewsky, M. (2019). The 
exceptional nature of the first person in natural story processing and the transfer of 
egocentricity. Language, Cognition and Neuroscience, 34(4), 411–427. 
https://doi.org/10.1080/23273798.2018.1542501 

Buccino, G [G.], Riggio, L [L.], Melli, G., Binkofski, F [F.], Gallese, V [V.], & Rizzolatti, G [G.] (2005). 
Listening to action-related sentences modulates the activity of the motor system: A 
combined TMS and behavioral study. Brain Research. Cognitive Brain Research, 24(3), 355–
363. https://doi.org/10.1016/j.cogbrainres.2005.02.020 

Buckner, R. L., Andrews-Hanna, J. R., & Schacter, D. L. (2008). The brain's default network: Anatomy, 
function, and relevance to disease. Annals of the New York Academy of Sciences, 1124, 1–38. 
https://doi.org/10.1196/annals.1440.011 

Buzsáki, G. (2004). Large-scale recording of neuronal ensembles. Nature Neuroscience, 7(5), 446–451. 
https://doi.org/10.1038/nn1233 



33 
 

Caetano, G., Jousmäki, V [Veikko], & Hari, R [Riitta] (2007). Actor's and observer's primary motor 
cortices stabilize similarly after seen or heard motor actions. Proceedings of the National 
Academy of Sciences of the United States of America, 104(21), 9058–9062. 
https://doi.org/10.1073/pnas.0702453104 

Canolty, R. T., Soltani, M., Dalal, S. S., Edwards, E., Dronkers, N. F., Nagarajan, S. S., Kirsch, H. E., 
Barbaro, N. M., & Knight, R. T. (2007). Spatiotemporal dynamics of word processing in the 
human brain. Frontiers in Neuroscience, 1(1), 185–196. 
https://doi.org/10.3389/neuro.01.1.1.014.2007 

Carota, F., Moseley, R., & Pulvermüller, F [Friedemann] (2012). Body-part-specific representations of 
semantic noun categories. Journal of Cognitive Neuroscience, 24(6), 1492–1509. 
https://doi.org/10.1162/jocn_a_00219 

Cassim, F., Monaca, C., Szurhaj, W., Bourriez, J. L., Defebvre, L., Derambure, P., & Guieu, J. D. (2001). 
Does post-movement beta synchronization reflect an idling motor cortex? Neuroreport, 
12(17), 3859–3863. https://doi.org/10.1097/00001756-200112040-00051 

Cheyne, D., & Weinberg, H. (1989). Neuromagnetic fields accompanying unilateral finger 
movements: Pre-movement and movement-evoked fields. Experimental Brain Research, 
78(3), 604–612. https://doi.org/10.1007/BF00230248 

Cheyne, D. O. (2013). Meg studies of sensorimotor rhythms: A review. Experimental Neurology, 245, 
27–39. https://doi.org/10.1016/j.expneurol.2012.08.030 

Crone, N. E., Boatman, D., Gordon, B., & Hao, L. (2001). Induced electrocorticographic gamma activity 
during auditory perception. Brazier Award-winning article, 2001. Clinical Neurophysiology : 
Official Journal of the International Federation of Clinical Neurophysiology, 112(4), 565–582. 

Crone, N. E., Miglioretti, D. L., Gordon, B., Sieracki, J. M., Wilson, M. T., Uematsu, S., & Lesser, R. P. 
(1998). Functional mapping of human sensorimotor cortex with electrocorticographic 
spectral analysis. I. Alpha and beta event-related desynchronization. Brain : A Journal of 
Neurology, 121 (Pt 12), 2271–2299. 

Dalla Volta, R., Fabbri-Destro, M., Gentilucci, M., & Avanzini, P. (2014). Spatiotemporal dynamics 
during processing of abstract and concrete verbs: An ERP study. Neuropsychologia, 61, 163–
174. https://doi.org/10.1016/j.neuropsychologia.2014.06.019 

Dalla Volta, R., Gianelli, C., Campione, G. C [Giovanna Cristina], & Gentilucci, M. (2009). Action word 
understanding and overt motor behavior. Experimental Brain Research, 196(3), 403–412. 
https://doi.org/10.1007/s00221-009-1864-8 

Damasio, H., Tranel, D., Grabowski, T., Adolphs, R., & Damasio, A. (2004). Neural systems behind 
word and concept retrieval. Cognition, 92(1-2), 179–229. 
https://doi.org/10.1016/j.cognition.2002.07.001 

Doyle, L. M. F., Yarrow, K., & Brown, P. (2005). Lateralization of event-related beta desynchronization 
in the EEG during pre-cued reaction time tasks. Clinical Neurophysiology : Official Journal of 
the International Federation of Clinical Neurophysiology, 116(8), 1879–1888. 
https://doi.org/10.1016/j.clinph.2005.03.017 

Engel, A. K., & Fries, P. (2010). Beta-band oscillations--signalling the status quo? Current Opinion in 
Neurobiology, 20(2), 156–165. https://doi.org/10.1016/j.conb.2010.02.015 

Fan, L., Li, H., Zhuo, J., Zhang, Y., Wang, J., Chen, L., Yang, Z., Chu, C., Xie, S., Laird, A. R., Fox, P. T., 
Eickhoff, S. B., Yu, C., & Jiang, T. (2016). The Human Brainnetome Atlas: A New Brain Atlas 
Based on Connectional Architecture. Cerebral Cortex (New York, N.Y. : 1991), 26(8), 3508–
3526. https://doi.org/10.1093/cercor/bhw157 

Fargier, R., Paulignan, Y., Boulenger, V., Monaghan, P., Reboul, A., & Nazir, T. A. (2012). Learning to 
associate novel words with motor actions: Language-induced motor activity following short 



34 
 

training. Cortex; a Journal Devoted to the Study of the Nervous System and Behavior, 48(7), 
888–899. https://doi.org/10.1016/j.cortex.2011.07.003 

Fernandino, L., Binder, J. R., Desai, R. H., Pendl, S. L., Humphries, C. J., Gross, W. L., Conant, L. L., & 
Seidenberg, M. S. (2016). Concept Representation Reflects Multimodal Abstraction: A 
Framework for Embodied Semantics. Cerebral Cortex, 26(5), 2018–2034. 
https://doi.org/10.1093/cercor/bhv020 

Fernandino, L., Conant, L. L., Binder, J. R., Blindauer, K., Hiner, B., Spangler, K., & Desai, R. H. (2013). 
Parkinson's disease disrupts both automatic and controlled processing of action verbs. Brain 
and Language, 127(1), 65–74. https://doi.org/10.1016/j.bandl.2012.07.008 

Ferri, S., Kolster, H., Jastorff, J., & Orban, G. A. (2013). The overlap of the EBA and the MT/V5 cluster. 
NeuroImage, 66, 412–425. https://doi.org/10.1016/j.neuroimage.2012.10.060 

Fischer, M. H., & Zwaan, R. A [Rolf A.] (2008). Embodied language: A review of the role of the motor 
system in language comprehension. Quarterly Journal of Experimental Psychology (2006), 
61(6), 825–850. https://doi.org/10.1080/17470210701623605 

Fodor, J. A. (1985). Précis of The Modularity of Mind. The Behavioral and Brain Sciences, 8(1), 1–5. 
https://doi.org/10.1017/s0140525x0001921x 

Formaggio, E., Storti, S. F., Avesani, M., Cerini, R., Milanese, F., Gasparini, A., Acler, M., Pozzi 
Mucelli, R., Fiaschi, A., & Manganotti, P. (2008). Eeg and FMRI coregistration to investigate 
the cortical oscillatory activities during finger movement. Brain Topography, 21(2), 100–111. 
https://doi.org/10.1007/s10548-008-0058-1 

Garcia, A. M., & Ibanez, A. (2016). A touch with words: Dynamic synergies between manual actions 
and language. Neuroscience and Biobehavioral Reviews, 68, 59–95. 
https://doi.org/10.1016/j.neubiorev.2016.04.022 

Ge, S., Liu, H., Lin, P., Gao, J., Xiao, C., & Li, Z. (2018). Neural Basis of Action Observation and 
Understanding From First- and Third-Person Perspectives: An fMRI Study. Frontiers in 
Behavioral Neuroscience, 12, 283. https://doi.org/10.3389/fnbeh.2018.00283 

Gianelli, C., Farnè, A., Salemme, R., Jeannerod, M., & Roy, A. C. (2011). The agent is right: When 
motor embodied cognition is space-dependent. PloS One, 6(9), e25036. 
https://doi.org/10.1371/journal.pone.0025036 

Glenberg, A. M. (2015). Few believe the world is flat: How embodiment is changing the scientific 
understanding of cognition. Canadian Journal of Experimental Psychology = Revue 
Canadienne De Psychologie Experimentale, 69(2), 165–171. 
https://doi.org/10.1037/cep0000056 

Glenberg, A. M., & Gallese, V [Vittorio] (2012). Action-based language: A theory of language 
acquisition, comprehension, and production. Cortex; a Journal Devoted to the Study of the 
Nervous System and Behavior, 48(7), 905–922. https://doi.org/10.1016/j.cortex.2011.04.010 

Glenberg, A. M., & Kaschak, M. P. (2002). Grounding language in action. Psychonomic Bulletin & 
Review, 9(3), 558–565. https://doi.org/10.3758/bf03196313 

González, J., Barros-Loscertales, A., Pulvermüller, F [Friedemann], Meseguer, V., Sanjuán, A., 
Belloch, V., & Avila, C. (2006). Reading cinnamon activates olfactory brain regions. 
NeuroImage, 32(2), 906–912. https://doi.org/10.1016/j.neuroimage.2006.03.037 

Gough, P. M., Campione, G. C [G. C.], & Buccino, G [G.] (2013). Fine tuned modulation of the motor 
system by adjectives expressing positive and negative properties. Brain and Language, 
125(1), 54–59. https://doi.org/10.1016/j.bandl.2013.01.012 

Grisoni, L., Dreyer, F. R., & Pulvermuller, F. (2016). Somatotopic Semantic Priming and Prediction in 
the Motor System. Cerebral Cortex (New York, N.Y. : 1991), 26(5), 2353–2366. 
https://doi.org/10.1093/cercor/bhw026 



35 
 

Gross, J., Kujala, J., Hamalainen, M., Timmermann, L., Schnitzler, A., & Salmelin, R. (2001). Dynamic 
imaging of coherent sources: Studying neural interactions in the human brain. PNAS, 98, 
694–699. 

Grossman, M [M.], Anderson, C., Khan, A., Avants, B., Elman, L., & McCluskey, L. (2008). Impaired 
action knowledge in amyotrophic lateral sclerosis. Neurology, 71(18), 1396–1401. 
https://doi.org/10.1212/01.wnl.0000319701.50168.8c 

Hari, R [R.], Salmelin, R., Mäkelä, J. P., Salenius, S., & Helle, M. (1997). Magnetoencephalographic 
cortical rhythms. International Journal of Psychophysiology : Official Journal of the 
International Organization of Psychophysiology, 26(1-3), 51–62. 

Hartung, F., Burke, M., Hagoort, P., & Willems, R. M. (2016). Taking Perspective: Personal Pronouns 
Affect Experiential Aspects of Literary Reading. PloS One, 11(5), e0154732. 
https://doi.org/10.1371/journal.pone.0154732 

Hansen, P., Kringelbach, M., & Salmelin, R.  (2010). MEG: An Introduction to Methods. New 
York, 2010; online edn, Oxford Academic; 
https://doi.org/10.1093/acprof:oso/9780195307238.001.0001 

Hashimoto, T., Usui, N., Taira, M., Nose, I., Haji, T., & Kojima, S. (2006). The neural mechanism 
associated with the processing of onomatopoeic sounds. NeuroImage, 31(4), 1762–1770. 
https://doi.org/10.1016/j.neuroimage.2006.02.019 

Hauk, O., Johnsrude, I., & Pulvermüller, F [Friedemann] (2004). Somatotopic representation of action 
words in human motor and premotor cortex. Neuron, 41(2), 301–307. 

Hauk, O., & Pulvermüller, F [Friedman] (2004). Neurophysiological distinction of action words in the 
fronto-central cortex. Human Brain Mapping, 21(3), 191–201. 
https://doi.org/10.1002/hbm.10157 

Hebb, D. O. (1949). The organization of behavior: A neuropsycholog. theory. Wiley.  
Hobson, H. M., & Bishop, D. V. M. (2016). Mu suppression - A good measure of the human mirror 

neuron system? Cortex; a Journal Devoted to the Study of the Nervous System and Behavior, 
82, 290–310. https://doi.org/10.1016/j.cortex.2016.03.019 

Höller, Y., Bergmann, J., Kronbichler, M., Crone, J. S., Schmid, E. V., Thomschewski, A., Butz, K., 
Schütze, V., Höller, P., & Trinka, E. (2013). Real movement vs. Motor imagery in healthy 
subjects. International Journal of Psychophysiology : Official Journal of the International 
Organization of Psychophysiology, 87(1), 35–41. 
https://doi.org/10.1016/j.ijpsycho.2012.10.015 

Hornecker, E., Marshall, P., & Hurtienne, J. (2017). Locating Theories of Embodiment Along Three 
Axes: 1st - 3d person, body-context, practice-cognition. Workshop position paper for CHI 
2017 workshop on Soma-Based Design Theory 
http://www.ehornecker.de/Papers/SomaestheticWS-embodimentshortie.pdf 

Kanero, J., Imai, M., Okuda, J., Okada, H., & Matsuda, T. (2014). How sound symbolism is processed in 
the brain: A study on Japanese mimetic words. PloS One, 9(5), e97905. 
https://doi.org/10.1371/journal.pone.0097905 

Kemmerer, D. (2015). Are the motor features of verb meanings represented in the precentral motor 
cortices? Yes, but within the context of a flexible, multilevel architecture for conceptual 
knowledge. Psychonomic Bulletin & Review, 22(4), 1068–1075. 
https://doi.org/10.3758/s13423-014-0784-1 

Kemmerer, D., Castillo, J. G., Talavage, T., Patterson, S., & Wiley, C. (2008). Neuroanatomical 
distribution of five semantic components of verbs: Evidence from fMRI. Brain and Language, 
107(1), 16–43. https://doi.org/10.1016/j.bandl.2007.09.003 

Kiefer, M., Sim, E.-J., Herrnberger, B., Grothe, J., & Hoenig, K. (2008). The sound of concepts: Four 
markers for a link between auditory and conceptual brain systems. The Journal of 



36 
 

Neuroscience : The Official Journal of the Society for Neuroscience, 28(47), 12224–12230. 
https://doi.org/10.1523/JNEUROSCI.3579-08.2008 

Klepp, A., Niccolai, V., Sieksmeyer, J., Arnzen, S., Indefrey, P., Schnitzler, A [Alfons], & Biermann-
Ruben, K. (2017). Body-part specific interactions of action verb processing with motor 
behaviour. Behavioural Brain Research, 328, 149–158. 
https://doi.org/10.1016/j.bbr.2017.04.002 

Klepp, A., Weissler, H., Niccolai, V., Terhalle, A., Geisler, H., Schnitzler, A [Alfons], & Biermann-
Ruben, K. (2014). Neuromagnetic hand and foot motor sources recruited during action verb 
processing. Brain and Language, 128(1), 41–52. https://doi.org/10.1016/j.bandl.2013.12.001 

Knecht, S., Dräger, B., Deppe, M., Bobe, L., Lohmann, H., Flöel, A., Ringelstein, E. B., & Henningsen, H. 
(2000). Handedness and hemispheric language dominance in healthy humans. Brain : A 
Journal of Neurology, 123 Pt 12, 2512–2518. 

Koelewijn, T., van Schie, H. T [Hein T.], Bekkering, H [Harold], Oostenveld, R., & Jensen, O. (2008). 
Motor-cortical beta oscillations are modulated by correctness of observed action. 
NeuroImage, 40(2), 767–775. https://doi.org/10.1016/j.neuroimage.2007.12.018 

Kristeva, R., Cheyne, D., & Deecke, L. (1991). Neuromagnetic fields accompanying unilateral and 
bilateral voluntary movements: Topography and analysis of cortical sources. 
Electroencephalography and Clinical Neurophysiology, 81(4), 284–298. 
https://doi.org/10.1016/0168-5597(91)90015-p 

Kuhnke, P., Kiefer, M., & Hartwigsen, G. (2020). Task-Dependent Recruitment of Modality-Specific 
and Multimodal Regions during Conceptual Processing. Cerebral Cortex (New York, N.Y. : 
1991), 30(7), 3938–3959. https://doi.org/10.1093/cercor/bhaa010 

Lange, J., Keil, J., Schnitzler, A [Alfons], van Dijk, H., & Weisz, N. (2014). The role of alpha oscillations 
for illusory perception. Behavioural Brain Research, 271, 294–301. 
https://doi.org/10.1016/j.bbr.2014.06.015 

Lo Gerfo, E., Oliveri, M., Torriero, S., Salerno, S., Koch, G., & Caltagirone, C. (2008). The influence of 
rTMS over prefrontal and motor areas in a morphological task: Grammatical vs. Semantic 
effects. Neuropsychologia, 46(2), 764–770. 
https://doi.org/10.1016/j.neuropsychologia.2007.10.012 

Lockwood, G., & Tuomainen, J. (2015). Ideophones in Japanese modulate the P2 and late positive 
complex responses. Frontiers in Psychology, 6, 933. 
https://doi.org/10.3389/fpsyg.2015.00933 

Mahon, B. Z., & Caramazza, A. (2008). A critical look at the embodied cognition hypothesis and a new 
proposal for grounding conceptual content. Journal of Physiology, Paris, 102(1-3), 59–70. 
https://doi.org/10.1016/j.jphysparis.2008.03.004 

Mellinger, J., Schalk, G., Braun, C., Preissl, H., Rosenstiel, W., Birbaumer, N., & Kübler, A. (2007). An 
MEG-based brain-computer interface (BCI). NeuroImage, 36(3), 581–593. 
https://doi.org/10.1016/j.neuroimage.2007.03.019 

Meteyard, L., Cuadrado, S. R., Bahrami, B., & Vigliocco, G. (2012). Coming of age: A review of 
embodiment and the neuroscience of semantics. Cortex; a Journal Devoted to the Study of 
the Nervous System and Behavior, 48(7), 788–804. 
https://doi.org/10.1016/j.cortex.2010.11.002 

Miller, J., & Kaup, B. (2020). Influences of task and attention on action verb congruence effects: How 
automatic are embodiment effects? Acta Psychologica, 210, 103155. 
https://doi.org/10.1016/j.actpsy.2020.103155 

Mima, T., & Hallett. M. (1999). Corticomuscular coherence: a review. J Clin Neurophysiol, 16 (6): 501–
511. 



37 
 

Miniussi, C., Harris, J. A., & Ruzzoli, M. (2013). Modelling non-invasive brain stimulation in cognitive 
neuroscience. Neuroscience and Biobehavioral Reviews, 37(8), 1702–1712. 
https://doi.org/10.1016/j.neubiorev.2013.06.014 

Mirabella, G., Iaconelli, S., Spadacenta, S., Federico, P., & Gallese, V [Vittorio] (2012). Processing of 
hand-related verbs specifically affects the planning and execution of arm reaching 
movements. PloS One, 7(4), e35403. https://doi.org/10.1371/journal.pone.0035403 

Mollo, G., Pulvermuller, F., & Hauk, O. (2016). Movement priming of EEG/MEG brain responses for 
action-words characterizes the link between language and action. Cortex; a Journal Devoted 
to the Study of the Nervous System and Behavior, 74, 262–276. 
https://doi.org/10.1016/j.cortex.2015.10.021 

Moreno, I., Vega, M. de, & León, I. (2013). Understanding action language modulates oscillatory mu 
and beta rhythms in the same way as observing actions. Brain and Cognition, 82(3), 236–242. 
https://doi.org/10.1016/j.bandc.2013.04.010 

Moreno, I., Vega, M. de, León, I., Bastiaansen, M., Glen Lewis, A., & Magyari, L. (2015). Brain 
dynamics in the comprehension of action-related language. A time-frequency analysis of mu 
rhythms. NeuroImage, 109, 50–62. https://doi.org/10.1016/j.neuroimage.2015.01.018 

Mukamel, R., Ekstrom, A. D., Kaplan, J., Iacoboni, M., & Fried, I. (2010). Single-neuron responses in 
humans during execution and observation of actions. Current Biology : CB, 20(8), 750–756. 
https://doi.org/10.1016/j.cub.2010.02.045 

Müller, N [Nadine], Nagels, A., & Kauschke, C. (2022). Metaphorical expressions originating from 
human senses: Psycholinguistic and affective norms for German metaphors for internal state 
terms (MIST database). Behavior Research Methods, 54(1), 365–377. 
https://doi.org/10.3758/s13428-021-01639-w 

Nazir, T. A., Boulenger, V., Roy, A., Silber, B., Jeannerod, M., & Paulignan, Y. (2008). Language-
induced motor perturbations during the execution of a reaching movement. Quarterly 
Journal of Experimental Psychology (2006), 61(6), 933–943. 
https://doi.org/10.1080/17470210701625667 

Neuper, C [Christa], Scherer, R., Wriessnegger, S., & Pfurtscheller, G [Gert] (2009). Motor imagery 
and action observation: Modulation of sensorimotor brain rhythms during mental control of 
a brain-computer interface. Clinical Neurophysiology : Official Journal of the International 
Federation of Clinical Neurophysiology, 120(2), 239–247. 
https://doi.org/10.1016/j.clinph.2008.11.015 

Niccolai, V., Klepp, A., Indefrey, P., Schnitzler, A [Alfons], & Biermann-Ruben, K. (2017). Semantic 
discrimination impacts tDCS modulation of verb processing. Scientific Reports, 7(1), 17162. 
https://doi.org/10.1038/s41598-017-17326-w 

Niccolai, V., Klepp, A., Schnitzler, A [Alfons], & Biermann-Ruben, K. (2021). Neurophysiological 
mechanisms of perspective-taking: An MEG investigation of agency. Social Neuroscience, 
16(5), 584–593. https://doi.org/10.1080/17470919.2021.1974546 

Niccolai, V., Klepp, A., van Dijk, H., Schnitzler, A [Alfons], & Biermann-Ruben, K. (2020). Auditory 
cortex sensitivity to the loudness attribute of verbs. Brain and Language, 202, 104726. 
https://doi.org/10.1016/j.bandl.2019.104726 

Niccolai, V., Klepp, A., Weissler, H., Hoogenboom, N., Schnitzler, A [Alfons], & Biermann-Ruben, K. 
(2014). Grasping hand verbs: Oscillatory beta and alpha correlates of action-word processing. 
PloS One, 9(9), e108059. https://doi.org/10.1371/journal.pone.0108059 

Nitsche, M. A [M. A.], & Paulus, W [W.] (2000). Excitability changes induced in the human motor 
cortex by weak transcranial direct current stimulation. The Journal of Physiology, 527 Pt 3, 
633–639. 



38 
 

Nitsche, M. A [M. A.], & Paulus, W [W.] (2001). Sustained excitability elevations induced by 
transcranial DC motor cortex stimulation in humans. Neurology, 57(10), 1899–1901. 

Nitsche, M. A [Michael A.], Cohen, L. G., Wassermann, E. M., Priori, A., Lang, N., Antal, A., Paulus, W 
[Walter], Hummel, F., Boggio, P. S., Fregni, F., & Pascual-Leone, A. (2008). Transcranial direct 
current stimulation: State of the art 2008. Brain Stimulation, 1(3), 206–223. 
https://doi.org/10.1016/j.brs.2008.06.004 

Oliveri, M., Finocchiaro, C., Shapiro, K., Gangitano, M., Caramazza, A., & Pascual-Leone, A. (2004). All 
talk and no action: A transcranial magnetic stimulation study of motor cortex activation 
during action word production. Journal of Cognitive Neuroscience, 16(3), 374–381. 
https://doi.org/10.1162/089892904322926719 

Ostarek, M., & Bottini, R. (2021). Towards Strong Inference in Research on Embodiment - Possibilities 
and Limitations of Causal Paradigms. Journal of Cognition, 4(1), 5. 
https://doi.org/10.5334/joc.139 

Paivio, A. (1971). Imagery and verbal processes. Holt, Rinehart and Winston, New York. 
Papeo, L., Corradi-Dell'Acqua, C., & Rumiati, R. I. (2011). "She" is not like "I": The tie between 

language and action is in our imagination. Journal of Cognitive Neuroscience, 23(12), 3939–
3948. https://doi.org/10.1162/jocn_a_00075 

Papeo, L., Vallesi, A., Isaja, A., & Rumiati, R. I. (2009). Effects of TMS on different stages of motor and 
non-motor verb processing in the primary motor cortex. PloS One, 4(2), e4508. 
https://doi.org/10.1371/journal.pone.0004508 

Patterson, K., Nestor, P. J., & Rogers, T. T. (2007). Where do you know what you know? The 
representation of semantic knowledge in the human brain. Nature Reviews. Neuroscience, 
8(12), 976–987. https://doi.org/10.1038/nrn2277 

Peeters, D. (2016). Processing consequences of onomatopoeic iconicity in spoken language 
comprehension. In Proceedings of the 38th Annual Meeting of the Cognitive Science Society: 
Cognitive Science Society, Philadelphia, PA, USA, 10–13 August 2016; pp. 1632–1647. 

Pfurtscheller, G [G.], & Lopes da Silva, F. H. (1999). Event-related EEG/MEG synchronization and 
desynchronization: Basic principles. Clinical Neurophysiology : Official Journal of the 
International Federation of Clinical Neurophysiology, 110(11), 1842–1857. 

Pfurtscheller, G [G.], Neuper, C [C.], & Krausz, G. (2000). Functional dissociation of lower and upper 
frequency mu rhythms in relation to voluntary limb movement. Clinical Neurophysiology : 
Official Journal of the International Federation of Clinical Neurophysiology, 111(10), 1873–
1879. 

Piatt, A. L., Fields, J. A., Paolo, A. M., Koller, W. C., & Tröster, A. I. (1999). Lexical, semantic, and action 
verbal fluency in Parkinson's disease with and without dementia. Journal of Clinical and 
Experimental Neuropsychology, 21(4), 435–443. https://doi.org/10.1076/jcen.21.4.435.885 

Postle, N., McMahon, K. L., Ashton, R., Meredith, M., & Zubicaray, G. I. de (2008). Action word 
meaning representations in cytoarchitectonically defined primary and premotor cortices. 
NeuroImage, 43(3), 634–644. https://doi.org/10.1016/j.neuroimage.2008.08.006 

Pulvermüller, F [F.] (1999). Words in the brain's language. The Behavioral and Brain Sciences, 22(2), 
253-79; discussion 280-336. 

Pulvermüller, F [Friedemann] (2013). How neurons make meaning: Brain mechanisms for embodied 
and abstract-symbolic semantics. Trends in Cognitive Sciences, 17(9), 458–470. 
https://doi.org/10.1016/j.tics.2013.06.004 

Pulvermüller, F [Friedemann], Hauk, O., Nikulin, V. V., & Ilmoniemi, R. J. (2005). Functional links 
between motor and language systems. The European Journal of Neuroscience, 21(3), 793–
797. https://doi.org/10.1111/j.1460-9568.2005.03900.x 



39 
 

Repetto, C., Colombo, B., Cipresso, P., & Riva, G. (2013). The effects of rTMS over the primary motor 
cortex: The link between action and language. Neuropsychologia, 51(1), 8–13. 
https://doi.org/10.1016/j.neuropsychologia.2012.11.001 

Rizzolatti, G [G.], Fogassi, L., & Gallese, V [V.] (2001). Neurophysiological mechanisms underlying the 
understanding and imitation of action. Nature Reviews. Neuroscience, 2(9), 661–670. 
https://doi.org/10.1038/35090060 

Röders, D., Klepp, A., Schnitzler, A [Alfons], Biermann-Ruben, K., & Niccolai, V. (2022). Induced and 
Evoked Brain Activation Related to the Processing of Onomatopoetic Verbs. Brain Sciences, 
12(4). https://doi.org/10.3390/brainsci12040481 

Rodríguez-Ferreiro, J., Menéndez, M., Ribacoba, R., & Cuetos, F. (2009). Action naming is impaired in 
Parkinson disease patients. Neuropsychologia, 47(14), 3271–3274. 
https://doi.org/10.1016/j.neuropsychologia.2009.07.007 

Ross, B., Barat, M., & Fujioka, T. (2017). Sound-Making Actions Lead to Immediate Plastic Changes of 
-Band Oscillations during Perception. The 

Journal of Neuroscience : The Official Journal of the Society for Neuroscience, 37(24), 5948–
5959. https://doi.org/10.1523/JNEUROSCI.3613-16.2017 

Ruby, P., & Decety, J. (2003). What you believe versus what you think they believe: A neuroimaging 
study of conceptual perspective-taking. The European Journal of Neuroscience, 17(11), 2475–
2480. https://doi.org/10.1046/j.1460-9568.2003.02673.x 

Rüschemeyer, S.-A., Brass, M., & Friederici, A. D. (2007). Comprehending prehending: Neural 
correlates of processing verbs with motor stems. Journal of Cognitive Neuroscience, 19(5), 
855–865. https://doi.org/10.1162/jocn.2007.19.5.855 

Sato, M., Mengarelli, M., Riggio, L [Lucia], Gallese, V [Vittorio], & Buccino, G [Giovanni] (2008). Task 
related modulation of the motor system during language processing. Brain and Language, 
105(2), 83–90. https://doi.org/10.1016/j.bandl.2007.10.001 

Schnitzler, A [A.], Salenius, S., Salmelin, R., Jousmäki, V [V.], & Hari, R [R.] (1997). Involvement of 
primary motor cortex in motor imagery: A neuromagnetic study. NeuroImage, 6(3), 201–208. 
https://doi.org/10.1006/nimg.1997.0286 

Scorolli, C., Jacquet, P. O., Binkofski, F [Ferdinand], Nicoletti, R., Tessari, A., & Borghi, A. M. (2012). 
Abstract and concrete phrases processing differentially modulates cortico-spinal excitability. 
Brain Research, 1488, 60–71. https://doi.org/10.1016/j.brainres.2012.10.004 

Shi, Z., Zhou, A., Liu, P., Zhang, P., & Han, W. (2011). An EEG study on the effect of self-relevant 
possessive pronoun: Self-referential content and first-person perspective. Neuroscience 
Letters, 494(2), 174–179. https://doi.org/10.1016/j.neulet.2011.03.007 

Shtyrov, Y., Butorina, A., Nikolaeva, A., & Stroganova, T. (2014). Automatic ultrarapid activation and 
inhibition of cortical motor systems in spoken word comprehension. Proceedings of the 
National Academy of Sciences of the United States of America, 111(18), E1918-23. 
https://doi.org/10.1073/pnas.1323158111 

Shtyrov, Y., Hauk, O., & Pulvermüller, F [Friedemann] (2004). Distributed neuronal networks for 
encoding category-specific semantic information: The mismatch negativity to action words. 
The European Journal of Neuroscience, 19(4), 1083–1092. 

Siebner, H. R [Hartwig R.], Hartwigsen, G., Kassuba, T., & Rothwell, J. C. (2009). How does transcranial 
magnetic stimulation modify neuronal activity in the brain? Implications for studies of 
cognition. Cortex; a Journal Devoted to the Study of the Nervous System and Behavior, 45(9), 
1035–1042. https://doi.org/10.1016/j.cortex.2009.02.007 

Sieksmeyer, J., Klepp, A., Niccolai, V., Metzlaff, J., Schnitzler, A., & Biermann-Ruben, K. (2021). 
Influence of Manner Adverbs on Action Verb Processing. In S. Löbner, T. Gamerschlag, T. 
Kalenscher, M. Schrenk, & H. Zeevat (Eds.), Concepts, Frames and Cascades in Semantics, 



40 
 

Cognition and Ontology (pp. 439–461). Springer International Publishing. DOI: 
https://doi.org/10.1007/978-3-030-50200- 3_20 

Speed, L. J., van Dam, W. O., Hirath, P., Vigliocco, G., & Desai, R. H. (2017). Impaired Comprehension 
of Speed Verbs in Parkinson's Disease. Journal of the International Neuropsychological 
Society : JINS, 23(5), 412–420. https://doi.org/10.1017/S1355617717000248 

Spivey, M. J., & Huette, S. (2016). Toward a situated view of language. In P. Knoeferle, P. Pyykkönen-
Klauck & M. W. Crocker (Eds.), Visually situated language comprehension (pp. 1–30). John 
Benjamins Publishing Company.  

Tecchio, F., Zappasodi, F., Porcaro, C., Barbati, G., Assenza, G., Salustri, C., & Rossini, P. M. (2008). 
High-gamma band activity of primary hand cortical areas: A sensorimotor feedback efficiency 
index. NeuroImage, 40(1), 256–264. https://doi.org/10.1016/j.neuroimage.2007.11.038 

Tettamanti, M [Marco], Buccino, G [Giovanni], Saccuman, M. C., Gallese, V [Vittorio], Danna, M., 
Scifo, P., Fazio, F., Rizzolatti, G [Giacomo], Cappa, S. F [Stefano F.], & Perani, D. (2005). 
Listening to action-related sentences activates fronto-parietal motor circuits. Journal of 
Cognitive Neuroscience, 17(2), 273–281. https://doi.org/10.1162/0898929053124965 

Timm, J., SanMiguel, I., Saupe, K., & Schröger, E. (2013). The N1-suppression effect for self-initiated 
sounds is independent of attention. BMC Neuroscience, 14, 2. https://doi.org/10.1186/1471-
2202-14-2 

Tomasello, R., Garagnani, M., Wennekers, T., & Pulvermüller, F [Friedemann] (2017). Brain 
connections of words, perceptions and actions: A neurobiological model of spatio-temporal 
semantic activation in the human cortex. Neuropsychologia, 98, 111–129. 
https://doi.org/10.1016/j.neuropsychologia.2016.07.004 

Tomasino, B., Werner, C. J., Weiss, P. H., & Fink, G. R [Gereon R.] (2007). Stimulus properties matter 
more than perspective: An fMRI study of mental imagery and silent reading of action 
phrases. NeuroImage, 36 Suppl 2, T128-41. 
https://doi.org/10.1016/j.neuroimage.2007.03.035 

Tops, M., Boksem, M. A. S., Quirin, M., IJzerman, H., & Koole, S. L. (2014). Internally directed 
cognition and mindfulness: An integrative perspective derived from predictive and reactive 
control systems theory. Frontiers in Psychology, 5, 429. 
https://doi.org/10.3389/fpsyg.2014.00429 

Trumpp, N. M., Kliese, D., Hoenig, K., Haarmeier, T., & Kiefer, M. (2013). Losing the sound of 
concepts: Damage to auditory association cortex impairs the processing of sound-related 
concepts. Cortex; a Journal Devoted to the Study of the Nervous System and Behavior, 49(2), 
474–486. https://doi.org/10.1016/j.cortex.2012.02.002 

van Dam, W. O., & Desai, R. H. (2017). Embodied Simulations Are Modulated by Sentential 
Perspective. Cognitive Science, 41(6), 1613–1628. https://doi.org/10.1111/cogs.12449 

van Dam, W. O., van Dijk, M., Bekkering, H [Harold], & Rueschemeyer, S.-A. (2012). Flexibility in 
embodied lexical-semantic representations. Human Brain Mapping, 33(10), 2322–2333. 
https://doi.org/10.1002/hbm.21365 

van Dijk, H., Schoffelen, J.-M., Oostenveld, R., & Jensen, O. (2008). Prestimulus oscillatory activity in 
the alpha band predicts visual discrimination ability. The Journal of Neuroscience : The 
Official Journal of the Society for Neuroscience, 28(8), 1816–1823. 
https://doi.org/10.1523/JNEUROSCI.1853-07.2008 

van Elk, M., van Schie, H. T [H. T.], Zwaan, R. A [R. A.], & Bekkering, H [H.] (2010). The functional role 
of motor activation in language processing: Motor cortical oscillations support lexical-
semantic retrieval. NeuroImage, 50(2), 665–677. 
https://doi.org/10.1016/j.neuroimage.2009.12.123 



41 
 

Vogeley, K., May, M., Ritzl, A., Falkai, P., Zilles, K., & Fink, G. R [G. R.] (2004). Neural correlates of first-
person perspective as one constituent of human self-consciousness. Journal of Cognitive 
Neuroscience, 16(5), 817–827. https://doi.org/10.1162/089892904970799 

Vukovic, N., Feurra, M., Shpektor, A., Myachykov, A., & Shtyrov, Y. (2017). Primary motor cortex 
functionally contributes to language comprehension: An online rTMS study. 
Neuropsychologia, 96, 222–229. https://doi.org/10.1016/j.neuropsychologia.2017.01.025 

Vukovic, N., & Shtyrov, Y. (2014). Cortical motor systems are involved in second-language 
comprehension: Evidence from rapid mu-rhythm desynchronisation. NeuroImage, 102 Pt 2, 
695–703. https://doi.org/10.1016/j.neuroimage.2014.08.039 

Weiss, P. H., Ubben, S. D., Kaesberg, S., Kalbe, E., Kessler, J., Liebig, T., & Fink, G. R [Gereon R.] (2016). 
Where language meets meaningful action: A combined behavior and lesion analysis of 
aphasia and apraxia. Brain Structure & Function, 221(1), 563–576. 
https://doi.org/10.1007/s00429-014-0925-3 

Weisz, N., Hartmann, T., Müller, N [Nadia], Lorenz, I., & Obleser, J. (2011). Alpha rhythms in audition: 
Cognitive and clinical perspectives. Frontiers in Psychology, 2, 73. 
https://doi.org/10.3389/fpsyg.2011.00073 

Willems, R. M., & Hagoort, P. (2007). Neural evidence for the interplay between language, gesture, 
and action: A review. Brain and Language, 101(3), 278–289. 
https://doi.org/10.1016/j.bandl.2007.03.004 

Willems, R. M., Labruna, L., D'Esposito, M., Ivry, R., & Casasanto, D. (2011). A functional role for the 
motor system in language understanding: Evidence from theta-burst transcranial magnetic 
stimulation. Psychological Science, 22(7), 849–854. 
https://doi.org/10.1177/0956797611412387 

Zeki, S., Watson, J. D., Lueck, C. J., Friston, K. J., Kennard, C., & Frackowiak, R. S. (1991). A direct 
demonstration of functional specialization in human visual cortex. The Journal of 
Neuroscience : The Official Journal of the Society for Neuroscience, 11(3), 641–649. 

 
 
 
 
 

 

 

 

  



42 
 

 
5. Danksagung 

 

Ich bedanke mich herzlich bei Katja Biermann-Ruben für die sehr angenehme Arbeitsatmosphäre, 

die ermutigenden und wertschätzenden Rückmeldungen und ihre einfühlende und 

verständnisvolle Art. Insbesondere bin ich Katja und Professor Schnitzler dankbar für ihre 

Unterstützung und für die Chance, mich in diesem Institut weiterentwickeln zu können.  

Einen besonderen Dank an Anne Klepp, Nienke Hoogenboom, Hanneke van Dijk, Joachim Lange, 

Jan Hirschmann, Holger Krause, Markus Butz, Wiebke Fleischer, Thomas Baumgarten und Bettina 

Pollok für ihre inspirierende, leidenschaftliche und humorvolle Arbeitseinstellung und nicht zu 

Letzt für ihre Hilfsbereitschaft. Ich bin diesen und meinen anderen Kolleg:innen dankbar für 

jeden Moment der engagierten Zusammenarbeit, der freundlichen Nähe und des persönlichen 

Austausches. 

Ich danke Jacqueline Metzlaff und Dorian Röders für die gute und erfolgreiche Zusammenarbeit 

in Rahmen ihrer Masterarbeit und des weiteren Veröffentlichungsprozesses. 

Ich bin den Menschen dankbar, die mich in meiner klinischen Weiterbildung begleiten und mit 

denen ich erfüllende und sinngebende Momente immer wieder erleben darf.  

Mein großer Dank geht an Jürgen Seidel für seine sichere, stätige, geduldige und liebevolle 

Unterstützung, sei es familienorganisatorisch, technisch-informatisch, korrekturlesend oder 

stimmungsaufhellend. 

 

  



43 
 

6. Appendix 

 
The publication of the attached articles is carried out with the permission of the respective 

publishers. 

 

 



Grasping Hand Verbs: Oscillatory Beta and Alpha
Correlates of Action-Word Processing
Valentina Niccolai*, Anne Klepp, Hannah Weissler, Nienke Hoogenboom, Alfons Schnitzler,

Katja Biermann-Ruben

Institute for Clinical Neuroscience and Medical Psychology, Medical Faculty, Heinrich Heine University, Düsseldorf, Germany

Abstract

The grounded cognition framework proposes that sensorimotor brain areas, which are typically involved in perception and
action, also play a role in linguistic processing. We assessed oscillatory modulation during visual presentation of single verbs
and localized cortical motor regions by means of isometric contraction of hand and foot muscles. Analogously to oscillatory
activation patterns accompanying voluntary movements, we expected a somatotopically distributed suppression of beta
and alpha frequencies in the motor cortex during processing of body-related action verbs. Magnetoencephalographic data
were collected during presentation of verbs that express actions performed using the hands (H) or feet (F). Verbs denoting
no bodily movement (N) were used as a control. Between 150 and 500 msec after visual word onset, beta rhythms were
suppressed in H and F in comparison with N in the left hemisphere. Similarly, alpha oscillations showed left-lateralized
power suppression in the H-N contrast, although at a later stage. The cortical oscillatory activity that typically occurs during
voluntary movements is therefore found to somatotopically accompany the processing of body-related verbs. The
combination of a localizer task with the oscillatory investigation applied to verb reading as in the present study provides
further methodological possibilities of tracking language processing in the brain.
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Introduction

Two main theories make assumptions on how the brain

processes language and concepts. The amodal approach proposes

that all concepts are processed in an amodal unit, independently

from their modality [1,2]. Differently, grounded (or embodied)

cognition theories postulate that perceptual-motor processes are

crucial in concept representation [3–5]. In this context, it is

assumed that body-related action words are handled by the same

brain areas involved in the execution of the respective movements.

Language processing would thus include cortico-cortical connec-

tions between the classical temporal (Wernicke’s area) and inferior

frontal (Broca’s area) language regions and the motor system [5]. It

has been proposed that mirror neurons [6] and Hebbian

association mechanisms [5,7,8] implement the functional overlap

between action comprehension and execution. A middle ground

between the embodied and disembodied cognition hypotheses has

also been suggested [9].

A number of functional magnetic resonance imaging (fMRI)

studies have tested the grounded cognition hypothesis and, with a

few exceptions [10], have demonstrated the recruitment of cortical

premotor and primary motor regions for the processing of action

words or sentences [11,12,13,14,15,16]. Moreover, transcranial

magnetic stimulation (TMS) of the hand and foot motor areas

during the processing of effector-specific action verbs and

sentences modulates reaction times and cortical excitability [17–

19]. Recently, our research group showed by means of magne-

toencephalography (MEG) somatotopic activation of motor areas

accompanying the processing of visually presented single verbs

[20]. These findings consistently point to a somatotopically

organized engagement of cortical motor areas in the understand-

ing of written and spoken action.

Although specific patterns of cortical oscillatory activation are

known to accompany limb movement execution, observation

[21,22,23], and motor imagery [24,25,26,27,28], the oscillatory

correlates of action word processing have hardly been addressed

[29,30,31]. Power suppression of beta frequency is typically

elicited by the preparation and execution of movements

[21,23,32,33] and by the isometric contraction of different body

muscles [34,35]. Similarly, a decrease of the alpha rhythm is

known to accompany movement execution as well as motor

imagery [36,37]. In line with the postulation of grounded

cognition theory, it is conceivable that the processing of body-

related verbs induces beta and alpha power suppression in motor

cortical areas that are engaged in the respective action execution.

A few studies have focused on oscillatory cortical motor correlates

of action words. Testing whether motor activation in verb

processing reflects motor imagery or semantic processing, van

Elk et al. [31] found stronger mu (10–14 Hz) and beta power

suppression starting about 200 msec after verb onset in motor
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areas while processing animal compared to human action

sentences. Due to early onset and inverse correlation to N400

peak amplitudes, the authors concluded that this may be a sign of

lexical-semantic integration. Generation of an unspecific verb

associated to a series of acoustically presented single nouns was

shown to be accompanied by power suppression in the 15–25 Hz

beta range on the left premotor cortex [38]. In addition to this,

when reading hand-action versus abstract sentences, a decrease of

mu rhythm was observed on left and central frontal leads [39].

Listening to verbal stimuli (pseudowords) that had been previously

associated with movements resulted in suppression of the mu

rhythm over the centro-parietal region [40]. What remains to be

assessed is the somatotopic distribution of oscillatory modulations

in motor brain areas. This is the first study that combined a

localizer task with the oscillatory investigation of single verb

processing, in order to explicitly test the embodiment theory.

Using MEG, we compared hand- and foot-related verbs to verbs

that involve no body movement, to which we refer as abstract

verbs. We expected body-related words to induce a stronger beta

(15–25 Hz) and alpha (7–11 Hz) power suppression in the

respective sensorimotor cortices compared to non-body-related

actions. As hands/arms occasionally move during foot-related

actions, we chose to contrast each body-related verb condition

against abstract verbs instead of against each other to maximize

the sensitivity of the contrast. To localize hand and foot

representations of the motor cortex, subjects performed isometric

contractions of hand and foot muscles in two separate measure-

ments which were further analysed offline. The resulting

corticomuscular coherence represents the functional connectivity

between a contralateral effector muscle and the sensorimotor and,

possibly, the premotor cortex [41].

Capitalizing on the high time resolution of electroencephalog-

raphy (EEG), it was shown that lexico-semantic processing related

to bodily action words activated the cortical motor area around

200 msec after the presentation of the visual stimulus [13,42].

Similarly, spoken body-related verbs elicited preponderantly left-

hemispheric event-related potential or field in the sensorimotor

cortex between 140 and 200 msec after stimulus onset [43,44].

Since grounded cognition theories propose that the sensorimotor

activation contributing to language understanding should occur

within the time frame of lexico-semantic processes [45], we

expected oscillatory modulations to emerge at about 200 msec

post-stimulus onset. To select stimulus material and to control for

psycholinguistic parameters that may affect word processing,

rating studies were performed in advance. Individuals who did not

take part in the MEG study were asked to evaluate the verbs’

body-relatedness, familiarity, and imageability. Although the task

applied in the present MEG study did not demand movement

imagery, we additionally tested whether implicit imagery processes

affected the oscillatory modulations related to lexico-semantic

processes.

Materials and Methods

Participants
Fifteen university students (8 women, aged 22 years, SD =1.8),

all monolingual German native speakers, took part in the MEG

study. All participants were right-handed, with an average

laterality quotient of 84.1% (SD =16.2%; Edinburgh Handedness

Inventory, [46]), and right-footed (Lateral Preference Inventory,

[40]). The subjects had normal or corrected-to-normal vision and

none reported neurological or psychiatric disorders or made use of

neuro-modulatory medications. Participants provided written

informed consent prior to the MEG and received financial

compensation for their participation. The study was in accordance

with the Declaration of Helsinki and was approved by the local

Ethics Committee of the Medical Faculty of the Heinrich Heine

University, Düsseldorf (study number 3400).

Materials
Stimuli consisted of German disyllabic infinitive verbs describ-

ing actions done with the upper extremities (hand, H), actions

done with the lower extremities (foot, F), and actions in which no

body part was involved (N). To find suitable stimuli, 339 verbs

were used in a computerized rating study. In the first rating study,

30 monolingual German speakers (17 women, aged 29.7 years,

SD =6.8) specified which body part they usually use to perform

the action described by each verb. Possible answers were ‘‘hands/

arms’’, ‘‘feet/legs’’, ‘‘the whole body uniformly’’, ‘‘mouth/face’’,

‘‘no body part’’ and ‘‘I don’t know’’. Categories that were not part

of the main experimental focus (‘‘mouth/face’’, ‘‘whole body’’)

were applied to prevent forced choices of inaccurate answers. To

be included in the sets of H, F and N, verbs had to be rated as

describing actions of the respective body part by at least 80% of

the subjects. For F, ratings were often split between ‘‘feet/legs’’

and ‘‘whole body’’, possibly due to locomotion verbs (e.g., to run)
being rated as ‘‘whole body’’ by some participants, who focused on

the body’s change of location rather than the movements of the

lower extremity. Therefore, for the F category, verbs were also

included if the sum of ‘‘feet/legs’’ and ‘‘whole body’’ answers

reached the 80% threshold, as long as at least 40% of the ratings

were ‘‘feet/legs’’. The resulting 219 H, F and N verbs were

subjected to a second computerized rating study (n= 30, 16

women, aged 28.8 years, SD =6.4) in which subjects had to assess

familiarity and imageability on 4-point rating scales. Mean

familiarity, imageability, word length and word frequency class

[47] (http://wortschatz.uni-leipzig.de) were used to define suitably

matched groups of stimuli, resulting in 48 verbs per condition.

While familiarity did not differ between groups (ANOVA, p= .54),

residual differences were found for the other parameters

(ANOVA, all p,.01). More precisely, according to paired tests,

N verbs were on average 0.8 letters longer than H (t94=3.09,

p= .003) and F (t94=2.70, p= .008), less imageable than H

(t94=23.33, p,.001) and F (t94=18.08, p,.001), and more

frequent than H (t94=4.59, p,.001) and F (t94=2.79, p= .006).

The conditions H and F showed no significant differences (all p.
.13). Fifty percent of the H verbs were unilateral actions. To

control for the influence of imageability, stimulus sets were further

divided into high and low imageability by a median split. For the

lexical decision task introduced below, 18 pronounceable non-

existent words (pseudoverbs) were created by reassembling the first

and second syllables of the stimulus verbs. To this end, all first and

second syllable occurrences in the data set were counted.

Frequencies of pseudoverb endings (for German, typically ‘-en’,

‘-ern’ or ‘-eln’) as well as the initial letters of the first and second

syllables were chosen to broadly resemble the main data set in

order to avoid introducing a processing bias. Another 18 verbs (6

for each condition) that were discarded during the matching

procedure were used as fillers. A list of the stimuli and relative

parameters values is presented in Table S1.

Procedure
Subjects removed all metallic objects and put on non-magnetic

clothes prior to the MEG measurement to prevent recording

artifacts. During the experimental session, participants were

comfortably seated in a magnetically shielded room and viewed

a screen at a distance of 83 cm. Black words were centrally

presented against a light grey background and subtended a visual

Oscillatory Correlates of Verb Processing
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angle of 3.4u by .7u on average. Presentation software (version

14.9, Neurobehavioral Systems, Albany, California, USA) was

used to display the stimuli. Each trial began with a central fixation

cross displayed for 500 msec, followed by a word or a pseudoword

that remained on the screen for 500 msec. The fixation cross then

appeared again for 2 s and was followed by an eye symbol shown

for 2 s, which indicated the time for blinking. A fixation cross with

a jittered duration of between 400 and 600 msec ended the trial

without perceivable intersection to the following trial (Fig. 1).

Participants were instructed to identify whether the stimulus was

an existing word. Responses had to be given in only 20% of all

trials, namely with filler verbs and pseudoverbs. In these trials,

responses were prompted by a central arrow pointing to one of two

lateral fixation crosses at a distance of 6.8u to the centre of the

arrow. This screen lasted for 1500 msec and was inserted after the

fixation cross following verb presentation. Subjects had to switch

their gaze from the centre to one of the lateral fixation crosses. In

cases where a real verb (the filler) was presented, they had to look

at the cross pointed to by the arrow. If it was a pseudoverb they

had to look into the opposite direction. The arrow pseudo-

randomly pointed to the right and left side. The response cue was

followed by the eye symbol which was displayed for one second.

To avoid alteration of brain oscillations due to eye movements,

only stimuli that were not followed by a response cue were

analysed. Importantly, the fillers were indistinguishable from the

analysed stimuli. Stimuli were randomly presented and they were

repeated in a second block. A break was inserted every 5 minutes.

Overall, the measurement lasted about 40 minutes. A total of 16

stimuli (10 pseudowords/fillers and 6 action verbs) different from

those of the main study were used in a practice session preceding

the experiment. Horizontal eye movements were calibrated to

improve the analysis of behavioural accuracy.

Localizer task
To localize cortical sensorimotor areas corresponding to upper

and lower extremities, subjects performed two isometric muscle

contraction tasks. With their elbows resting on a table, they were

required to bend their arms to about 30u and to simultaneously

spread their fingers. Controlled by means of electromyographic

(EMG) recordings, the contraction was limited to about 50% of

the maximal strength. In the foot contraction condition, subjects

raised their feet and toes upwards towards the body. Rest and

contraction phases lasting one minute each were alternated twice.

Participants were asked to fix their gaze straight ahead and to

avoid eye movements during the contraction phase. Practice trials

were performed before starting the measurement.

Data Acquisition and Analysis
Neuromagnetic brain activity was continuously recorded with a

306-channel MEG system (Elekta Neuromag, Helsinki, Finland),

including 204 orthogonal planar gradiometers and 102 magne-

tometers. A bipolar horizontal and vertical electrooculogram

(EOG) was recorded for the offline detection of eye movements.

Additionally, a bipolar EMG was recorded from the extensor

digitorum communis (EDC) muscle of each forearm and from the

tibialis anterior (TA) muscle of each leg. Four coils were attached

to the subject’s head bilaterally on the forehead and behind the

ears. The position of these coils, prominent anatomical landmarks

(right and left preauricular points and nasion) and some additional

points along the subject’s head were digitized (Polhemus Isotrak) to

map functional MEG data to individual anatomy. MEG data were

digitized at 1000 Hz, band-pass filtered from 0.03 to 330 Hz

online, and stored on a computer hard disk. As for the analysis of

behavioural data, the response accuracy of each subject was

visually inspected on EOG traces using the Neuromag software

package (Elekta Neuromag, Helsinki, Finland). MEG data were

analysed with Matlab 2012a (Mathworks, Natick, MA, USA) and

FieldTrip (http://fieldtrip.fcdonders.nl), a Matlab software tool-

box for MEG and EEG analyses [48]. Data from 204 gradiom-

eters were analysed.

Pre-processing of MEG data. Epochs from 2500 to

1000 msec relative to verb onset were gathered from the

continuous data. An additional 440 msec of data at the beginning

and at the end of the epoch was included to avoid edge effects at

low frequencies. Segments were created for the three conditions H,

F, and N. For analyses of imageability effects, epochs from each

Figure 1. Experimental design. Trials which were not followed by a cue (a) were included in the analysis. The prompt to respond followed fillers
and pseudowords (b).
doi:10.1371/journal.pone.0108059.g001
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condition were further segmented into high and low imageable

sub-conditions. Data were filtered with a high-pass filter of 2 Hz

and with band-stop filters at 49–51, 99–101, 149–151 Hz; a

Butterworth IIR zero-phase forward and reverse filter was used.

Segments containing artifacts related to blinks and to movements

of the eyes, hands, and feet were removed by means of a semi-

automatic algorithm. An average of 81 trials (67 SD) in the H, 79

(68 SD) in the F, and 79 (69 SD) in the N condition passed

artifacts rejection per subject. There was no significant difference

among number of trials per condition (ANOVA, F(2,44)= .24,

p= .78). Channels with bad signal were replaced with the average

of their intact neighbours (nearest-neighbour approach; [20]).

Independent component analysis (ICA; [49]) applied to the output

of a principal component analysis was run to identify cardiac

artifacts. Fifty components per subject were estimated and visually

inspected. One to two components representing cardiac artifacts

were eliminated from the data of each subject.

Channel selection. The localizer tasks described above

analysed in terms of corticomuscular coherence provided channel

selections for the analysis of the verbal paradigm. To this end, two

data epochs of about 1 minute each during muscle contraction

were used for coherence analysis. EOG artifacts were rejected.

Both MEG and EMG data were notch-filtered at 50 Hz power-

supply noise frequency. EMG data were additionally filtered using

a high-pass Butterworth IIR zero-phase forward and reverse filter

at 10 Hz and rectified. The data were then segmented in 1 s trials.

Time-frequency representations (TFR) were calculated using a

multitaper method based on discrete prolate spheroidal sequences

(DPSS) tapers which created a spectral smoothing of 65 Hz.

Cross-spectra frequency and coherence were computed between

MEG channels and each EMG channel. Grand-average maps

were visually inspected and MEG sensors showing coherence to

right and left hand and foot were selected for further analyses of

the word paradigm.

Time-frequency analysis. TFR were calculated by means

of a fast Fourier transform (FFT). An adaptive window including 5

cycles was shifted in steps of 50 msec from 2500 to 1000 msec.

Data were padded up to 3 s. A Hanning taper was applied to the

epochs. Power was estimated between 5 and 39 Hz in steps of

2 Hz. A time-frequency analysis was separately applied to

horizontal and vertical planar gradiometers. The pairs of planar

gradiometers were then combined and trials were normalised with

respect to the baseline, which included pre-stimulus data between

2500 and 2100 msec. Importantly, power representations in the

baselines did not significantly differ between the H and N or

between the F and N condition (all p..2), according to the cluster-

based randomization test described in the ‘Statistical analysis of

MEG data’ section. To avoid an overlap in the frequency

resolution between beta and alpha oscillations, the alpha rhythm

was defined as being between 7 and 11 Hz while beta rhythm was

specified as 15 to 25 Hz. Time-frequency analysis resulted in a

resolution of 3–5 Hz for beta and 1.4–2.2 Hz for alpha.

Statistical analysis of MEG data. Statistical analysis of the

MEG data consisted of a two-step procedure that effectively

corrects for multiple comparisons and that has been applied

previously [50–52]. First, the power difference between condition

H and control condition N was calculated by means of t-values. T-

values were calculated for each sensor, frequency bin and time

point of each subject. In a second step, a cluster-based non-

parametric randomization approach was used to test significance

at group level [53]. The group analysis was run based on the

average of the selected sensors (see Channel selection) and on a

time-window of interest between 150 and 500 msec after word

onset. According to the null hypothesis, the difference between H

and N should not significantly differ from zero, that is, t-values
should be replaceable by zero. Thus, resulting t-values of each

subject and values from a pseudo-dataset consisting of zeros went

through a random partition which involved a shuffling of data

between the two datasets. Time-frequency maps exceeding an a

priori threshold (uncorrected p,.05) were combined into clusters.

A cluster containing the summed t-values was used to calculate a

cluster-level test statistic. The random partition was repeated 1000

times, every time resulting in a cluster-level test statistic calculated

for the re-shuffled data. The subsequent histogram of the summed

t-values constituted the cluster-based randomization test. The

proportion of test statistics which were larger or smaller,

respectively than the calculated statistic based on the observed

original H-N contrast constituted the p-value. In cases where the

p-value was smaller than an alpha-level of 0.05, we concluded that

data in the two conditions H and N were significantly different.

Given the well-known left-hemispheric specialization for language,

this two-step statistical procedure was applied separately to the

averages of the selected sensors of the left and right hemisphere for

the H-N contrast. Due to the central location and overlap, the

sensor selection for the F-N contrast included those related to the

right and to the left foot taken together (Fig. 2), thus resulting in a

total of 8 channels pairs, not averaged.

Using a similar statistical procedure, we tested whether the

lexico-semantic oscillatory modulations were confounded by

imageability effects. To test the main effects of imageability, we

calculated the mean power across the H, F, and N condition (high

vs. low imageability), thus resulting in two datasets each including

all conditions, and we compared high versus low imagery

subconditions on the selected hand and foot motor areas by

means of the cluster randomization approach described above. To

test a possible interaction between imageability and lexico-

semantic effects, we calculated the differences between the H

and N as well as between the F and N condition (high vs. low

imageability), and we compared high versus low imageable

datasets on the selected concordant hand and foot motor areas.

Results

Behavioural results
Participants successfully performed the task with an average

accuracy of 89% (SD =6.2%). This indicates that they were

paying attention to the presented words. All subjects responded to

each prompt with the exception of one subject, who failed to

respond to 12% of the cued trials.

MEG results
Localizer task. Corticomuscular coherence in the 15–25 Hz

beta-range during isometric contraction of hands showed a fronto-

parietal distribution on the hemisphere contralateral to the

contracted hand (Fig. 2). Contraction of feet activated a centrally

located motor area and showed only slight lateralization. Eight

hand channel pairs per hemisphere (bold points in Fig. 2) were

selected for analysis of the H-N contrast in the word paradigm. As

the two groups of foot-related channels largely overlapped, the

sum of them (8 channel pairs) was selected for the analysis of the F-

N contrast.

Word paradigm. We compared beta and alpha power

between each experimental condition (H, F) and the control

condition N on those channels selected with the localizer task.

Both the H and the F condition showed significantly stronger beta

suppression than N after stimulus onset. Specifically, the H

condition showed stronger beta modulation than N in the left

hemisphere (p= .04; Fig. 3a), whereas no cluster was found in the

Oscillatory Correlates of Verb Processing

PLOS ONE | www.plosone.org 4 September 2014 | Volume 9 | Issue 9 | e108059



right hemisphere. As shown in Fig. 4a, the oscillatory effect related

to H verb processing became significant at around 200 msec post-

stimulus onset. Similarly, the F-N contrast revealed significant beta

modulation starting at around 200 msec post-stimulus onset on

three right centrolateral channel pairs (p= .04; Fig. 3b and 4b),

while no significant effect was observed on the left centrolateral

sensors. While the H-N contrast showed an oscillatory modulation

in the 20224 Hz beta range, lower beta band modulation was

observed in the F-N contrast (15–20 Hz). To confirm somatotopic

distribution of beta modulation, we contrasted H and F conditions

with N condition in the sensors selected for the non-corresponding

extremity. No significant cluster emerged in either case (all p..1).

The alpha rhythm also showed significant suppression in the H-N

contrast on left hemisphere hand-related channels (p= .03; Fig. 5).

The oscillatory modulation occurred later compared to beta,

namely at around 400 msec post word onset. No significant cluster

emerged for the F-N contrast on foot-related channels (p= .46).

Also in the alpha frequency range, the contrasts H-N and F-N on

the sensors selected for the non-corresponding extremity provided

no significant result (p= .34).

To determine the influence of imageability on oscillatory

patterns of activation, we contrasted all high versus low

imageability words independently from condition on the selected

motor areas. No main effect of imageability on the selected motor

regions was found during early lexico-semantic verb processing, as

no significant cluster (p= .17) was found on the hand- and foot-

related channels in the beta range. Besides, the analysis of possible

interaction between imagery and condition resulted in no

significant cluster for the H-N contrast (p= .18) and in no cluster

for the F-N contrast. Similarly, no main effect of imagery and no

interaction between condition and imagery were found for the

alpha oscillations (all p..1). To check whether the lack of

significance was due to the halved number of trials in the high and

low imagery condition, we tested the lexico-semantic effect on

those same trials for the following contrasts: (a) the high imageable

H-N and F-N contrasts and (b) the low imageable H-N and F-N

contrasts. Indeed, the H-N contrast remained statistically signif-

icant both for the high (p= .007) and the low (p= .04) imageability

subcondition, thus suggesting that the number of the trials was

adequate. This was however not the case for the F-N contrast,

which did not reach significance neither in the high nor in the low

imageability condition (all p..5).

Discussion

The aim of the present study was to test the somatotopically

distributed recruitment of cortical motor areas during action verb

understanding in terms of modulations in the beta and alpha

frequency ranges. The somatotopic information derived by a

localizer task and the application of a cluster-based non-

parametric statistical approach allowed us to find significant

oscillatory effects accompanying the processing of single verbs.

Specifically, we hypothesized that the processing of body-related

verbs produces beta and alpha power suppression at around

200 msec post word onset in sensorimotor cortical areas that are

engaged in the respective action execution. While we did observe

power suppression in both frequency bands, different pattern

emerged as for timing. As predicted, lexico-semantic processing of

hand- and foot-related actions was accompanied by a stronger

beta power suppression than the processing of non-body-related

verbs on the cortical motor portion of hands and feet, respectively,

around 200 msec. The H-N contrast revealed beta and alpha

modulation in the left, but not in the right hemisphere. This

asymmetric pattern of activation is in line with previous results

Figure 2. Grand-average of corticomuscular coherence in the beta (15–25 Hz) range related to hands (top) and to feet (bottom)
isometric contraction across 15 subjects. Bold points represent gradiometer pairs selected for frequency analysis in the word paradigm.
doi:10.1371/journal.pone.0108059.g002
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showing left-lateralized power decrease during the reading of hand

verbs [39] and covert verb generation [38]. Under the assumption

that beta suppression represents neural activation [54,55,56], our

findings also agree with those from fMRI studies showing left-

lateralized neural activity during action-related language process-

ing [11,12,14,15,16]. Consistently, inhibition of reaction times

during the processing of hand action verbs was induced with TMS

on the left, but not on the right hemispheric hand portion of the

motor cortex [57]. Investigating the relation of lesion sites and

behavioural performance on lexical and conceptual action

processing, Kemmerer et al. [58] behaviourally tested 226 patients

with cerebral lesions, from 147 of whom anatomical data were also

obtained. Significant impairment of lexical and conceptual

knowledge of actions was exclusively found in patients with left

hemispheric lesions including hand-related motor areas. Although

less prominently, the right hemisphere is also likely to play a role in

verb processing, as shown in a study on patients with right frontal

lobe lesions [59]. Beta suppression on bilateral mouth and hand

regions was previously found during silent noun reading followed

by delayed reading aloud, where suppression was further

reinforced [60]. However, beta suppression in left-hemispheric

cortical mouth areas started earlier and was stronger compared

with the right hemisphere in fluent speakers. It is worth noting that

while Salmelin et al. [60] addressed mental preparation for speech

production as a possible explanation for the 20 Hz attenuation,

the beta suppression found in the present study emerged in

effector-related (hand and foot) motor areas and was stronger for

H/F than N verbs. Furthermore, we did not apply a word

generation task, thus minimizing the articulatory preparatory

mechanisms related to overt speech in motor areas. Our results

therefore point to a genuine difference between body-related and

non-body-related verb processing and provide additional evidence

for a prevalent role of the left cortical motor areas in processing

action words.

In the studies mentioned above, all participants (and the large

majority in Kemmerer et al.’s study [58]) were right-handed.

Figure 3. Grand-average of frequency spectra. a) Grand-average of the H (left) and the N (right) condition on the average of the left-
hemispheric hand-related sensors selected with the localizer task. b) Grand-average of the F (left) and the N (right) condition on the average of three
foot-related sensors showing a significant effect.
doi:10.1371/journal.pone.0108059.g003
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Given that the processing of uni-manual action words is biased

towards the dominant hand [61], left-lateralized brain activation

in right-handed subjects, as found in the present study, is no great

surprise. Indeed, the well-known left-biased asymmetry related to

language processing seems to depend on handedness, as shown by

an almost linear relationship between the degree of handedness

and the direction of language dominance in terms of word

generation in 326 healthy individuals [62]. Moreover, co-

lateralization of praxis and language networks was demonstrated

in individuals with right and with left language dominance [63]. In

this context, it is of interest that lateralized beta power suppression

may serve as an indicator of the side of language lateralization as

well [64,38].

The use of non-body-related verbs in our paradigm permitted

us to gain a view of neural activations subtending abstract words.

As shown in Fig. 3a, the processing of abstract (N) verbs was also

accompanied by beta suppression on the hand-related motor area,

although this was significantly less when compared to the H

condition. This finding agrees with the claim that abstract words

are also embodied in perception and action. Specifically, Barsalou

[65] proposed that abstract concepts are grounded in complex

simulations of combined physical and introspective events that

convey sensorimotor details. Vigliocco et al. [66] interpreted the

apparent dichotomy between concrete and abstract word mean-

ings as a preponderance of sensorimotor information, which is

more abundant in concrete than abstract words. The hypothesized

embodiment of abstract concepts is supported by neuroscientific

studies. Using a similar paradigm to ours, Rüschemeyer et al. [15]

found sensorimotor blood-oxygenation-level-dependent (BOLD)

activation both for concrete and abstract verbs, although less

prominently for the latter. Similar results were observed for the

comprehension of concrete and abstract sentences [67]. Both

metaphoric/idiomatic and literal action sentences were shown to

activate regions associated with sensorimotor processing

[12,68,69]. Glenberg et al. [70] showed that task-related

modulation of the motor system by means of manually transferring

items towards or away from the body affected the comprehension

of abstract as well as concrete sentences referring to transfer.

Altogether, these findings point to a recruitment of motor cortical

areas also for the processing of abstract words. Interestingly,

implicit processing of ortho-phonological statistical regularities also

activated the motor area, as shown in the fMRI study of Zubicaray

et al. [71]. The authors found that non-words containing endings

with probabilistic cues predictive of verb status, evoked enhanced

activity compared with non-words with endings predictive of noun

status, in a similar motor area as the one activated for action verbs.

It might be reasoned that beta suppression shown by abstract verbs

in motor areas in the present study partly depends on the typical

verb ending. However, this is not the case because the hand and

the non-body conditions showed a statistical difference that can

not be explained by the typical verb ending.

Some differences between the H and the F condition emerged

in the beta range, as shown by the respective contrasts with the

control condition (Fig. 4). First, hand and foot verbs modulated

beta oscillations in slightly different frequency bands. As suggested

by Pfurtscheller et al. [72], each primary sensorimotor area may

have its own intrinsic rhythm. Also, the corticomuscular analysis

conducted for localization purposes showed on average highest

Figure 4. Statistical outcomes for the beta rhythm. a) T-values on a time-frequency map related to the H-N contrast, showing a significant
cluster (saturated colours) on the average of the selected left-hemispheric hand-related sensors. b) Time-frequency maps of the F-N contrast showing
a significant cluster on three foot-related sensors.
doi:10.1371/journal.pone.0108059.g004
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coherence in the 20–24 Hz beta range both for hands and feet

contraction (data not shown), which is in agreement with previous

reports [73]. This beta band is identical to the one showing an

effect during linguistic processing of hand verbs. In our data, foot

contraction and foot word processing apparently do not share the

same beta frequency band. This difference possibly arises due to

the fact that coherence measures (corticomuscular coupling) and

power measures are not identical. Alternatively, it is possible that

beta oscillations exhibit task-specificity and do not completely

overlap between an isometric contraction and a linguistic task.

However, since the time window of effect is comparable for the H-

N and F-N contrast, both processes are likely to share the same

function. Second, while beta suppression emerged on the left

hemisphere in the H-N contrast, it was slightly right-lateralized in

the F-N contrast. In our opinion, the foot-related lateralization

results should be interpreted with caution. As the foot motor

representation is to some extent buried in the interhemispheric

fissure, it is difficult to accurately localize its activation by means of

MEG. This is confirmed by the large overlap between sensors

showing activation during right and left foot contraction (Fig. 2)

and might also explain why the F-N contrast did not reach

significance neither in the high nor in the low imageability

condition.

The pattern of beta decrease found in the present study is in line

with previous investigations on verb generation [38] and silent

sentence reading [31] as regards timing and hemispheric

lateralization, respectively. Although in the study of van Elk

et al. [31] the beta suppression during action verb processing

reached significance at 400–600 ms after word onset, it was visibly

present as early as 200 ms. It should also be noted that the task

applied in our study required neither semantic processing nor

awareness of the stimuli’s body-relatedness. Our results therefore

imply that even lower linguistic processing levels than the semantic

one may engage motor brain regions, thus corroborating previous

findings [42]. An interesting issue which remains to be addressed is

whether the depth of cognitive action processing modulates the

power of beta oscillations on motor regions.

Like beta, the alpha rhythm was also modulated by the body-

relatedness of verbs, as hand-related verbs showed significantly

stronger alpha suppression than non-body verbs. This finding

Figure 5. Statistical outcome for the alpha rhythm. T-values on a time-frequency map related to the H-N contrast, showing a significant cluster
(saturated colours) on the average of the selected left-hemispheric hand-related sensors.
doi:10.1371/journal.pone.0108059.g005
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replicates that of van Elk et al. [31] at single verb level, although at

a longer latency, namely at 400 instead of 200 msec post-stimulus

onset. In contrast to beta oscillations, which are thought to largely

reflect activity of the motor cortex, the 10 Hz signal was suggested

to have a somatosensory origin [74]. It is therefore possible that

reading body-related verbs also elicited a somatosensory compo-

nent beyond the motor one associated to beta oscillations. In a

similar manner to an executed movement, the processing of an

action verb may be also sequenced into earlier processing steps, i.e.

motor command associated with beta modulation and a later

processing paralleling sensory feedback associated with alpha

rhythm. This assumption would further expand the embodiment

framework into the temporal domain, which should be focussed on

in later studies. However, the processing of foot-related verbs did

not result in alpha modulation. Possibly, the hand area is in closer

contact with language as language has been suggested to evolve

from manual gesture [9]. An alternative hypothesis on the

functional role of alpha is that alpha reflects later semantic

processes that dissociate from somatotopic language-related

aspects. This might explain the absence of alpha modulation in

the foot region.

As abstract verbs were less imageable than concrete verbs, we

tested whether the level of imageability corresponded to significant

oscillatory modulation and whether imagery processes played a

role in the oscillatory effect found in the H-N and F-N contrast.

The results showed similar oscillatory correlates for high and low

imageable verbs and no interaction between imageability and

condition on the selected hand and foot motor areas. Imageability

appeared to play no role in the time-window between 150 and

500 msec post-stimulus onset. One noteworthy aspect is that a

later onset of oscillatory modulations related to motor imagery

processing has been reported previously [25,26,27]. Altogether,

these findings rule out the hypothesis that imagery processes might

have caused or modulated the oscillatory activation during lexico-

semantic processing.

One limitation of the present study is that the match of the

stimuli across conditions resulted in higher database frequency of

non-body compared to body-related words. However, high-

frequency words were shown to elicit a larger beta power

suppression than low-frequency words [75]. If frequency had

affected our results, we should have found larger beta suppression

for the N than for the H/F condition. Alternatively, the higher

frequency of abstract words might have hidden a power difference

between the experimental and control conditions. In fact, our

results show that both experimental conditions induced larger beta

suppression than the control condition. It is therefore unlikely that

this oscillatory modulation depends on differences in lexical

frequency between conditions.

To summarise, we tested the grounded cognition framework on

brain oscillatory activity and showed for the first time that silent

reading of action words in a lexical decision task elicited significant

beta power suppression in a similar fashion to limb movements

and according to a somatotopic distribution. The differential

engagement of motor areas in body-related versus abstract verb

processing was time-specific, as it was observed between 200 and

250 msec after word onset. Moreover, a possible somatosensory

processing accompanying hand-related verb reading was suggested

by significant power suppression in the alpha frequency range at

later latencies. The present study lays the groundwork for an

investigation of interaction and coherence between different brain

areas that are involved, possibly essentially, in the neurobiology of

language.
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15. Rüschemeyer S, Brass M, Friederici AD (2007) Comprehending prehending:

neural correlates of processing verbs with motor stems. J Cogn Neurosci 19 (5):

855–865.

16. Tettamanti M, Buccino G, Saccuman MC, Gallese V, Danna M, et al. (2005)

Listening to action-related sentences activates fronto-parietal motor circuits.

J Cogn Neurosci 17 (2): 273–281.

17. Buccino G, Riggio L, Melli G, Binkofski F, Gallese V, et al. (2005) Listening to

action-related sentences modulates the activity of the motor system: a combined

TMS and behavioral study. Brain Res Cogn Brain Res 24 (3): 355–363.

18. Pulvermüller F, Hauk O, Nikulin VV, Ilmoniemi RJ (2005) Functional links

between motor and language systems. Eur. J. Neurosci. 21 (3): 793–797.

19. Willems RM, Labruna L, D’Esposito M, Ivry R, Casasanto D (2011) A

functional role for the motor system in language understanding: evidence from

theta-burst transcranial magnetic stimulation. Psychol Sci 22 (7): 849–854.

20. Perrin F, Pernier J, Bertrand O, Echallier JF (1989) Spherical splines for scalp

potential and current density mapping. Electroencephalogr Clin Neurophysiol

72 (2): 184–187.

Oscillatory Correlates of Verb Processing

PLOS ONE | www.plosone.org 9 September 2014 | Volume 9 | Issue 9 | e108059



21. Babiloni C, Babiloni F, Carducci F, Cincotti F, Cocozza G, et al. (2002) Human

cortical electroencephalography (EEG) rhythms during the observation of simple
aimless movements: a high-resolution EEG study. Neuroimage 17 (2): 559–572.

22. Hari R, Forss N, Avikainen S, Kirveskari E, Salenius S, et al. (1998) Activation

of human primary motor cortex during action observation: a neuromagnetic
study. Proc. Natl. Acad. Sci. U.S.A. 95 (25): 15061–15065.

23. Koelewijn T, van Schie HT, Bekkering H, Oostenveld R, Jensen O (2008)
Motor-cortical beta oscillations are modulated by correctness of observed action.

Neuroimage 40 (2): 767–775.
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62. Knecht S, Dräger B, Deppe M, Bobe L, Lohmann H, et al. (2000) Handedness

and hemispheric language dominance in healthy humans. Brain 123 Pt 12:

2512–2518.

63. Vingerhoets G, Alderweireldt A, Vandemaele P, Cai Q, van der Haegen L, et al.

(2013) Praxis and language are linked: Evidence from co-lateralization in

individuals with atypical language dominance. Cortex 49 (1): 172–183.

64. Hirata M, Kato A, Taniguchi M, Saitoh Y, Ninomiya H, et al. (2004)

Determination of language dominance with synthetic aperture magnetometry:

comparison with the Wada test. Neuroimage 23 (1): 46–53.

65. Barsalou LW (1999) Perceptual symbol systems. Behav Brain Sci 22 (4): 577–

609; discussion 610–60.

66. Vigliocco G, Warren J, Siri S, Arciuli J, Scott S, et al. (2006) The role of

semantics and grammatical class in the neural representation of words. Cereb.

Cortex 16 (12): 1790–1796.

67. Sakreida K, Scorolli C, Menz MM, Heim S, Borghi AM, et al. (2013) Are

abstract action words embodied? An fMRI investigation at the interface between

language and motor cognition. Front Hum Neurosci 7: 125.

68. Boulenger V, Shtyrov Y, Pulvermüller F (2012) When do you grasp the idea?

MEG evidence for instantaneous idiom understanding. Neuroimage 59 (4):

3502–3513.

69. Desai RH, Binder JR, Conant LL, Mano QR, Seidenberg MS (2011) The

neural career of sensory-motor metaphors. J Cogn Neurosci 23 (9): 2376–2386.

70. Glenberg AM, Sato M, Cattaneo L (2008) Use-induced motor plasticity affects

the processing of abstract and concrete language. Curr. Biol. 18 (7): R290–1.

71. Zubicaray G de, Arciuli J, McMahon K (2013) Putting an "end" to the motor

cortex representations of action words. J Cogn Neurosci 25 (11): 1957–1974.

72. Pfurtscheller G, Neuper C, Andrew C, Edlinger G (1997) Foot and hand area

mu rhythms. Int J Psychophysiol 26 (1–3): 121–135.

73. Gross J, Tass PA, Salenius S, Hari R, Freund HJ, et al. (2000) Cortico-muscular

synchronization during isometric muscle contraction in humans as revealed by

magnetoencephalography. J. Physiol. (Lond.) 527 Pt 3: 623–631.
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a b s t r a c t

The current study investigated sensorimotor involvement in the processing of verbs describing actions
performed with the hands, feet, or no body part. Actual movements were used to identify neuromagnetic
sources for hand and foot actions. These sources constrained the analysis of verb processing. While hand
and foot sources picked up activation in all three verb conditions, peak amplitudes showed an interaction
of source and verb condition at 200 ms after word onset, thereby reflecting effector-specificity. Specifi-
cally, hand verbs elicited significantly higher peak amplitudes than foot verbs in hand sources. Our results
are in line with theories of embodied cognition that assume an involvement of sensorimotor areas in
early stages of lexico-semantic processing, even for single words without a semantic or motor task.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

Embodied cognition theories postulate that concepts and their
linguistic tokens are represented in modality-specific brain areas.
Relevant modalities and neuronal networks associated with a
certain concept are determined by the neuronal assemblies in-
volved in originally acquiring the respective item of semantic
knowledge (Pulvermüller, 2005; Barsalou, 2008). For action-
related concepts and language, the relevant modalities include
the sensorimotor domain. Consequently, their representations are
assumed to engage sensorimotor areas of the brain, action execu-
tion networks, and the putative mirror neuron system (Gallese &
Lakoff, 2005; Pulvermüller, 2005). Empirical studies addressed a
number of questions about sensorimotor activation in language
processing. These include where exactly language is processed in
the sensorimotor system, whether sensorimotor activation occurs
in a time window relevant for lexical-semantic processing, and
whether it is crucial for language processing or epiphenomenal.

Evidence for sensorimotor involvement in action-related lan-
guage processing stems from behavioural, neuroimaging, electro-
physiological, neuropsychological and brain stimulation studies.
For instance, verbs referring to actions performed with the mouth
(to lick), the hands (to pick) or the feet (to kick) were shown to elicit
blood-oxygenation-level-dependent (BOLD) activity in cortical

areas also involved in executing actions with the mouth, hands,
and feet (Hauk & Pulvermüller, 2004). Similar results of somatot-
opy in bilateral or left-lateralized premotor and primary motor
areas have been reported using functional magnetic resonance
imaging (fMRI) both for single action verbs (Rüschemeyer, Brass,
& Friederici, 2007; Kemmerer, Castillo, Talavage, Patterson, &
Wiley, 2008; Willems, Toni, Hagoort, & Casasanto, 2010b; Hauk &
Pulvermüller, 2011) and phrases or sentences (Tettamanti et al.,
2005; Aziz-Zadeh, Wilson, Rizzolatti, & Iacoboni, 2006; Boulenger,
Hauk, & Pulvermüller, 2009). Language processing was shown to
occur in cortical regions representing action execution (Hauk &
Pulvermüller, 2004, 2011; Boulenger et al., 2009) or observation
(Aziz-Zadeh et al., 2006), despite some concerns about the precise
location and functional overlap of motor and language functions
(Postle, McMahon, Ashton, Meredith, & Zubicaray, 2008).

Somatotopically distributed neurophysiological responses were
described using electroencephalography (EEG) and magnetoen-
cephalography (MEG) for action verbs (Pulvermüller, Härle, &
Hummel, 2001; Shtyrov, Hauk, & Pulvermüller, 2004; Hauk,
Johnsrude, & Pulvermüller, 2004; Pulvermüller, Hauk, Nikulin, &
Ilmoniemi, 2005a) and for literal as well as idiomatic sentences
(Boulenger, Shtyrov, & Pulvermüller, 2012). These neurophysio-
logical studies highlight the time course of embodied language
processing, pinning down sensorimotor effects as early as
150–350 ms (Pulvermüller et al., 2005a; Boulenger et al., 2012).
This implies that activations are part of lexical-semantic process-
ing and do not reflect late motor imagery. Still, it is under debate
in what respect motor activation during language processing is
causal or merely reflects an epiphenomenon.
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Evidence for a functionally relevant relationship comes from
studies showing that verb processing can interfere with concurrent
motor tasks and vice versa (Glover, Rosenbaum, Graham, & Dixon,
2004; Boulenger et al., 2006; Zwaan & Taylor, 2006; Nazir et al.,
2008; Shebani & Pulvermüller, 2013), while one study reported
an unspecific dual task interference not related to verb semantics
(Postle, Ashton, McFarland, & Zubicaray, 2013). Interestingly, read-
iness potentials of movements in EEG can be reduced even by
subliminal presentation of hand action verbs (Boulenger et al.,
2008). A causal involvement of the sensorimotor system in action
related language processing may also be inferred from neuropsy-
chological studies describing selective impairments for action verb
processing following left premotor lesions (Bak, O’Donovan,
Xuereb, Boniface, & Hodges, 2001). Despite contradictory evidence
(Kemmerer, Miller, Macpherson, Huber, & Tranel, 2013),
Parkinson’s disease (PD) as an example of movement disorders
has also been associated with deficient action verb processing both
in explicit and implicit semantic tasks (Fernandino et al., 2012).
Moreover, impairments in PD may be sensitive to the degree of
verbs’ motion content (Herrera, Rodríguez-Ferreiro, & Cuetos,
2012). A direct causal link for sensorimotor processing of verbs
can also be inferred from a study showing that transcranial
magnetic stimulation (TMS) of the sensorimotor cortex could
facilitate response latencies for verbs (Pulvermüller, Shtyrov, &
Ilmoniemi, 2005b). Moreover, single TMS pulses during body part
specific verb processing reduced motor evoked potentials (MEP)
recorded from the respective effector (Buccino et al., 2005).

While this growing body of evidence amounts to a generally
coherent picture of an involvement of the sensorimotor system
in language processing, there are some open questions. Due to
constraints depending on the methodological and design specifica-
tions, it is possible to address a combination of research aspects
while necessarily having to ignore other issues. For instance,
contrasting action-related versus abstract language or action verb
versus object noun processing (Rüschemeyer et al., 2007;
Boulenger et al., 2008) may produce results that could be explained
by other factors apart from the action-relatedness, e.g. concrete-
ness or grammatical class. Within the class of nouns, however,
motor system activation in fMRI was found when participants
named tools in comparison to animals (Martin, Wiggs, Ungerleider,
& Haxby, 1996) and even somatotopically in the tongue area for
food nouns and in the finger area for tool nouns (Carota, Moseley,
& Pulvermüller, 2012). Findings from fMRI (e.g. Hauk &
Pulvermüller, 2004; Tettamanti et al., 2005; Rüschemeyer et al.,
2007; Desai, Binder, Conant, & Seidenberg, 2010; Aziz-Zadeh
et al., 2006) based on the slowly developing BOLD response can
hardly differentiate between lexical processing and later motor
imagery, despite attempts to circumvent precisely this issue by
contrasting explicit imagery and lexical decision tasks (Willems,
Hagoort, & Casasanto, 2010a). In turn, electrophysiological
investigations (Pulvermüller et al., 2001; Shtyrov et al., 2004)
provide important results pointing towards an early involvement
of sensorimotor areas in language processing, but sometimes lack
the spatial resolution to allow conclusions about the precise
location of effector-specific language processing. Studies describ-
ing interactions of language processing and motor tasks (Boulenger
et al., 2006; Buccino et al., 2005; Pulvermüller, 2005) cannot
address the question whether sensorimotor activations would also
arise in purely cognitive situations as a universal principle or are a
product of motor task requirements. Related to accounts focusing
on the task requirements provoking embodied language effects,
accumulating evidence describes modulations of sensorimotor
language processing depending on the linguistic context in which
the language material was presented (Aravena et al., 2012; Schuil,
Smits, & Zwaan, 2013). For instance, motor system activations
seem sensitive to manipulations of affirmative versus negated

phrases (Tomasino, Weiss, & Fink, 2010). Still, it is not clear
whether context elicits or only modulates embodied cognition. Fi-
nally, detecting somatotopy for standardised locations on group le-
vel (Hauk & Pulvermüller, 2004) loses out on information about
individual persons’ language processing and also about spatial
specificity compared to action execution systems.

The current study aimed at estimating the contribution of indi-
vidually specific motor sources to verb processing across time.
More specifically, we investigated whether neuromagnetic equiva-
lent current dipole (ECD) sources derived from actual hand and
foot movements explained activation when silently reading single
action verbs related to hand, foot or non-body actions while brain
activations were recorded using MEG. ECDs for two distinct neuro-
magnetic fields accompanying voluntary movements were mod-
elled: the motor field (MF) peaking around movement onset, and
the movement evoked field (MEF) with a maximum shortly after
movement onset (e.g. Cheyne & Weinberg, 1989; Kristeva, Cheyne,
& Deecke, 1991). The neuromagnetic sources generating these two
fields can be well seperated for different effectors, such as the
hands and feet (Kristeva-Feige et al., 1994). The MF, located in
primary motor cortex with an anterior dipole orientation, is
assumed to represent activity directly related to motor commands
of a movement. Contrary, the MEF, located in postcentral sensory
cortex with a posterior orientation, is attributed to sensory
feedback evoked by a movement (for both MF and MEF, see Cheyne
& Weinberg, 1989; Kristeva-Feige et al., 1994; Biermann-Ruben
et al., 2012). When transferring these sources to silent single verb
reading, we expected higher amplitudes for verbs of the matching
effector compared to the other conditions in a time window
around 200 ms (see Pulvermüller et al., 2001). Hand verbs were
assumed to selectively activate hand motor areas and foot verbs
to selectively activate foot motor areas, while non-body verbs
should be non-selective for motor regions.

2. Material and methods

2.1. Participants

Fifteen healthy subjects (8 female, mean age = 22.1 years,
SD = 1.8) took part in the experiment. All subjects had normal or
corrected-to-normal vision, were native monolingual speakers of
German and did not study linguistics. No participant had any
neurological or psychiatric disorder nor took medication.
Furthermore, right-handedness (Oldfield, 1971) and right-
footedness (Ehrenstein & Arnold-Schulz-Gahmen, 1997) was
ensured. All participants gave written informed consent prior to
taking part in the experiment and received financial reimburse-
ment. The study is in line with the Declaration of Helsinki and
was approved by the ethics committee of the Medical Faculty at
Heinrich-Heine-University, Düsseldorf (study number 3400).

2.2. Stimulus material

The stimulus set consisted of 144 action verbs describing hand
actions (H), e.g. greifen (to grasp), foot actions (F), e.g. gehen
(to walk), and actions in which no body part was involved (N),
e.g. raten (to guess). All verbs were bisyllabic and always presented
in their infinitive German form. Suitable stimuli were selected
according to a successive multidimensional matching procedure.
First, 30 participants (monolingual speakers of German, mean
age = 29.7 years, SD = 6.8) stated which body part they habitually
used to perform the actions described by 339 verbs that were a
priori chosen as candidates for the target categories of H, F and N
action verbs. Possible answers were ‘‘hands/arms’’, ‘‘feet/legs’’,
‘‘the whole body uniformly’’, ‘‘mouth/face’’, ‘‘no body part’’ and
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‘‘I dont know’’, including categories not used in the main experi-
ment (‘‘mouth/face’’, ‘‘whole body’’) to prevent forced choices of
inaccurate answers. Verbs found to describe actions of the hands,
feet, or no body part by at least 80% of the subjects, respectively,
were further considered for the sets of H, F and N. For a high
proportion of verbs, a typical pattern of results was seen where
ratings were split between the categories ‘‘feet/legs’’ and ‘‘whole
body’’. This is likely due to locomotion verbs such as to run being
rated as ‘‘whole body’’ by some participants who focused on the
body’s change of location and the accompanying movements (of,
for instance, arms and torso) rather than only on the movements
of the lower extremity. Therefore, for the F category, verbs were
also included if the sum of ’’feet/legs’’ and ’’whole body’’ was at
least 80% as long as the majority of these was ’’feet/legs’’. The
remaining 219 H, F and N verbs were rated again (n;= 30, mean
age = 28.8, SD = 6.4) to assess the verbs’ familiarity and imageabil-
ity on 4-point rating scales. In addition to the mean familiarity and
imageability derived from the rating studies, word length in letters
and word frequency class (Leipzig Corpora Collection, LCC,
Biemann, Heyer, Quasthoff, & Richter, 2007, available at http://
wortschatz.uni-leipzig.de) were used to define suitably matched
groups of stimuli, resulting in 48 verbs per condition (see supple-
mentary Table 1). While familiarity did not differ between groups
(analysis of variance (ANOVA), p = .547) residual differences were
found for other measures (ANOVA, all p < .010). More precisely,
according to pairwise tests, N verbs were on average 0.8 letters
longer than H (t (94) = 3.09, p = .003) and F (t (94) = 2.70,
p = .008), less imageable than H (t (94) = 23.33, p < .001) and
F (t (94) = 18.08, p < .001), and more frequent than H (t (94) =
4.59, p < .001) and F (t (94) = 2.79, p = .006). Importantly, H and F
conditions showed no significant differences for the above param-
eters (all p > .130). From the verb material rejected during the
matching procedure 18 filler verbs were selected, six from each
condition. Additionally, 18 phonotactically legal pseudowords
were created by reassembling first and second syllables of the
stimulus verbs. For this, all first and second syllable occurrences
in the data set were counted. Pseudoverb endings (for German,
typically ‘-en’, ‘-ern’ or ‘-eln’) as well as initial letters of first and
second syllables were selected so that their relative frequencies
in the set broadly resembled the endings and letter frequencies
in the main data set in order to avoid introducing a processing bias.

2.3. Procedure

Before the measurement bipolar peripheral electrodes were at-
tached to the subjects’ skin to record vertical and horizontal elec-
trooculogram (EOG) as well as electromyogram (EMG) of
extensor digitorum communis (EDC) muscles of both arms and tib-
ialis anterior (TA) muscles of both legs. Additionally, four head po-
sition indicator (HPI) coils were applied to the scalp. HPI coil
location was digitized (Polhemus Isotrak, Colchester, Vermont,
USA) for coregistration with anatomical MRI images. Participants
were then comfortably seated in the magnetically shielded room.

During the language paradigm, stimuli were projected in black
letters onto a light grey screen with a visual angle of 3.4�
horizontally by 0.7� vertically, on average. The experimental
procedure is shown in Fig. 1. Presentation 14.9 software
(Neurobehavioral Systems, Albany, California, USA) was used.
Verbs were presented for 500 ms followed by a central fixation
cross displayed for 2000 ms. After that, for silent reading trials
(80% of the whole experiment), the pictogram of an eye signalled
2000 ms for eye blinks. During an intertrial interval jittered from
900 to 1100 ms the fixation cross was presented again. Lexical
decision trials (20% of the whole experiment) consisted of
500 ms presentation of the filler or pseudoverb and the subsequent
fixation cross displayed for 2000 ms. During this time, silent

reading and lexical decision trials were indistinguishable. Then
the response prompt was shown for 1500 ms. It consisted of a cen-
tral horizontal arrow pointing either to the right or to the left side
of the screen, where target locations were marked by crosses. Par-
ticipants were instructed to perform a saccade following the ar-
row’s direction if the preceding stimulus was a real word and to
the opposite if it was a pseudoverb. Arrow directions were coun-
terbalanced. The eye pictogram then indicated 1000 ms time for
eye blinks followed by the intertrial interval.

The experiment included four blocks of about 8 min each and a
short practice block at the beginning. Stimulus presentation was
pseudorandomized with block 1 and 2 containing the first occur-
rence of all stimuli, block 3 and 4 the second occurrence, random-
ized within the two repetitions.

After the language paradigm participants performed a move-
ment paradigm consisting of alternating hand movements and
alternating foot movements. The arms rested on a table in front
of the body while the legs were supported by cushions of the
MEG chair. Styrofoam ear plugs were used to minimise evoked
potentials due to auditory movement feedback. In the hand move-
ment condition, participants were instructed to briskly raise and
immediately after drop their hands alternately every two seconds.
The same task was executed with the feet in the foot movement
condition. Hand and foot movements were recorded for five min-
utes each. The order of task execution was counterbalanced across
subjects.

2.4. Neurophysiological data acquisition

MEG recordings were performed using a 306 channel Neuromag
MEG system with 204 planar gradiometers and 102 magnetome-
ters (Elekta Neuromag, Helsinki, Finland) located at University
Hospital Düsseldorf. Sampling rate during all experiments was
1000 Hz with an online bandpass filter of 0.03–330 Hz. All further
analyses were performed offline. Acquisition of anatomical MRI
images was performed in a separate session one to two weeks after
the MEG session with a 3 T magnetom machine (Siemens, Erlan-
gen, Germany).

2.5. Data processing

MEG, EOG, EMG and MRI data were analysed offline using soft-
ware packages by Elekta Neuromag (Graph, Xfit, Xplotter, Mrilab).

Continuously recorded MEG signals from the 204 planar gradi-
ometers were bandpass filtered from 0.1 to 100 Hz and segmented
for further analyses. For each paradigm, trials containing sensor
jumps and eye movements were rejected. The eye blink rejection
threshold was adjusted individually by visual inspection of individ-
ual EOG traces. For the language paradigm, epochs with EMG
power exceeding an individually adjusted threshold indicating
muscle tension (defined in the movement paradigm, see next par-
agraph) were discarded as well.

For the movement paradigm, data epochs were averaged from
�2000 to 500 ms with respect to movement onset as defined by
rectified EMG. Thresholds were defined per subject and adjusted
individually by visual inspection to capture the earliest deviation
from resting activation level. Eye blinks in the time window of
�1500 to 200 ms led to the exclusion of the respective trial. Exces-
sive eye blinking caused an insufficient number of valid trials in 11
subjects. In these cases, signal-space projection method (SSP,
Uusitalo & Ilmoniemi, 1997) was used to remove the field patterns
associated with eye blinks from the MEG data, returning cleaned
signal traces.

Trials in the language paradigm were defined from �500 to
2000 ms with respect to word onset and averaged for the three
experimental conditions. EOG rejection span was set at �100 to
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500 ms. Blink-SSP was performed for data from the 11 subjects for
whom this had also been applied to the movement paradigm.

Anatomical MRI images were transferred into Talairach Space
by anterior and posterior commissure (AC–PC) alignment. Spheri-
cal conductor models for the modelling of equivalent current di-
poles were fitted to the individual anatomy guaranteeing an
optimal fit to the curvature of the sensorimotor cortex (compare
Hämäläinen, Hari, Ilmoniemi, Knuutila, & Lounasmaa, 1993).

2.6. Dipole modelling

To identify ECDs related to movements of each limb, an MEG
channel selection was chosen which covered the sensorimotor cor-
tex presumed to control the respective limb. For each hand, this in-
cluded 10 dorsolateral fronto-parietal sensor pairs in the
contralateral hemisphere, as depicted in Fig. 2A. For the feet, 9
dorsomedial fronto-parietal sensor pairs were selected, including
3 central channels to either side of the midline and the 3 adjacent
contralateral channels (Fig. 2B). This takes into account the fact
that the anatomical correlate of the foot representation may reach
into the longitudinal fissure. If sensors neighbouring the selected
channels prominently captured movement-associated evoked
activity – due to individual head position in the MEG system – they
were included for dipole modelling. For the movement paradigm,
data were baseline corrected from �1500 to �1400 ms. Dipole fit-
ting followed well-established procedure (Hämäläinen et al., 1993;
Salmelin, Schnitzler, Schmitz, & Freund, 2000; Biermann-Ruben
et al., 2012). Event related responses of possible MF and MEF for
each effector were visually inspected for times of approximate
peaks. For the 20 ms before and after these time points automated
dynamic dipole fitting was used to identify the single ECD with the
maximal goodness of fit (GOF). Only GOF values above 60% were
accepted.

This resulted in a maximum of eight ECDs per subject, i.e., 2
effectors (hand, foot) � 2 sides (right, left) � 2 components
(MF, MEF). These ECDs were then transferred to the language
paradigm and used to explain neuromagnetic activity during verb
processing. Amplitude peaks exceeding baseline activity by at least
one standard deviation were considered for further analyses.

2.7. Statistical analysis

Peak latencies and amplitudes of the MF and MEF dipoles in the
language paradigm were entered into an analysis of variance
(ANOVA) with the factors verb condition (H, F, N), effector (hand,
foot) and laterality (left, right). Planned comparisons were carried
out to directly compare peak activations in the H and F conditions
for hand and foot sources by means of one-tailed paired t-tests,
because higher amplitudes of H than F in the hand sources and
higher amplitudes of F than H in the foot sources were expected.
Post-hoc comparisons of other effects were Bonferroni corrected.

3. Results

3.1. Behavioural

The accuracy of lexical decision responses varied between 77.8%
and 97.2% (Mean = 89.4%, SD = 6.2%). This confirms participants’
attention throughout the experiment.

3.2. Evoked responses

Whole head views of root mean square evoked responses are
shown in Fig. 3. For the movement task, Fig. 3A overlays the
two conditions of left hand and right foot movement, also

representative for the other two mirrored tasks. Responses for
the hand movement include more lateral channels and for the foot
movement more medial channels, with the maximum response in
the contralateral hemisphere for each task. Note that before move-
ment onset as identified by EMG traces, activity levels rise to a
peak which represents the MF, followed by the large peak of the
MEF after EMG onset. For the verb paradigm, evoked responses
are shown collapsed over all conditions in Fig. 3B. Large responses
related to the visual stimulus can be seen in posterior channels and
smaller activations in centromedial and centrolateral channels,
with a slightly longer latency than the visual responses. Note also
the absence of any overt movement as shown by the EMG traces
for all four limbs.

3.3. Location of motoric dipole sources

MF sources could be modelled in all participants, albeit not for
each limb. Hand MF could be identified in 10 (left hand) to 11
(right hand) subjects with GOF values between 60.1% and 95.8%.
Foot MF was evident in 12 (left foot) to 13 (right foot) participants
with GOF 64.6–94.2%. MEF dipole sources were obtained for all
participants and for each effector, except for one subject (left foot).
GOF values ranged from 63.8% to 98.6%. Since for one subject an
anatomical MRI could not be obtained dipoles for this subject were
projected into a template brain. Hand movement ECDs were gener-
ally located more laterally than foot movement ECDs, in line with
the somatotopic organisation of the sensorimotor cortex. MFs on
average originated more anteriorly than MEFs, with opposite ori-
entation indicating opposite direction of current flow. In a few
cases, foot movement ECDs were located ipsi- rather than contra-
laterally, which can be attributed to the medial representation of
legs and feet in both primary motor and primary sensory cortex
(compare Endo, Kato, Kizuka, Masuda, & Takeda, 2004) in combina-
tion with limitations of the spatial resolution of MEG.

3.4. Transfer of sources into the language paradigm

ECD information from the four movement conditions was im-
ported into the verb paradigm. To prohibit dipole interaction all di-
poles were used separately to explain the measured signal for the
corresponding channels of interest (see Fig. 2). MEF sources did not
show activation exceeding baseline consistently across subjects
and were therefore discarded from further analyses. In contrast,
MF sources were active during processing of all verb conditions,
with a peak on average at 194 ms (SD = 33 ms) after word onset
distributed evenly across effectors and sides. Grandaverage time
courses of MF activations during the language paradigm are shown
in Fig. 4.

For the four MF sources in the three verb conditions, individual
peak amplitudes and latencies were extracted for statistical com-
parisons. In the ANOVA, both missing (no MF source or no activa-
tion exceeding one SD in the verb paradigm) and outlier values (±2
SD of group mean) were replaced using mean imputation from the
respective group average. For each source, between 9 and 13 out of
15 subjects provided a value, 10.92 on average.

While no main effects were found, the interaction of verb con-
dition by effector was significant (F (2;28) = 4.081, p = .028). Peak
amplitudes of the MF hand and foot sources (averaged across
hemispheres) are shown in Fig. 5. According to the main hypothe-
sis of higher amplitudes for effector-related compared to unrelated
action verbs, we directly contrasted peak amplitudes of hand and
foot MF sources in hand and foot verb conditions: In the hand
MF source, amplitudes for hand verbs were larger than for foot
verbs (t (14) = 2.529, it p = .012; one-tailed). In the foot MF
source, the contrast marginally failed to reach significance
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(t (14) = �1.737, p = .052; one-tailed) despite numerically larger
amplitudes for foot than for hand verbs (see Fig. 5).

The analysis of MF peak latencies revealed a p-value of p = .057
for the main effect of side (F (1;14) = 4.259) due to a tendency to-
wards shorter latencies for right limb sources, as well as a signifi-
cant interaction of side by effector (F (2;28) = 12.569, p = .003), see
Fig. 6. Bonferroni corrected multiple comparisons show this inter-
action to be driven by shorter latencies for right hand sources than
left hand sources (t (14) = �5.000, p < .001). No influence of verb
condition was found (all other p > .139).

4. Discussion

The current study shows that individually specific hand and
foot motor dipole sources are preferentially involved in single ac-
tion verb processing when verbs refer to the respective body part,
in the time window of lexico-semantic access. It is conceivable that
the effect is due to differences in the semantic content of the verbs,
i.e., the characteristics of the actions described, including the body
part involved in it (Pulvermüller, 2005). For each participant, we
derived motor dipole sources using a simple movement task. These
sources can be assumed to be functionally relevant for the respec-
tive movement of the hand or the foot. Instead of interpreting acti-
vation topographies and time courses for the raw signal during
language processing, we transferred the motor source information,
i.e. location and orientation of the dipole, into the verb paradigm as
a ‘‘source of interest’’ analysis. We found that at about 200 ms after
word onset, verb conditions elicited differential activation in the
MF motor sources, constituting a somatotopic effect of verb pro-
cessing. Crucially, this difference was found for the processing of
a set of single words without linguistic context. Moreover, since
no overt semantic task nor any hand or foot motor response was
required, embodiment effects can be detected with low levels of
semantic processing requirements in a purely cognitive task. While
evidence is accumulating that linguistic context modulates senso-
rimotor activations in language processing tasks (Tomasino et al.,
2010; Aravena et al., 2012; Schuil et al., 2013), an involvement of
sensorimotor networks may at the same time be a universal pro-
cessing principle also found in context-free environments as a re-
sponse of access to semantics of, for instance, bare verbs (Hauk
et al., 2004; Rüschemeyer et al., 2007; Kemmerer et al., 2008;
Willems et al., 2010b). Our results favour a view of embodied
cognition where semantic knowledge can be accessed by process-
ing of single action verbs and thereby recruits motor areas,
strongly enough to be detected by MEG. Hence, this is in line with
the strong claim of embodiment theories that sensorimotor
activation occurs automatically – and possibly necessarily – during
verb processing (Pulvermüller et al., 2005b; Boulenger et al., 2008;
Rüschemeyer, Lindemann, van Elk, & Bekkering, 2009). This is also
in accordance with neuropsychological findings (Bak et al., 2001;
Fernandino et al., 2012; Herrera et al., 2012). Beyond that,
embodied cognition can unequivocally be influenced and modified
by factors like attention, linguistic context, and task.

Interestingly, while MF dipole sources were sensitive to verb
processing, MEF sources were not. This may be due to MF sources
originating in precentral, primary motor areas (Kristeva-Feige
et al., 1994), while MEF sources are typically located in postcentral
sensory areas (Oishi, Kameyama, Fukuda, Tsuchiya, & Kondo,
2004). Consistently, the involvement of primary motor or premotor
cortex in action language processing was shown in neuroimaging
studies (Hauk & Pulvermüller, 2004; Rüschemeyer et al., 2007;
Aziz-Zadeh et al., 2006; Kemmerer et al., 2008; Boulenger et al.,
2012). MEF sources being attributed to sensory feedback of one’s
own movements (Cheyne & Weinberg, 1989) do not seem to be re-
cruited for single verb processing.

Our results could imply that the same specific neuron popula-
tions involved in movement execution are also active when pro-
cessing verbs that describe actions including a similar
movement. Admittedly, the simple hand and foot movement task
is less complex than the actions described by the verbs. Neverthe-
less, a concerted recruitment of the motor neuron populations in-
volved in motor acts that are part of a complex action may be an
informative functional mechanism for the motor system to con-
tribute to language processing; for instance as a means of embod-
ied simulation (Barsalou, 2008). Therefore, using simple basic hand
and foot motor acts as a proxy seems feasible for the current re-
search question (for a theoretical account of verb semantics con-
cerning action templates, see Kemmerer & Gonzalez-Castillo,
2010).

When directly comparing verb conditions for hand sources,
hand verbs indeed elicited higher amplitudes than foot verbs. This
suggests a stronger involvement of hand-specific motor regions in
processing language related to actions that recruit the same motor
regions. The inverse comparison in foot sources was marginally
significant. This mirrors findings obtained by Boulenger et al.
(2012), who, in a similar time window during hand and foot action
sentence processing, observed a significant difference for hand re-
gions, but only a numerical difference for foot regions. Possibly,
true differences in our study were masked by anatomical issues
regarding the representation of the feet/legs. First, hand regions
are massively overrepresented in both the sensory and the motor
homunculus, with the foot/leg representation smaller in total
(Aziz-Zadeh & Damasio, 2008). Second, the signal quality from
the foot region may be reduced when it is located medially in
the intrahemispheric sulcus with cortical layers deviating
from the optimal orientation for MEG (Hämäläinen et al., 1993).
This problem is exacerbated when inverse source modelling relies
on forward volume conducting models intended to maximise
sensitivity on the surface of a smooth sphere.

The activation pattern picked up by both hand and foot motor
sources showed general non-zero activity and a peak at around
200 ms in all conditions. This implies that embodied cognition is
not an all-or-nothing response, but rather a relative and graded
sensitivity of the motor system to action relatedness of language.
In fact, most studies described a pattern of results where not only
the relevant conditions exclusively activated regions of interest,
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Fig. 1. Experimental procedure for the language paradigm. Until the response
prompt stimulus, presentation times were identical for silent reading and lexical
decision trials.
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but where the other, less related conditions also led to positive sig-
nal change (Hauk & Pulvermüller, 2004; Aziz-Zadeh et al., 2006).
Curiously, neuronal activation for the processing of non-body re-
lated verbs was also picked up by the motor dipole sources, with
a peak around the same latency as the other verb conditions. This
may imply the involvement of motor dipole sources in abstract
verb processing. Alternatively, it could be related to another neuro-
nal process not originating in the area exactly around the dipole,
but nevertheless located and oriented in a way for which all MF di-
poles were sensitive, for instance a deeper medial region. Such a
source may be located in the cingulate cortex, which has been de-
scribed to be involved in abstract word processing (Tettamanti
et al., 2005; Vigliocco et al., 2013), in prefrontal areas (D’Esposito
et al., 1997; Binder, Westbury, McKiernan, Possing, & Medler,
2005; Rodríguez-Ferreiro, Gennari, Davies, & Cuetos, 2011;
Moseley, Carota, Hauk, Mohr, & Pulvermüller, 2012) or also
subcortically in the thalamus (Friederici, Opitz, & Cramon, 2000).
Examples for some sensorimotor activation for abstract language
processing also exist (Rüschemeyer et al., 2007; Desai et al.,
2010). In an fMRI study, Moseley et al. (2012) found activity in
cortical motor regions when processing abstract emotion words.
Interestingly, this activation was as strong as for mouth-related
verbs in the mouth area and as strong as for arm-related verbs in
the arm area, with the non-corresponding action verbs eliciting
lower activation than corresponding and abstract verbs. Abstract
words in general have been proposed to have a stronger valence
than concrete words and often can be classified as emotion words
(Kousta, Vigliocco, Vinson, Andrews, & Del Campo, 2011). This
emotionality may be the basis for their grounding in sensorimotor
systems as emotions can be experienced by and expressed with
your body (Moseley et al., 2012). Our set of non-body verbs was
not explicitly tested for its emotional valence, but it is conceivable
that for verbs like to hate or to honour, the same mechanisms as
described for Moseley et al.’s abstract emotion verbs apply. Simi-
larly, Moseley et al. (2012) described emotion verbs with sensori-
motor links such as to huff which are also associated with motor
system activations. Again, a subset of our non-body verbs may fall
into this category. More precisely, even though we acquired ratings
where 80% of participants stated that no body part was required for
the global meaning of these action verbs, this doesn’t exclude the
possibility that during the MEG experiment subjects activated
more sensorimotor readings of some verbs. Even if not overtly
polysemous, verbs can still inherently comprise different readings
that are more abstract or more concrete, for instance to grieve, to
improve or to defy. Taken together, this can explain why on average
we saw true motor activation during the processing of non-body
verbs in our study.

Which of the explanations best fits our pattern of results – or if,
in fact, several or all do – remains elusive. Crucially, no difference
between hand and foot sources could be observed for non-body
verbs in the current study, indicating a uniform activation of
a – possibly nearby – source not sensitive to action content
modulations.

Importantly, we found somatotopic motor system activations
on the basis of individually specific movement execution sources.
This suggests that embodied cognition recruits not only motor
neurons located in the premotor cortex (e.g., Aziz-Zadeh et al.,
2006; Willems et al., 2010b) or even nodes in larger scale action
networks including the parietal cortex (van Dam, Rüschemeyer,
& Bekkering, 2010), but also distinctly in the primary motor cortex
(compare also Hauk & Pulvermüller, 2004; Rüschemeyer et al.,
2007). Indeed, evidence for an involvement of the primary motor
cortex in action verb processing was found using TMS (Buccino
et al., 2005; Repetto, Colombo, Cipresso, & Riva, 2013). A theoreti-
cal account of a distributed neuronal network comprising premo-
tor, primary motor and other regions being involved in action

execution, observation and language processing has been de-
scribed (Gallese, 2008). In this framework, the distinguishing fac-
tors between action execution and access to action knowledge
include inhibitory processes preventing motor output while allow-
ing activation of distinctly motor related neuronal populations.
Therefore, the primary motor cortex is a likely candidate for an
embodied cognition network. Note, however, that while it is con-
ceivable to attribute MF sources to the primary motor cortex, the
dipole transfer method cannot provide perfectly accurate informa-
tion about the location of neuromagnetic activations during lan-
guage processing. It is possible that sources during action
execution and verb processing for each limb are not identical,
but nevertheless positioned and oriented in a way that activation
is differentially picked up by the execution sources. For instance,
if verb processing activation extended to premotor locations ante-
rior to the execution foci, we would still see a similar pattern of re-
sults because hand verb sources would still be preferentially
detected by hand execution sources and vice versa for foot verbs.
Note also that a similar hypothesis can be assumed for the activa-
tion found for non-body verbs, as outlined above.

Unfortunately, the downside of investigating individual overlap
of motor and language networks is that results rely on the identi-
fication of sources for each individual subject. This has previously
been shown to be especially challenging for the MF while fitting
of the MEF has a higher probability of success (Kristeva-Feige
et al., 1994; Endo et al., 2004) and a higher goodness of fit
(Biermann-Ruben et al., 2012). Indeed, if there were participants
for whom we could not identify an ECD source, it was generally
for one of the MFs. Moreover, there are other issues which may
have led to a poor signal quality in some participants where only
a small number of ECDs could be fitted. For instance, the individual
folding of the cortex or the head position of the participant within
the MEG device may have exacerbated source analysis.
Nevertheless, we obtained MF sources for some or all of the four

right hand left hand

right foot left foot

A

B

Fig. 2. MEG channel selection for dipole fitting of MF and MEF. Selected channels
are indicated by a black dot, other channels are shown in grey. Each dot represents
one pair of orthogonal gradiometer sensors, i.e., 102 channel locations are depicted
for the 204 gradiometers. (A) Hand movements (B) foot movements
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movement conditions in each subject, on the basis of which we
analysed verb processing and found somatotopy to play a role.

The present results do not indicate any differences between
hemispheres for the amplitude of somatotopic motor activation
during language processing. The question whether the left,
generally language-dominant hemisphere is more strongly
activated in action verb processing or whether both motor cortices
contribute was directly addressed by comparing left- and
right-handers during processing of uni- and bimanual verbs, with
mixed results (Willems et al., 2010a; Hauk & Pulvermüller,
2011). One study claims body-specific motor involvement
(Willems et al., 2010a) while the other stresses the specific role

of the left hemisphere even for bimanual verbs regardless of
handedness (Hauk & Pulvermüller, 2011). While not specifically
controlling stimulus material for this issue in the present study, a
large proportion of hand verbs and virtually all of the foot verbs
were bimanual or bipedal, respectively. It is conceivable that this
also led to bilateral motor recruitment. This suggests that
embodied cognition may use a mechanism of action simulation
recruiting bilateral regions involved in action execution. However,
we found a significant latency effect implying an earlier
involvement of right hand motor sources than left hand sources,
regardless of the language material. This could be due to an earlier
responsiveness of the left lateral precentral cortex than the
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Fig. 3. Grandaverage root mean square evoked responses during the movement task and the verb paradigm in the 204 planar gradiometers. Top view, left is left, anterior is
up. Bad channels are semi-transparently masked. (A) Movement task. An enlarged selection of sensorimotor channels is shown separately in the box at the bottom. n = 14
with one subject excluded due to large artefacts on frontal sensors. (B) Verb task, collapsed over all three conditions. An enlarged selection of sensorimotor channels is shown
separately in the box at the top.
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corresponding right hemispheric regions for language processes.
Differences in latencies of neuronal as well as overt motor re-
sponses have been hypothesised and empirically described in a
network model attributing them to spatial distance from the left
inferior frontal language areas, with a larger distance for feet than
hand motor cortex (Pulvermüller, Härle, & Hummel, 2000, 2001).
In the context of our results, right hand motor sources, being spa-
tially closer to left temporal and inferior frontal language areas
than left hand motor sources, may be faster in picking up language
processing activity. Furthermore, there may be a special role for
left hemispheric hand areas linking motor and communication
functions, both for gestural and linguistic communication (Gallese,
2008).

An interesting proposal regarding the relative contributions to
conceptual processing across time by core linguistic and modal-
ity-specific simulation areas has been put forward by the lan-
guage and situated simulation (LASS) framework (Barsalou,
Santos, Simmons, & Wilson, 2008). Here, understanding of mean-
ing is assumed to first be dominated by linguistic processing,
such as word form and statistical linguistic information. Simula-
tions can arise simultaneously but only develop their full extent
later in time. What is meant by early and late in this respect
has been described in an fMRI study (Simmons, Hamann,
Harenski, Hu, & Barsalou, 2008), where in a property generation
task linguistic processing prevailed for the first 7.5 s of a trial
while simulations dominated in the latter 7.5 s. This view may
reconcile classical and embodied views of language processing
and has successfully been linked to language processing on the
sentence level, where integration processes occurring with a
delay of several seconds seem feasible (Boulenger et al., 2009).
The latency of the evoked responses described in the present
study of about 200 ms after the onset of a single verb is similar
to previous electrophysiological results (Pulvermüller et al.,
2001). This component may reflect the first detectable activation
of simulation systems, even though the linguistic system can be
strongly involved in processing and dominate behavioural output
(Simmons et al., 2008). Possibly, early phase-locked simulation
activation has a minimum latency, following primary perceptual
processing, which can be pinned down at 150–200 ms
(Pulvermüller et al., 2001; Boulenger et al., 2012). After this,
processing becomes more diverse and dependent on stimulus
and task characteristics, resulting in simulation activation that

is building up across time but nevertheless smeared in averaged
evoked responses as it is no longer phase-locked to the stimulus.
Thus there would not only be simulation activation differing from
baseline around 200 ms, but even a peak as seen in the current
results and previous studies, implying fluctuations in activation
level following the 150–350 ms range (Pulvermüller et al.,
2005a; Boulenger et al., 2012). A direct test of the LASS theory
should incorporate an appropriate behavioural task – as opposed
to our speeded silent reading paradigm – and possibly larger
chunks of language such as sentences.

Current results are in line with an embodied cognition theory
which assumes semantic knowledge to be grounded in modality-
specific, sensorimotor, brain areas (Barsalou, 2008; Pulvermüller,
2005). The early, somatotopic activation of presumably primary
motor areas described here complements and combines previous
findings from neuroimaging (Hauk & Pulvermüller, 2004) and elec-
trophysiology (Pulvermüller et al., 2001; Boulenger et al., 2012).
Importantly, processing single verbs bare of context and without
semantic or motor tasks was sufficient to elicit early effector-spe-
cific motor activations.

Fig. 4. Grandaverage time course of MF dipole activation during the verb
processing paradigm for the three conditions (hand, foot, non-body verbs). Data
from all subjects for which MF could be fitted for the respective effector are
included. Baseline correction was applied from �200 ms until word onset.
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Fig. 5. Mean peak amplitudes for MF hand and foot sources in the three verb
conditions, averaged across hemispheres. Error bars show SEM. * = p < .05
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Fig. 6. Peak latencies for hand and foot MF sources, averaged across the three verb
conditions. Note that right limb sources correspond to left hemispheric ECDs and
vice versa. * = p < .008 (according to Bonferroni correction).
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Appendix A. stimulus characteristics

Table 1.

Table 1
Stimuli in each of the three experimental conditions.

Condition German English Frequency Familiarity Imageability Letters

H angeln to fish 3.37 3.50 15 6
H basteln to tinker 3.67 3.60 13 7
H binden to tie 3.47 3.50 12 6
H boxen to box 3.40 3.47 12 5
H buddeln to dig 3.07 3.40 16 7
H falten to fold 3.50 3.73 15 6
H fassen to grab 3.57 3.43 11 6
H feilen to file 3.17 3.47 14 6
H flechten to plait 3.00 3.50 16 8
H fuchteln to wave 2.76 3.10 18 8
H greifen to grasp 3.90 3.90 10 7
H häkeln to crochet 2.97 3.33 19 6
H kehren to sweep 3.13 3.40 12 6
H klatschen to clap 3.77 3.77 13 9
H kneifen to pinch 3.47 3.57 16 7
H kneten to knead 3.47 3.70 17 6
H knoten to knot 3.23 3.57 19 6
H melken to milk 3.20 3.37 16 6
H nähen to sew 3.47 3.70 15 5
H paddeln to paddle 3.10 3.60 16 7
H pellen to peel 2.90 3.30 18 6
H pflücken to pick 3.30 3.77 15 8
H rubbeln to scour 3.10 3.43 18 7
H rütteln to shake 3.27 3.37 13 7
H schälen to peel 3.60 3.60 15 7
H scheuern to rub 2.90 3.33 18 8
H schlagen to beat 3.73 3.77 10 8
H schleifen to whet 3.17 3.20 14 9
H schleudern to hurl 3.23 3.23 15 10
H schneidern to tailor 3.10 3.20 16 10
H schnipsen to flick 3.03 3.70 19 9
H schnitzen to carve 3.17 3.50 17 9
H schnüren to lace 3.17 3.17 14 8
H schreiben to write 4.00 4.00 9 9
H schrubben to scrub 3.13 3.47 17 9
H spitzen to sharpen 2.83 2.97 14 7
H stapeln to pile 3.43 3.60 13 7
H stochern to stoke 2.90 3.13 17 8
H stopfen to stuff 3.27 2.90 13 7
H stricken to knit 3.33 3.40 15 8
H stupsen to nudge 3.07 3.27 19 7
H tippen to tap 3.50 3.40 14 6
H trommeln to drum 3.43 3.69 15 8
H wedeln to waggle 2.70 3.07 16 6
H wickeln to wrap 3.27 3.37 15 7
H winken to wave 3.63 3.87 13 6
H zerren to drag 3.00 3.33 14 6
H zupfen to pluck 3.10 3.07 16 6

H Mean 3.27 3.45 14.94 7.15
H ±SD ±0.29 ±0.25 ±2.45 ±1.25

F eilen to hurry 3.37 3.33 14 5
F fliehen to flee 3.60 3.37 12 7
F flitzen to dash 3.10 3.21 15 7
F flüchten to escape 3.63 3.20 12 8
F folgen to follow 3.70 3.40 9 6
F gehen to walk 3.97 3.93 6 5
F grätschen to straddle 2.57 2.80 17 9
F hasten to rush 2.77 2.87 16 6
F hinken to limp 3.10 3.40 15 6
F hocken to squat 3.40 3.53 14 6
F hoppeln to lollop 2.77 2.93 17 7
F hopsen to skip 2.72 3.33 17 6
F humpeln to hobble 3.23 3.37 17 7
F hüpfen to hop 3.63 3.77 14 6
F joggen to jog 3.83 3.87 15 6

(continued on next page)
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Table 1 (continued)

Condition German English Frequency Familiarity Imageability Letters

F kicken to kick 2.97 3.33 14 6
F knien to kneel 3.40 3.72 16 5
F latschen to traipse 2.80 3.13 18 8
F laufen to run 4.00 3.90 8 6
F radeln to cycle 3.57 3.70 15 6
F rasen to rush 3.50 3.24 13 5
F rennen to run 3.90 4.00 12 6
F scharren to scrabble 2.40 2.93 16 8
F schleichen to creep 3.53 3.57 14 10
F schlendern to saunter 3.13 3.23 14 10
F schlittern to slither 2.73 3.27 16 10
F schlurfen to scuffle 2.80 3.20 17 9
F schreiten to stride 2.90 2.87 14 9
F skaten to skate 2.97 3.47 17 6
F springen to jump 3.97 3.90 11 8
F sprinten to sprint 3.30 3.60 16 8
F spurten to spurt 2.67 2.97 17 7
F stampfen to stomp 3.10 3.30 15 8
F stapfen to trudge 2.93 3.00 16 7
F stehen to stand 3.93 3.90 6 6
F steigen to climb 3.60 3.33 8 7
F steppen to tap-dance 2.47 2.73 17 7
F stolpern to stumble 3.60 3.67 14 8
F strampeln to struggle 3.07 3.40 16 9
F stürmen to storm 3.23 2.93 12 7
F tänzeln to prance 2.83 3.03 17 7
F torkeln to stagger 2.70 3.43 17 7
F trampeln to trample 3.17 3.47 16 8
F treten to kick 3.87 3.77 9 6
F trotten to trot 2.47 2.87 16 7
F wandern to hike 3.73 3.90 12 7
F watscheln to waddle 2.47 2.87 17 9
F wippen to seesaw 3 3.23 16 6

F Mean 3.21 3.36 14.21 7.08
F ±SD ±0.47 ±0.35 ±3.05 ±1.35

N achten to respect 3.33 2.07 10 6
N ähneln to resemble 3.47 2.03 13 6
N ahnen to suspect 3.27 2.20 12 5
N bangen to tfear 2.70 2.20 12 6
N bessern to improve 3.17 1.93 14 7
N büffeln to swot 3.00 2.86 16 7
N bürgen to vouch 2.67 1.80 16 6
N büßen to atone 2.73 1.70 14 5
N denken to think 3.93 2.47 9 6
N dulden to tolerate 3.10 2.23 13 6
N ehren to honour 3.20 2.27 13 5
N eignen to suit 3.17 1.73 13 6
N folgern to conclude 3.47 2.10 15 7
N fügen to comply 2.80 1.67 13 5
N glauben to believe 3.90 2.17 9 7
N gönnen to grant 3.43 2.10 12 6
N grämen to grieve 2.03 1.87 16 6
N grübeln to brood 3.37 2.50 15 7
N hadern to quarrel with 2.47 1.83 15 6
N hassen to hate 3.77 2.47 14 6
N herrschen to govern 3.37 2.57 12 9
N hoffen to hope 3.87 2.20 9 6
N irren to err 3.37 2.17 14 5
N meinen to mean 3.87 2.17 8 6
N meistern to master 3.13 1.80 12 8
N merken to notice 3.90 2.20 11 6
N mogeln to cheat 3.27 2.30 17 6
N mögen to like 3.97 2.41 10 5
N plagen to afflict 2.93 2.10 13 6
N planen to plan 3.83 2.47 10 6
N raten to guess 3.73 2.31 11 5
N schätzen to estimate 3.70 2.17 10 8
N schulden to owe 3.37 1.90 15 8
N schummeln to cheat 3.27 2.50 17 9
N sehnen to yearn 3.07 2.23 14 6
N sinnen to ponder 2.17 1.70 17 6
N streben to aspire 3.27 2.23 12 7
N täuschen to fool 3.50 2.20 13 8
N trauen to trust 3.53 2.20 11 6
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A B S T R A C T

The auditory cortex was shown to be activated during the processing of words describing actions with acoustic
features. The present study further examines whether processing visually presented action words characterized
by different levels of loudness, i.e. “loud” (to shout) and “quiet” actions (to whisper), differentially engage the
auditory cortex. Twenty healthy participants were measured with magnetoencephalography (MEG) while
reading inflected verbs followed by a short tone and semantic tasks. Based on the results of a localizer task,
loudness sensitive temporal Brodmann areas A22, A41/42, and pSTS were inspected in the word paradigm.
“Loud” actions induced significantly stronger beta power suppression compared to “quiet” actions in the left
hemisphere. Smaller N100m amplitude related to tones following “loud” compared to “quiet” actions confirmed
that auditory cortex sensitivity was modulated by action words. Results point to possible selective auditory
simulation mechanisms involved in verb processing and support embodiment theories.

1. Introduction

Two main theoretical approaches have addressed cortical processes
related to language and concepts understanding. According to amodal
theories all concepts are processed in an amodal unit independently
from their modality, thus excluding a contribution of perceptual-motor
systems to language comprehension (Fodor, 2001; Pylyshyn, 1984).
Differently, grounded (or embodied) cognition theories postulate that
perceptual-motor processes are crucial in concept representation
(Barsalou, 2008; Lakoff & Johnson, 1999; Pulvermüller, 2005). This
latter framework predicts that sensory and motor systems are engaged
not only in perception and motor execution, respectively, but also in
language processing. Simulation has been suggested as a possible me-
chanism thereof (Barsalou, 2008; Gallese & Lakoff, 2005). While the
role of the motor system in language processing has been the focus of
extensive research, sensory systems have been addressed to a lesser
extent (see Binder & Desai, 2011 for a review).

As for the auditory system, behavioural evidence for its involvement
during visual word processing was found using a sound detection task
embedded in a lexical decision task (Cao, Klepp, Schnitzler, Gross, &
Biermann-Ruben, 2016). Here, participants with high lexical decision
performance showed improved auditory perception when sound verbs
instead of sound-plus-action verbs or abstract verbs were presented.

The cortical activations induced by animal and objects sounds as well as
by words with acoustic features (e.g., “telephone”) were shown to
overlap in the posterior superior temporal gyrus (pSTG) and middle
temporal gyrus (MTG; Kiefer, Sim, Herrnberger, Grothe, & Hoenig,
2008). This suggests common neural sources underpinning auditory
perception and processing of words with auditory features. In a study in
which participants were trained to associate new objects with con-
ceptual features, the STG was preferentially activated by objects asso-
ciated with auditory compared to action features (James & Gauthier,
2003). In another study on retrieval of perceptual knowledge from
long-term memory, sound judgments selectively activated the left pSTG
and the adjacent parietal cortex (Kellenbach, Brett, & Patterson, 2001).
Lesions of the left pSTG/pMTG were shown to be accompanied by
slower reaction time and lower accuracy in visual recognition of sound
related words, while no difference was found for sound-unrelated words
(Trumpp et al., 2013a). Moreover, source estimates of scalp potentials
related to word priming pointed to neural generators of sound words in
temporal (BA21 and BA22) and in frontal areas (Trumpp et al., 2013b;
Trumpp, Traub, Pulvermüller, & Kiefer, 2014). Together, these findings
point to a crucial role of the auditory cortex, and specifically the STG, in
coding sound-related conceptual information. The present study aims at
further examining whether reading action verbs characterized by dif-
ferent levels of loudness, i.e. “loud” (to shout) and “quiet” actions (to

https://doi.org/10.1016/j.bandl.2019.104726
Received 8 July 2019; Received in revised form 8 November 2019; Accepted 15 December 2019

⁎ Corresponding author at: Institut fuer Klinische Neurowissenschaften und Medizinische Psychologie, Heinrich Heine Universitaet, Gebäude 23.02.03.47,
Universitaetstrasse 1, 40225 Duesseldorf, Germany.

E-mail address: Valentina.Niccolai@hhu.de (V. Niccolai).



whisper), differentially engage the auditory cortex.
Amplitude variation of cortical neural oscillations (e.g., alpha or

beta) has been related to different cognitive and sensory-motor pro-
cesses (Engel & Fries, 2010). In the auditory context in particular, tone
and phoneme stimulation was accompanied by cortical recruitment in
form of alpha power suppression (Crone, Boatman, Gordon, & Hao,
2001; Krause, Lang, Laine, Kuusisto, & Pörn, 1995) and sometimes
additional beta suppression (Leske et al., 2014; Ross, Barat, & Fujioka,
2017; Weisz, Hartmann, Müller, Lorenz, & Obleser, 2011). Within the
auditory system alpha power was specifically suppressed in locations
most robustly responding to particular sound stimuli such as speech,
music or animal stimuli (Pesters et al., 2016). The illusory perception of
increased loudness as induced by large notch width was also reflected
in decreased alpha power in auditory areas such as Heschl’s gyrus and
the MTG (Leske et al., 2014). To determine the oscillatory signal cor-
relates of loudness modulation and to localize the specific cortical
temporal areas engaged by loudness processing, we used a localizer task
involving loud and quiet tone stimuli. The resulting specific temporal
areas were then selected for word paradigm analyses to test the hy-
pothesis of stronger auditory cortical activation following loud than
quiet action words.

In the present study we further examined auditory cortex sensitivity
after it had been modulated by reading action verbs. A short tone of
stable intensity was presented after each verb to test whether word-
dependent loudness affected tone-related N100m amplitude. Typically,
the N100 amplitude is suppressed in case of stimulus repetition (Timm,
SanMiguel, Saupe, & Schröger, 2013; see Bendixen, SanMiguel, &
Schröger, 2012 for a review). This suppression was suggested to depend
on refractory properties of the neuronal populations (Näätänen &
Picton, 1987). We hypothesized that enhanced engagement of the au-
ditory cortex induced by reading actions verbs with implied louder
sounds would diminish the N100m amplitude of following tones due to
inhibition of the auditory neural population.

Finally, we explored the role of movement amount, a parameter that
is naturally related to action loudness as louder actions tend to involve
more body movement. This relationship emerged in a study addressing
the role of multiple sensory-motor modalities in semantic processing:
subthreshold activation of the left STS and pMTG for sound-related
words was shown to reach significance once rating norms for motion-
related semantic word attributes were left out of the model (Fernandino
et al., 2016). Notably, the area V5/MT+, which is associated with
biological motion perception, was activated by the processing of motion
concepts in a number of studies (see Binder & Desai, 2011 for a review)
as well as of fictive motion sentences (e.g., “The hiking trail crossed the
barren field”; Saygin, McCullough, Alac, & Emmorey, 2010). There is
only little evidence on the oscillatory correlates of visual motion pro-
cessing; it shows that an increased 15–20 Hz power suppression in the
V5/MT+ area sustainedly accompanied video motion stimuli com-
pared to static stimuli (Fawcett, Hillebrand, & Singh, 2007). To disen-
tangle the effect of movement amount from that of loudness we split the
original stimulus set into verbs with high and low movement amount
according to subject ratings and investigated the 15–25 Hz frequency
range in the V5/MT+ area.

We predict loudness variation as implied by loud and quiet action
verbs to reflect in modulation of oscillatory patterns in temporal areas
that are responsible for loudness processing; these areas are previously
targeted via a localizer study applying loud and quiet tones. In the word
paradigm we further expect loudness-dependent auditory cortex re-
cruitment to affect the N100m amplitude related to a tone immediately
following word presentation: lower N100m amplitude should follow
increased cortical recruitment as for loud compared to quiet action
sound words. Finally, we aim at disentangling cortical activation re-
lated to the amount of action loudness from that related to the amount
of movement implied by the action.

2. Materials and methods

2.1. Participants

Twenty healthy volunteers (12 females) on average 24 years old
(SD = 4.2), all monolingual German native speakers, were included in
the study. Participants were right-handed (laterality quotient = 84.8;
SD = 3.2; Edinburgh Handedness Inventory, Oldfield, 1971). The
subjects had normal or corrected-to-normal vision and none reported
neurological or psychiatric disorders. Participants provided written
informed consent prior to magnetoencephalography (MEG) and re-
ceived financial compensation for their participation. The study was in
accordance with the Declaration of Helsinki and was approved by the
local Ethics Committee of the Medical Faculty of the Heinrich Heine
University, Düsseldorf (study number 4814R).

2.2. Stimuli and procedure

2.2.1. Localizer
For the tone paradigm sinusoidal 150 ms long tones with fre-

quencies of 220, 440, or 880 Hz were created. Tones were presented
binaurally. For 440 Hz tones, used as standard tones in an oddball task,
a louder and a quieter version was used. Tones of 220 and 880 Hz were
used as deviating tones and had an intermediate intensity. The re-
lationship of quiet-intermediate-loud regarding tone intensity was
1:2:4, with the loudest tone being 85 dB. To determine loudness-sen-
sitive cortical regions and loudness-related frequency activation pat-
terns the difference between loud and quiet 440 Hz-tones was analysed.
To help subjects paying attention to tones an oddball task was applied:
participants had to respond to those tones deviating in frequency; these
target tones did not deviate in loudness), i.e. 220 Hz and 880 Hz by
lifting the right index finger. They were instructed to ignore loudness. A
total of 50 loud and 50 quiet tones interspersed with 10 deviating tones
was presented. As the study focussed on loudness, deviating target
tones were excluded from the analyses. A fixation point was shown for
the whole trial length. One second after the beginning of the trial a tone
was presented (Fig. 1a). Inter-stimulus time was 2–3 s jittered in steps
of 100 ms. In the case of a target stimulus, the trial ended 2 s after tone
offset. The experiment lasted about 5 min and always followed the
word paradigm. Practice trials were performed before starting the
measurement.

2.2.2. Word paradigm
Word stimuli were German verbs describing human actions. A total

of 268 suitable stimuli in the infinitive form were first sorted and then
selected based on the results of an online rating study involving 30
monolingual German speakers. They were asked to report the loudness
of each action via a Likert scale (0 = low, 5 = high) as well as the
amount of the involved person’s and object’s movement separately. The
resulting suitable 52 loud and 63 quiet action verbs showing an inter-
subjects variance in loudness ratings ≤ 0.9 were then matched semi-
automatically according to word length, frequency, bi-/trigram fre-
quency and number of mouth/facial versus limb/whole body actions
(Match program; van Casteren & Davis, 2007). The resulting 40 loud
and 40 quiet action verbs (Table S1) were similar in word length
(t(77.8) = 0.084, p = .932), word frequency (t(77.8) = 0.395, p = .693),
bigram- (t(77.8) = −0.343, p = .731) and trigram-frequency
(t(77.8) = 0.499, p = .618) as well as in amount of mouth/facial versus
limb/whole body actions (χ(1) = 0.450, p = .502), while they differed
in the implied loudness (U = 820, p < .001) and in the average
amount of person and object movement (U = 631, p < .001) For
additional follow-up analysis, a high and a low movement amount
condition was determined by means of median split. The resulting
conditions were similar in word frequency (t(77.8) = −0.131,
p = .895), bigram- (t(77.8) = 0.170, p = .865), and trigram-frequency
(t(77.8) = 1.044, p = .299). Kendall’s rank correlation between loudness
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and movement amount was positive and significant (tau = 0.155;
p = .042).

Trials started with a grey fixation point lasting 1 s and turning white
1 s before word onset. Each verb was projected on the screen and was
conjugated in the first or third singular person; the related pronoun was
centred above the verb (Fig. 1b). Each pronoun-verb pair remained on
the screen for 600 ms and was repeated once across the course of the
experiment with the subsequent tasks balanced (see below). Thereafter
a fixation point was presented for an interval of 600–1000 ms jittered in
steps of 100 ms. A 440 Hz-tone lasting 150 ms with stable intermediate
intensity as that used in the localizer task followed. To ensure semantic
processing participants were required to indicate after each verb either
which body part was involved in the action or which pronoun had been
presented. The pronoun-related task was designed to additionally in-
duce different mental simulation of the action depending on the agent,
a topic that is not covered in the present study and which will be ad-
dressed in a different investigation. Participants responded by lifting
the right or the left index finger according to the position of the correct
answer displayed on the screen. To this end, one of two response
prompts pseudo-randomly appeared 350 ms after tone offset: for the
pronoun task, the response prompt showed the two pronouns in first
and third person, one on the left and one on the right half of the screen.
For the body part task, two body silhouettes were shown on the left and
right half of the screen, with different body parts highlighted in yellow
(arms, head, legs, or entire body). The two types of prompts were
counterbalanced regarding lateralisation of correct responses. The
prompt remained on the screen until a response occurred but for a
maximum of 2 s. Subjects were subsequently encouraged to blink and
after 2 s the following trial started. Practice trials were given before
starting the measurement.

2.3. Data acquisition and analysis

Neuromagnetic brain activity was continuously recorded with a
306-channel MEG system (Elekta Neuromag, Helsinki, Finland) in-
cluding 204 orthogonal planar gradiometers and 102 magnetometers. A

bipolar horizontal and vertical electrooculogram (EOG) was recorded
for the offline detection of eye movements. Four coils were attached to
the subject’s head bilaterally on the forehead and behind the ears. The
position of these coils, prominent anatomical landmarks (right and left
preauricular points and nasion) and additional points along the sub-
ject’s head were digitized (Polhemus Isotrak) to map functional MEG
data to individual anatomy. MEG data were digitized at 1000 Hz, band-
pass filtered from 0.03 to 330 Hz online, and stored on a computer hard
disk. MEG data from gradiometers were analysed with Matlab
(Mathworks, Natick, MA, USA) and FieldTrip (http://fieldtrip.
fcdonders.nl), a Matlab software toolbox for MEG and EEG analyses
(Oostenveld, Fries, Maris, & Schoffelen, 2011).

2.3.1. Localizer
Epochs from −1 s to 1.5 s relative to the standard 440 Hz tone

onsets were collected from the continuous data. Sensor jumps were
eliminated with semiautomatic and visual artefact rejection.
Continuous data were filtered with a high-pass filter of 2 Hz to remove
DC drifts and with band-stop filters at 49–51, 99–101, 149–151 Hz; a
Butterworth IIR zero-phase forward and reverse filter and a padding of
5 s were used. Independent component analysis (Jung et al., 2000) was
applied to remove eye- and heart-related artefacts. Channels with no or
defective signal were replaced with the average of their intact neigh-
bours. To determine loudness-related oscillatory patterns and the spe-
cific brain regions of the temporal area involved in loudness processing,
the following steps were used: first, the loudness effect on the N100m
was localized at channel level. The N100 was addressed as this is a main
human auditory evoked component and is also sensitive to loudness
variation (Näätänen & Picton, 1987). Second, the frequency range of
the induced activity in that area was identified. Third, source analysis
was performed on the resulting frequency range and finally, virtual
channels belonging to the significantly activated brain areas were se-
lected for analyses of the word paradigm.

For the analysis of event-related fields data were filtered with a low-
pass filter of 30 Hz and trials were averaged. Time-frequency re-
presentations (TFRs) were calculated by means of a fast Fourier

Fig. 1. Description of the two experimental
paradigms. In the localizer (a), tones with
two different loudness levels were presented
and participants were required to respond to
tones deviating in frequency (i.e., orange-
highlighted target stimulus). In the word
paradigm (b), verbs implicating loud or
quiet human actions were shown and parti-
cipants were asked to indicate either whe-
ther the verb was in the first/third person
(i.e.,“ich singe”= “I sing”; “sie singt”=”she
sings”) or which body-part was implicated
in the action (fix.p. = fixation point;
R = response).
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transform (FFT). An adaptive time-window including 5 cycles was
shifted in steps of 50 ms from−1 s to 1.5 s. Data were padded up to 5 s.
A single Hanning taper was applied to the epochs and power was es-
timated between 5 and 40 Hz in steps of 1 Hz. The time-frequency
analysis was performed separately for horizontal and vertical planar
gradiometers and the pairs of planar gradiometers were combined
afterwards.

Dynamical Imaging of Coherent Sources (DICS; Gross et al., 2001)
was applied to identify the cortical source of interest. DICS estimates
cortical power on the source level by means of a spatial filter. The brain
volume was discretized to a 3-D grid with 1 cm resolution. For each grid
point the cross-spectral density matrix between all artefact-free MEG
gradiometer sensor pairs was computed for the alpha band (8–12 Hz)
by applying a Fourier transformation estimated with a multitaper
method on a time window between 0 and 500 ms post-stimulus onset.
Alpha frequency selection was based on the peak activity observed in
the grandaverage TFRs, which was in line with that observed in earlier
studies (Lehtelä, Salmelin, & Hari, 1997; Weisz et al., 2011). The
leadfields were calculated for each grid point from a subject-specific
realistic single-shell model of the brain derived from individual T1-
weighted structural magnetic resonance images (MRIs; Nolte, 2003).
Head models were created by co-registering individual MRIs with MEG
data. For one subject the Montreal Neurological Institute (MNI) tem-
plate was used instead due to a technical problem during MRI re-
cording.

2.3.2. Word paradigm
Epochs from 1 s before verb-pronoun pair onset to 1 s after tone

onset were collected from the continuous data. Only stimuli followed by
correct responses entered the analysis. Sensor jumps, eye-, and muscle-
related artefacts were eliminated with semiautomatic and visual arte-
fact rejection. Data were filtered and channels with no or defective
signal were replaced as described in the localizer study. Individual co-
registered MRI-MEG data were used for analysis of regions of interest
(ROIs); one subject (female, 28 years old) with deviant MRI settings was
not included in the ROI analyses. Data from the remaining 19 subjects
(11 females, average age = 24 ± 4.38) entered the analyses. The brain
volume was discretized to a 3-D grid with 1 cm resolution, grid points
were warped to the normalized brain and those belonging to the de-
fined ROIs were determined by means of Brainnetome atlas (Fan, Li,
Zhuo, Zhang, Wang, Chen, Yang, Chu, Xie, Laird, Fox, Eickhoff, Yu, &
Jiang, 2016). Preprocessed MEG data were projected through an MNI
normalized subject-specific linearly constrained minimum variance
(LCMV) filter for the selected virtual channels. Display of whole-head
source grandaverage of the loud-quiet contrast was done with the same
approach as for the source analysis in the localizer study.

2.4. Statistical analysis

2.4.1. Localizer
Event-related field (ERF) amplitude values as well as oscillatory

power values related to loud and quiet tones were measured across all
channels and grid points, respectively. Considering the multi-
dimensionality of the MEG data, a nonparametric randomization test
(Maris & Oostenveld, 2007) was used that effectively corrects for
multiple comparisons. First, we addressed the effect of loudness on the
N100, as this component is strongly related to auditory perception
(Näätänen & Picton, 1987). In the case of ERF, data were averaged
across time between 100 and 150 ms after tone onset as this is the
typical N100 time-range. For every channel the two conditions were
compared across subjects by means of a t-test for dependent samples.
All samples with a t-value larger than the threshold (corresponding to
p < .05) were selected and clustered with spatially adjacent bins. A
cluster-level statistic was then calculated by taking the sum of the t-
values of the samples within every cluster. Nonparametric permutation
testing, which consisted in computing 5000 random sets of

permutations between the two conditions in the sensor space, was used
to obtain a distribution of cluster statistics and the significance level of
the observed cluster (p < .05). The same approach was used for the
statistical comparison of oscillatory sources. Brain areas corresponding
to significant cortical sources were identified using the Brainnetome
atlas integrated into FieldTrip.

2.4.2. Word paradigm
Atlas labels of the temporal areas showing a significant effect in the

localizer source analysis, i.e. a sensitivity for loudness of auditory sti-
muli, were used to select the corresponding virtual channels for sta-
tistics in the word paradigm. Here, a two-step statistical procedure was
used: first, the power difference between the loud and quiet condition
was calculated by means of t-values. These were calculated for each
virtual channel, frequency bin and time point of each subject. In a
second step, the cluster-based non-parametric randomization approach
described above was used to test significance at group level (Maris &
Oostenveld, 2007). The group analysis was run on the average across
the virtual channels, on a time-window between 100 and 500 ms after
word onset, and on a frequency range between 8 and 30 Hz. This broad
frequency range was chosen to detect possible paradigm-dependent
differential activation and was motivated by the lack of leading lit-
erature findings concerning loudness modulation as induced by word
processing. According to the null hypothesis, the difference between the
two conditions should not significantly differ from zero, that is, t-values
should be replaceable by zero. Thus, resulting t-values of each subject
and values from a pseudo-dataset consisting of zeros went through the
nonparametric randomization test. Analyses were run separately on the
left and right hemispheres due to the different role of the two hemi-
spheres in sound processing (Lewis, Wightman, Brefczynski, Phinney,
Binder, & DeYoe, 2004; Pizzamiglio et al., 2005; see Discussion) and the
predominant contribution of the left hemisphere in linguistic processing
in right-handers (Knecht et al., 2000; Vingerhoets et al., 2013; Willems,
Hagoort, & Casasanto, 2010). Using the same method, analysis of high
versus low movement amount verbs was conducted in the right and left
V5/MT+ area between 15 and 25 Hz and from 100 to 500 ms after
word onset. This more narrow frequency range was chosen on the base
of earlier findings related to visual motion processing (Fawcett et al.,
2007). Logarithmically transformed power values were used in order to
improve analysis sensitivity. To better evaluate the anatomo-functional
specificity of the loudness effect in auditory areas, we additionally
tested for an effect of word-related loudness in the area V5/MT+ be-
tween 8 and 30 Hz and from 100 to 500 ms after word onset.

Tone-related ERF analysis in the word paradigm included 19 sub-
jects (12 females, average age = 24 ± 4.05), as no tone was presented
to one participant (male, 32 years old) due to a technical issue. For each
hemisphere, ERF data were contrasted between the loud and quiet verb
condition in the time-window between 100 and 150 ms after tone onset
on the averaged channels showing the strongest peak amplitude across
subjects (Fig. 5a).

3. Results

3.1. Localizer

Participants attended to the tones as demonstrated by an average
accuracy of 96.5% (SD = 5.7) in the oddball task. The N100m was
observable bilaterally with a peak between 100 and 150 ms (Fig. 2a). It
was bilaterally modulated by loudness, with loud tones inducing larger
N100m amplitudes (Fig. 2b). Grandaverage TFRs in channels showing a
significant N100m loudness effect (p = .003) indicated a power sup-
pression centred around 10 Hz (Fig. 2c). Based on this and on previous
evidence (Lehtelä et al., 1997; Weisz et al., 2011), source analysis was
centred in the alpha frequency (8–12 Hz). Results showed significantly
stronger alpha suppression following loud tones in areas including A22,
A41/42, and caudoposterior STS (cpSTS) of the right hemisphere
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(p = .035; Fig. 2d) together with other areas such as right inferior
parietal lobule and precuneus. As we were interested in the activity of
the auditory cortex, the specific areas belonging to the STG (i.e., A22
and A41/42) and to the posterior STS (i.e., cpSTS) were further in-
spected in the word paradigm (Fig. 3a) in homologous areas of both
hemispheres.

3.2. Word paradigm

A behavioural average task accuracy of 94.3% (SD = 7.3) indicated
that the presented words were attended to by the participants. The
“loud” vs. “quiet” contrast on the averaged selected temporal areas
including 12 virtual channels per hemisphere showed significantly
stronger beta power suppression following “loud” compared to “quiet”
verbs in the range between 20 and 26 Hz in the left hemisphere
(p = .015; Fig. 3b); the effect survived Bonferroni correction for mul-
tiple comparisons related to the two hemispheres. Grandaverages of the
single conditions showed that the amount of power suppression was
modulated by loudness both in the alpha and in the beta range and that
the effect was limited to the time-window related to word processing
(Fig. 4). While low beta suppression was also visible in the right
hemisphere, the related negative cluster did not reach significance
(p = .114; Fig. 3c). All analyses were conducted on virtual channels.
For an additional overview of the effects across all cortical (non-virtual)
sensors please refer to Figure S1, which shows whole-brain grand-
averages for the loud versus quiet contrast in the alpha and the beta
frequency range in the 500 ms after word-onset. N100m amplitude
related to tones following verbs was significantly smaller after loud
than quiet actions and survived Bonferroni correction for multiple

comparisons (p = .012; Fig. 5). Consistent with oscillatory source re-
sults for the verbal processing, this effect emerged in the left hemi-
sphere while no cluster was found in the right hemisphere. Grand-
average source plots for the tone-related 8–12 Hz modulation following
loud versus quiet actions in the word paradigm are shown in Fig. S2; no
significant effect emerged at source level (p = .764). A follow-up
contrast of actions implying high and low movement amount resulted
in stronger beta suppression following high movement verbs in the
24–25 Hz frequency range in the right V5/MT+ (5 virtual channels;
p = .049; Fig. 6) starting shortly after 200 ms after visual word onset
until almost 500 ms. No significant cluster was found either in the left
hemisphere nor, more importantly, in the selected auditory areas. The
contrast loud versus quiet actions resulted in no significant effect either
in the left (p = .555) nor in the right (p = .665) V5/MT+.

4. Discussion

The current study aimed at identifying modulation of cortical en-
gagement depending on loudness variation in visually presented action
verbs. To identify loudness-sensitive temporal areas a tone localizer
study was used. This showed a bilateral N100m following tones, with
loud tones eliciting significantly larger amplitudes than quiet tones. The
loudness effect also consisted in increased power suppression after loud
tones centred in the alpha frequency range. Source analysis confirmed a
significantly stronger alpha suppression in the right temporal areas
A41/42, A22, and cpSTS. These results are consistent with previous
EEG/MEG reports of alpha power decrease accompanying tone pro-
cessing in superior temporal areas including the auditory cortex
(Lehtelä et al., 1997; Weisz et al., 2011). The right lateralization of the

Fig. 2. Localizer study. (a) Grandaverage of the N100m peak amplitude between 100 and 150 ms after tone onset with channels exhibiting maximum activity
depicted by bold points; (b) grandaverage N100m time-course for loud (red) and quiet (blue) tones in the left- and right-hemispheric channels showing maximum
activity; (c) Baseline corrected grandaverage TFRs of the loud and quiet tones condition (baseline =−600 to−100 ms) and grandaverage difference across channels
showing a significant N100m amplitude modulation by loudness; (d) source estimation of the alpha band in the contrast loud vs. quiet tones displayed on the MNI
template brain (only significant values shown).
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loudness effect in the context of the applied frequency detection task is
in line with results showing that the cortical network of loudness-dis-
crimination and that activated by unexpected pitch changes overlap in
the right STG (Rinne et al., 2007).

Stronger power suppression in temporal areas also accompanied
increased action-related loudness in the word paradigm, although in the
beta range. While the effect was significant in the left hemisphere, the
cluster in the right hemisphere did not reach significance. Beta sup-
pression emerged at about 200 ms after word onset (Fig. 4b), in line
with semantic processing latency (Hauk & Pulvermüller, 2004;
Pulvermüller, Härle, & Hummel, 2001; van Elk, van Schie, Zwaan, &
Bekkering, 2010) and in line with our previous results on motor cortex
engagement while reading body-related verbs (Niccolai et al., 2014).
The increased auditory cortical recruitment in form of power suppres-
sion related to loudness both in the localizer and in the word paradigm
suggests a role of auditory areas not only in perception of acoustic

stimuli, but also in understanding written language with acoustic con-
notation.

Yet some peculiarities of these two processes, i.e. linguistic and
auditory processing, were also observed. Linguistic processing induced
suppression of higher frequencies, namely beta, compared to tone
processing, which was mainly characterised by alpha suppression and
only weakly by beta suppression (Fig. 2c). On the one hand, beta sup-
pression was previously found to accompany tone presentation (Weisz
et al., 2011) and tone loudness modulation (Leske et al., 2014) in ad-
dition to alpha suppression thus hinting to commonalities between
alpha and beta oscillations. On the other hand, the two paradigms of
the current study had important differences: first, beyond the fact that
stimuli were auditory in one paradigm and visual (plus a tone) in the
other, single tones as those used in the localizer task imply a far nar-
rower qualitative acoustic spectrum then the variegated sounds implied
by actions. Stimulus complexity indeed has an effect on the

Fig. 3. (a) Grid points representing virtual channels of area A22, A41/42, and cpSTS displayed on an MNI template brain. (b) Result of statistical comparisons on
virtual channels between loud and quiet action words (colours represent t-values). Data of temporal areas A22, A41/42 and cpSTS were averaged for the left (b) and
right (c) hemisphere (significant cluster outlined).

Fig. 4. (a) Baseline-corrected grandaverages of the loud and quiet action verb condition on the left hemisphere virtual channels of the areas A22, A41/42, and cpSTS;
baseline time-window is 600 until 100 ms before word onset. (b) Grandverage of the difference between the loud and quiet action verb condition on the selected left-
hemispheric virtual channels.
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preponderance of a particular frequency range as shown by some in-
vestigations: an ECoG study showed that visual spatial contrast patterns
(luminance gratings) were accompanied by 50 Hz gamma oscillations
in the visual cortex, while higher frequencies around 150 Hz emerged
when natural images were presented (Hermes, Miller, Wandell, &
Winawer, 2015). In the linguistic context, while words were shown to
elicit increased coherence in the alpha (8–13 Hz) and high gamma
(60–90 Hz) frequency bands, symbols elicited increased coherence in
the high beta (21–29 Hz) and low gamma (30–45 Hz) frequency range
(Liljeström, Vartiainen, Kujala, & Salmelin, 2018). Second, tones in the
localizer study were non-target stimuli and thus implied more super-
ficial processing, whereas words had to be not only semantically pro-
cessed but also retained for a while in order to respond to the following
prompt. Task differences can affect the preponderance of an oscillatory
frequency as shown by varying instructions. Shahin, Picton, and Miller
(2009) let participants perform either a semantic or an auditory task on
the same auditory word material spoken by a male vs. a female voice:
the semantic task resulted in enhanced upper beta and gamma band
activity as compared with the auditory task. Therefore, although dif-
ferent frequency ranges observed in the localizer and in the word
paradigm point to only partial qualitative overlap between the sub-
tended neural mechanisms, stimulus and task peculiarities may have
played a role as well.

The left dominance of the loudness effect in the word paradigm may
be explained by the hemispheric specialisation for linguistic material in
our right-handed subjects. Lateral parts of the area BA42 in the lan-
guage dominant hemisphere were shown to include Wernicke’s area, a

region involved in language comprehension (Démonet et al., 1992). A
positron emission tomography (PET) study in which subjects performed
auditory tasks including tone frequency discrimination, syllable per-
ception, and lexical decision based on word/non-word stimuli showed
that lateralization patterns differed as a function of stimulus type
(Poeppel, 2004). While the lexical decision task generated stronger
responses in the left hemisphere, frequency discrimination induced a
stronger response in the right pSTG and MTG. Predominantly left
hemispheric activation by semantic hallmarks of human action sounds,
including the posterior superior temporal area, was also shown by
previous fMRI studies (Gazzola, Aziz-Zadeh, & Keysers, 2006;
Pizzamiglio et al., 2005). Also, while human action sounds elicited
larger 8–13 Hz power suppression over the left hemisphere, non-human
sounds were accompanied by stronger activation over the right hemi-
sphere (Pineda et al., 2013; Specht & Reul, 2003). The lateralisation
patterns observed in the word and tone paradigm of the current study
agree with these findings and further suggest that loudness character-
istics embedded in verb semantics specifically activate the left auditory
areas in a comparable way to human action sounds.

We further examined auditory cortex sensitivity after it had been
modulated by the aforementioned action words. In the word paradigm,
the tone-related N100m showed smaller amplitude for tones following
loud action verbs compared to those following quiet action verbs in the
left hemisphere. The N100 suppression likely depends on refractory
properties of the neuronal populations (Näätänen & Picton, 1987).
Possibly, the N100m suppression observed in the present paradigm
reflects reduced neural resource availability following verbs that acti-
vate the auditory cortex more strongly as in the case of loud actions.
The lateralisation of this effect is consistent with the left lateralisation
found for action loudness, thus suggesting that verb processing affects
following engagement of auditory cortical areas. Further interpreta-
tions of the N100 suppression propose that it depends on self-genera-
tion compared to external generation of tones (Bendixen et al., 2012;
Ross et al., 2017) with suppressions being stronger in the self-generated
mode. Another factor of influence is expectancy of the stimulus, i.e.
consistency between the anticipated and perceived stimuli (Hsu,
Hämäläinen, & Waszak, 2016). Accordingly, self-generated tones would
be highly expected, reveal no new information and thus do not need to
be processed deeply (Bendixen et al., 2012). From this perspective, a
tentative interpretation of our N100m suppression result might be that
a tone occurring while processing loud actions and thus inducing en-
hanced auditory cortex activation would be less salient and less in-
formative (in the sense of less new information) than a tone occurring
while processing quiet actions.

Interestingly, imagined syllable loudness was shown to affect au-
ditory cortical activation thus suggesting that it can directly influence
auditory processes (Tian, Ding, Teng, Bai, & Poeppel, 2018). While this

Fig. 5. Tone-related grandaverages in the word paradigm. (a) N100m peak amplitude between 100 and 150 ms after tone onset; (b) mean and standard error of the
mean amplitude values of the N100m in the 100–150 ms time-window after tone onset following loud and quiet action verbs in the averaged left- and right-
hemispheric channels exhibiting maximum activity across subjects (depicted by bold points).

Fig. 6. Statistical comparison on virtual channels in the right V5/MT+ area for
high versus low movement amount action verbs (significant cluster outlined).
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is in line with our findings of N100m modulation by word condition,
the question remains whether auditory cortical activation in the current
study constitutes a core representation of verbs or whether active
cognitive processes are required. Since participants were unaware of
the aim of the study and of the loudness conditions, the observed au-
ditory modulation is probably not elicited in a top-down manner.
However, semantical processing might play a relevant role in-
dependently from the loudness aspect: whether auditory cortical mod-
ulation is influenced by the depth of processing (i.e., lexical vs. se-
mantic) and from being or not being aware of the loudness variable
remain open questions for further investigations.

As a natural implication loud actions are often characterised by a
higher amount of body-related movement than quiet actions. This was
the case for our word stimuli according to results of the rating study.
Additional analyses were thus conducted on verbs with high versus low
movement amount to disentangle its effect from that one of action
loudness. Actions implying higher movement amount induced stronger
beta suppression in the 24–25 Hz range in the right V5/MT+. On the
opposite, no movement amount effect emerged in the right or left au-
ditory areas, thus suggesting that the reported loudness effect did not
depend on the movement amount implied by the action. Although the
study material was not specifically selected for the aim of testing
movement amount, these preliminary results suggest that loudness and
movement amount probably reflect two independent processes occur-
ring in the left auditory and the right biological motion area, respec-
tively. However, multisensory areas of the pSTS/pMTG have been
shown to be activated by nouns related to both sound and visual motion
(Beauchamp, 2005; Fernandino et al., 2016). In principle, louder ac-
tions may imply enhanced multimodal activation compared to quiet
actions not only with regard to motion but also for example sensory
feedback. Further studies targeting the various sensorimotor aspects
elicited by linguistic material may shed light on the multimodal en-
gagement of the STS.

Beyond auditory areas, tone loudness also modulated activations in
sensorimotor and parietal areas. This is consistent with previous results
showing that increased tone loudness was accompanied not only by
enhanced activation of predominantly right MTG but also right inferior
parietal lobule and middle frontal gyrus (Leske et al., 2014) as well as
primary visual and somatosensory cortex (Wyss et al., 2014). Con-
sidering that alpha suppression was shown to play a role in the en-
gagement of visual (Clayton, Yeung, & Cohen Kadosh, 2018), sensor-
imotor (Haegens, Nácher, Luna, Romo, & Jensen, 2011),
somatosensory, and auditory regions (Haegens et al., 2015), current
and earlier results (Weisz et al., 2011) add evidence to a possible
common function of alpha desynchronization across different sensory
modalities (Haegens et al., 2015). In this regard, it has been suggested
that alpha oscillations may constitute a selection mechanism across
large, spatially separated areas and thus play a role in regulating in-
formation flow within the brain (Haegens et al., 2015; Pesters et al.,
2016).

One limitation of the current study is the lack of a ‘no-sound’ se-
mantic condition: one requirement for the study was the body-relat-
edness of actions. Considering that each body action may potentially
produce a noise, we considered the loud vs. quiet contrast safer than no-
sound vs. sound action. Another critical aspect is that while a localizer
was applied for the loudness effect, no localizer was used to select the
visual-motion area. The choice of targeting this area by means of a
brain atlas was motivated by the fact that this area, differently from
loudness-sensitive areas, is both anatomically and functionally well
defined.

In conclusion, differential auditory cortex recruitment was observed
both for loudness modulation in a tone paradigm as well as for implied
loudness in an action verb reading paradigm. Increased auditory cor-
tical recruitment by loud compared to quiet action sound words was
associated with a suppression of the N100m to a subsequent tone.
Results point to possible selective auditory simulation mechanisms

involved in verb processing and provide support to embodiment the-
ories.
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Abstract: Grounded cognition theory postulates that cognitive processes related to motor or sensory
content are processed by brain networks involved in motor execution and perception, respectively.
Processing words with auditory features was shown to activate the auditory cortex. Our study
aimed at determining whether onomatopoetic verbs (e.g., “tröpfeln”—to dripple), whose articulation
reproduces the sound of respective actions, engage the auditory cortex more than non-onomatopoetic
verbs. Alpha and beta brain frequencies as well as evoked-related fields (ERFs) were targeted as
potential neurophysiological correlates of this linguistic auditory quality. Twenty participants were
measured with magnetoencephalography (MEG) while semantically processing visually presented
onomatopoetic and non-onomatopoetic German verbs. While a descriptively stronger left temporal
alpha desynchronization for onomatopoetic verbs did not reach statistical significance, a larger ERF
for onomatopoetic verbs emerged at about 240 ms in the centro-parietal area. Findings suggest
increased cortical activation related to onomatopoeias in linguistically relevant areas.

Keywords: onomatopoeia; verbs; beta; alpha; ERF; MEG

1. Introduction

The theory of grounded cognition proposes that cognition is dependent on the brain’s
modal systems for perception, action and introspection [1]. This theory postulates that
the sensory and motor brain areas are activated not only during perception or action,
but also by cognitive processes such as understanding words related to these modalities.
Some studies show that this is true, for example, for the motor area: reading hand- and
foot-related action words activate areas belonging to the motor cortex and responsible
for hand and foot movements, respectively [2–8]. Analogously, words implying acoustic
features were shown to activate, beyond other areas, part of the same temporal brain area
also recruited during sound perception [9]. Behavioural findings showed that reading
auditory-related verbs improved the detection of subsequent hardly audible sounds in
participants with high lexical decision performance [10]. So far, there is a lack of research
about such cognitive simulation processes involving the auditory system during word
processing and even less studies focussed on neural oscillations in this context. The power
of brain oscillations can be used as an index of neural activation level. While synchronized
beta oscillations (12–25 Hz) have been proposed to maintain the current cognitive or senso-
rimotor state, desynchronized beta oscillations have been interpreted also as local cortical
activation, for example, related to movements or to auditory processing [11]. Synchroniza-
tion of the alpha frequency (8–12 Hz) is viewed as an idle state of the brain [12] while,
e.g., alpha (8–12 Hz) desynchronization in the auditory cortex has been shown to accom-
pany auditory stimulation [13]. Within the framework of the grounded cognition theory, it
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was found that visually presented words describing loud actions induced stronger beta
frequency desynchronization in the left auditory cortex compared to words describing
quiet actions [14].

Onomatopoetic words are especially interesting in this context as they tend to acous-
tically reproduce the sound (and sometimes the shape or even other semantic qualities)
of the object or action they refer to [15,16]. In earlier studies, onomatopoetic words were
shown to be accompanied by stronger activation in those areas that are usually activated
by the related real-sound stimuli: for example, animal sound-related onomatopoetic words
(e.g., the Japanese word “wanwan” indicating the dog’s barking) activated areas responsi-
ble for the perception of non-verbal sounds [17–22]. However, these studies exclusively
focussed on interjections, that is, words that only imitate a sound (e.g., “kikeriki” for a
rooster call); these, however, are neither verbs, nor nouns, nor adjectives. Profiting from the
strong onomatopoetic quality of interjections, most studies so far compared these to other
non-onomatopoetic word classes to determine the effect of onomatopoeias on brain and
behaviour [15,17–20,22–26]. Auditorily presented onomatopoetic interjections were shown
to activate the auditory cortex and, specifically, the bilateral middle and anterior superior
temporal sulcus (STS) more strongly than non-onomatopoetic nouns with the same reading
frequency, auditory familiarity and auditory imageability [22]. Similarly, activation of the
right posterior superior temporal sulcus (pSTS) following onomatopoetic word presenta-
tion was also found in another study [24]. Whereas these studies hint at a peculiar effect
of onomatopoetic words, the comparison of interjections with non-onomatopoetic words
belonging to different grammatical classes is problematic. Since the grammatical class of
the word stimuli influences the localization and strength of brain activation as well [23,27],
comparing interjections with verbs might result in effects going beyond onomatopoeias.

Few electroencephalography (EEG) studies applied onomatopoetic words instead of
interjections; auditorily presented onomatopoetic adverbs (e.g., the Japanese “gatagata” for
“rattling”) were found to elicit a larger late-positive sustained complex at about 400–800 ms
than control adverbs, thus reflecting increased post-lexical processing [23]. In another study,
processing visually presented onomatopoetic verbs resulted in a less negative-going N400
component and late-positive deflection compared to non-onomatopoetic control verbs [28].
The authors interpreted their findings as onomatopoeias being easier to process. However,
results from an additional behavioural task in Peeters’ study showed that participants
were not faster in differentiating onomatopoetic verbs from non-words than differentiating
non-onomatopoetic verbs from non-words. This behavioural finding thus does not support
the notion of the easier processing of onomatopoeias. Altogether, the literature is scarce
and inconsistent, to some extent.

In the current MEG study, we aimed at determining the oscillatory as well as evoked
neurophysiological activation related to onomatopoeias by comparing German onomatopo-
etic verbs (e.g., “brummen”—to hum) to non-onomatopoetic verbs matched for frequency,
length and implied loudness. The latter was meant at controlling for a dimension of acous-
tic relevance. We focussed on the temporal cortical areas, because of their role in auditory
processing and on the base of the literature on onomatopoeias [22,24]. For the aim of the
current analyses, we selected the MEG channels resulting from a previous auditory localizer
paradigm from our work group [14]. Here, onomatopoetic verbs were expected to induce
larger alpha and beta frequency desynchronization in comparison to non-onomatopoetic
verbs as a consequence of the increased engagement of the auditory cortex. Regarding
evoked fields, we expected an overall facilitated linguistic processing of onomatopoetic
verbs to reflect onto a lower amplitude than non-onomatopoetic verbs [28].

2. Materials and Methods
2.1. Participants

Twenty (10 females, 10 males, average age = 28.9 ± 6.9) right-handed (laterality
Quotient = 94.2 ± 9.6 [29]), monolingual, German native speakers with no formal training in
linguistics participated in the MEG study. Subjects had normal or corrected to normal vision,
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had no neurological or psychiatric disorder and were not using psychotropic medications.
Left-handed people were excluded, as right- and left-handed participants show different
cortical language dominance [30]. Linguists were excluded to avoid focussing on specific
linguistic aspects of the presented words and an implicit advantage compared to non-
linguists. Non-native speakers were not included in the study because different brain
language areas have been found to be activated by foreign versus native [31]. Even
if onomatopoetic foreign words may be intuitively easier to understand for non-native
speakers than non-onomatopoetic ones [32], the related cortical activation might still
be qualitatively different from that of native speakers. Participants were kept unaware
of the purpose of the study to prevent interference with cognitive processes. After the
completion of the experiment, participants were asked to guess the study purpose, and
they were debriefed.

2.2. Stimuli

An initial list of 136 German verbs describing actions related to sounds was created,
and they were initially pre-grouped in onomatopoetic and not onomatopoetic words. These
verbs were then evaluated by means of an online questionnaire (https://soscisurvey.de,
15 August 2019) by German native speakers. Only fully completed questionnaires were
used (n = 38, 20 females, 18 males, average age = 32.7 ± 14.5). Participants were asked
to rate each verb regarding familiarity, onomatopoeias, sound source (human vs. envi-
ronmental sounds) and loudness on a 1–4 Likert scale. To ensure that the participants
had a sufficient understanding of the concept of onomatopoeias, they were told that an
onomatopoeia describes how much the pronunciation of the verb imitates the sound as-
sociated with the implied action. Participant were then asked to “please rate how much
the pronunciation of the following word imitates the sounds associated with them”. They
were also given example words, such as “to excavate” (baggern) as an example for a non-
onomatopoetic word and “to hiss” (fauchen) as an example for a very onomatopoetic word.
These participants were not included in the MEG study to prevent a priori knowledge of the
stimuli. Items were presented in a random order to avoid systematic confounding effects
(e.g., tiredness). Based on the results of the questionnaire, 49 words with the highest
(3.1–2.5) and 56 with the lowest (2.2–1.3) onomatopoeia rating values were preliminarily
assigned to the respective conditions. The two groups of verbs were further matched for
length (p = 0.407), word frequency (p = 0.105), sound source (p = 0.736) and loudness rating
values (p = 0.189). The resulting onomatopoetic and non-onomatopoetic words differed sig-
nificantly for onomatopoeias (average 2.8 vs. 1.9; v = 0; p < 0.001). The matching procedure
resulted in 34 verbs for each condition. Non-onomatopoetic verbs were significantly more
familiar than onomatopoetic words (p = 0.020). Since this could not be avoided without
drastically shrinking the number of words per category, we opted for these verbs. The
length and word frequency values were tested for significant differences with a Student’s
t-test. All other values were tested with a Wilcoxon test. All the above-mentioned tests
were run with R version 3.5.2 (https://www.r-project.org/, 28 January 2019). The matching
process was performed in a semiautomatic way with the program Match [33]. Verbs used
in the MEG study (34 per group) are presented in Table S1.

During the MEG measurement, the following task and trial design was applied (Figure 1):
a grey fixation point was presented for 1 s, followed by a white fixation point lasting 1 s
and indicating the upcoming verb. The word then appeared for 1 s, followed again by a
fixation point lasting 500 to 750 ms with a jittered interval in steps of 50 ms; a jitter was
used to prevent response automatization. The prompt displayed one out of three possible
symbols representing a glass of water, a mouth and an electric outlet with a plug (Figure 1).
In order to induce the semantic processing of word stimuli and to keep the participant
unaware of the study conditions and purpose, each symbol was associated with one of the
following questions, respectively:
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1. Has the process implied by the verb anything to do with liquids?
2. Is the process implied by the verb performed with the mouth?
3. Is the process implied by the verb performed with an electric tool?

Figure 1. Experimental design.

The prompt was presented either on the right or on the left side of the screen. The
participants were required to respond “yes” to the prompt by lifting the index finger of
the hand positioned on the same side as the presented symbol and “no” by lifting the
index finger of the opposite hand. Left- and right-hand responses were balanced pseudo-
randomly in order to trigger 50% right- and 50% left-hand responses. To reduce eye
movement-related artefacts, participants were asked to avoid blinking until the end of
the trial, when an eye symbol lasting 2 s indicated to blink. All 68 verbs were presented
3 times across 3 blocks. Each word was always followed by one of the questions above
(Table S1). Blocks were separated by pauses as long as needed by the participant. Words
were presented in a randomized order within each block. The measurement lasted about
35 min, depending on participants’ reaction and pause time.

2.3. Procedures

After signing informed consent and data privacy forms, participants filled out the
Edinburgh Handedness Inventory [29]. They were asked to remove metal belongings, and if
needed, were offered metal-free cotton clothes as well as individually calibrated metal-free
glasses with corrective lenses. For electrooculography (EOG), four electrodes were placed
around the eyes: one above and one under the left eye for vertical EOG and two at about
1 cm from the left and the right eye for horizontal EOG. These bipolar electrodes were used
to detect eye movements and blinks. Four coils were placed on the forehead and behind the
ears. The positions of the coils were digitized (Polhemus Isotrak) for later estimation of the
head position during MEG measurements. During the MEG measurement, the participants
were seated comfortably with their hands resting on two pads and their index fingers on
two photoelectric switches. Instructions and word stimuli were projected onto a screen
in front of the participant. After three demonstration trials, participants performed three
practice trials that could be repeated, if needed, before starting the measurement.
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2.4. Data Acquisition and Analysis

Neuromagnetic brain activity was recorded with a 306-channel MEG system (Elekta
Neuromag, Helsinki, Finland). The channels consisted of 102 magnetometers and 204 or-
thogonal planar gradiometers. MEG data were digitized at 1000 Hz, bandpass filtered from
0.03 to 330 Hz online and stored on a computer hard disk.

MEG data were analysed with Matlab R2017b and fieldtrip toolbox [34]. Behavioural
data analysis was run with R version 3.5.2 [35].

2.5. Meg Data Pre-Processing

Epochs were cut from the continuous data and included the time window between
1 s before word onset and 1 s after word onset. Only correct trials entered the analysis.
Trials with answers at wrong time points or double answers were excluded from analyses.
Semiautomatic jump and muscle artifact rejection was applied to the selected epochs. A
notch filter was used to filter out the frequencies 49–51, 99–101 and 149–151 Hz. A high-
pass filter of 2 Hz and a padding of 5 s were used as well. Heart and eye-related artifacts
were removed via independent component analysis [36]: this resulted in the elimination
of, on average, 2.6 components per subject. Noisy or faulty channels were repaired by
interpolating data from neighbouring channels. An average of 6 surrounding gradiometers
of the same type were used for each faulty channel. Trials were visually inspected for
residual artifacts and then assigned to the two conditions.

2.6. Time–Frequency Representations and Event-Related Field Analysis

Time–frequency representations were calculated by using a fast Fourier transformation.
An adaptive sliding time window including 5 cycles was shifted in steps of 50 ms from −1 s
to 1 s after word onset. Data were padded up to 5 s. A single Hanning taper was applied,
and power was estimated in steps of 1 Hz between 2 and 40 Hz. The time–frequency
analysis was performed separately for horizontal and vertical planar gradiometers, and
the pairs of planar gradiometers were combined afterwards. The time from 600 ms before
word onset to 100 ms before word onset served as a baseline.

For the computation of ERFs, data were filtered with a low pass filter of 30 Hz. For
each subject episodes from −1 s to 1 s after word onset were averaged; the time interval
from −200 ms to word onset (=0 ms) served as the baseline. Horizontal and vertical planar
gradiometers were combined.

2.7. Statistics

Difference in reaction time between word conditions and question types were tested
with an ANOVA.

Considering the multidimensionality of MEG data, for the frequency and ERFs anal-
ysis, a procedure that effectively corrects for multiple comparisons, a non-parametric
randomisation test, was used [37]. With regard to frequency analysis, the contrast be-
tween onomatopoetic and non-onomatopoetic words was run in the alpha and beta range
(8–25 Hz), across the time window between 0 and 1 s after word onset (no average over
time) and on the average of the activity of 9 left hemispheric temporal channels (Figure S1)
that were selected on the base of results of a previous MEG localizer study targeting the
auditory cortex [14]. A one-sided t-test for dependent samples was used. T-values of the
time–frequency samples passing the significance threshold (p < 0.05) were selected and clus-
tered with adjacent time and frequency bins. A cluster-level statistic was then calculated
by taking the sum of the t-values of the samples within every cluster. A non-parametric
permutation test, which consisted in computing 1000 random sets of permutations between
the two conditions, was used to obtain a distribution of the cluster statistic; the significance
level was set to p < 0.05.

The same procedure was applied to the statistical analysis of ERFs for the contrast
between the onomatopoetic and non-onomatopoetic verb condition. The analysis included
all channels. Considering the evidence for early semantic processes [38–41], we targeted



Brain Sci. 2022, 12, 481 6 of 12

the time window between 100 and 300 ms after word onset to detect semantically related
components. Group differences in ERFs amplitude were also tested with a one-sided t-test,
as onomatopoetic verbs were expected to elicit larger amplitudes.

3. Results
3.1. Behavioural Results

The reaction time for onomatopoetic verbs (on average, 741 ms ± 266 ms) was
significantly shorter than for non-onomatopoetic words (on average 748 ms ± 326 ms;
(p < 0.001)). The type of question did not have a significant effect on reaction times
(p = 0.465). Missing responses were, on average, 0.3% per subject.

Incorrect responses occurred in an average of 6.4% of trials per subject. No participant
thus exceeded the 15% error cut-off, at which the participant’s data would have been
discarded: this suggests that the task was not too difficult for the participants. As no
participant was able to correctly guess the purpose of the study, correct trials of all subjects
entered the analyses.

3.2. Time–Frequency Representations

A statistical analysis of alpha and beta power on the nine selected channels yielded
no significant result; no negative cluster emerged. However, on a descriptive level, dif-
ferences in alpha and beta power emerged mainly in the left temporal channel selection
(Figure 2). Here, a desynchronization in both frequency ranges was visible starting at
about 200 ms after word onset, both in the onomatopoetic and the non-onomatopoetic
verb condition (Figure 2a,b). The onomatopoetic condition showed a slightly increased
alpha desynchronization, between 400 and 600 ms, and beta desynchronization between
0 and 200 ms as well as at about 700 ms after stimulus onset (Figure 2c). A descriptively
stronger synchronization in the alpha range between 200–400 ms and in the beta range
around 400–500 ms was also visible.

Figure 2. Cont.
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Figure 2. (a) Grand average time–frequency representations of the averaged selected left temporal
channels for (a) the onomatopoetic verb condition, (b) the non-onomatopoetic verb condition and
(c) the difference between onomatopoetic and non-onomatopoetic verb condition.

3.3. Event-Related Fields

ERFs analyses showed a statistically significant difference (p = 0.033) between the
onomatopoetic and non-onomatopoetic condition around 240 ms after word onset with
larger amplitudes for onomatopoetic words (Figures 3 and 4). The difference emerged on
centro-parietal channels and then shifted to slightly right lateralised sites.
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Figure 3. Statistical results of ERFs analysis: channels showing a significant effect (*) in the shown
time interval.

Figure 4. Averaged ERF amplitudes for onomatopoetic verbs and non-onomatopoetic verbs until 600
ms after word onset across all channels showing a significant effect (see Figure 3).

4. Discussion

Accuracy results showed that the participants did semantically process the words
in the given time. Reaction time was shorter for onomatopoetic in comparison to non-
onomatopoetic verbs, even though familiarity was significantly lower for onomatopoetic
verbs and should thus increase reaction time. This suggests that onomatopoetic words
are easier to understand, possibly depending on the non-arbitrary link between the word
sound and its meaning. In contrast, the oscillatory and the ERFs patterns of activation
seem to indicate a more effortful processing of onomatopoetic verbs. In a behavioural
study also applying auditory onomatopoetic versus control verbs, no difference in reaction
time emerged [29]. Since in that study the task consisted in distinguishing words from
pseudo-words, a possible difference in processing ease was suggested to be obscured by
task-related decision making and motor processes, which might require more time than the
lexical processing. This suggests that semantic versus lexical processing, which reflects the
depth of linguistic processing, may be responsible for the emergence of behavioural effects.
A role of the depth of semantic processes in the emergence of embodiment effects was
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indeed shown in a previous study of our group, where semantic discrimination impacted
the modulation of verb processing as induced by electrical stimulation [42]. However,
differences in reaction time in the current study should be interpreted with caution, since
our task was not a simple reaction time task as in Peeters’ study.

Both onomatopoetic and non-onomatopoetic words showed alpha and beta desynchro-
nization starting at about 200 ms after word onset in the left temporal lobe: this result adds
evidence to the role of alpha and beta desynchronization as a marker of semantic processing.
Although not reaching statistical significance, the slightly decreased alpha and beta power
accompanying onomatopoetic verbs in the selected left temporal channels suggests that
this linguistically predominant hemisphere might be sensitive to onomatopoeias. Similarly,
increased left temporal beta desynchronization accompanies words implying loud vs. quiet
actions [14]. On the base of these results, onomatopoetic verbs were expected to cause a
stronger recruitment of the auditory cortex due to their linking function between semantics
and phonetics. The synchronization visible in the alpha band around 200–400 ms and in
the low beta band around 400–500 ms is more difficult to explain. It was not expected to
be a marker of increased cortical engagement in the context of embodied semantics, but
considering its latency, we cannot exclude a relation to particular semantic diverging as-
pects between the two conditions. Beta oscillations in particular are also related to complex
linguistic sub-processes, to expectancy violation and attention as well as to working mem-
ory [43]. Whether familiarity, which was rated higher for non-onomatopoetic words, might
be responsible for this effect, remains unclear. One limitation of the current study is that
additional word-related parameters such as imageability, age of acquisition and emotional
valence were not rated and controlled for. Possibly, even more linguistic parameters might
affect ERF amplitude or brain oscillations; this needs to be further determined with studies
specifically designed for this purpose. To our knowledge, this is the first study addressing
oscillatory correlates of onomatopoetic versus non-onomatopoetic verb processing, and we
cannot report a significant difference in brain oscillations. Previous studies using interjec-
tions compared to verbs point to stronger onomatopoetic qualities of these words and to a
stronger activation of the auditory cortex. This might be an explanation as to why our word
stimuli with weaker onomatopoetic qualities did not engage the auditory cortex as much
as previously used stimuli. Although previous studies have matched interjections and
control words for imageability, familiarity and age of acquisition [24], the two conditions
included different grammatical categories. The use of verbs in the present study allowed a
better control of grammatical aspects as well as of other related parameters such as length,
word frequency and loudness. By controlling for linguistically confounding effects, we
improved the comparability between conditions. Increasing semantic task difficulty might
help determining a neurophysiological effect of this subtle semantic quality that is the ono-
matopoeia. It is worth noting that half of the words used in our study described events that
were not primarily associated with human actions, but more with environmental events
(e.g., “surren”—to whir, “zischen”—to hiss and “plaetschern”—to platter). Since environ-
mental events and human actions were balanced between conditions, and the sound source
should not have affected results. Still, it might have impaired simulation processes by
moving the attentional focus to an extra-personal space. Verbs related to actions in which
participants can envision themselves as actors are likely to induce stronger simulation.

ERF analysis showed a significant effect emerging at about 240 ms after word onset in
the centro-parietal sensors, suggesting increased cortical activation related to onomatopo-
etic verbs. This hints at a more effortful processing of onomatopoetic verbs: as proposed
in a previous study [28], onomatopoetic verbs have a duality of lexical and sound com-
ponents, which creates a processing conflict. Peeters [28] argued that this is compensated
by an easier understanding due to the link between the word content and the way the
word is pronounced. While this was not confirmed by the behavioral results, the current
findings point in that direction and show faster reaction times following onomatopoetic
verbs despite the jittered time interval between the word and prompt onset.
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The current results are in line with those of EEG studies showing differences in the
ERPs when comparing acoustically presented onomatopoetic verbs to control verbs [28] as
well as comparing visually presented ideophones (which are regarded as either very similar
to or as the same as interjections) to control adverbs [23]. Peeters [28] found a significant
amplitude decrease of the N2 component, a less negative-going N400 and a late-positive
deflection compared to the control words distributed over all cortical areas. Lockwood and
Tuomainen [23] found ERP effects at roughly the same time points as Peeters [28], but with
a more negative going N400 for ideophones than for control words. We found significant
differences in ERFs at about 240 ms after stimulus onset. This result might depend on
similar mechanisms as those related to P2 modulation in Lockwood and Tuomainen’s [23]
study, that is, the load of sensory (auditory) information embedded in onomatopoetic
word. There was no significant late-positivity effect as in the two mentioned studies in
our data [23,28]; however, the interpretation of more effortful retrieval might as well be
dependent on the use of ideophones, and the enhanced difficulty of making meta lexical
decisions [28] is fairly task-specific.

Clinical Applications

Possible clinical applications of the grounded cognition framework have been pre-
viously proposed [44]. It was proposed that patients with aphasia and lesions in motor
areas could benefit from cognitive training with words that imply movement. This might
add to conventional movement therapies and is supposed to induce neuroplasticity and
regeneration in the affected areas. The effects of linguistic cognitive training on neural
plasticity have been shown in healthy volunteers, thus delivering encouraging results [45].
First clinical tests have also been performed, but only as proofs of concepts and not in
large cohorts of patients [46]. A similar cognitive improvement might be aimed at in
patients with aphasia and lesions in auditory areas by applying linguistic training with
sound-related words. The current ERFs results suggest that onomatopoetic verbs might
suit such cognitive therapy programs.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/brainsci12040481/s1, Table S1: Word stimuli. Figure S1: Grandaverage of
power difference between onomatopoetic and non-onomatopoetic sound verbs across all channels.
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27. Cummings, A.; Čeponienė, R.; Koyama, A.; Saygin, A.; Townsend, J.; Dick, F. Auditory semantic networks for words and natural
sounds. Brain Res. 2006, 1115, 92–107. [CrossRef] [PubMed]

28. Peeters, D. Processing consequences of onomatopoeic iconicity in spoken language comprehension. In Proceedings of the 38th
Annual Meeting of the Cognitive Science Society (CogSci 2016): Cognitive Science Society, Philadelphia, PA, USA, 10–13 August 2016;
pp. 1632–1647.

29. Oldfield, R.C. The assessment and analysis of handedness: The Edinburgh inventory. Neuropsychologia 1971, 9, 97–113. [CrossRef]
30. Knecht, S.; Dräger, B.; Deppe, M.; Bobe, L.; Lohmann, H.; Flöel, A.; Ringelstein, E.-B.; Henningsen, H. Handedness and

hemispheric language dominance in healthy humans. Brain 2000, 123, 2512–2518. [CrossRef]
31. Perani, D.; Dehaene, S.; Grassi, F.; Cohen, L.; Cappa, S.F.; Dupoux, E.; Fazio, F.; Mehler, J. Brain processing of native and foreign

languages. NeuroReport 1996, 7, 2439–2444. [CrossRef]
32. Sakamoto, M.; Ueda, Y.; Doizaki, R.; Shimizu, Y. Communication Support System Between Japanese Patients and Foreign Doctors

Using Onomatopoeia to Express Pain Symptoms. J. Adv. Comput. Intell. Intell. Inform. 2014, 18, 1020–1025. [CrossRef]



Brain Sci. 2022, 12, 481 12 of 12

33. Van Casteren, M.; Davis, M.H. Match: A program to assist in matching the conditions of factorial experiments. Behav. Res. Methods
2007, 39, 973–978. [CrossRef]

34. Oostenveld, R.; Fries, P.; Maris, E.; Schoffelen, J.-M. FieldTrip: Open Source Software for Advanced Analysis of MEG, EEG, and
Invasive Electrophysiological Data. Comput. Intell. Neurosci. 2010, 2011, 156869. [CrossRef] [PubMed]

35. R Development Core Team. R: A Language and Environment for Statistical Computing; R Foundation for Statistical Computing:
Vienna, Austria, 2013. Available online: https://www.R-project.org/ (accessed on 28 January 2019).

36. Jung, T.-P.; Makeig, S.; Westerfield, M.; Townsend, J.; Courchesne, E.; Sejnowski, T.J. Removal of eye activity artifacts from visual
event-related potentials in normal and clinical subjects. Clin. Neurophysiol. 2000, 111, 1745–1758. [CrossRef]

37. Maris, E.; Oostenveld, R. Nonparametric statistical testing of EEG- and MEG-data. J. Neurosci. Methods 2007, 164, 177–190.
[CrossRef] [PubMed]

38. Shtyrov, Y.; Hauk, O.; Pulvermüller, F. Distributed neuronal networks for encoding category-specific semantic information: The
mismatch negativity to action words. Eur. J. Neurosci. 2004, 19, 1083–1092. [CrossRef]

39. Assadollahi, R.; Rockstroh, B. Neuromagnetic brain responses to words from semantic sub-and supercategories. BMC Neurosci.
2005, 6, 57. [CrossRef]

40. Ortigue, S.; Michel, C.M.; Murray, M.M.; Mohr, C.; Carbonnel, S.; Landis, T. Electrical neuroimaging reveals early generator
modulation to emotional words. NeuroImage 2004, 21, 1242–1251. [CrossRef]

41. Kelly, A.C.; Uddin, L.Q.; Biswal, B.B.; Castellanos, F.X.; Milham, M.P. Competition between functional brain networks mediates
behavioral variability. Neuroimage 2008, 39, 527–537. [CrossRef]

42. Niccolai, V.; Klepp, A.; Indefrey, P.; Schnitzler, A.; Biermann-Ruben, K. Semantic discrimination impacts tDCS modulation of verb
processing. Sci. Rep. 2017, 7, 17162. [CrossRef]

43. Weiss, S.; Mueller, H.M. “Too Many betas do not Spoil the Broth”: The Role of Beta Brain Oscillations in Language Processing.
Front. Psychol. 2012, 3, 201. [CrossRef]

44. Pulvermüller, F.; Berthier, M.L. Aphasia therapy on a neuroscience basis. Aphasiology 2008, 22, 563–599. [CrossRef]
45. Ghio, M.; Locatelli, M.; Tettamanti, A.; Perani, D.; Gatti, R.; Tettamanti, M. Cognitive training with action-related verbs induces

neural plasticity in the action representation system as assessed by gray matter brain morphometry. Neuropsychologia 2018, 114,
186–194. [CrossRef] [PubMed]

46. Durand, E.; Berroir, P.; Ansaldo, A.I. The Neural and Behavioral Correlates of Anomia Recovery following Personalized
Observation, Execution, and Mental Imagery Therapy: A Proof of Concept. Neural Plast. 2018, 2018, 5943759. [CrossRef]
[PubMed]



Neurophysiological mechanisms of perspective-taking: An MEG investigation of 
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ABSTRACT
According to the embodied cognition framework, sensory and motor areas are recruited during 
language understanding through simulation processes. Behavioral and imaging findings point to a 
dependence of the latter on perspective-taking (e.g., first person “I” versus third person “s/he”). The 
current study aims at identifying possible neurophysiological correlates of perspective in a linguistic 
context. Twenty healthy participants were measured with magnetoencephalography (MEG) while 
semantically processing visually presented inflected German verbs in the first- and third-person 
perspective, simple present tense. Results show that the first-person perspective induces stronger 
beta (15–25 Hz) desynchronization in the right-hemispheric posterior superior temporal sulcus, 
ventral posterior cingulate gyrus, and V5/MT+ area; no modulation of sensorimotor cortex emerged. 
Moreover, a stronger event-related field (ERF) was observed for the first-person perspective at about 
150 ms after pronoun-verb onset, originating in occipital and moving to central and left temporal 
cortical sites. No effect of perspective on sensory gating was found when targeting the N1 compo-
nent related to tones following the linguistic stimuli. Results indicate an effect of linguistic perspec-
tive-taking on brain activation patterns. The contribution of the single brain areas and their role in 
self-other distinction is further discussed.
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Introduction

The embodied (or grounded) cognition theoretical frame-
work has pointed to the role of sensory and motor systems 
in the processing of concept representation (Barsalou, 
2008). These have been proposed to be engaged not 
only during sensory perception and motor execution, but 
also during language understanding. Simulation has been 
suggested as a possible mechanism thereof (Barsalou, 
2008; Gallese & Lakoff, 2005) and has been addressed in a 
number of studies (for a review see Binder & Desai, 2011). A 
crucial aspect, the neurophysiological mechanisms of 
which remain to be determined, is the role played by 
perspective in action simulation. Three different possible 
perspectives have been suggested (Beveridge & Pickering, 
2013): that of an embodied agent, of an embodied patient, 
and of an embodied observer. Earlier research on sentence 
comprehension showed that an actor perspective (you/I) 
versus an external perspective (s/he) were adopted 
depending on the used pronoun (Brunyé et al., 2009). The 
authors also found that in the actor condition, the perspec-
tive could be further modulated by an introductory sen-
tence, thus suggesting that the discourse context can 
additionally affect perspective-taking. Modulation of men-
tal simulation using a first- instead of a third-person 

perspective leads to higher immersion when reading a 
story (Hartung et al., 2016). Two factors in particular, trans-
portation into the story world and mental imagery during 
reading, showed higher scores for first- compared to third- 
person pronoun stories. Also, the use of a the third-person 
perspective abolished the Action-sentence Compatibility 
Effect (ACE) found using the first-person perspective 
(Gianelli et al., 2011; Van Dam & Desai, 2017). Hereby the 
pronoun “you” was sometimes used for the first-person 
perspective instead of “I” (Gianelli et al., 2011; Van Dam & 
Desai, 2017): it remains to be determined whether the two 
pronouns are indeed exchangeable, as findings are still 
inconsistent (Brilmayer et al., 2019; Gianelli et al., 2017). 
Altogether, behavioral results suggest an advantage of 
the first-person perspective in linguistically induced simu-
lation processes.

Neuroimaging findings partly confirm these results as 
sentences in first-person perspective activated cortical 
areas such as the posterior cingulate area, the occipital 
cortex, the right superior temporal sulcus (STS), the motor 
and the somatosensory area more strongly than sentences 
in third-person perspective (Perrine Ruby & Decety, 2003; 
Tomasino et al., 2007). However, two fMRI studies using 
pronoun-verb pairs did not replicate these effects and 
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found neither a difference in cortical activation (Hartung et 
al., 2017) nor stronger cortical activation for the first-person 
perspective in left visual-motion area and pSTS (Papeo & 
Lingnau, 2015). Moreover, there is evidence for an 
increased activation of the middle temporal gyrus accom-
panying third- versus first-person perspective processing 
(Papeo & Lingnau, 2015; Perrine Ruby & Decety, 2003). The 
role of the V5/MT in perspective-taking was also addressed 
by a PET study showing similar activation for the first- and 
the third-person perspective (P. Ruby & Decety, 2001). The 
inconsistent findings may depend on different aspects: the 
method (fMRI versus PET), the stimuli (sentences versus 
single verbs), their presentation modality (visual versus 
auditory), the language and the task, which varied broadly 
across studies. Overall, findings from previous research on 
verb-related perspective-taking point to the activation of 
the following areas: the cingulate area, the occipital cortex, 
the STS, the sensorimotor and the V5/MT area. In particular, 
the cingulate area was suggested to be activated because 
of its sensitivity to the sense of self (Tomasino et al., 2007) 
and its role in the theory of mind (P. Ruby & Decety, 2001). 
The activation of the medial temporal cortex was instead 
linked to the activation of episodic memories as well as to 
processing the subject of an action (Papeo & Lingnau, 2015; 
Perrine Ruby & Decety, 2003).

In the present study, we aimed to further determine 
the neurophysiological correlates of perspective-taking 
using pronoun-verb stimuli and capitalizing on the good 
time- and space-resolution of magnetoencephalography 
(MEG). We defined the following ROIs according to results 
from the available literature on perspective-taking apply-
ing verb stimuli: the sensorimotor cortex, the visual 
motion area V5/MT+, the medial temporal cortex, the 
STS and the cingular cortex. For all ROIs except the V5/ 
MT+ area we expected first-person perspective pronoun- 
verb pairs to induce enhanced simulation processes com-
pared to third-person perspective and these to become 
visible through increased brain activity. The V5/MT+ area 
and the sensorimotor area were expected to be inversely 
modulated: while first-person perspective should induce 
stronger person-centered simulation in the sensorimotor 
cortex, third-person perspective should more strongly 
activate the V5/MT+ area compared to first-person due 
to the related observer perspective.

The current study focused on the oscillatory correlates 
of linguistic perspective-taking and targeted the beta 
frequency (15–25 Hz) because of its role in embodiment 
processes in the motor (Klepp et al., 2015; Moreno et al., 
2013; Van Elk et al., 2010) and in the auditory system 
(Niccolai et al., 2020). These studies together with our 
previous work on embodiment and brain oscillations in 
the sensorimotor area (Klepp et al., 2015, 2019; Niccolai et 
al., 2014) point to the beta frequency (i.e., beta power 

suppression) as a good cortical marker of simulation. In 
the current study we target the beta frequency in order 
to determine the modulatory effect of perspective-taking 
on simulation: mentally simulating an action in the first or 
in the third person might recruit the above-mentioned 
brain areas with a different intensity. We expected first- 
vs. third-person perspective to elicit stronger simulation 
processes due to the “internal” view on the action (vs. a 
view “from the outside”). Differently, the V5/MT+ area 
was expected to be more strongly triggered by third- 
person perspective and thus show increased beta 
power. To the best of our knowledge, there is only one 
study pointing to the link between the beta band and 
perception of the self: here, beta power decrease accom-
panied selflessness compared to self-awareness (Dor- 
Ziderman et al., 2013). There is however a lack of research 
concerning oscillatory processes related to first- versus 
third-person perspective.

Interestingly, the effect of linguistic perspective-taking 
was also shown to affect event-related components 
(ERPs): self- versus other-related possessive pronouns for 
example, elicited stronger activations in central and par-
ietal sites from 300 to 500 ms after word onset (Shi et al., 
2011). Larger positive ERPs for first- versus third-person 
pronouns emerged in another study in the time-window 
between 150 and 250 ms (Brilmayer et al., 2019). We 
therefore expected stronger simulation for first-person 
actions to become visible in event-related components 
attributable to semantic processing. Moreover, we 
hypothesized that this modulation would further influ-
ence successive sensory processes by sensory attenua-
tion effects affecting the amplitude of a sensory 
component, i.e., the N1. Notably, the N1 amplitude is 
suppressed by self-compared to externally-produced 
tones; also, spoken language elicits smaller evoked 
potentials in the speaker than in the listener (for a review 
see Bendixen et al., 2012; Ross et al., 2017). These effects 
point to a cortical sensitivity to the agent of an action 
being detectable also on sensory patterns of activation. 
Stronger simulation as possibly induced by first-person 
perspective was thus expected to suppress the N1 ampli-
tude related to a tone following word presentation.

Materials and methods

Participants

Twenty healthy volunteers (12 females) on average 
24 years old (SD = 4.2), all monolingual German native 
speakers, were included in the study. Participants were 
right-handed (laterality quotient = 84.8; SD = 3.2; 
Edinburgh Handedness Inventory, Oldfield, 1971). The 
subjects had normal or corrected-to-normal vision and 
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none reported neurological or psychiatric disorders. 
Participants provided written informed consent prior to 
MEG and received financial compensation for their par-
ticipation. The study was in accordance with the 
Declaration of Helsinki and was approved by the local 
Ethics Committee of the Medical Faculty of the Heinrich- 
Heine University, Duesseldorf (study number 4814R).

Stimuli and procedure

Word paradigm

Word stimuli were German verbs describing human 
actions. A total of 80 different verbs were used implying 
mouth, facial, limb or whole-body actions. For details on 
word selection and characteristics please refer to 
Niccolai et al. (2020). Each word was presented twice in 
the first-person (i.e., “I”) and twice in the third-person 
simple present tense, the latter belonging to the oppo-
site gender of that of the participant (“he” for females 
and “she” for males): this was aimed at maximizing the 
difference between self- and other-related simulation 
processes.

Trials started with a gray fixation point lasting 1 second 
and turning white 1 second before word onset. Each verb 
was projected on the screen together with the pronoun 
and was accordingly inflected in the first- or third-singular 
person (Figure 1). Each pronoun-verb pair remained on 
the screen for 600 ms. Thereafter a fixation point was 
presented for an interval of 600–1000 ms jittered in 
steps of 100 ms; a 440 Hz-tone lasting 150 ms followed 
in each trial. To ensure semantic processing participants 
were required to indicate after each verb either which 
body part was involved in the action or which pronoun 
had been presented; the two kinds of prompts were 
balanced and pseudo-randomized. For the pronoun 
task, the response prompt showed a first- and a third- 
person pronoun, one on the left and one on the right half 

of the screen. For the body-part task, two body silhou-
ettes were shown on the left and the right half of the 
screen, with different body parts highlighted in yellow 
(arms, head, legs, or entire body). The two halves were 
counterbalanced regarding lateralization of correct 
responses. Crucially, the pseudorandomisation of the 
two tasks and the time-line of the paradigm prevented 
participants from focusing exclusively on one aspect (the 
semantic or the pronoun-related one). This means that 
during word presentation participants did not know, 
which of the two tasks they should have performed after-
ward and had therefore to process both aspects in order 
to respond correctly. Participants responded by lifting the 
right or the left index finger according to the position of 
the correct answer displayed on the screen. The prompt 
remained on the screen until a response occurred but for 
a maximum of 2 seconds. Subjects were subsequently 
encouraged to blink and after 2 seconds the following 
trial started. Practice trials were given before starting the 
measurement.

Data acquisition and analysis

Neuromagnetic brain activity was continuously recorded 
with a 306-channel MEG system (Elekta Neuromag, 
Helsinki, Finland) including 204 orthogonal planar gra-
diometers and 102 magnetometers. A bipolar horizontal 
and vertical electrooculogram (EOG) was recorded for 
the offline detection of eye movements. Four coils were 
attached to the subject’s head bilaterally on the fore-
head and behind the ears. The position of these coils, 
prominent anatomical landmarks (right and left preauri-
cular points and nasion) and additional points along the 
subject’s head were digitized (Polhemus Isotrak) to map 
functional MEG data to individual anatomy. MEG data 
were digitized at 1000 Hz, band-pass filtered from 0.03 
to 330 Hz online, and stored on a computer hard disk. 
MEG data from gradiometers were analyzed with Matlab 

Figure 1. Experimental paradigm. Verbs implying human body-related actions were shown inflected either in the first- or the third- 
person simple present tense (i.e., “ich singe” = “I sing”; “sie singt” = ”she sings”). Participants were required to indicate either the 
pronoun of the inflection or the body-part mainly involved in the action; fix.p. = fixation point; R = response.
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(Mathworks, Natick, MA, USA) and FieldTrip (http://field 
trip.fcdonders.nl), a Matlab software toolbox for MEG 
and EEG analyses (Oostenveld et al., 2011).

Epochs from 1 second before onset of a pronoun-verb 
pair to 1 second after tone onset were collected from the 
continuous data. Only stimuli followed by correct 
responses entered the analysis. Sensor jumps, eye-, and 
muscle-related artifacts were eliminated with semiauto-
matic and visual artifact rejection. For the analysis of 
oscillatory activity continuous data were filtered with a 
high-pass filter of 2 Hz to remove DC drifts and with band- 
stop filters at 49–51, 99–101, 149–151 Hz; a Butterworth 
IIR zero-phase forward and reverse filter and a padding of 
5 s were used; channels with no or defective signal were 
replaced with the average of their intact neighbors. 
Individual coregistered MRI-MEG data were used for ana-
lysis of regions of interest (ROIs); one subject (female, 
28 years old) with deviant MRI acquisition settings was 
not included in the ROI analyses. Data from the remaining 
19 subjects (11 females, average age = 24 ± 4.38) entered 
the analyses. The brain volume was discretized to a 3-D 
grid with 1 cm resolution, grid points were warped to the 
normalized brain and those belonging to the defined ROIs 
were determined by means of Brainnetome atlas (Fan et 
al., 2016). Preprocessed MEG data were projected through 
an MNI normalized subject-specific linearly constrained 
minimum variance (LCMV) filter for the selected virtual 
channels. For the analysis of event-related fields data were 
additionally filtered with a low-pass filter of 30 Hz and 
trials were averaged to word onset and tone onset.

Statistical analysis

The following critical ROIs were selected using the 
Brainnetome atlas integrated into FieldTrip, sepa-
rately for the two hemispheres: the sensorimotor 
area (postcentral gyrus area 1/2/3 and precentral 
gyrus area 4), the lateral occipital cortex V5/MT+, 
the medial temporal gyrus (caudal and rostral area 
21 as well as dorsolateral area 37), the STS (anterior, 
rostroposterior and caudoposterior superior tem-
poral sulcus), and the cingular gyrus (dorsal area 
23, rostroventral area 24, pregenual area 32, ventral 
area 23, caudodorsal area 24, caudal area 23, and 
subgenual area 32). A total of 78 virtual channels 
were included per hemisphere. Considering the mul-
tidimensionality of the MEG data, a nonparametric 
randomization test (Maris & Oostenveld, 2007) was 
used that effectively corrects for multiple compari-
sons. First, the power difference between the first- 
person and third-person perspective was calculated 
by means of t-values. These were calculated for each 
virtual channel, frequency bin and time point of 

each subject. In a second step, the cluster-based 
nonparametric randomization approach was used 
to test significance at group level (Maris & 
Oostenveld, 2007). For every channel the two condi-
tions were compared across subjects by means of a 
t-test for dependent samples. All samples with a t- 
value larger than the threshold (corresponding to 
p < .05) were selected and clustered with spatially 
adjacent bins. A cluster-level statistic was then cal-
culated by taking the sum of the t-values of the 
samples within every cluster. Nonparametric permu-
tation testing, which consisted in computing 5000 
random sets of permutations between the two con-
ditions in the sensor space, was used to obtain a 
distribution of cluster statistics and the significance 
level of the observed cluster (bidirectional hypoth-
esis, p < .025). The group analysis was run on the 
virtual channels belonging to the selected areas, on 
a time-window between 0 and 500 ms after word 
onset, and on a frequency range between 12 and 
25 Hz. According to the null hypothesis, the differ-
ence between the two conditions should not signifi-
cantly differ from zero, that is, t-values should be 
replaceable by zeros. Thus, resulting t-values of each 
subject and values from a pseudo-dataset consisting 
of zeros went through the nonparametric randomi-
zation test. Analyses were run separately on loga-
rithmically normalized data of the left and the right 
hemispheres due to the different role of the two 
hemispheres in linguistic processing in right-handers 
(Knecht et al., 2000; Vingerhoets et al., 2013; Willems 
et al., 2010) and in perspective-taking (Perrine Ruby 
& Decety, 2003; Tops et al., 2014). Word-related ERF 
analyses included 20 subjects. ERF data were base-
line-corrected (baseline = −300 to −100 ms). The 
first- and third-person perspective conditions were 
compared across subjects by means of a t-test for 
dependent samples in the time-window between 0 
and 500 ms after word onset across all channels 
using the cluster-based nonparametric randomiza-
tion approach mentioned above. The tone-related 
ERF analysis in the word paradigm included 19 sub-
jects (12 females, average age = 24 ± 4.05), as no 
tone was presented to one participant (male, 
32 years old) due to a technical issue. The N1-related 
analysis was run by contrasting the two conditions 
in the time-window between 100 and 150 ms after 
tone onset on the average of channels showing the 
strongest N1 peak amplitude across subjects (three 
left, two right: see Fig. 5a in Niccolai et al., 2020 for 
reference). Since we expected N1 amplitude sup-
pression for tones following first-person actions, a 
monodirectional hypothesis was used.
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Results

A behavioral average task accuracy of 94.3% (SD = 7.3) 
indicated that the presented words were attended to by 
the participants. The contrast first- vs. third-person verbs 
on the selected ROIs showed significantly stronger beta 
power suppression following verbs in the first- person 
perspective. Three significant negative clusters emerged 
in single channels belonging to the following areas: the 
right lateral V5/MT+ area (p = .004), the right posterior 
ventral posterior cingulate gyrus (CG, A23v; p = .014), 
and the right pSTS (p = .021). They started shortly after 
word onset and lasted about as long as visual word 
presentation (Figure 2). No positive cluster reached sig-
nificance (p = .550).

An ERF showed a significantly larger amplitude for 
first-person perspective verbs between 110 and 170 ms 
after word onset (p = .019; Figure 3(a,b)). This effect 
started in occipital leads and moved to central and left 
temporal cortical sites. The comparison between N1 
amplitudes for tones following first- and third-person 
actions resulted in no significant cluster (p = .946).

Discussion

Reading verbs inflected in the first-person perspective 
(“I”) triggered significantly stronger beta power suppres-
sion in the right-hemispheric lateral V5/MT+, ventral 
posterior CG, and pSTS than the same verbs inflected 
in the third-person perspective (“s/he”). In these brain 
areas beta power suppression started soon after word 
onset and lasted about as long as word presentation. 
Moreover, first-person perspective verbs elicited a larger 
magnetic field at about 150 ms: this effect started occi-
pitally and broadened to central and finally left temporal 
cortical sites, suggesting an evolution from perceptual 
to more semantic stimulus analysis levels.

The increased right pSTS activation for first-person 
verbs is in line with previous fMRI and PET findings 
(Perrine Ruby & Decety, 2003; Tomasino et al., 2007). 
Interestingly, this region was shown to be activated 
while understanding the meaning of stories and car-
toons involving people (Gallagher & Frith, 2003). In addi-
tion, biological motion of eyes, mouth, hands and body 
as well as implied motion like static images of the face 
and the body activated this area (Allison et al., 2000; 
Quandt & Chatterjee, 2015). Altogether, these findings 
point to a sensitivity of the pSTS to body-related action 
perspective and to its potential role in disentangling the 
self from the other.

Stronger activation for the first vs. third-person per-
spective emerged also in the right ventral CG. 
Analogously, engagement of the posterior cingulate 

cortex (PCC) emerged during self-related thinking, that 
is during the shift of attention from the external to the 
internal world (Buckner et al., 2008) and deactivated 
during meditation, a not self-centered mind state 
(Brewer et al., 2013). Self-related stimuli seem to activate 
PCC independently from the functional domain (e.g., 
verbal, spatial, emotional or facial) (Northoff et al., 
2006). Hereby, three variables correlated with its activity: 
personal significance, introspection about one’s own 
mental states, and evoked emotion (Andrews-Hanna et 
al., 2010). In line with that, PCC was activated by direct 
appraisals (an individual`s own self-beliefs) more than by 
reflected appraisals (an individual`s perception of how 
others view him/her; Ochsner et al., 2008). PCC showed 
increased activation also when comparing the own ver-
sus an avatar perspective in a virtual environment 
(Vogeley et al., 2004). Finally, although beta power was 
not modulated by self vs. selflessness in a previous MEG 
study, findings confirmed a main role of beta oscillations 
in the activation of the PCC (Lou et al., 2010). Altogether, 
these and the present findings point to an engagement 
of PCC in self-consciousness.

The unexpected finding of increased right V5/MT+ 
activation for first-person perspective verbs may depend 
on a possible role of this area in processing also self- 
related motion and may indicate a sensitivity to biological 
movement from an internal perspective. Interestingly, 
each of the four retinotopic areas of the V5/MT+ cluster 
includes substantial fractions of the extrastriate body area 
(EBA) and this proportion was found to be slightly greater 
in the right than the left hemisphere (Ferri et al., 2013). 
According to the authors, this explains the high sensitivity 
of this area to body, motion, and human-action. Although 
there are findings showing stronger responses of the right 
EBA to body parts presented from an allocentric perspec-
tive (Saxe et al., 2006), the extrastriate cortex responds 
also during goal-directed movements of the participant’s 
body parts (Astafiev et al., 2004). In particular, the EBA was 
shown to distinguish between internal body or action 
representations and external visual signals (David et al., 
2007), thus disentangling one’s own from another’s beha-
vior. The current results may be explained by an activation 
of the EBA within the V5/MT+ area; further investigations 
are needed to disentangle the role of these two areas as 
for their contribution to perspective-taking.

Our results show a right-hemispheric lateraliza-
tion, which possibly depends on the experiential 
mode induced by first-person perspective-taking. 
This mode has been linked to right-hemispheric acti-
vation, whereas left-hemisphere was suggested to 
be engaged by making meaning of experience and 
integrating it with a broader context during rumina-
tion and reappraisal (Tops et al., 2014). It is also 
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worth noting that the stimuli used in the current 
study were action verbs and that the right hemi-
sphere was previously shown to predominantly con-
tribute to action observation-execution matching 

(Biermann-Ruben et al., 2008). It is therefore possible 
that perspective on actions is biased by a differential 
involvement of the two brain hemispheres in motor 
simulation processes.

Figure 2. Result of statistical comparisons on ROIs-related virtual channels between first- and third-person perspective (colors 
represent t-values) showing significant stronger beta suppression emerging in the right-hemispheric lateral occipital cortex V5/MT 
+ area, ventral CG, and caudoposterior superior temporal sulcus (pSTS); significant cluster are outlined; channel number is indicated in 
the plot title).
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Figure 3. Event related fields: (a) Statistical results from the comparisons between first- and third-person perspective (stars indicate 
channels showing a significant effect; colors represent t-values). (b) Grandaverage of channels (n = 23, corresponding to star symbols 
in (a) showing a significant effect at 150 ms after word onset.
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Differently, the sensorimotor area was not modu-
lated by perspective-taking, a finding also observed 
in previous fMRI studies applying sentence stimuli 
(Tomasino et al., 2007) and pronoun-verb pairs 
(Hartung et al., 2017). The insensitivity of the sen-
sorimotor cortical activation to perspective-taking 
together with its role in action embodiment (Binder 
& Desai, 2011) suggest an earlier or a different hier-
archical level of this area in simulation processes. 
Before taking place, perspective-taking might for 
example require an enhanced details resolution, pos-
sibly delivered by the earlier engagement of the 
sensorimotor area. Alternatively, the sensorimotor 
simulation might occur in parallel to the activation 
of areas engaged in perspective-taking; the output 
of the two networks might be finally merged to one 
coherent sensation. Further research with suitable 
study designs is needed to determine the specific 
roles of these areas in processing actions and per-
spective-taking.

The current ERF results point to an early effect at 
about 150 ms after pronoun-verb onset in form of larger 
amplitudes for first- versus third-person perspective. 
Analogously, larger ERP amplitudes were observed for 
first- compared to third-person pronouns in the time- 
window 150–250 ms in frontal, central, and parietal mid-
line sites (Brilmayer et al., 2019; Shi et al., 2011). Although 
in Shi et al.’s study the difference reached significance at 
a later time point (from 300 to 500 ms after word onset), 
a descriptive difference between conditions was already 
observable at about 200 ms on parietal sites. 
Investigation of different levels of self-representation 
using particular sentence parts such as “a,” “his” and 
“mine” showed both early (200–400 ms) and late (500– 
800 ms) effects in posterior central sites (Walla et al., 
2007). There is a number of studies pointing to short 
latencies of semantic processes and addressing for 
example, the mismatch negativity (MMN) (Assadollahi 
& Rockstroh, 2005; Ortigue et al., 2004; Shtyrov et al., 
2004) or semantic coherence (Hauk et al., 2006). The 
observed ERF activation started in occipital sites, an 
area that was reported to be more activated by first- 
than third-person perspective (Perrine Ruby & Decety, 
2003). The broadening activation toward central and 
then left-hemispheric temporal areas indicates an 
increasing recruitment of areas involved in semantic 
processing.

Both behavioral and neuroimaging findings seem thus 
to point to an advantage of first-person perspective, but 
what can explain this effect? One tentative explanation is 
that simulation in first-person already occurs at a 

prereflective level and in a sort of a priori approach to 
reality. This seems to be the case from a cognitive devel-
opmental point of view, as young children are not yet 
able to imagine a perspective different from theirs (ego-
centric thinking according to Piaget; three mountains 
task). This might depend on the immaturity of particular 
brain structures and also on evolutionary aspects: studies 
using visuomotor stimuli suggest that information from 
the first-person perspective facilitates efficient imitative 
behavior (Watanabe & Higuchi, 2016). Processing events 
from a third-person perspective implies different possible 
expectations that not necessarily reflect this a priori per-
sonal experience, although they may be strongly biased 
by it: this together with a smaller sensorial and experien-
tial richness of details may result in a weakened cortical 
activation.

Interestingly, self-other distinction emerged also in 
sensory ERPs: the N1 suppression accompanying percep-
tion of self- vs. externally produced tones (Timm et al., 
2013) demonstrates that despite the constancy of the 
stimulus, the brain is sensitive to the role of perspective 
already at an early hierarchical processing stage. In the 
present study we aimed at targeting this aspect also by 
looking at a possible modulation of a sensory ERF by 
semantic perspective, which however did not emerge. 
Possibly, the auditory sensory modality had an overall 
weak link to semantic processing of the action or the 
tone onset latency might have been too long to allow an 
interference on the related ERF amplitude.

Concluding, the current findings of stronger beta 
power suppression in the right pSTS, ventral posterior 
CG, and V5/MT+ are novel neurophysiological findings 
pointing to mechanisms of perspective-taking during lin-
guistic processing. These cortical areas are likely to play a 
key-role in simulation processes involving the develop-
ment of a sense of agency and of self-other distinction.
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A B S T R A C T

The interaction of action-related language processing with actual movement is an indicator of the functional role
of motor cortical involvement in language understanding. This paper describes two experiments using single
action verb stimuli. Motor responses were performed with the hand or the foot. To test the double dissociation of
language-motor facilitation effects within subjects, Experiments 1 and 2 used a priming procedure where both
hand and foot reactions had to be performed in response to different geometrical shapes, which were preceded
by action verbs. In Experiment 1, the semantics of the verbs could be ignored whereas Experiment 2 included
semantic decisions. Only Experiment 2 revealed a clear double dissociation in reaction times: reactions were
facilitated when preceded by verbs describing actions with the matching effector. In Experiment 1, by contrast,
there was an interaction between verb-response congruence and a semantic variable related to motor features of
the verbs. Thus, the double dissociation paradigm of semantic motor priming was effective, corroborating the
role of the motor system in action-related language processing. Importantly, this effect was body part specific.

1. Introduction

The interaction of action language processing with concurrent
motor behaviour is assumed to reflect semantic processing in the brain's
motor system [1,2]. This motor-language interaction supports the claim
of embodied cognition theories [3,4] that conceptual processing is
modality-specific. Potentially, the precise conditions under which the
processing of verbal material influences specific motor acts (and vice
versa) are informative about how motor simulation contributes to
language understanding. While neuroimaging and electrophysiological
methods showed a body-part specific and early recruitment of several
nodes in the motor network during verb processing (e.g. [5–7]), this
information does not allow a direct inference about the function of
underlying neuronal processes. Since the motor system is not only well
characterised neuroanatomically and neurophysiologically, but also
generates specific output, i.e. motor behaviour, this offers intriguing
research questions with respect to the functional interaction of motor
execution and language processing. Research on other features in
language processing, such as different sensory properties, has also
provided compelling evidence for the characteristics of semantic

processing and embodied cognition [8–10]. Nevertheless, motor lan-
guage is special due to its link to motor execution, which can be readily
studied in behavioural experiments. Here, the general finding is that a
certain motor act, requiring the coordinated activation of several
muscles, is influenced by reading or hearing and understanding words
or sentences with a specific action content. This may imply that parts of
the same or connected cell assemblies are active both in the language
processing stream and in motor execution, leading to altered reaction
times or kinematic parameters [11–14]. Regarding the effects that
action language processing and motor behaviour may exert on each
other, both faciliation and interference have been reported in different
tasks and stimulus-response delays [13,12,15–19].

The present experiments aimed to investigate facilitating language-
motor interaction. Stimuli consisted of single German action verbs that
described actions performed with the hand or with the foot, as well as
abstract verbs. Both experiments used a double dissociation paradigm
to investigate body-part specific effects in a within-subjects comparison.
The experimental task included a response effector decision to sets of
geometrical shapes, to be executed after reading a verb. Thus, the
response choice was not determined by the verbal stimuli themselves,
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but by a visual target stimulus. The temporal delay between the verb
stimulus and the response cue was comparatively long (400 ms). This
was expected to lead to facilitation rather than interference effects
[16,20,21]. Parts of the motor system that were pre-activated by verb
understanding may facilitate motor output when they are engaged by
the response [22,23,21]. Studies investigating body-part specific lan-
guage-motor interaction aimed at either facilitation or interference
effects in a within-subject double dissociation paradigm are yet rare. In
the context of language-motor interaction research, double dissocia-
tions of effects can help to infer the specificity of underlying processes
and to generalize across language material. More precisely, this means
that one category of verbal stimuli should interact with one type of
motor response but not with another response. This second response
should in turn interact with a second category of verbal material but not
with the first. The current study used hand responses, hypothesized to
be facilitated only following hand but not foot verbs, and foot
responses, thought to be facilitated by foot verbs. This allows more
direct inferences about the motor-relatedness of effects, in this case the
association to the body part, than contrasting action verbs and abstract
verbs, for instance. In studies using only one kind of response (e.g.
[12,13,24]), it is less clear whether effects might be related to
uncontrolled differences between verbal conditions. Moreover, con-
ducting a within-subjects experiment further increases the inferential
power by excluding the possibility that reverse effects for different
responses could be due to different subject samples. The current
experiments allowed for this setup by using a priming paradigm where
responses where not recorded for the verbs, but for the secondary shape
decision task. For tasks where the subjects respond directly to language
stimuli, the double dissociation can often only be achieved by testing
separate groups of subjects or repeatedly testing the same subjects in
different blocks or sessions (e.g., as in [15,25]). In one paradigm for
instance, hand, foot, and abstract verbs were presented. Participants
had to respond to concrete verbs using their hand and to abstract verbs
using their foot in half of the experimental blocks. This mapping was
reversed in the other half of the blocks. Body-part specific effects were
found, with faster reaction times for matching body parts [26]. Another
experiment asked participants to overtly categorise hand and foot verbs
by directly responding with the matching body part in one block and
the opposite body part in another block. Facilitatory effects were found
for the kinematics of the response [14]. A recent MEG study found no
behavioural effects, but reduced neuronal activation in congruent
conditions when subjects pre-activated the finger in some blocks or
the foot in other blocks [27]. In addition to these between-block
designs, some reports focused on language-motor interaction in
between-subject designs [11,28].

Moreover, the relevance of semantic or deep processing for the
detection of language-motor interaction effects on reaction times was
investigated. Some previous studies reported an influence only when
semantic processing was necessary [13,29], while others found effects
even during subliminal processing [30,31]. In the current study, we
addressed this issue by either including (Experiment 2) or not including
(Experiment 1) a semantic decision task.

Additionally, we included two semantic feature variables into the
analysis, which we termed “prototypicality” and “effector-specific
movement”. High values for prototypicality show that a verb has a
strong association with one “prototypical” action, for instance klatschen
(to clap) or trampeln (to trample). In contrast, low values indicate that
there are several associated ways to perform the action described by the
verb, such as for basteln (to do arts and crafts) or fliehen (to flee). The
variable “effector-specific movement” describes the amount of move-
ment in the major executing limb that subjects associate with a given
verb. Examples for high effector-specific movement verbs are rubbeln
(to rub) or springen (to jump) while low effector-specific movement was
reported for buddeln (to dig) or schleichen (to tiptoe). Both of these
variables were introduced because they may interact with the expected
priming effect in a specific way, for instance by modulating the latency

or strength of motor cortex recruitment during word understanding.
This extends previous findings of a modulatory role of imageability
[24,32] to more specifically action-related semantic features of the
verbs. In line with this idea, increased motor cortex activation or
modulations in priming effects of differently operationalised but
conceptually similar variables have been reported [33–36].

In short, the current experiments combined responses with two
effectors and the respective action verbs in one priming task, presuming
facilitation effects and also investigating the influence of semantic
processing requirements.

2. Experiment 1

In Experiment 1, hand and foot responses were collected to visual
target stimuli preceded by action verbs. If verbal processing includes
motor simulation, a differential effect on reaction times would be
expected depending on the body part the verb prime refers to. The
temporal delay between verb prime onset and target stimulus was
400 ms. This was hypothesised to induce facilitation effects on reaction
times. Crucially, there were no requirements to actively read and
understand the verb stimuli since responses to geometric shapes were
given in all trials independently of verb content. Thus, any priming
effects emerging in Experiment 1 would be associated with automatic
verbal processing.

2.1. Material and methods

2.1.1. Participants
In both experiments reported in this paper, all participants gave

written informed consent prior to beginning the experiment and
received course credit. The study is in line with the Declaration of
Helsinki and was approved by the ethics committee of the Medical
Faculty at Heinrich-Heine-University, Düsseldorf (study number 3400).
All subjects were native monolingual speakers of German, had normal
or corrected-to-normal vision, no formal education in linguistics, no
neurological nor psychiatric disorders and were not taking medication
affecting the central nervous system. Right-handedness was assessed
using the German translation of the Edinburgh Handedness question-
naire [37]. Right hand dominance was further corroborated by the
Hand Dominance Test (HDT, [38]), a performance measure consisting
of the comparison of right hand and left hand performance on three
paper-pencil motor tasks. Another self-report questionnaire, extracted
from the Lateral Preference Inventory [39] was used to confirm right-
footedness.

One subject was excluded due to uncertain handedness. The final set
included 20 participants (10 female, mean age 21.29 years, SD = 1.18).

2.1.2. Stimulus material
Verb stimuli were selected in multi-step rating and matching

procedures (compare [40]). The final stimulus set was comprised of
48 German disyllabic hand action verbs, e.g. greifen (to grasp), 48 foot
action verbs, e.g. gehen (to walk), and 48 abstract verbs, e.g. raten (to
guess). In order to obtain comparable stimulus sets for a number of
background variables, verb frequency was determined using a database
([41], Leipzig Corpora Collection, available at http://wortschatz.uni-
leipzig.de) whereas body part, verb familiarity and imageability were
assessed in separate ratings (each n= 30). These values were used to
create sets of verbs with some variability within, but as little difference
between conditions as possible, unless theoretically justified. Residual
differences between the three stimulus categories were found in
univariate ANOVAs for group means of imageability (F(2;141)
= 273.302, p < .001), frequency (F(2;141) = 9.366, p ≤ .001) and
number of letters (F(2;123) = 5.231, p < .007), but not familiarity.
These differences are accounted for by a lower imageability, higher
frequency and smaller number of letters for the abstract verbs. No
differences were found between hand and foot verbs using paired t-tests
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(all p > .283). A further rating study (n= 25) was used to obtain
measures for the perceived prototypicality as well as the amount of
effector-specific movement of the actions described by the verbs. These
ratings were collected only for the hand and foot verbs. Prototypicality
was assessed on a 6-point rating scale from very low to very high. Hand
verbs (mean = 4.362, SD = 0.652) and foot verbs (mean = 4.318,
SD = 0.610) did not differ significantly in a paired t-test (t =
−0.064, p= .950). Effector-specific movement was assessed using a
scale from 0 to 100. Subjects were asked to adjust four sliding bars to
the value they felt expressed the amount of hand, arm, foot, and leg
movement in the actions the verbs described. The values for the body
part rated to have the highest mean amount of movement in the groups
of hand and foor verbs were taken to form the variable “effector-specific
movement”. This turned out to be the amount of hand movement for
hand verbs and the amount of leg movement for foot verbs. Thus,
“effector-specific movement” captures the amount of motor activity in
the major executing limb subjects report for action verbs. For the sake
of keeping in line with widely used category labels we retained the
terms “hand verbs” and “foot verbs” despite our rating showing that the
latter might more appropriately be called “leg verbs”. With respect to
effector-specific movement, hand verbs (mean = 69.998,
SD = 10.194) and foot verbs (mean = 68.672, SD = 11.296) did not
differ significantly in a paired t-test (t = −0.597, p= .552). Both
prototypicality and effector-specific movement were z-transformed for
the statistical analysis of the two priming experiments.

In addition, 12 pairs of geometric star-like shapes with either
pointed or rounded corners were used. Initially, a total of 52 pairs of
shapes had been created. Of these, 14 pairs had five outer corners, 14
pairs had six corners, and 14 pairs had seven corners. Across shapes, the
inner and outer corners were equally distant from the centre point,
respectively. The matching shape with rounded corners for each pair
was formed by using the rounding function in the graphics software on
the previously created pointed shapes. Next, a pilot study with six
participants was performed. Subjects had to react to pointed or rounded
corners with their hand or foot, for two repetitions of the full stimulus
set, and the reverse combination afterwards. This procedure was chosen
to identify any shapes that might inherently be harder or easier to
process, for instance because they might resemble generic star shapes.
The 12 shape pairs for the main experiment were chosen from the
shapes closest to mean overall reaction time and with less than average
standard deviation across pilot participants. Thus, visual properties or
basic processing demands of the geometric shape stimuli should not
influence the verbal priming experiment.

2.2. Procedure

Each trial started with the presentation of a fixation cross as an
attention cue, followed by either a hand verb, a foot verb, or an abstract
verb lasting 300 ms (see Fig. 1). Verbs were projected in white letters
onto a black background. Participants were asked to fixate the centre of
the screen throughout the experiment. After a blank screen presented
for 100 ms the geometric target stimulus appeared, thus resulting in a
delay of 400 ms between verb and target onset. The geometric shapes
were pseudorandomized from the set with pointed or rounded corners,
with each shape shown equally often in each verb condition, 24 times in
total. The corner type determined whether subjects had to respond

using the fingers of their right hand on the space bar of a standard
keyboard or using their right foot on a foot pedal; this was counter-
balanced across participants. Each verb was presented twice with each
response modality. After the response or after a maximum duration of
2300 ms, the trial proceeded with a blank screen for 1500 ms.
Importantly, the choice of the response effector depended only on the
shape stimulus, and thus the action verb conditions were not related to
the response effector. The instructions did not give any information
about the verbs’ purpose or semantic information, but simply asked
participants to read the verbs and then to perform the shape reaction
task as fast and as accurately as possible. The main experiment was
preceded by 12 practice trials which could be repeated if the participant
wished to do so. The verbs used in the practice trials were different
from the main experiment. Furthermore, handedness and footedness
were assessed after the main experiment.

2.3. Statistical analysis

Individual trial reaction times exceeding three standard deviations
within each subject and response effector were excluded (1.98% of all
trials). Linear mixed-effects models were fit for log-transformed reac-
tion times of correct responses using the package lme4 1.1-8 [42] for R
version 3.2.2., including crossed random effects for participants and
items. The maximal random effects structure justified by the experi-
mental design was used. The fixed effects structure was defined as the
2-level factor verb condition (hand or foot verbs), the 2-level factor
response effector (hand or foot), prototypicality (continuous), and
effector-specific movement (continuous). The model also included the
2- and 3-way interactions of verb condition with response effector and
prototypicality as well as of verb condition with response effector and
effector-specific movement. The hypothesized effect, reflecting facili-
tated motor behaviour after reading congruent action verbs, was the
interaction of verb condition and response effector. The random effects
structure included random intercepts for items and random intercepts
for participants, as well as random slopes for all four main effects by
participants. Factors were sum coded to allow ANOVA-like interpreta-
tion of main effects. For all models in all experiments, visual analysis
showed no violations of homoscedasticity or normality of residuals.
Post hoc comparisons were performed with the R package lsmeans
version 2.20-23 [43]. In interactions including the factor response
effector, post hoc tests were carried out within the levels of response
effector. z-Ratios assessed the differences of marginal means of one
factor of interest at the different levels of another factor. Interactions
involving a continuous predictor were followed up in one of two ways,
depending on the appropriate research question: To examine the effect
of the continuous predictor at different factor combinations, separate
models were fit for the respective factor levels. In cases where the
research question was not sufficiently answered by investigating the
slopes of the continuous predictor at different factor levels, a “spotlight
analysis” [44,45] was chosen. In this approach, the z-transformed
continuous predictor was re-coded once by adding and once by
subtracting one standard deviation from each value. With this re-coded
data, two separate models were fit, where the value zero of the
continuous predictor does not correspond to the mean as it did in the
main model, but to the value one standard deviation above or below the
mean. This leads to the model's results for the other predictors and their

Fig. 1. Experimental procedure in Experiments 1 and 2. The verb prime was followed by a target stimulus of a geometric shape with either pointed or rounded corners. The type of corners
determined the response effector, i.e., the right hand or the right foot. In Experiment 1, responses were executed in all trials. In Experiment 2, responses were only required following
concrete verb primes.
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interactions being tested at high and low levels of the continuous
predictor without dichotomizing the continuous data. Thus, for in-
stance a three-way interaction involving a continuous predictor can be
resolved by examining the two-way interaction of the other two
predictors involved in the interaction in the two models re-centred at
high and low levels of the continuous predictor. The spotlight analyses
were also compared with a classical median split approach, with the
continuous predictor dichotomised and treated as a factor.

2.4. Results

Raw reaction times and statistical effects are shown in Figs. 2 and 3
while the detailed results of all models can be found in Table A.1. The
mixed model showed a significant main effect of response effector
(β = 0.051, t = 7.48). Foot responses were slower than hand responses.
Moreover, there was a main effect of verb condition (β = 0.005,
t = 2.06), with hand verbs overall faster than foot verbs. The 2-way
interaction of verb condition and response effector was not significant.
Importantly, the three-way interaction between verb condition, re-
sponse effector, and effector-specific movement also reached signifi-
cance (β =−0.005, t=−2.19). This interaction was followed up by a
spotlight analysis to examine the interaction of verb condition with
response effector at high and low levels of effector-specific movement
in two separate models. The model for low effector-specific movement
revealed no significant interaction. The model for high effector-specific
movement showed the interaction of verb condition with response
effector to be significant (β =−0.007, t=−2.36). Post hoc test
revealed that this reflected a significant difference between hand and
foot verbs with high effector-specific movement when responding with
the hand (z = 2.272, p < .03). In this case, hand responses to hand
verbs were faster than to foot verbs, averaged across prototypicality.
The spotlight analysis was corroborated by a post-hoc follow-up
procedure dichotomizing effector-specific movement using a median
split. Separate models were then fit for the verbs with levels of effector-
specific movement below the median and above the median, respec-
tively. The interaction of verb condition with response effector was
significant in the model including above-median effector-specific move-

ment (β = 0.003, t=−2.22), but not in the model including below-
median effector-specific movement. For above-median effector-specific
movement, hand responses were faster following hand verbs than
following foot verbs (z= 2.231, p < .03).

2.5. Discussion

Overall, foot responses were slower than hand responses. This may
partly be due to differences in the response device used, but also due to
the motor conduction speed [46]. For instance, the different response
devices used to record hand and foot responses may have a different
temporal delay, artificially increasing foot reaction times. If, however,
this was the case, then a fixed delay in recorded response triggers would
not alter the relative difference between experimental conditions.
Regardless of the contributions of technical and physiological mechan-
isms to the difference in overall responses from the two limbs, it implies
that direct comparisons should be computed within, not across,
response effectors. Generally, the hypothesized priming effect should
be found in the contrast between hand and foot verbs for hand
responses separately from foot responses.

The main effect of verb condition was not expected and does not yet
offer any interpretation in relation to embodied language processing.
However, this effect is surpassed by the interaction of verb condition
with response effector and effector-specific movement. Here, a priming
effect in the sense of faster reaction times for congruent verb-effector
combinations was found only for verbs with high effector-specific
movement and hand responses. This semantic-to-motor priming may
be the result of a pre-activation of neuronal circuits in the hand motor
area by processing hand verbs. Parts of the same circuits are subse-
quently accessed again when the motor choice task requires a hand
response. In semantic priming, the partial pre-activation by prime
stimuli is assumed to reduce processing demands and decrease response
latencies to target stimuli [47], and is associated with reduced neuronal
activation compared to unprimed targets [48–50]. The delay between
verb onset and response cue in Experiment 1 allowed for verbal
understanding to take place before the onset of the response target
and continue during response preparation, akin to semantic priming

Fig. 2. Experiment 1: Raw un-aggregated reaction time distributions of correct responses in the verb conditions. Panel A: averaged across semantic variables (box-and-whisker plot, boxes
mark 25th and 75th percentile, horizontal bars show median, whisker limits are at 1.5 interquartile range.). Panel B: single trials and correlation fit for the distribution of prototypicality.
Panel C: single trials and correlation fit for the distribution of effector-specific movement.
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with medium to long SOAs. Thus, the facilitation in congruent
responses may be mediated by the processes described in semantic
priming, for instance increased cortical excitability combined with
reduced processing demands in specific motor circuits following action
verb processing.

Crucially, however, the pattern of facilitated responses for congru-
ent verb-effector pairs was only found for hand responses and only for
verbs with high effector-specific movement. The latter is particularly
interesting to embodied language processing, since this semantic
variable directly captures the link between a verb concept to the action
it describes.

The three-way interaction also implies that while a priming effect
was found for verbs with high effector-specific movement and hand
responses, the effect is not robust enough to generalise across verbal
material and does not show the double dissociation between response
effectors. Interestingly, in this specific experimental set-up the priming
effect is found for hand but not foot responses. This could be a
consequence of differences in the verbal material in the conditions, of
the overlap between verb actions and executed actions, or it could be a
consequence of a different relationship between language and motor
processing depending on the kind of action language being processed.
For instance, hand actions may play a special role since they also form
co-speech gestures [51] and have even been argued to link the
phylogenetic evolution of communication from gestures to language
[52]. The verbs used in the current study, however, generally do not
describe actions with a strong communicative function and are often
complex hand/arm actions. Nevertheless, hand actions may be more
susceptible to subtle language-motor interactions.

The main effects of prototypicality and effector-specific movement
were not signficant. This is in line with a shallow processing of verbs in
this task, where the access to verbal concepts is not necessary and does
not appear to be influenced by the semantic variables. At the same time,
this renders the interaction with verb condition and response effector
even more interesting. Semantic processing is not required and cannot
be assumed to consistently take place, as corroborated by the lack of

modulation by semantic features. Yet, a subtle priming effect emerges,
which may be directly related to superficial bottom-up motor simula-
tion during verb stimulus processing even in the absence of conscious,
deep semantic processing.

Thus, Experiment 1 shows that language-motor priming can occur
even when no active verbal processing is required, albeit only under
specific circumstances. This is in line with other studies reporting
motor-language interaction or action-feature priming effects for non-
semantic tasks and even for subliminal processing [30,31,53–55].
Moreover, silent reading or passive listening was also shown to produce
measurable neurophysiological responses in the motor cortex
[6,56,33,7,57]. Yet, semantic processing may be a crucial factor to
enhance motor cortex recruitment in verbal processing and language-
motor interaction, or the ability to empirically observe it. In the
interference paradigm in [13], lexical decision was not sufficient to
produce an effect, but semantic decision was (see also [58]). Attention
to semantics may also generally be important for semantic priming on
the behavioural and neurophysiological level [59,60]. Thus, combining
our priming paradigm with a semantic task in Experiment 2 was
expected to lead to further insights into language-motor interaction
and to more robust priming effects.

3. Experiment 2

Experiment 2 used the same priming paradigm set-up as Experiment
1, but also included a semantic Go/No-Go task. The visual target stimuli
defined whether a hand or a foot response was required, but the verb
primes were used for a semantic decision. Abstract verbs identified
NoGo trials, while concrete verbs indicated that the subsequent
response choice task should be carried out. Thus, semantic processing
and verb understanding were necessary for a successful performance,
and we expected priming effects to lead to differential response patterns
depending on the congruence of verb body part and response effector.

Fig. 3. Experiment 1: Predictor estimates and confidence intervals for the mixed model on log-transformed reaction times. Panel A: effect for the main experimental hypothesis of an
interaction of verb condition with response effector (not significant). Panel B: Highest-order effects including prototypicality and effector-specific movement. The interaction of effector-
specific movement with verb condition and response effector was significant.
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3.1. Material and methods

3.1.1. Participants
Fifteen healthy subjects (12 female, mean age 22.79, SD = 3.31)

were included in the final analyses. Of the 22 participants who took
part in the experiment, four were excluded because of high false alarm
rates of> 20%, two due to a high amount of missed responses in all
conditions (> 20%) and one because of too many wrong responses
(> 15%).

3.1.2. Stimulus material
Experiment 2 used the same stimulus material as Experiment 1, i.e.,

the same verbs and 12 pairs of geometric shapes.

3.2. Procedure

The experimental task of Experiment 1 combined the shape
recognition with a semantic decision task (compare Fig. 1). Thus,
participants saw the same visual input as in Experiment 1, but had to
perform the shape reaction task only in those trials where concrete
verbs had been shown. Two hand and two foot responses were collected
for all hand and foot verbs, and participants were not informed about
this experimental manipulation. Compared to Experiment 1, while the
visual input was the same, verb processing and the conditional
responses differed. In Experiment 1, responses were necessary in each
trial and verb processing was assumed to be shallow, since the verbs
played no role for the successful execution of the experimental task. In
contrast, Experiment 2 required semantic processing of verb meaning in
order to correctly identify whether the trial was a Go or a NoGo trial,
and then to perform the shape decision task similarly to Experiment 1
only following concrete verbs. Handedness and footedness assessment
followed the main experiment.

3.3. Statistical analysis

Individual trial reaction times exceeding three standard deviations
within each subject and response effector were excluded (1.42% of all

trials). Analogous to Experiment 1, linear mixed models were fit with
random intercepts for items and random intercepts and slopes for
participants using the lme4 package version 1.1-8 [42] for R version
3.2.2. Fixed effects were specified by the factors verb condition (hand
or foot), response effector (hand or foot), prototypicality (continuous),
effector-specific movement (continuous), the two-way interaction bew-
een verb condition and response effector, and the two- and three-way
interactions of each semantic variable with verb condition and response
effector. Random by-subject slopes included all four main effects,
random intercepts for subjects and items were also modelled. All
factors were sum-coded, post hoc tests were performed with lsmeans
version 2.20-23 [43]. In interactions including the factor response
effector, post hoc tests were carried out within the levels of response
effector. For interactions involving continuous predictors, separate
models were fit for the respective factor combinations or according to
the spotlight analysis routine for levels of the continuous predictor. As
in Experiment 1, statistical analyses were performed on log-transformed
reaction times of correct responses.

3.4. Results

The mixed model revealed a significant main effect of response
effector (β = 0.040, t= 4.36), with faster responses executed using the
hand compared with the foot. More importantly, a significant interac-
tion (β=−0.023, t=−6.98) between the factors verb body part and
response effector showed the body-part specific priming: Post hoc
analyses revealed that hand responses were faster for shapes preceded
by hand verbs than by foot verbs (z = 2.643, p < .01). The reverse
effect was found for foot responses, which were faster following foot
verbs than hand verbs (z=−3.390, p < .01). This is illustrated in
Figs. 4 and 5, showing the raw reaction time distributions and statistical
results. Moreover, significant main effects were found for prototypi-
cality (β =−0.028, t =−4.04) and effector-specific movement
(β =−0.018, t=−2.55), with faster reaction times associated with
higher prototypicality and effector-specific movement. The interaction
of verb condition with prototypicality was also significant (β =−0.015,
t=−2.31). This was followed up by two separate models for hand

Fig. 4. Experiment 2: Raw un-aggregated reaction time distributions of correct responses in the verb conditions. Panel A: averaged across semantic variables (box-and-whisker plot, boxes
mark 25th and 75th percentile, horizontal bars show median, whisker limits are at 1.5 interquartile range.). Panel B: single trials and correlation fit for the distribution of prototypicality.
Panel C: single trials and correlation fit for the distribution of effector-specific movement.
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verbs and foot verbs, to examine whether prototypicality would show a
significant influence on either or both types of verbs, regardless of
response effector. In the model for hand verbs only, no such effect was
observed (t =−1.39), while it was found in the foot verbs model
(β =−0.043, t =−4.28). Detailed results for all models can be found
in Table A.1.

3.5. Discussion

The main hypothesis was confirmed: When responses to geometric
shapes were performed using the hand, reaction times were faster in
trials with hand verb primes than with foot verb primes. The reverse
effect was also found, i.e., foot responses were faster following foot
verbs than hand verbs. Crucially, this effect likely depends on the depth
of processing or possibly the strategy of verb processing. Experiment 2
combined the shape recognition with a semantic decision Go/NoGo
task, forcing participants to process verb meaning. Thus, semantic
processing may recruit the motor cortex in a body-part specific fashion,
producing a pre-activation with regard to a facilitated motor execution
when the same areas are involved in planning a motor response
following language understanding (compare [47,48,22]). This was
not reliably found in Experiment 1, where no semantic processing of
the verbs was necessary for successful task performance. These results
indicate that understanding the meaning of a single verb partly relies on
neuronal processes in the motor system [61,4] and that the context of
language understanding can recruit sensory-motor areas to a flexible
degree [62].

Faster reaction times were associated both with high prototypicality
and high effector-specific movement. Note that the facilitating effect for
prototypicality was more pronounced for foot verbs than for hand
verbs, regardless of response effector. When investigating hand and foot
verbs in separate models, the effect of prototypicality was actually too
weak to be significant for hand verbs. It is unclear to what extent this
lack of effect is due to lower statistical power in the separate models.
Nevertheless, the two-way interaction in the main model (see Fig. 5B)

also shows that the effect is stronger for foot verbs. This was an
unexpected result. Untransformed prototypicality values are compar-
able between the verb conditions and the difference in effects should
not be due to a difference in prototypicality distributions between hand
and foot verbs. While the sets of verbs are largely comparable in
prototypicality and further background variables, it can be argued that
the overall similarity between the foot verbs is larger than between
hand verbs. Even though both sets contain verbs describing a range of
different actions but also a few near-synonyms, foot verbs by nature
tend to often relate to locomotion actions. Possibly, in the context of
this experiment, understanding and reaching a semantic decision about
these verbs can profit more from the ease or speed of simulating this
action or activating its action schema - as measured by prototypicality -
than understanding verbs that are more easily discriminable, such as
most hand verbs. It should also be noted that the relationship between
prototypicality and effector-specific movement appears to be different
for hand and foot verbs: For hand verbs, the two variables correlate
with ρ = 0.18 (p = .22) while for foot verbs this correlation is stronger
with ρ = 0.64 (p < .01). Thus, the stronger prototypicality effect for
foot verbs may actually to some extent reflect the effect of effector-
specific movement. Taken together, the interpretation of the facilitating
effect of prototypicality is difficult. It is conceivable that rather than
prototypicality, effector-specific movement is the more interesting
variable, not only because its effect was clearer in Experiment 2 but
also because it interacted with a priming effect in Experiment 1. In
contrast to Experiment 1, there was no interaction between effector-
specific movement and the verb-motor facilitation effect in Experiment
2. This could be the result of more conscious and complete semantic
processing, where the robust body-part specific effects cannot be
further modulated by semantic features. The temporal association of
verb processing and motor behaviour is crucial in language-motor
interaction research, to the extent that either interference or facilitation
can be detected depending on the temporal course of experiments. At
the same time, semantic processing tends to produce more robust
effects [13], while some experiment have also found interactions with

Fig. 5. Experiment 2: Predictor estimates and confidence intervals for the mixed model on log-transformed reaction times. Panel A: effect for the main experimental hypothesis of an
interaction of verb condition with response effector (significant). Panel B: Highest-order effects including prototypicality and effector-specific movement. Main effects for prototypicality
and effector-specific movement as well as the interaction between verb condition and prototypicality were significant.
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lexical or even subliminal processing [30,55]. In the current experi-
ments, timing and task are to some extent confounded due to the
instruction. While the delay betwen verb and shape onset was the same,
reaction times were about 300 ms slower on average for Experiment 2.
This is not surprising because a second, semantic task had to be
performed and presumably this was more difficult and more effortful.
However, it is possible that this difference in the time course of internal
processing and the robust priming effect may have masked any
additional modulations of effector-specific movement. Note also that
the regression slopes do indeed show a pattern in line with stronger
priming for higher effector-specific movement, but the three-way
interaction was associated with a t-value of −1.84, which does not
exceed the threshold of −2 or 2 set to accept an effect as significant.

High prototypicality as well as high effector-specific movement
seem to generally facilitate access to verb concepts. Rather than
specifically facilitating congruent responses at the motor preparation
stage, high prototypicality and high effector-specific movement appear
to facilitate the semantic decision stage. The semantic decision may be
faster for verbs scoring high on the two semantic variables because they
are more easily distinguishable from abstract verbs. It is conceivable
that this is also directly related to facilitated motor simulation for these
verbs, especially since the semantic variables directly capture motor
features, but the data do not exclude the possibility that other processes
in conceptual access might play a role. Still, it is interesting that the
understanding of action verbs, necessary for the decision of whether a
verb described a concrete or an abstract action, was facilitated by high
effector-specific movement and also high prototypicality. In Experiment
1, verb understanding was not required for successful task performance.
Nevertheless, it can be presumed that verbal stimuli even without an
explicit task elicit at least a shallow understanding process, as also
indicated by studies showing effects for silent reading or passive
listening [6,56,33,7,57]. Thus, the current results show a subtle
priming effect in the absence of a semantic task, which would have
been undetectable in the current setup and for these action verbs
without the inclusion of effector-specific movement. With a semantic
task, in contrast, the semantic variables - effector-specific movement
and prototypicality - appear to modulate the understanding process
itself and the semantic decision, rather than the priming as an
interaction between this understanding and the response.

4. General discussion

A body-part specific facilitation effect emerged in Experiment 2,
which required semantic processing. When concrete verb primes
referred to the same body part as the subsequent response, reaction
times to subsequent target stimuli were faster than in the cases where
the verb was unrelated. This facilitation effect was only observed for
verbs with high effector-specific movement when responding with the
hand in Experiment 1, where semantic processing of the action verbs
was not required. The process underlying the facilitation effect may be
the motor resonance of verbal processing as predicted by the embodied
cognition hypothesis [23,3]. Generally, semantic priming effects are
assumed to reflect reduced processing demands for target stimuli and
reduced neuronal activation in areas that have been pre-activated by a
semantically related prime stimulus [48,49,47,63]. This directly de-
pends on the task set, where even subliminal priming is modulated by
attention to semantic content [59,60]. Facilitation effects of action
language on reaction times were reduced in patients with early
Parkinson's disease [64]. Neurophysiological responses associated with
priming were reduced when processing hand verbs after rTMS to the
hand motor cortex [19]. Thus, language-motor priming is associated
with similar neuronal mechanisms as in other types of priming, while
the motor system plays a specific role in the processing of action-related
language. This is in line with the body-part specific effect found in the
double dissociation paradigm of the current study.

The body part association itself is unlikely to be the direct

mechanism on which language-motor facilitation operates, since the
congruence of language and response at least partly depends on the
paradigm and experimental manipulation. This is evident in experi-
ments where motor-language facilitation was found for compatible
mappings within one body part, based for instance on the specific hand
shape implied by action language and the response or implied move-
ment direction [65,1,66–68,2,53,64]. Other studies investigated se-
mantic information that is not directly connected to an action descrip-
tion, such as emotional content or spatial properties, also with
facilitating effects for congruent feature-response mappings
[31,69,70]. All of these studies together with the current findings of a
body-part specific interaction between verb and motor processing
support the claim of grounded and embodied cognition theories, which
stress a flexible semantic system in interacting modality-specific
processing areas [4,3,71,62]. Current theories of semantic memory
and conceptual processing often describe multilevel networks including
both modality-specific, sensory-motor nodes as well as supramodal
hubs or convergence zones and argue that neither fully embodied nor
fully disembodied accounts can explain the accumulating findings of
language and conceptual processing [72–74]. The contribution of
modality-specific systems to cognition is regarded differently in these
theories, ranging from non-essential interaction between sensory-motor
and conceptual brain areas [75,76] to sensory-motor grounding as an
important mechanism in concept acquisition and retrieval [3,77].
Indeed, the body of empirical evidence can be summarised as showing
that sensory-motor contributions to language understanding can occur,
but they do not do so automatically under all circumstances and in all
contexts (for a review, see [62]). Thus, there is a need for further
characterising the way in which sensory-motor areas are recruited
during language understanding and how semantic and motor proces-
sing interact in order to understand when and how these interactions
occur and how specific they are. The results of the current study may
contribute to this discussion, showing that the task context and a
requirement of semantic processing is essential for robust language-
motor priming to occur, but that subtle effects may also be seen for a
non-semantic task. Importantly, the double dissociation paradigm
analysed here may offer a clearer interpretation of results compared
with studies that use between-subject designs, compare one type of
concrete to abstract verbs or nouns, or make a body-part manipulation
explicit. In these experiments, caution is necessary regarding the
influence of the specific set of subjects, the desired contrast of
experimental conditions potentially confounded by grammatical class
or unobserved differences between language stimuli, and the changes in
processing strategies associated with salient body part features, respec-
tively.

One limitation in the current experiments is the not strictly
controlled temporal dimension of semantic processing. The delay
between verb onset and response cue was set to 400 ms, the classical
time window associated with semantic processing [78]. Average
reaction times were about 600 ms. Thus, it is not entirely clear to what
extent the observed effects are mediated by early semantic processing
in the motor system, which has been found already at around 200 ms
after stimulus onset [5,40] and even earlier [57]. There may be more
and higher level contributions, for instance by prefrontal areas, where
priming operates on the (possibly verbalised) shape-response mapping.

Another interesting finding from the current series of experiments
concerns the influence of semantic features of verbs. Both the proto-
typicality of the action described by the verbs and the amount of
movement of the specific body part in this action appear to play a role.
The variable prototypicality aimed to capture how clearly a verb
invokes an associated action. The rationale behind this was that motor
system recruitment may be stronger for verbs that have a highly
prototypical action compared with verbs that have weaker associations
to several diffuse ways to execute an action. This idea is related to the
distinction between basic and subordinate verbs in one experiment
[34]. There, subordinate verbs, which describe a very specific motor
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program, enhanced activity in parietal motor system areas more
strongly than basic verbs, which refer to more general motor programs.
Moreover, one study compared verbs representing actions with low
degrees of freedom – i.e. actions typically performed by specific actors
in definite contexts, such as to water – with verbs with high degrees of
freedom, i.e. actions that can be performed in many different ways such
as to recycle. Verbs with low degrees of freedom, conceptually similar to
our verbs with high prototypicality, were associated with faster
processing [35]. The variable that we called effector-specific movement
may be even more directly related to the relationship between verb
processing and motor system recruitment. The rationale behind this
was simple: the portions of the motor cortex associated with a specific
body part may be more involved in understanding a verb that describes
an action involving a lot of movement with the same effector compared
with one that describes an action with some, but less movement of the
same effector (and even less for a verb with very little or no movement
of that effector, for instance in verbs relating to a different body part).
Previous studies found a modulatory role for body relatedness, where
higher importance of bodily experience decreased reaction times in
lexical decision [36] and where hand ratings correlated with fMRI
activation in the motor system [33]. Our approach is similar but focuses
specifically on the amount of movement with the most relevant body
part. Here, a generally facilitating influence was found in Experiment 2,
while an interaction with verb type and response effector was seen in
Experiment 1. This indicates that verbs describing highly prototypical
actions or actions with a lot of movement with specific effectors are
more easily accessed or processed. This is an important issue because it
directly links motor features with conceptual processing. Similar results
were obtained when comparing basic and subordinate verbs [34],
action verbs with high or low degrees of freedom [35] or the relative
importance of bodily experience [36]. Note also that correlations
between the values for the different motor-related variables with each
other and with imageability and familiarity are between ρ= 0.25 and
ρ = 0.45, while for instance the correlation between imageability and
familiarity is stronger with ρ= 0.8. Therefore, effects for prototypi-
cality and effector-specific movement are not just mediators for other
unspecific influences of variables which were not modelled at the same
time. On top of this, prototypicality as well as effector-specific move-
ment seem to directly influence motor simulation. This interaction is
especially interesting in Experiment 1, where a subtle priming effect for
verbs with high effector-specific movement was observed for hand
responses. Thus, motor features of verbs may have general as well as
specific effects on action verb processing.

Taken together, the present series of experiments shows that when
language-motor interaction is invoked, it can be body-part specific. This
is in line with the claim of embodied cognition theories, postulating a
recruitment of the motor system when understanding language describ-
ing actions. With a comparatively long delay, motor system recruitment
may function as a pre-activation as described for semantic priming, thus
leading to faster or less effortful access to body-part specific motor
areas. Moreover, the amount or reliability of motor cortex activation is
modulated by the depth of semantic processing with processing
strategies defined by task requirements.
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Semantic discrimination impacts 
tDCS modulation of verb processing
Valentina Niccolai , Anne Klepp , Peter Indefrey , Alfons Schnitzler  & Katja Biermann-
Ruben

Motor cortex activation observed during body-related verb processing hints at simulation 
accompanying linguistic understanding. By exploiting the up- and down-regulation that anodal and 
cathodal transcranial direct current stimulation (tDCS) exert on motor cortical excitability, we aimed 
at further characterizing the functional contribution of the motor system to linguistic processing. 
In a double-blind sham-controlled within-subjects design, online stimulation was applied to the 

required participants to semantically discriminate concrete (hand/foot) from abstract verb primes as 
well as to respond with the hand or with the foot to verb-unrelated geometric targets. Analyses were 

induced faster responses for hand verb primes thus indicating a somatotopical distribution of cortical 

discuss putative mechanisms operating in this reciprocal dependence of neuromodulation and motor 
resonance.

The assumption that cognition is grounded in simulation processes1,2 implies a cross-talk between action-related 
language and neurophysiological motor mechanisms. Cortical motor engagement accompanying the process-
ing of verbs and action-related sentences has indeed been detected by means of blood-oxygen-level dependent 
(BOLD) signal3–5, event related potentials/fields (ERPs)6–8, and neural oscillatory activity9,10. Also, behavioural 
measures of verbal-motor interaction such as priming and interference effects consistently hint at shared brain 
resources between linguistic and motor processes (for a review see11). Complementary neurophysiological inves-
tigations confirm that priming and interference exert a modulatory effect on cortical motor activation12–14. Yet, 
some studies on cortical motor lesions point to a lack of impairment in action word processing and to a possible 
involvement of other brain areas15,16 thus raising questions on the causal relevance of cortical motor activation for 
action-related linguistic understanding.

To tackle this issue, a number of studies have applied transcranial magnetic stimulation (TMS) of the motor 
cortex while participants processed action verbs and sentences. Overall, results point to a word-dependent mod-
ulation of cortical motor excitability as measured with motor evoked potentials (MEPs) and reaction times. 
Interestingly, abstract action knowledge as elicited by motor-related pictures17 and athletes’ surnames18 can also 
affect response latency and cortical MEPs in the primary motor cortex. While there may be a dissociation between 
cortical motor excitability elicited by abstract action knowledge and observation of real actions18, results from 
TMS studies indicate an instrumental role of the motor cortex in language understanding. However, an inconsist-
ent scenario concerning the direction of this modulation emerges. Some investigations showed decreased MEPs 
and/or longer reaction times suggesting inhibited cortical motor activation19–22, while others showed increased 
MEPs and/or shorter reaction times23–25 indicating cortical motor facilitation. As for inconsistencies among single 
pulse TMS studies, these may depend on whether MEP recording accompanied word onset19,24,26 or took place 
at subsequent time-points (i.e., between 170 and 500 ms after word onset22,25. Although other methodological 
differences such as types of protocols (e.g., repetitive versus single pulse TMS) and stimuli may also to some 
extent explain inconsistencies, opposite TMS effects have been observed despite applying the same paradigm and 
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stimuli19,26. To clarify the role of increased versus decreased cortical excitability in verbal processing an alternative 
approach can be applied that bi-directionally manipulates cortical motor excitability.

Transcranial direct current stimulation (tDCS) induces changes in the membrane permeability and accom-
plishes a moderate shift of cortical excitability27. This technique offers some advantages over TMS. First, it allows 
the investigation of bi-directional effects of stimulation by depolarising and hyperpolarising the cellular mem-
brane. Anodal and cathodal stimulation of the hand-related motor area led to motor cortical excitation and inhi-
bition respectively27,28. Significant reduction in gamma-aminobutyric acid (GABA) concentration corroborates 
the excitatory effect of anodal stimulation of the hand-related cortical motor area29. In the context of linguistic 
processing, tDCS has often been applied to frontal, parietal and temporal areas (see30,31 for reviews). By contrast, 
tDCS of the cortical motor area has seen applications in motor observation32. As for tDCS application to the 
motor cortex in linguistic paradigms, only a few studies were conducted33–35. The present study aimed at filling 
this gap by determining the bi-directional modulatory effect of stimulation on the verbal-motor interface in 
healthy individuals and thus further characterizing the functional contribution of the motor system to linguistic 
processing.

An important characteristic of tDCS is that, differently from TMS, it modulates spontaneous cortical acti-
vation instead of disrupting it36. Although it induces cortical noise like TMS, the dependent neural activity is 
strongly influenced by the state of the system, which is mainly determined by the task36,37. Anodal tDCS induces 
firing of neurons that are near threshold: if neurons are not influenced by the task, they will be far from the 
threshold and will less likely discharge37. This makes tDCS particularly suited to address the role of semantic 
processing for cortical motor activation. In general, when semantic access is irrelevant for task completion, hand 
related expressions do not induce significant motor resonance11. Conversely, motor activation seems to depend 
on deeper understanding of action verbs as required by a semantic task38. Results from studies on abstract action 
knowledge based on the relationship between personal names and athletes’ motor skills suggest that the strength 
of the association between name and motor content needs to rise above some level of consolidation for the pro-
cess of embodying in the motor system to take place39. By varying task requirements, the depth of semantic 
processing was shown to affect verbal-motor interference40 and priming41, possibly by modifying the amount of 
recruitment of the motor system. In the current study we addressed the synergies between tDCS and semantic 
processing depth, defined as the individual accuracy in a verb categorization task. Both the effect of cortical motor 
stimulation on verb processing and the role played by semantic processing depth in tDCS-induced modulatory 
effects on reaction times were examined. A dual, double-dissociation task was applied in which a) a verb had to 
be semantically categorized as concrete versus abstract and b) in case of a concrete verb, hand/foot responses 
had to be given to a verb-unrelated prompt (a shape with rounded or pointed corners). This priming paradigm 
has the advantage of disentangling hand from foot-related verbal and motor contributions: responses from both 
effectors follow the same stimuli thus allowing the attribution of possible differences to priming. On the other 
hand, this task does not allow direct measure of response latencies to verb presentation: responses are prompted 
by the shape and not by the verb thus precluding contrasts in reaction time between different verb categories (e.g., 
concrete versus abstract verbs, or hand versus foot verbs). Online tDCS of the left hemispheric hand knob was 
expected to selectively affect processing of hand- but not foot-related verbs. As tDCS does not seem to affect sim-
ple motor hand reactions42,43, no tDCS effect on hand reaction times was anticipated. Capitalizing on the stronger 
reliability of the sham stimulation in tDCS compared to TMS paradigms44–46, we applied it as a control condition 
in a double-blind cross-over design. Planned comparisons between verum and sham stimulation were expected 
to result in opposite effects of anodal and cathodal tDCS on behavioural measures.

Methods
Participants. Twenty monolingual German native speakers (10 females, mean age = 23.8 ± 6 SD) took part 
in the study. The sample size was based on a previous investigation with the same paradigm showing that behav-
ioural effects emerged already with 15 participants41. All subjects were right-handed, with an average laterality 
quotient of 92.3% (SD = 16.2%; Edinburgh Handedness Inventory47); 15 subjects were right-footed, 4 showed no 
clear side preference and 1 was left-footed (Lateral Preference Inventory48). The subjects had normal or correct-
ed-to-normal vision and none made use of neuro-modulatory medications. Exclusion criteria were history of 
serious medical, neurological, or psychiatric illnesses, severe head trauma, personal or family history of epilepsy, 
metal implant in the head/neck region, pacemaker implantation and pregnancy. Participants provided written 
informed consent prior to each measurement and received financial compensation for their participation. The 
study was in accordance with the Declaration of Helsinki and was approved by the local ethics committee of the 
Medical Faculty at the Heinrich Heine University in Duesseldorf (study number 3400).

Materials. German disyllabic infinitive verbs describing actions executed with the upper extremities (hand 
verbs), with the lower extremities (foot verbs), and actions in which no body part was involved (abstract verbs) 
were visually presented. The three conditions underwent a matching procedure for the parameters word length, 
frequency, imageability and familiarity to properly select stimuli. Word familiarity and imageability were assessed 
by means of two rating scales (each n = 30, see8,9 for further details) and word frequency was derived by the 
Leipzig corpora collection49. Each condition finally included 48 verbs, which were also used in previous studies8,9,  
repeated twice. Hand and foot verbs did not differ in familiarity, length, imageability and frequency (all p > 0.283).

The prompt stimulus consisted of 12 different star-like shapes, each of which could have rounded or pointed 
corners (further details in41). Presentation software (version 14.9, Neurobehavioral Systems, Albany, California, 
USA) was used to display the stimuli. The space bar of a standard computer keyboard and a foot-pedal (Foot 
Switch SW3-M, PCsensor) were used as hand and foot response device, respectively.
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Procedure. The experimental design consisted in a double-dissociation paradigm based on a Go-NoGo task 
that required semantic processing. For each verb presentation, participants were required to identify whether the 
verb was concrete or abstract: concrete verbs defined the Go-condition and participants had to respond later on 
with the right hand or with the right foot depending on the type of corners of a prompt shape (rounded/pointed, 
Fig. 1) as soon as the prompt occurred. Abstract verbs represented a NoGo cue. Each verb was followed once 
by each prompt type. The association between the shape’s rounded/pointed corners and the response effector 
was counterbalanced across subjects and kept stable across three sessions (see below). Each trial began with a 
central fixation cross displayed on a black background for a jittered interval between 1200 and 1700 ms. Then a 
word in white font appeared centrally and remained on the screen for 300 ms followed by 100 ms black screen. 
Afterwards, a shape with either rounded or pointed corners was centrally presented for a maximal time of 2 s. 
Hand or foot responses ended the shape presentation and initiated the following trial. The experiment was split 
into two blocks each including 144 trials; a break lasting one minute separated the two blocks. Overall the meas-
urement lasted about 18 minutes and each subject underwent three sessions on three different days; the sessions 
were one week apart and generally at the same time of the day. A total of 18 stimuli different from those of the 
main study were used in practice trials preceding the main experiment and each word was randomly followed 
by both types of shapes. The training lasted about 4 minutes in the first session and 1 minute in the following two 
sessions. Participants were not informed about the aim of the experiment being related to hand and foot verbs.

TMS. Transcranial magnetic stimulation was applied to localise the hand-related primary motor cortex of the 
left hemisphere by determining the individual resting motor threshold. After about 10 minutes of relaxed sitting, 
participants received single pulse TMS, delivered by a standard eight-shaped coil (MC-B70) connected to a stim-
ulator (Medtronic MagPro, Minneapolis, USA). This was tangentially placed on the scalp of the participant, with 
the handle pointing backwards and laterally at about 45 degree away from the midline. The target site was marked 
with a marker pen on the skin of the participant’s head.

tDCS. Two saline-soaked sponge electrodes were placed on the head of the participants after locally cleaning 
the skin surface with alcohol and applying scrubbing gel (Abralyt HiCl). One smaller tDCS electrode (3 × 3 cm) 
was positioned on the left hemispheric hand motor cortex and the other larger electrode (7 × 5 cm) was located 
on the contralateral supra-orbital region. The use of a smaller electrode was aimed at narrowing the stimulated 
area around the hot spot50. A current intensity of 0.75 mA was applied using a battery-driven stimulator system 
(NeuroConn, Ilmenau, Germany) and impedance was kept below 11 kOhm. Stimulation parameters were in 
accordance with current safety guidelines of transcranial brain stimulation45,51. Online anodal, cathodal or sham 
stimulation was applied during the main experiment, starting after the practice trials. Stimulation was pseudor-
andomly delivered to the participants in a double-blind, cross-over design so that each subject received each 
type of stimulation once (anodal, cathodal, and sham). To mimic the sensation of verum stimulation in the sham 
condition the current was ramped up for 10 seconds and then immediately ramped down for 10 seconds. At the 
end of each session a debriefing questionnaire was administered to assess the participant’s blindness to the type of 
stimulation. On average each subject correctly guessed only one session out of three, i.e. guessing was at chance 
level and thus indicated effectiveness of the blinding procedure. 31.5% of the subjects correctly guessed the anodal 
and the sham condition and 36.8% the cathodal condition. Data from the cathodal condition of one subject and 
from part of the sham condition of another subject were not available due to technical problems.

Analysis. Log-transformed reaction times for correct responses and shape-response task accuracy were ana-
lysed using linear mixed models52. This method is advantageous due to its sensitivity to differences among indi-
vidual subjects, robustness to unequal sample sizes (unbalanced designs can be analysed without eliminating or 
replacing data-points), and for reducing variance by accounting for item-related differences in performance53, 
which optimizes generalization over participants and word samples. To capture accuracy related to word pro-
cessing the discrimination parameter d-prime (d’) was assessed for the single sessions of each participant. This 
specifically referred to the accuracy of the first (semantic) part of task, where concrete versus abstract verbs had 
to be identified; the accuracy of responses to shapes was not concerned. d’ was calculated as a difference between 
the normalised rate of hits to concrete words (i.e., responses from any effector following concrete words) and the 
normalised rate of false alarms to abstract words (i.e., responses from any effector occurring although they should 
have been inhibited). In the cases of perfect accuracy, which results in infinite d’ values, the accuracy was esti-
mated as half way between the best value of the corresponding tDCS condition and 100% accuracy to preserve the 
order of the subject performance ranking. Reaction times exceeding two standard deviations within each session 

Figure 1. Task design. In the case of a concrete verb (e.g.,“greifen” = “to grab”), participants had to respond to a 
shape by pressing a hand button or a foot pedal depending on the shape’s corners (here: pointed corners).
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and response effector were eliminated. This was motivated by the effect that learning and responses with different 
body parts have on reaction times54 and accuracy14. Data points from one session of one subject were excluded 
because the related d’ value exceeded two SD across all d’ values.

For reaction time analysis, the following four factors were employed in the linear mixed model using the 
package lme455 run on R56: tDCS condition (anodal, cathodal, and sham), response effector (hand, foot), verb 
type (hand, foot) and semantic discrimination performance expressed as median split d’ values (high, low). High 
and low d’ indicated higher and lower performance, respectively. d’ values were calculated per subject and per 
single session, so each subject could score differently depending on the performance in each of the three sessions. 
As literature evidence shows inconsistencies in the presumed opposite modulatory effects of anodal and cathodal 
stimulation (see Discussion section), we opted for the sham condition as a neutral and more adequate control 
condition. We a priori sum contrasted all fixed effects, thus resulting in the following planned comparisons for 
the tDCS factor: anodal versus sham and cathodal versus sham stimulation. The main effects and interactions of 
the four factors were specified in the model as fixed effects. Crossed random effects for participants and items 
were applied. Random effects for participants included random intercepts and random slopes of the four main 
effects and their interactions starting with a maximal, design-driven random effects structure57. The converging 
model with the maximal random effects structure included random intercepts for participants and items as well 
as random slopes of the four main effects for participants. P-values were computed via Wald-statistics approxima-
tion. Post-hoc contrasts of verb type by effector interactions were done for each effector separately to exclude an 
influence of the different latency of hand versus foot responses. The post-hoc tests were performed with lsmeans58 
adopting the Tukey method for multiple comparisons; the confidence level was set at 0.95.

For shape-response accuracy analysis, main effects and interactions between tDCS condition, response effec-
tor, and verb type were specified as fixed effects in a binomial logit model59; random effects for participants 
included random intercepts. As the logit model predicts the probability of a particular outcome, only correct 
responses for concrete verbs were included in the analysis.

Results
Subjects correctly performed the semantic categorization task as indicated by an average accuracy of 91.1% 
(SD = 9.05) in inhibiting responses after abstract verbs and of 93.7% (SD = 10.49) in responding after concrete verbs.

Response effector showed a significant main effect consisting in faster hand than foot responses (p < 0.001; 
Table 1). Semantic discrimination as measured for each participant in each session showed a main effect consist-
ing of significantly faster responses for high versus low verb discrimination accuracy (d’; p = 0.045). A significant 
interaction between verb type and response effector indicated a facilitation effect consisting in shorter reaction 
times for congruent verb-effector pairs (p < 0.001; Figs 2 and 3a). Yet, post-hoc analysis did not result in signif-
icant differences between reaction times for hand versus foot verbs (all p > 0.883). Importantly, there was a sig-
nificant interaction between cathodal versus sham stimulation (c-tDCS), verb type and semantic discrimination 
(p = 0.006). To disentangle this 3-way interaction, data subsets for high and low semantic discrimination were 
created. The main effects and the interactions between tDCS and verb as well as between verb and effector were 
specified in the model as fixed effects. Random effects for participants included random intercepts and random 

Figure 2. Averaged raw reaction times for each response effector following hand (H) and foot (F) verbs; the 
horizontal line shows the median, the box indicate the 25th and 75th percentile and whisker limits are at 1.5 
interquartile range.
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slopes, starting with a maximal random effects structure. The converging model with the maximal random effects 
structure included random intercepts for participants and items as well as random slopes of tDCS main effect and 
of verb-effector interaction for participants (Table 2). A significant main effect of response effector (p < 0.001) 
and a significant interaction of verb with effector pointing to a priming effect were confirmed in both data sub-
sets (p = 0.023 and p = 0.011; Table 2). Crucially, while the cathodal versus sham planned contrast interacted 
significantly with verb in the high semantic discrimination subset (p = 0.003), it did not do so in the low semantic 
discrimination subset (p = 0.190). This significant interaction between cathodal versus sham stimulation and verb 
type consisted in faster responses to prompts following hand verbs in the cathodal compared to the sham condi-
tion (Fig. 4) independently from response effector, while no tDCS effect was observed for foot verbs.

For shape-response task accuracy, a significant interaction of verb with effector (p = 0.004) showing higher 
accuracy for congruent verb-response pairs pointed to a facilitation effect (Fig. 3b, Table 3). Post-hoc anal-
ysis resulted in significantly more accurate hand responses for hand verb primes (p = 0.028) and a trend for 

Formula: log-rt ~ 
DCS*verb*effector*d‘ + (1 + verb + tDCS + effector + d‘|subject) + (1|item)
Fixed parts Estimate Std. Error p-value
(Intercept) 6.521 0.028 <0.001
a-tDCS 0.003 0.015 0.828
c-tDCS 0.000 0.017 0.991
verb −0.001 0.006 0.830
effector −0.060 0.010 <0.001
d’ −0.034 0.017 0.045
a-tDCS × verb 0.002 0.003 0.554
c-tDCS × verb 0.002 0.003 0.389
a-tDCS × effector −0.001 0.003 0.703
c-tDCS × effector 0.001 0.003 0.844
verb × effector 0.009 0.002 <0.001
a-tDCS × d’ 0.018 0.011 0.079
c-tDCS × d’ −0.013 0.013 0.316
verb × d’ 0.001 0.003 0.642
effector × d’ −0.000 0.003 0.951
a-tDCS × verb × effector 0.002 0.003 0.353
c-tDCS × verb × effector 0.001 0.003 0.624
a-tDCS × verb × d’ −0.001 0.003 0.611
c-tDCS × verb × d’ 0.008 0.003 0.006
a-tDCS × effector × d‘ 0.004 0.003 0.198
c-tDCS × effector × d‘ −0.002 0.003 0.512
verb × effector × d’ 0.001 0.002 0.777
a-tDCS × verb × effector × d’ −0.002 0.003 0.541
c-tDCS × verb × effector × d’ −0.001 0.003 0.716

Table 1. Formula and statistical results from the mixed model analysis of reaction times (a-tDCS = anodal vs. 
sham; c-tDCS = cathodal vs. sham). P-values are computed via Wald-statistics approximation and significant 
p-values are shown in bold.

Formula: log-rt ~ tDCS*verb + verb*effector + (1 + tDCS + verb*effector|subject) + (1|item)

Fixed parts
high d’ low d’
Estimate Std. Error p-value Estimate Std. Error p-value

(Intercept) 6.532 0.034 <0.001 6.532 0.031 <0.001
a-tDCS 0.004 0.012 0.748 −0.031 0.027 0.257
c-tDCS −0.013 0.020 0.506 0.048 0.034 0.158
verb −0.003 0.007 0.627 −0.001 0.006 0.911
effector −0.045 0.010 <0.001 −0.070 0.011 <0.001
a-tDCS × verb −0.001 0.004 0.753 0.003 0.004 0.490
c-tDCS × verb 0.012 0.004 0.003 −0.005 0.004 0.190
verb × effector 0.009 0.004 0.023 0.008 0.003 0.011

Table 2. Formula and statistical results from the mixed model analysis of reaction times in the subsets with high 
(left) and low (right) semantic discrimination (d′). P-values are computed via Wald-statistics approximation and 
significant p-values are shown in bold.
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significantly more accurate foot responses for foot verb primes (p = 0.059). Also, the interaction between cathodal 
versus sham tDCS, verb type, and response effector approached significance (p = 0.050). To follow up this inter-
action, models including the main effects and the interaction of verb with response as fixed effects and random 
intercepts for participants were separately applied to the cathodal and the sham condition: while the interaction 
remained significant in the sham condition (p = 0.003), it was not significant in the cathodal condition (p = 0.987) 
indicating a loss of the priming effect regarding accuracy (Fig. 5). Follow-up analysis showed the presence of a 
significant priming effect also in the anodal condition (p = 0.013), with p-values surviving post-hoc Bonferroni 
multiple comparisons correction.

Discussion
Beyond a predictable advantage of hand over foot reaction times likely due to nerve conduction speed54 and to 
practice, a priming effect of verb type on response latency and accuracy emerged, whereby the latter was statisti-
cally mainly expressed by hand verb primes. Together with previous results showing limb-specific facilitation in 
response latency with a similar task paradigm60, the present findings indicate a somatotopically localised engage-
ment of hand and foot motor cortices in processing body-related verbs as hand/foot-verbs seem to recruit the 
related hand/foot motor area in a faster and more accurate way. Motor simulation1,2 appears a plausible mecha-
nism underlying this facilitation effect. Crucially, in case of high semantic discrimination cathodal stimulation of 
the hand motor cortex accelerated responses for hand but not for foot verb primes.

Previous studies have shown interference effects to precede facilitation effects by varying the time-lapse 
between verb presentation and action onset. A systematic review of studies focussing on hand-related expressions 
showed that single word presentation of hand verbs delays hand responses in early time-windows (up to 400 ms) 

Figure 3. Priming effect across tDCS conditions on reaction times (a) and shape-response accuracy measures 
(b). Estimates and confidence intervals for verb type (H = hand, F = foot) and response effector.

Figure 4. Estimates and confidence intervals for tDCS and verb type (H = hand, F = foot) on logarithmically 
transformed reaction times for the subgroup with high semantic discrimination.
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and subsequently facilitates them between 450 and 750 ms11. This agrees with the neurocomputational perspec-
tive that the time-window up to half a second after verb onset is accompanied by neuronal decrease of firing rate 
in the premotor cortex, whereas a facilitation time-window from half a second to about a second is related to 
more rapid neural reaction61. Early interference and subsequent facilitation thus constitute a temporal dynamics 
with which online stimulation as applied in the present study interacts.

A plausible mechanism underlying faster responses for hand verb primes is that the cortical inhibitory effect 
of cathodal stimulation (see Introduction) selectively decreased cortical motor activation induced by hand verb 
processing and by hand response preparation. Although the present task design does not provide direct meas-
ures of interference, task timing and reaction time improvement suggest reduced interference between verb pro-
cessing and motor preparation as triggered by concrete words. Differential engagement of hand and foot motor 
areas in concrete versus abstract verb processing has already been found around 200 ms after word onset9, thus 
conceivably leading to early response preparation in the present design. From a neurophysiological perspective, 
concurrent linguistic and motor (preparation) processes appear to compete for common neural resources. This 
is suggested by reduced cortical excitability19 and decreased motor-related activity accompanying the overlap 
between hand/foot-related word processing and congruent limb action execution/preparation12–14,62. Accordingly, 
a cathodally induced decrease in cortical excitability may have reduced competition by shifting activation 
dependent on hand verb processing and hand response preparation to a below-threshold state. Reduced inter-
ference thus possibly led to an earlier onset of priming and faster hand responses. In line with our findings, the 
application of theta burst TMS to the left hemispheric hand-related motor cortex, a technique known to reduce 
cortical excitability63, shortened hand reaction times to hand verbs compared to right hemispheric stimulation64. 

Figure 5. Estimates and confidence intervals for verb type and response effector in the sham (left) and cathodal 
(right) condition. Note the absence of priming in accuracy measures with cathodal stimulation.

Formula: accuracy ~ tDCS*verb*effector + (1|subject)
Fixed parts Odd ratios Std. Error p-value
(Intercept) 82.080 0.209 <0.001
a-tDCS 1.156 0.114 0.204
c-tDCS 1.194 0.116 0.128
verb 1.055 0.078 0.499
effector 1.024 0.078 0.767
a-tDCS × verb 0.967 0.114 0.766
c-tDCS × verb 0.982 0.115 0.876
a-tDCS × effector 1.072 0.114 0.544
c-tDCS × effector 0.981 0.115 0.869
verb × effector 1.254 0.078 0.004
a-tDCS × verb × effector 1.145 0.114 0.236
c-tDCS × verb × effector 0.798 0.115 0.050

Table 3. Formula and statistical results from the mixed model analysis of shape-response accuracy. Significant 
p-values are shown in bold.
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Altogether, results suggest that externally-induced decline in cortical excitability may disrupt verbal-motor inter-
ference and allow faster cortical recovery processes.

Cathodal stimulation and improved semantic discrimination also resulted in faster foot responses to hand 
verbs, thus impairing priming on reaction time. One possible explanation is that reduced activation of the 
hand-related motor cortex liberated the foot motor cortex from lateral inhibition65,66. Also, results show a sig-
nificant inverse relationship between semantic discrimination and response latency: while a causal relationship 
cannot be directly deduced, increased verb categorization accuracy accelerating responses appears a more plau-
sible interpretation than shorter response latencies improving semantic accuracy. Faster foot responses to hand 
verbs may thus depend on a combination of beneficial cathodal stimulation effects on hand verb processing and 
improved semantic discrimination performance.

Effects of transcranial direct current stimulation are highly dependent on the state of the subject during stim-
ulation67. It has been proposed that tDCS interacts with the level of excitation of the system, driven by the task to 
shape the final result37. The present paradigm required discriminating between concrete and abstract verbs, which 
likely implicates internal simulation of motor behaviour, as confirmed by the presence of priming. Enhanced 
cortical motor recruitment for concrete compared to abstract verbs9,22,24,68 hints at stronger simulation processes 
accompanying the former. Improved semantic discrimination between concrete and abstract verbs may thus 
reflect inherent enhanced simulation. Although it may be argued that other parameters can influence discrimi-
nation accuracy (e.g., attention), it cannot be excluded that they do so by modulating simulation processes. Our 
finding of a dependence of cathodal effects on semantic discrimination suggests that simulation needs to be 
strong enough to allow down-modulation. Interestingly, cathodal tDCS has been shown to decrease MEP ampli-
tude of about 30% at rest and of 50% during motor imagery69. Also, cathodal stimulation of the left motor cortex 
improved coherent motor perception in a complex but not in a simple movement perception condition36. These 
task conditions likely differ in amount of cortical motor recruitment. Altogether, enhanced cortical activation 
induced by stronger simulation processes (i.e., better versus worse semantic discrimination) may thus boost the 
effect of cathodal stimulation.

Cathodal stimulation eliminated priming in accuracy measures and, concomitantly to improved semantic 
discrimination, impaired it on reaction times (compare p = 0.023 in the high d’ subset model versus p < 0.001 
in the main model). Dissociation between the impact of stimulation on response accuracy and latency emerged 
also in other studies focussing on action-related words. Cortical motor cathodal stimulation reduced accuracy 
of associations between novel words and the appropriate action-related information, whereas it had no impact 
on reaction time33. Cortical premotor repetitive TMS eliminated semantic priming on accuracy for hand verbs 
while it only reduced priming on reaction time70. While these results suggest stronger susceptibility of accuracy 
measures of priming to neuromodulation, the reasons for that remain to be determined.

No effect of anodal compared to sham stimulation was observed. The polarity effect of tDCS on direct cortical 
excitability measures like MEP amplitudes appears to fade on behavioural measures71. The presence of cathodal 
but not of opposite anodal effects was previously reported in action word learning33 and motor imagery69 using 
the same electrode montage as in the present study. One reason for the lack of anodal influence in the current 
study may be an induced ceiling effect in cortical excitability preventing further modulation by cognitive pro-
cesses. The interplay between tDCS and a linguistic task may affect performance measures in a different and more 
complex way than cortical stimulation alone, thus disrupting tDCS polarity effects.

One limitation of the present study is the lack of objective measures such as MEPs, which renders the inter-
pretations concerning the state of cortical excitability speculative; MEP recording, however, would have not 
been possible without interfering with the tDCS protocol. Also, tDCS over the foot motor cortex might have 
well complemented the present double-dissociation paradigm, although at the cost of a resulting 5-way inter-
actions with difficult interpretability. While a more homogenous right-foot lateralization across subjects would 
have been desirable, the inclusion of response effector as random slope per subject in the mixed linear model 
(see Methods section) in part mitigates this as it allows the effect of response effector to vary across subjects. 
Finally, while the categories of hand and foot verbs were matched according to length, frequency, imageability 
and familiarity, the abstract verb category could not be completely matched except for familiarity. Although this 
might imply that the effects found are not unequivocally dependent on performance in semantic discrimina-
tion, Supplementary Fig. S1 suggests that neither word frequency nor word length were reliable criteria for the 
distinction between abstract and concrete verbs, which argues for the adequacy of the semantic discrimination 
task design.

To conclude, the present study shows that cathodal stimulation of the hand-related motor cortex can specif-
ically modulate hand-verb processing, whereby the strength of internal simulation processes appears to further 
affect this modulation. Verbal-motor interaction has typically been investigated by means of tasks focussing on 
the lexical/literal/syllabic versus semantic/syntactic dimension. However, our results hint at action comprehen-
sion being not an all-or-none phenomenon72 and point to the determinant role of an additional dimension such 
as semantic processing depth. Assessing individual effective motor simulation may result in finer tests of lin-
guistic grounding theories and may provide information on the impact, rather than complementarity, of motor 
resonance on linguistic understanding. Facilitatory effects of tDCS, which is not aimed at virtually lesioning 
the cortex, are indicative here and possibly applicable to aphasia73 in a supportive and preventive therapeutic 
approach.
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