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ABSTRACT 

The availability of big data at universities enables the use of artificial intelligence (AI) systems in almost 

all areas of the institution: from administration to research, to learning and teaching, the use of AI systems 

is seen as having great potential. One promising area is academic performance prediction (APP), which is 

expected to provide individual feedback for students, improve their academic performance, and ultimately 

increase graduation rates. However, using an APP system also entails certain risks of discrimination 

against individual groups of students. Thus, the fairness perceptions of affected students come into focus. 

To take a closer look at these perceptions, this chapter develops a framework of the "perceived fairness" of 

an ideal-typical APP system, which asks critical questions about input, throughput, and output and, based 

on the four-dimensional concept of organizational justice (Greenberg, 1993), sheds light on potential (un-

) fairness perceptions from the students' point of view. 

Keywords: Organizational Justice, Fairness, Academic Performance Prediction, Dropout, Study Success, 

Students, Perceptions, Accountability, Input Data, Explainability, Interventions, Algorithmic Design 

 

INTRODUCTION 

Students' academic learning and work are increasingly taking place online or on digital learning platforms. 

With the digitization of examinations and administrative processes, higher education institutions generate 

large amounts of data. The so-called big data enables artificial intelligence (AI) technologies, such as 

machine learning (ML), to predict academic performance in higher education (Alyahyan & Düştegör, 2020; 

Daniel, 2015). Some of the attested potentials are already being realized via automated admission systems, 

such as Parcoursup in France (Frouillou et al., 2020), automated grading (Kotsiantis, 2012), support for 

administrative or research tasks, and learning analytics (Daniel, 2015; Ekowo & Palmer, 2016). The latter 

includes a wide variety of applications that enable, for example, real-time performance feedback and advice 



HOW IS SOCIALLY RESPONSIBLE APP POSSIBLE? 

 

3 

 

or performance prediction of exam and study performance. Higher study success is expected to materialize 

through dropout and performance prediction systems, ultimately preventing student dropouts (Arnold & 

Pistilli, 2012; Attaran et al., 2018). 

However, the use of big data and AI systems in higher education always carries several risks and may lead 

to potential damages of material (i.e., misallocation of resources) and social nature. For instance, one 

primary concern is that the data will inherently contain biases, that the algorithms themselves will thus 

perpetuate or even produce stereotypes, and therefore have discriminatory effects on particular students 

(Attaran et al., 2018; Ekowo & Palmer, 2017; Fazelpour & Danks, 2021). To take an example from higher 

education, prospective students could conceivably be disadvantaged in an automated admission process 

because they belong to a population that is statistically less likely to graduate (Muñoz et al., 2016). In this 

sense, the fairness aspects of algorithmic decision-making (ADM) are increasingly receiving attention in 

interdisciplinary research activities (e.g., Lee, 2018; Shin & Park, 2019; Starke et al., 2021). Many scholars 

have focused on the distribution of goods and their translation into different mathematical fairness notions 

(e.g., Verma & Rubin, 2018). Recently, however, the focus has shifted to individual perceptions of fairness, 

which are becoming more important in examining the public understanding and acceptance of AI systems 

and the legitimacy of AI-driven decision-making (Simmons, 2018; Wong, 2020). Therefore, we bring to 

the fore students' fairness perceptions of algorithmic decisions in higher education. Consequently, using an 

academic performance prediction (APP) system as an example, we analyze in this chapter the fairness 

challenges involved in the use of such systems in higher education that a) need to be considered in 

implementing APP within academic institutions and b) need to be investigated by conducting empirical 

research before and during the said implementation process. To this end, we refer to the four-dimensional 

concept of organizational justice (Greenberg, 1993), which is concerned with designing intra-organizational 

decision-making processes to achieve or maintain the highest possible satisfaction and commitment of 

organizational members. 

Accordingly, the question arises of how universities can use data-driven technologies in an attempt to make 

internal decision-making processes more streamlined and effective while maintaining the commitment of 

their members (i.e., administrative staff, lecturers, and especially students). This chapter aims to tackle this 

puzzle by suggesting a conceptual framework of perceived fairness integrated within the implementation 

process of APP in higher education. In constructing our framework, we highlight intricate and controversial 

choices concerning the input, throughput, and output of systems of APP that relate particularly to the 

decisions underlying data, algorithms, outcomes, and communication of the individual choices within the 

process. Subsequently, we illustrate the potential pitfalls of the imprudent implementation of performance 

prediction, raise important research questions to be addressed, and offer recommendations for its socially 
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acceptable usage. For this, we sketch an ideal-typical performance prediction system and argue from the 

perspective of distinct organizational stakeholders to identify the features (e.g., data, procedures, and 

communication) of a socially responsible APP system and how the characteristics of these elements should 

be optimally designed to optimize perceived AI fairness. The stakeholders we focus on are primarily 

students as they are directly affected by the APP system. Secondarily, we refer to the university 

administration, which has to decide on the actual implementation and application of the system. Lastly, we 

also reflect on the role of lecturers, although they are indirectly affected by the system. 

With the four fairness dimensions in mind, this chapter contributes to the essential question of the social 

acceptability of using AI systems for performance prediction in higher education institutions. Thus, existing 

considerations on the perceived fairness of AI systems are extended to the scope of higher education. 

However, concerning oneself with fairness helps derive further insights for developing and implementing 

AI systems at universities, as such systems are expected to be used globally. Eventually, our analysis and 

the theoretical framework of the practice of fair academic performance prediction provide a foundation to 

inform useful future policies and research for policy-makers, administrators, and researchers in higher 

education. 

ACADEMIC PERFORMANCE PREDICTION 

The use of digital learning and teaching processes on the one hand and the digitalization of performance 

data, on the other hand, are causing a rapid increase in the amount of data at universities (Daniel, 2017; 

Dede et al., 2016; Liebowitz, 2017). The potential applications thus extend to almost all university areas, 

as long as these data are available. Moreover, processes in administration, management, research, or 

learning analytics are automated or supported by algorithmic recommendations, predictions, or decision-

making (Daniel, 2015; Keller et al., 2019). For example, using student data, predictive analytics predict 

performance and grades for individual exams, entire modules, or even entire courses of study (Alyahyan & 

Düştegör, 2020; Askinadze & Conrad, 2019). Instead of performance prediction, universities can also use 

dropout prediction. Here, the focus is not directly on the expected performance, but the aim is to predict the 

probability that a student will not complete their studies (Askinadze et al., 2018; Aulck et al., 2016). The 

performance or dropout prediction systems are based on historical data of previous academic performance 

and the actual dropouts of former students, which can be supplemented by socio-demographic data (Olaya 

et al., 2020). These data are then used to train ML algorithms to make more or less precise predictions about 

current students' success. Consequently, warnings or intervention recommendations based on this 

algorithmically derived information should improve student success and thus increase graduation rates 

(Attaran et al., 2018; Daniel, 2015; Yanosky & Arroway, 2015). Predictions make it possible to provide 

students with individualized feedback and targeted counseling services. Further, limited resources 



HOW IS SOCIALLY RESPONSIBLE APP POSSIBLE? 

 

5 

 

(financial, material, and human resources, e.g., in the form of support workshops) can be used more 

efficiently, especially for students who need them the most (Ekowo & Palmer, 2016; Muñoz et al., 2016; 

Yanosky & Arroway, 2015). The use of predictive analytics, in particular, should offer the opportunity to 

strengthen student retention in the university as well as drive a more robust social commitment of student 

behavior toward the university (Sclater et al., 2016). Corresponding systems are already in use worldwide: 

from the US at Georgia State University (Ekowo & Palmer, 2016) and Purdue University (Arnold & Pistilli, 

2012) to Germany (Berens et al., 2019; Kemper et al., 2020), Bangladesh (Ahmed & Khan, 2019), and 

Australia (Adams Becker et al., 2017; Sclater & Mullan, 2017). 

However, the use of APP systems is not viewed exclusively positively. A typical problem with big data 

analyses is collecting, selecting, and processing personal data and ensuring privacy and data protection 

issues. Often, the persons affected are unaware of how and where their personal data are stored and for 

what purpose (Daniel, 2015; Hamoud et al., 2018). Another problem that can arise from the data basis is 

the reproduction of existing stereotypes. On the one hand, the historical data used may already have a bias, 

affecting the algorithmic performance prediction decision (Fazelpour & Danks, 2021; Muñoz et al., 2016). 

On the other hand, the algorithmic procedures can also discriminate themselves, for example, by using 

protected, respectively sensitive, attributes for the prediction (such as gender or ethnicity), which should 

not influence the algorithmic decision (Calders & Žliobaitė, 2013; Dwork et al., 2012).  

APP-FAIRNESS IN THE EYE OF THE BEHOLDER: A PROPOSAL 

The risk of discrimination and the systematic disadvantage of particular groups of people speaks to the 

potential social damages of ML and is one of several critical issues from which perceptions of unfairness 

can arise. For instance, discriminatory systems have received public attention, such as the COMPAS system 

used in US courts to predict the likelihood of recidivism of offenders that systematically assigned black 

offenders a higher likelihood (Angwin et al., 2016). Such incidents have fueled public and academic debates 

about the fairness of AI, machine learning, and ADM. The scientific literature, especially the computer 

science literature, is mainly concerned with fair distributions and how these can be guaranteed through 

algorithmic decisions that translate different distributions into mathematical notions (Dwork et al., 2012; 

Verma & Rubin, 2018).  

However, there is no universal definition of fairness. There are rather distinct ideas and concepts of fairness 

that differ from context to context (Wong, 2020), especially from individual to individual, depending on 

distinct normative conceptions and ethical considerations (Binns, 2018). Therefore, research on perceptions 

of fairness and their social consequences has gained attention in recent years (Grgić-Hlača et al., 2018; Lee 

et al., 2019; Saxena et al., 2020). To systematize and define fairness perceptions, these works mainly refer 
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to the concept of organizational justice (Greenberg, 1993). The transfer of the fairness concept from human 

decision-making processes to AI-supported intra-organizational decisions makes it possible to look at the 

consequences for the institutions making the decisions, in our case, the institutions of higher education. 

Such an endeavor is critical in light of the hope mentioned above for improved student retention (Sclater et 

al., 2016). As Marcinkowski et al. (2020) suggest, (un)fairness perceptions concerning an AI system can 

have a negative impact on the support toward the higher education institutions. Such findings suggest that 

irrespective of conceptual considerations, formally fair systems (i.e., relying on conceptually fair formulas) 

may have unintended social consequences and may thus lead to fairness perceptions that deviate from 

formal fairness notions. Eventually, instead of the hoped-for higher academic success and higher graduation 

rates, in the worst case, this may lead to reputation losses of the higher education institution or student 

withdrawal, leading to fewer students and consequently to fewer financial resources. Such potential 

consequences are additional important reminders that speak to the possible damages of the imprudent 

implementation of APP within the academic context and thus require careful consideration and concomitant 

research (Data Ethics Commission, 2019; Zweig et al., 2018).  

The framework proposed in this chapter for evaluating fairness perceptions of AI, elaborated for the use 

case of academic performance prediction in German higher education, is based on the concept of 

organizational justice (Greenberg, 1987, 1990, 1993) and the four dimensions of perceived fairness located 

therein: (1) distributive fairness, (2) procedural fairness, (3) interactional fairness, and (4) informational 

fairness. 

Distributive Fairness 

The first dimension, distributive fairness, is concerned with the perception of the validity of outcomes 

(Cropanzano et al., 2001), that is, whether a person perceives a decision or consequence as correct. For 

instance, we assume that a decision is perceived as fair if it agrees with the self-assessment of the person 

affected and appears appropriate in this sense. In the context of APP, this refers to whether the AI's forecast 

of a student's performance is perceived as valid or whether a student feels systematically disadvantaged by 

the prediction and subsequent interventions. Thus, the perception of fair distribution can vary between those 

affected and depend on different normative assumptions concerning desirable distributions. For instance, 

according to equity theory (Adams, 1963, 1965), people may value the outcome of distribution in relation 

to their input provided (Tyler, 2000). Thus, if one considers different distributions of the interventions that 

can be distributed as a result of the APP (e.g., remedial offers or tutoring courses), it would consequently 

be conceivable that particularly high-performing students may (also) be expected to be entitled to additional 

support. In addition to this equity principle, Deutsch (1975) distinguished between two more distribution 

norms. When distributed according to the equality principle, every student would receive the same 
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resources, regardless of the APP result. Under a need-based distribution, students who are particularly in 

need receive the most resources. In addition to the question of which distribution norm is perceived as fair 

by the majority of the student body, the question arises of how the respective distribution norm should 

subsequently be implemented. For instance, how is need defined, and are there different increments or even 

limits to students' needs? 

Moreover, perceptions of unfairness may relate to the distribution of resources and the categorization of 

students by the APP system, which serves as a basis for the respective distribution. For example, AI methods 

can recognize patterns in data and then either divide the individual cases into categories, put them in a 

particular order (scoring system), or assign them a risk rating (Zweig & Krafft, 2018). An example of 

categorization is provided by the algorithm used by the Public Employment Service Austria (AMS), which 

classifies unemployed persons into three categories: (1) job seekers who are readily employable in the labor 

market without the need for additional support measures, (2) people who can be helped to find a job through 

support measures, and (3) people who are unlikely to find a job in the foreseeable future, even with further 

support. This categorization aims to use limited resources as efficiently as possible, meaning that people 

assigned to the second group receive all support resources, while the other two groups receive none 

(Allhutter et al., 2020). Transferring these categories to the decision of the APP system makes it clear that 

unfairness perceptions can also be evoked when students are denied support offers because they are certified 

as performing either "too well" or "too poorly." 

The potential divergence between self-assessment, subjective expectations, and the results and 

consequences of APP hints at a potential conflict when the university's administration confronts students 

with unanticipated, error-prone, and potentially inexplicable decisions. Students may perceive decisions as 

valid and thus fair only when these decisions overlap with their self-assessment and as invalid and unfair 

otherwise, eventually questioning the entire idea of implementing algorithmic performance predictions. 

Procedural Fairness 

Procedural fairness focuses not on the outcome itself but on the specific design and elements of the whole 

process involving AI applications that lead to a predictive result and a respective decision (Colquitt, 2001; 

Thibaut & Walker, 1975). Leventhal (1980) indicated various criteria for this, which are intended to ensure 

procedural fairness. These are consistency, bias-suppression, accuracy, correctability, representativeness, 

and ethicality. The criterion of consistency deals with a decision-making process that is always the same 

through the APP system. In this area, AI and computer technology, in general, are supposed to have 

advantages because, unlike human decision-makers, as long as the system runs, there are no issues of 

fatigue, reduced or misguided attention, and careless mistakes (Kaibel et al., 2019; Lee, 2018). Algorithms 

should also guarantee a higher degree of neutrality in the decision-making process (Araujo et al., 2020; 
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Logg et al., 2019). Therefore, the APP system judges presumably objectively and free of personal interests, 

interpersonal influence, or other biases that can usually be observed when humans interact. The accuracy 

of an APP system, must be guaranteed by ensuring that it functions technically correctly and that the 

incoming data are complete and error-free. This also includes that the data meet a representativeness 

requirement and that all relevant parties, especially minorities, can express their free opinions in the 

decision-making process and that their values and concerns (Lee et al., 2019) as well as ethical principles 

are taken into account (Slade & Prinsloo, 2013). Regarding issues of correctability, Thibaut and Walker 

(1975) also emphasized the possibility of participation in the decision-making process. Questions about the 

external human oversight of technical systems and the possibilities of human intervention in the decision-

making process arise here (e.g., human-in-the-loop vs. out of the loop; Amershi et al., 2014; Holzinger, 

2016; Starke & Lünich, 2020). In special cases, decisions derived from APP must be overturned, for 

instance, when it becomes evident that a mistake in the dataset leads to an unfavorable outcome for a 

student. According to the literature, it is imperative to ensure the accountability for decisions made by AI 

systems in this context (Busuioc, 2020; Diakopoulos, 2016), which becomes especially important in the 

context of responsible AI deployment that intervenes automatedly and determines the life trajectories of 

students in higher education. 

Interactional Fairness 

The third dimension of interactional fairness relates to personal interactions between decision-makers and 

the perception of fair treatment of their subjects (Acikgoz et al., 2020; Bies & Moag, 1986). In higher 

education, this relates to the ethically appropriate handling of students and decisions that affect them in the 

APP process. The focus here is on the appropriate treatment (i.e., dignified and respectful) of those affected 

(Cropanzano & Greenberg, 1997; Tyler, 2000). Interactional fairness thus also deals with the ethical 

standards and moral challenges of the use of an APP system. First and foremost stands the question of 

whether and in what form machines should make moral-laden and consequential decisions at all (Awad et 

al., 2018). If the decision is to make use of APP, decision-makers must ensure that the students feel valued 

and appreciated as subjects. However, such decisions may bring questions of perceived data security and 

privacy violations to the fore. Accordingly, when developing an APP system, it is important to consider 

which data students consider most important and which data they are willing to disclose in terms of the 

expected benefits of the performance prediction system (Altman et al., 2018; Daniel, 2015; Ekowo & 

Palmer, 2017). Here, administrators and programmers must find a suitable way in each implementation 

case to exploit the potential of AI applications while taking into account the privacy demands and normative 

expectations of students who want to be treated as individuals with dignity. 
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Informational Fairness 

Lastly, informational fairness pertains to the requested levels of transparency and explainability of an APP 

system. In a system that lacks transparent and comprehensible information about predicted performance 

and respective decisions, the risk exists of creating another layer of the so-called black box of AI, whose 

processes and results may not be understandable to students, lecturers, and responsible university 

administrators (Prinsloo, 2020). Consequently, due to the process' impenetrability, there may not be any 

tangible starting points for complaints against perceived unfairness (Shin & Park, 2019). By contrast, 

explanations that explicate and justify a decision can help it be perceived as fair (Bies & Shapiro, 1988). 

Further, a good explainability of the APP system helps both the students and the university to show where 

the sticking points are in their study process (i.e., which factors have a significant positive or negative 

influence on their academic success) so that targeted interventions can be made (Arnold & Pistilli, 2012; 

Attaran et al., 2018; Daniel, 2017). Furthermore, only a transparent presentation of the functioning of the 

APP system enables a well-founded opinion to be formed about the underlying decision-making process as 

a whole. This requires information, for example, about the input data, the fairness criteria used, or even 

who has access to the results of the APP system. Although studies indicate that transparency can in principle 

lead to higher perceived fairness (Perez Vallejos et al., 2017; Wang, 2018), it is first necessary to determine 

how much transparency is desired by students in the first place, in light of the complex ML techniques 

underlying AI systems, which are generally not understood by ordinary citizens. Accordingly, it cannot 

necessarily be assumed that maximizing transparency and explainability is always possible and invariably 

leads to higher perceived informational fairness by default (de Fine Licht & de Fine Licht, 2020).  

ADJUSTING SCREWS IN THE DEVELOPMENT AND IMPLEMENTATION OF AN 

ACADEMIC PERFORMANCE PREDICTION SYSTEM 

In developing a socially responsible APP system that takes particular account of students' interests, several 

adjustment screws need to be carefully set. For this purpose, it makes sense to look at the different levels 

of the development of an APP system individually. Therefore, in what follows, we consider the input, 

throughput, and output phases of an APP system and raise critical questions regarding the human-centered 

design of the socio-technical AI system (Lee et al., 2017; Shneiderman, 2020). In this regard, different 

stakeholders become relevant in each phase, as they influence the selection of methods and implementation, 

and thus interact with the APP system (Kitchin, 2017; Shin, 2019). In addition to the students, these also 

include faculty, computer scientists and decision-makers within the university. Unlike many scholars who 

argue from the perspective of computer science and highlight important issues and decisions at the level of 

technical development (Lepri et al., 2018; Veale et al., 2018; Zweig et al., 2018), we want to foreground 
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students' perceptions. Therefore, in the input phase of our framework (see Figure 1), we do not focus on the 

mathematical or computer science development of the algorithm; instead, we examine the aspects on which 

students can form an opinion, such as the degree of complexity of the ML model or which input data should 

be taken into account (Zweig et al., 2018). During the throughput phase, the training data are merged with 

the selected methods, and quality criteria (Zweig et al., 2018), such as selecting an appropriate fairness 

notion and security precautions for the APP system, are defined. Lastly, considering the output phase, it is 

necessary to discuss interventions that could be derieved from the APP, how the decision concerning such 

interventions is communicated, who is accountable for possible failures of the system, and what can be 

done about any issues.  

As we have already shown, uncovering and addressing ethical concerns is elementary from a university 

perspective to avoid decreasing student retention in the worst case or to optimize it in the best case. The 

concerns of those affected also allow essential conclusions to be drawn about the potential risks and harm 

that could come from an APP system that is not socially responsible. To better assess this risk potential, we 

raise critical questions about the process's input, throughput, and output phases and draw an ideal-typical 

APP system from a normative perspective. Furthermore, we show which fairness dimensions can influence 

relevant points from the students' perspectives. Against the background of the ideal-typical approach, it is 

important to keep in mind that the individual process phases and fairness dimensions are not always distinct. 

Further, various trade-offs imply that not all parameters of the APP system can be maximized 

simultaneously (Binns & Gallo, 2019).  

Figure 1. Framework of perceived APP-Fairness 
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Input 

The first steps in the development and implementation of a socially responsible APP system address the 

question of the actual purpose and goal of the system. The foundation of the APP system must then be laid 

by selecting an appropriate ML model, operationalizing student performance, and determining the required 

input data. 

Problem Specification of the Academic Performance Prediction System 

At the very beginning of the APP system development process, according to Fazelpour and Danks (2021), 

there is a need for “problem specification” (p. 4; see also Berendt, 2019; The Institute for Ethical AI in 

Education, 2021). From this specification, potential discrimination may arise immediately. Concerning the 

APP system, the central problem the system is supposed to solve and the goal it is pursuing must be 

identified. For example, an APP system can predict students' performance (e.g., Alyahyan & Düştegör, 

2020), and closely related to this is the option of predicting dropouts (e.g., Askinadze & Conrad, 2019; 

Berens et al., 2019). From the students' point of view, dropout prediction could appear problematic, as this 

prediction implies a certain finality. However, a performance prediction does not necessarily imply a 

consequence but initially only offers information so that further reactions can follow. Besides the problem 

of defining student success, any performance level or likelihood of dropout then needs to be quantified. 

However, since these steps require specific knowledge and value judgments, conflicts may arise (Fazelpour 

& Danks, 2021). Thus, problem specification also connects to whether and in what form the APP should 

be taken by an automated system (Awad et al., 2018), whichis therefore tangential to interactional fairness 

perceptions. In addition to the perceptions and desires of students and university administrators, the views 

of faculty should also be included at this point to ensure that their efforts toward good teaching are supported 

and not undermined by the APP system. 

Machine Learning Models - Black Box vs. White Box Approaches 

Once the use of the APP system is deemed appropriate and the goal is defined and quantified, a decision 

must be made on the ML model to be used. As already mentioned, different types of models can be 

distinguished. From the students' point of view, the distinction between white box and black box models is 

most decisive at this point. Although black box models can often achieve a higher level of accuracy, the 

decision-making process is no longer comprehensible (Gunning et al., 2019). All that is known is what 

input data are fed into the model and what the output looks like. The throughput level, however, remains 

hidden. Rudin (2019) questioned the feared trade-off between the model's accuracy and its explainability 

and argued instead for using models that can be interpreted from the outset (e.g., decision trees). The use 

of white box models enables students and the university to understand the factors of academic success or 
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failure. Further, the transparency gained should positively affect the perception of the informational fairness 

of the APP system (Perez Vallejos et al., 2017; Wang, 2018). As de Fine Licht and de Fine Licht (2020) 

pointed out, what is particularly important here is the justification of the decision (i.e., the output of the 

APP system) rather than the disclosure of the code or the mathematical procedures behind the APP system. 

Accordingly, input features that are ultimately decisive for the APP should be made traceable, since the 

underlying mathematical calculations are usually too complex for people without computational science 

expertise (Dogruel et al., 2020).  

Choice of Input Data 

Once the choice for a particular algorithm has been made, the question arises as to which input data to use 

in training and validating it. It is feared that the selection of data or, in particular, the omission of some data 

(e.g., for reasons of fairness or feared privacy violations) can lead to losses on the accuracy side of the 

prediction system (Machanavajjhala et al., 2011). In this context, Aggarwal et al. (2021) tested different 

algorithms for APP, which they fed either with academic input data with or without non-academic 

parameters (e.g., gender, age, location, and parents' income). They concluded that only a combination of 

both types of data enables the most effective prediction. Nevertheless, against the background of 

interactional fairness, concerns about potential privacy violations should be taken seriously. Such 

considerations also become important in the context of the risk of discrimination and the use of protected 

attributes. Consequently, some researchers call fordispensing with gender and race characteristics 

altogether to allow a higher degree of fairness (Barocas & Selbst, 2016). As a rule, however, this does not 

bring the desired success since correlations between different input variables can serve as a proxy and thus 

merely substitute for the protected attributes (Fazelpour & Danks, 2021; Johnson, 2021). To prevent 

systematic disadvantages through the APP system, high data quality must be ensured. Since discrimination 

can be reproduced by a bias in the historical training data as well as produced by the algorithm itself (Attaran 

et al., 2018; Ekowo & Palmer, 2017; Fazelpour & Danks, 2021), special care must be taken in the selection 

and preparation of the data.  

Voluntariness of Data Disclosure 

To limit the risk of crossing personal privacy boundaries, an important factor may be the voluntary nature 

of participation in the APP. From this perspective, it would be advisable to leave it up to the students 

themselves whether they are willing to provide personal data for the APP system to benefit from the given 

predictions and possibly follow interventions. Thus, Zweig (2019) posited the possibility of escaping the 

system as a crucial influence on the potential harmfulness of the system. Although the author considered 

this approach in terms of society as a whole (e.g., the possibility of going to another university that does 

not deploy an automated APP), we argue that the voluntary nature of participation can have a decisive 
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influence on perceptions of fairness without the need to change universities. This option allows students to 

make an individual cost-benefit calculation as to whether they are willing to be classified by the APP 

system, for example, at the price of offering personal data. Beyond this, however, it must be taken into 

account that ADM systems rely on large amounts of training data and that such data are preferably 

representative of the student body. Thus, should the voluntariness of participation lead to the majority or 

specific groups of students deciding against an automatic APP, this, of course, fundamentally questions the 

need for and benefit from such a system. This is especially true against the background of the already-

mentioned consequences for the respective institution, which, in the worst case could, lead to students 

leaving the university (Marcinkowski et al., 2020).  

Throughput 

To prevent these consequences, however, it is necessary to optimally adjust all parameters of the APP 

system so that the conviction of a socially responsible APP system may push the question of voluntariness 

into the background altogether. From the student's point of view, in the throughput phase, the adjusting 

screws of a socially responsible APP system deal with the security precautions of the system, the 

implemented idea of fairness, and the human–machine interaction between students, the university 

administration, and the APP system. 

System and Data Security 

Ensuring security is a crucial requirement for AI applications in general (Jobin et al., 2019). On the one 

hand, this refers to the security of collecting, processing, and storing personal data and thus addresses some 

of the concerns regarding the privacy violations mentioned. On the other hand, it is important to protect the 

system from possible manipulation (Wirtz et al., 2018). Therefore, on a technical level, it is essential to 

store the data on secure servers and protect the system from hacker attacks, as is required in numerous 

ethical guidelines for AI development (e.g., AI HLEG, 2019; Jobin et al., 2019; OECD, 2021). First, it is 

important to prevent unauthorized persons from gaining access to both the input data (such as exam results) 

and the output of the APP system. This also applies to the requirement for neutrality, as a criterion of 

procedural fairness, to ensure the system's objectivity and prevent the influence of the personal interests of 

unauthorized persons. Second, the conditions of use need to determine the extent to which employees tasked 

with using and maintaining the APP system can access data and ML models, tinker with the data input and 

its processing, or even change its outcomes. 

Choice of Fairness Notion 

Furthermore, a decision must be made regarding which idea of fairness should be implemented in the APP 

system. At this point, above all, the perception of distributive fairness comes to the fore. Since the problem 
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of discrimination by algorithms became apparent, numerous fairness notions have been developed 

(Dunkelau & Leuschel, 2019; Verma & Rubin, 2018) and deployed (Makhlouf et al., 2020; Srivastava et 

al., 2019; van Berkel et al., 2019). Although these are intended to guarantee that the algorithm itself does 

not systematically discriminate against individual groups of people, not every notion is equally suitable for 

every context and/or field of application (Lepri et al., 2018; Wong, 2020). As mentioned in the section on 

distributive fairness, the foremost decision must be which general idea of justice should be pursued. Since 

this objective must be implemented in the algorithm itself, a respective decision significantly affects the 

throughput of the APP system, although it also has an impact on the actual output and the perception of the 

same. In concrete terms, considering the limited resources available at universities, for example, a 

distribution according to need criteria could be considered fair. In this sense, students who need special 

support should be provided with appropriate measures and resources. Once the choice is made on the 

abstract distributional norm need, however, stakeholders sould then determine how best to operationalize 

this norm and which of the numerous fairness notions is best suited to implement this distributional norm 

without discriminating against individual student groups through the APP system. 

Human–Machine Interaction 

Since we understand the APP system as a socio-technical system that is decisively shaped by interactions 

with developers, university administrators, and students, the element of human–machine interaction spans 

across all phases (input, throughput, output) and also becomes particularly relevant for interactional but 

also for informational fairness. Concerning human-computer interaction, a broad strand of literature (e.g., 

Lee & Rich, 2021; Liang & Lee, 2017) focuses mainly on reactions toward computer-based systems, robots, 

and AI within socio-technical contexts. In shaping the interaction between the APP system and the different 

stakeholders, respectful and appreciative interaction is of central importance, especially for the perception 

of interactional and procedural fairness. In addition to the need to consider the students' interests, one issue 

that needs to be addressed at this point is, for example, whether the students, as those affected by the APP, 

are in direct contact with the APP system (e.g., by directly receiving an automated email with the result of 

the APP) or whether the university administrators handle the transmission of the result. Based on two 

studies that address the perception of human and AI-based decisions in the hiring process, Acikgoz et al. 

(2020) concluded that human interaction is recommended when using AI-based decision-making to achieve 

a higher perception of fairness and make the applicants feel more valued. In this sense, the idea of human-

in-the-loop should be revisited (Amershi et al., 2014; Holzinger, 2016; Starke & Lünich, 2020), and various 

considerations must be made that need to be empirically tested in the context of the APP system. For 

instance, it is unclear whether the involvement of lecturers or administrative staff in the process of the APP 

system can actually lead to the desired appreciation and hoped-for success or whether human intervention 
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is somewhat undesirable from the students' point of view. A conceivable scenario would be, for example, 

a liaison lecturer who receives the result of the automated APP getting in personal contact with the students 

to discuss potential interventions (see below). Alternatively, all lecturers could have access to the output. 

Whereas in a negative interpretation, this could lead to (unconscious) prejudices in dealing with the 

students, a positive assessment would highlight the increased awareness of teachers regarding the 

challenges of a student and, consequently, the provision of supportive assistance. From the lecturer's 

perspective, their own autonomy also comes to the fore against the backdrop of human-in-the-loop 

considerations. Thus, excluding faculty from the process could lead to perceived threats to their own efforts 

in teaching and supporting students. 

Output 

Concerning the output, there are again various attributes to consider for a socially responsible APP system. 

In addition to determining the concrete design of the output, this also includes the explainability and 

accountability of the output. Furthermore, possible interventions need to be discussed. 

Output categorization 

First, we revisit the question of the categorization of the output, which is an essential component of the 

perceived distributive fairness of the APP system. On the one hand, this is closely related to the problem 

specification, as the definition of a concrete goal should also consider the desired output (i.e., how many 

and what kinds of performance levels students will ultimately be grouped into). On the other hand, these 

goals and the associated output must also be communicated appropriately. Discrepancies between the 

treatment expectations of the students and the actual prediction and its consequences, in turn, could lead to 

perceived informational unfairness and dissatisfaction (Fazelpour & Danks, 2021). 

As noted above, the implementation of the APP system could conceivably follow a classification along the 

lines of the algorithm used by the Public Employment Service Austria (Allhutter et al., 2020). However, 

we have already pointed out that a division into (1) high-performing students, (2) low-performing students 

with the potential for intervention, (3) and low-performing students who are not seen as having promising 

potential for intervention has great potential for conflict, especially if this means that some students are 

denied support measures. This would be particularly unacceptable if an APP designed in this way created 

incentives for students to intentionally degrade their personal performance to receive additional support 

measures (Fazelpour & Danks, 2021). 

Explainability of Predictions 

The demands for transparency and explainability of AI systems are central to the requirements of various 

ethical guidelines for human-centered AI (Jobin et al., 2019). Here, explainability refers to the output as 
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well as to the entire process of decision-making. To minimize or even better avoid the previously mentioned 

discrepancies between student expectations and actual predictions, the goal of the APP system and the form 

of output to be expected should be clearly communicated. To enable an evaluation of the procedural fairness 

of the APP system, an explanation of the individual elements of the application is needed. In addition to the 

demand for clarification about the basis of the APP system, stakeholders should also disclose what would 

need to be changed to achive a different result next time (Wachter et al., 2017), or precisely what influencing 

factors lead to a good or bad individual APP. Thus, transparency is not exclusively relevant for the 

perception of informational fairness but is also a fundamental condition for assessing the remaining fairness 

dimensions. The focus is on the understandability of explaining the decision-making process and the results 

from the students' point of view. Accordingly, explanations must always be adapted to those affected so 

that they contain an appropriate amount of information from their point of view while reducing the technical 

complexity of the system and presenting it in an understandable way (Kasinidou et al., 2021). Again, it 

becomes clear that the use of interpretable white box models can provide a key advantage at this point, as 

methods such as decision trees directly reveal the factors that are responsible for the outcome (Rudin, 2019). 

Accountability in the Case of Errors and Criticism 

The assumption of important decisions by algorithmic systems instead of human decision-makers makes 

responsibilities opaque. Further, various stakeholders are involved in the process of developing and 

deploying the APP system. Therefore, the question of who should take responsibility for possible wrong 

decisions is often discussed (Wirtz et al., 2018). Especially against the background of the risk of 

discrimination through faulty decisions, the issue of accountability comes to the fore (Busuioc, 2020; 

Diakopoulos, 2016). In terms of correctability, as a criterion of the procedural fairness dimension, having 

a say and appeal against the decision should be possible (Leventhal, 1980; Thibaut & Walker, 1975). 

Therefore, the questions of human-in-the-loop and the design of human–machine interactions are closely 

connected with the accountability of the decision of the APP system. Thus, the users of the system (i.e., the 

decision-makers of the universities) have an obligation to justify and account for both the use of the APP 

system and the resulting predictions and consequences. Furthermore, accountability must be made 

transparent and openly communicated to students about whom they can contact in case of potential criticism 

or problems (Diakopoulos, 2016). 

Interventions Based on Academic Performance Predictions 

Once the APP results come into being, the question arises as to what interventions the university's 

administration deploys to achieve its ultimate goal of increasing study performance and student retention. 

Of course, the prediction of promising interventions is perceivably an additional area for applying ML and 

ADM that goes beyond the APP. However, we do not want to focus on predicting appropriate interventions. 
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More importantly, concerning the crucial perceptions of (distributive) fairness, the framework highlights 

the interplay of potential interventions and the institutional setup of how they are conveyed to individual 

students and what action is subsequently required from them. First, it is critical to discuss the kinds of 

interventions that may emerge from the APP. However, it is important to keep in mind that neither the 

decision of the APP system nor the assignment and implementation of the interventions are meant to replace 

the human efforts of the lecturers. 

In the context of higher education, interventions can be differentiated between academic interventions and 

non-academic interventions. Academic interventions aim to improve academic performance by supporting 

learners in mastering essential scientific skills or content. Non-academic interventions, by contrast, do not 

directly aim to improve academic performance by supporting the learner in achieving academic goals. 

Examples of non-academic interventions are mentoring, helping the student cope with extra-curricular 

activities, and supporting the student in organizing their daily schedule. 

Further, interventions may be divided into generally supportive and sanctioning consequences for students. 

Supportive measures may – depending on the norm of equity or need – include support services and 

measures such as counseling (e.g., psycho-social or work-related guidance); additional courses and tutoring; 

a reward system for high-performing students or students who graduate in standard study time (e.g., 

certificates and honors for excellent students, a Dean's list); and the preferential admission to classes based 

on APP. Sanctioning measures may include debarring students from receiving certain resources or even 

pre-emptive de-registration. The listed measures are not exhaustive, and there is most often a fine line 

between whether a measure is eventually perceived as supportive or sanctioning by students. Thus, any 

measures depicted above may be perceived as supportive or sanctioning depending on their nature of being 

facultative or compulsory and with respect to the self-assessed performance level of a student.  

Moreover, such perceptions may also hinge on how students receive information about their personal APP. 

As Fazelpour and Danks (2021) suggested, "Student support might be determined not directly by an 

algorithm, but rather by an administrator who receives algorithmic guidance. In such cases, the epistemic 

and ethical quality of the overall decision will depend not only on properties of the algorithm but also on 

how people understand and integrate its outputs into their deliberations" (p. 8). Thus, the involvement of 

human administrators needs to be taken into consideration, prompting the need to address the following 

questions: Who contacts students to discuss and assign interventions? When, where, and how do such 

discussions take place? Is the procedure of making contact and assigning interventions standardized or is 

there some leeway for administrators and students? For instance, should faculty members contact students 

(Arnold & Pistilli, 2012), or should they be contacted by specially trained liaison lecturers and social 
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workers? Here, too, issues of fairness regarding privacy, explainability, and correctability of intervention 

decisions arise. 

FUTURE RESEARCH DIRECTIONS 

Regarding APP in higher education, Fazelpour and Danks warned that "morally problematic decisions and 

unjust harms could result from a biased algorithm supporting an unbiased human, an unbiased algorithm 

supporting a biased human, or both being biased" (2021, p.8). Consequently, in this chapter, we raised many 

critical questions regarding the design and implementation of a socially responsible APP system at higher 

education institutions using a framework that highlights specific issues regarding the input, throughput, and 

output phases of the APP implementation process. Although we identified certain screws and suggested 

possible adjustments, the contextually optimal design parameters need further empirical support. As the 

research strand on the perceived fairness of ADM systems grow steadily, it has become apparent that 

perceptions of fairness are very context-specific (Lepri et al., 2018; Starke et al., 2021; Wong, 2020). So 

far, however, empirical studies have often referred to the application context of the COMPAS system (e.g., 

Grgić-Hlača et al., 2018) or hiring processes (e.g., Acikgoz et al., 2020). To the best of our knowledge, only 

the study by Marcinkowski et al. (2020) addresses the perceived fairness of AI systems in the higher 

education context. As perceptions can vary significantly from use case to use case and from affected person 

to another affected person in another context, experimental studies in particular can help clarify the 

questions raised above. As long as the students' perceptions are in the foreground, these studies will also 

offer the possibility of drawing conclusions about other potential AI applications at universities, such as 

algorithmic study admissions, automated grading, or virtual tutors.  

Although we adopted an ideal-typical normative perspective in this chapter, not all attributes of the APP 

system can be optimized without making sacrifices at other levels. Thus, the examination of trade-offs 

should also be considered and enlightened by empirical evidence (Binns & Gallo, 2019; Kieslich et al., 

2021, pre-print). For instance, we have already discussed feared trade-offs between accuracy and 

explainability or between accuracy and privacy. Also conceivable are trade-offs due to the suggested 

voluntary nature of participation in the APP in connection with the system's accuracy since the system 

depends on training with large amounts of representative data. The proposed framework proves fruitful for 

the necessary empirical research that needs to be conducted to adjust the screws in the implementation 

process of APP systems in higher education. 

CONCLUSION 

Against the background of the risk of discrimination by ADM systems and the demands for human-centered 

AI (Jobin et al., 2019; Lee et al., 2017; Shneiderman, 2020), the socially responsible development and 
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implementation of an APP system must take into account the interests of those affected. In institutions of 

higher education, this means the perceptions of students. Therefore, this chapter aimed to outline an ideal-

typical APP system that, on the one hand, points out possible risks of the system by raising critical questions 

about the design of the APP system, and, on the other hand, shows which perceptions of fairness or 

unfairness can be triggered by the adjustment of certain elements in the phases of input, throughput, and 

output within proposed systems. To this end, a conceptual framework of perceived APP-fairness was 

presented, drawing on the established four-dimensional concept of organizational justice (Greenberg, 

1993). Of particular importance is considering the system to be a socio-technical system (Kitchin, 2017; 

Shin, 2019) that continually involves various stakeholders, such as university administrators or students. A 

socially responsible system can only be achieved through the mutual interaction between stakeholders and 

the APP system. For this purpose, we provided a broad overview from the specific objective to the choice 

of ML model to the input data in the first phase. In the throughput phase, security-related aspects of the 

APP system were addressed, and the careful selection of an appropriate fairness notion was emphasized. 

Finally, accountability and explainability were emphasized, and considerations for output categorization 

and potential interventions were provided. We also highlighted avenues for future empirical research. Such 

research should focus on the fine-tuning of individual elements from students' perceptions. In this sense, 

the framework presented here is intended to provide a decisive contribution for decision-makers at 

universities who will sooner or later have to make far-reaching decisions for or against the implementation 

of a wide variety of AI systems at universities.  
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