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Chapter 1

Abstract

Clearance of glutamate from the synaptic cleft is a vital component of synaptic sig-
nal transmission. Excitatory amino acid transporters (EAATs) are secondary active
transporters and feature rapid binding of glutamate and consequent transport into
neurons and glial cells surrounding the synaptic cleft. They actively modulate and
terminate synaptic signal transmission and keep extracellular glutamate concentra-
tion below neurotoxic levels. Under physiological conditions, glutamate flux is cell
inward but can be reversed under nonphysiological conditions, including pathological
conditions like ischemic, hemorrhagic stroke or malign mutations. Pathological con-
ditions can lead to high glutamate concentrations in the extracellular space, which
causes glutamate excitotoxicity due to overstimulation of excitatory synapses, further
escalating these life-threatening conditions. This causality makes the ability to mod-
ulate the activity of EAATs highly desirable.
EAATs transport glutamate against its gradient by cotransport of three sodium ions,
one proton and counter transport of a single potassium ion along their gradients. By
exploiting the energy stored in these gradients, EAATs can maintain a glutamate gra-
dient with nanomolar concentration extracellular and millimolar values intracellular,
with no need for a primary energy source. Additionally, they feature an anion-selective
channel which is chloride conductive under glutamate transport conditions.

Recently, progress has been made in understanding the binding and release of lig-
ands and the associated conformational changes required. This was the result of com-
bining structural data from X-ray crystallography, cryogenic electron microscopy and
molecular dynamic simulations. X-ray crystallographic structures of EAAT1 and the
close relative neutral amino acid transporter ASCT2 as well as archaebacterial homo-
logue glutamate transporters (Glt) GltPh and GltTk were made available over the last
17 years. Notably, those obtained using GltPh exhibit large conformational diversity,
including conformations in the two end states and multiple putative intermediates.
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Based on the published structures, an elevator-like movement of the transport
domain relative to the trimerization domain was postulated, which allows the trans-
port domain to switch between two distinct conformations, outward-facing (OFC) and
inward-facing (IFC). This mechanism is a variant of the alternating access mechanism
and requires, at least, vertical translation across the membrane and rotation of the
transport domain. During this translational-rotational motion, the bound ligand is
moved through the lipid bilayer and accessibility of the binding site is switched. This
mechanism has been initially described for the prototypical elevator-like aspartate
transporter GltPh, but in the following years, numerous transporters were found to
operate according to this mechanism. For the published intermediates, their location
in the conformational landscape and relevance are still up for debate. In particular,
understanding of the formation and physiological role of the anion channel, forming
during transport, is lacking.
To investigate the conformational changes required for the physiological OFC to IFC
translocation of a fully bound GltPh protomer, the “accelerated weight histogram”
(AWH) method was combined with Markov state modeling.
The complete transformational change required for the OFC-IFC transition was cap-
tured and the elevator-like mechanism was characterized as a multistep process. This
includes formation of the anion pore, which is not an obligatory step during transloca-
tion. A possible influence of the lipid bilayer on transport dynamics and pore formation
was found by comparison of asymmetric trimers. Additionally, a previously uncharted
region in the conformational landscape was found, structurally similar to the IFC but
featuring a more accessible binding site.

10



Chapter 2

Introduction

2.1 Glutamate as a neurotransmitter

Glutamate may be best known for its common, and often critically viewed, use as
a taste-enhancing substance in the food industry and less for its role as the major
excitatory transmitter in the mammalian central nervous system. This presence in
the mammalian brain depends on a surprisingly tightly controlled uptake and release
cycle. Its concentration, location and dwell time determine whenever a signal is either
properly mediated or adjacent cells malfunction due to a process termed excitotoxicity
[1, 2]. This neurotoxicity by extended exposure to glutamate might be toxic for neurons
and glial cells due to high calcium influx caused by overstimulation of N-methyl-D-
aspartate (NMDA) and some α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid
(AMPA) receptors which potentially triggers apoptosis [1, 2, 3]. To understand how
extracellular glutamate concentration is kept below neurotoxic level, in the nanomolar
range [4, 5], it is helpful to have a close look at the synaptic cleft. Here, cells with
glutamate sensing and binding proteins are next to cells packed with vesicles, which
are loaded with glutamate concentrations in the millimolar to molar range [6, 7, 8].
During signal propagation rapid release and, equally rapid, clearance of glutamate can
be observed [9, 10]. On one side, the presynaptic terminal, glutamate filled vesicles
are docked to the intracellular side of the cell membrane and await activation, upon
which they fuse with the cell membrane and release glutamate into the synaptic cleft
[10, 11]. These vesicles are loaded by a special type of glutamate transporter, vGLUT.
This transporter exploits a proton gradient between the inside of the vesicles and the
intracellular space, which is maintained by multiple proton pumps [12, 13]. Docking
and fusing with the cell membrane are mediated by large membrane-bound receptors,
[14] which are crucial for rapid and controlled glutamate release. The other side,
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the postsynaptic terminal, is densely packed with arrays of glutamate receptors that
can sense glutamate concentration but lack the ability to remove it. Activation of
ionotropic (AMPA, NMDA and kainate) receptors causes them to become permeable
for sodium, potassium and sometimes calcium ions, this influx of positively charged
ions causes membrane depolarization and contributes to action potential formation
[15, 16]. Additionally, glutamate activates metabotropic glutamate receptors, which
modify neuronal excitability through intracellular biochemical cascades [17, 18, 19].

Since the mentioned glutamate receptors feature no mechanism for glutamate up-
take, an additional family of proteins is needed which removes it promptly due to its
neurotoxicity mentioned above and potential crosstalk if it should reach neighboring
neurons. This is the role of the Excitatory Amino Acid Transporters, short EAATs.

2.2 Excitatory amino acid transporters and family

As their name suggests, their primary function is glutamate transport from the extra-
cellular into the intracellular space under physiological conditions [20]. In total, five
mammalian EAATs are known today, all of them are secondary active transporters and
cotransport three sodium ions plus one proton along with one glutamate molecule into
the cell. For the reverse translocation, they exploit a potassium gradient by counter
transport of a single potassium ion [21, 22]. A special property of EAATs is that all of
them feature an anion channel that requires glutamate binding, but is thermodynam-
ically uncoupled to its transport [23, 24, 25]. Among EAATs family members, their
expression pattern and relative conductance as well as specificity towards glutamate
varies. In terms of extracellular glutamate mediation EAAT2 is the most important
one, it is expressed on astrocytes near the synaptic cleft along with EAAT1 and is
responsible for about 90% of the glutamate reuptake in the brain [26, 27]. There is
some evidence that EAAT1 may play a role during brain maturation as its expression
pattern changes and EAAT2 might not be expressed in astrocytes in early development
stages [28, 29].

EAAT3 and EAAT4, on the other hand, are mainly found on neurons. EAAT4
has a high glutamate affinity but low transport rates, [30] and EAAT3 can transport
the neutral amino acid cysteine [31]. EAAT5 is expressed in retina cells and features
a high chloride conductance and is believed to mediate light responses in depolarizing
bipolar cells through its anion channel activity [32]. Impaired function of these pro-
teins is associated with neurological diseases like Alzheimer’s [33], Parkinson’s [34, 35],
schizophrenia [36], depression [37, 38, 39] and multiple sclerosis [40, 41, 42, 43] prob-
ably due to excitotoxicity or in the case of EAAT3 protection from oxidative stress
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by conversion of cysteine to glutathione (GSH) [44], while upregulation was found
to improve cognitive ability in an Alzheimer’s mouse model [45, 46]. Close relatives
of the EAATs are the alanine, serine, cysteine transporters (ASCT1 and ASCT2),
also heavily expressed in the brain but not limited to it. Other noteworthy relatives
are archaebacterial glutamate transporter from Pyrococcus horikoshii [47] (GltPh) and
Thermococcus kodakarensis [48] (GltTk). While they feature a sequence identity of
only 36% with EAATs [49], their structural and functional similarity is astonishingly
high.

2.3 Mechanism and structure

As mentioned, all EAATs are secondary active transporters, the energy needed to
transport glutamate against its gradient does not come from a chemical reaction like
conversion of ATP to ADP but a chemical gradient, in this case, sodium, potassium
and protons [50, 51, 52]. In the present case, the symport of three sodium ions and
one proton along their gradient supplies the energy needed to transport one glutamate
molecule against its gradient. This is achieved by inducing conformational changes
of the protein into the inward-facing conformation (IFC) which exposes the binding
site to the cytosol. Unbinding of glutamate and the symported molecules completes
the first half of the transport cycle. To reverse the conformational change and reset
the protein in its outward-facing conformation (OFC) EAATs harvest the necessary
energy by transporting a single potassium ion along its gradient from the cytosol
into the extracellular space. The cotransported ions do not only supply the needed
energy to induce the conformational change, but also influence the conformational
equilibrium of a hairpin structure termed hairpin 2 (HP2). HP2 acts as a gate that
shields the binding site from solvent and regulates substrate binding [53, 54, 55]. This
hairpin 2 can change between two metastable conformations, open and closed. In its
open conformation, it allows molecules like glutamate to enter the binding site and
simultaneously blocks movement of the transport domain, thus preventing the switch
between the outward and inward-facing states [56, 53]. In the outward-facing confor-
mation, the binding of a sodium ion to two of the three sodium binding sites (NA1
and NA3) leads to stabilization of the open hairpin conformation and allows glutamate
to access the binding site [57, 58]. The binding of glutamate leads to another shift
in the conformational preferences of HP2, and it may now assume a closed or closed-
like conformation. The third and final, sodium may now bind to the NA2 binding
site which is formed partly by residues in HP2 and TM7 and is assumed to stabilize
the closed hairpin conformation [59, 57, 60]. Analogously, it was shown that, in the
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inward-facing conformation, the binding of potassium shifts the conformational equi-
librium of HP2 towards the closed state and thus enables the protomer to return into
the outward-facing conformation [55]. All EAATs are trimers with two major domains
per protomer, one termed transport domain (TD) and one scaffold or trimerization
domain (SD) [61, 62]. The transport domain features the binding sites for sodium,
potassium and glutamate and is undergoing a huge conformational change which moves
the binding site approximately 20 Å up- or downwards, through the membrane [63].

Figure 2.1: Outward facing (PDB code 2NWX [57], right) and inward facing (PDB
code 3KBC [63], left) conformations of the aspartate/glutamate transporter GltPh.
The black arrow indicates the 20 Å movement of the binding site across the membrane
normal. Transport domain in yellow, trimerisation domain in cyan, lipid headgroups
in orange.

While the transport domain forms the majority of contacts with the lipid bilayer,
it has no direct contact with other protomers. Multiple publications suggest that pro-
tomers show no cooperativity and any conformational change is solely due to binding
and unbinding of sodium, glutamate, potassium and pure chance [64, 65]. The trimer-
ization domain on the other hand is in close contact with its two protomeric copies. It
is assumed that it anchors the protomer in the membrane through interactions with
the membrane and the trimerization interface and acts as a “counterweight” for the
transport domain [63]. Since only insignificant conformational changes of the trimer-
ization domain were observed in crystal structures, it was assumed that its position
relative to the membrane does not change either. Recent coarse-grained molecular
dynamics simulations challenged that theory [66] and cryo-EM structures published
shortly [56] afterwards seem to confirm an upward, respectively, downward movement
of the trimerization domain relative to the membrane, depending on the location of
the transport domain. The motion performed by the transport domain was described
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Figure 2.2: Outward facing (PDB code 2NWX [57], right) and inward facing (PDB
code 3KBC [63], left) conformations of the aspartate/glutamate transporter GltPh.
The black arrow indicates the 37° rotation of the transport domain. Transport domain
in yellow, trimerisation domain in cyan, lipid headgroups in orange.

as a rigid body motion or elevator translocation since crystal structures suggested
that both domains undergo no significant internal reorganization, and the transport
domain slides along the SD up and downwards like an elevator [57, 63]. As mentioned
above the archaebacterial homologs GltPh and GltTk are highly similar to EAATs [67],
they feature the same segmentation into two domains [49] and the same cotransport of
sodium [68], although they do not feature transport of the proton [69]. Also, they do
not rely on the transport of potassium for the inward to outward translocation [69, 68].
But they do feature chloride conductance, which is glutamate-dependent but thermo-
dynamically uncoupled [70], just like described above for EAATs. A thermostabilized
variant of EAAT1 was successfully crystallized in the outward-facing conformation,
and ASCT2 was crystallized in an inward-facing conformation. For GltPh 36 crystal
structures were published, in ligand-bound and unbound states and inward as well as
outward-facing conformations. Additionally, multiple intermediate conformations [71,
72] were published, including potentially open channel conformations [73]. This avail-
ability of structural data, combined with the high structural and functional similarity,
is the reason GltPh was chosen as a model for the mammalian glutamate transporters
and all further research was conducted on it.
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Chapter 3

Methods

3.1 Molecular dynamics simulations

All simulations were run using the GROMACS software package [74, 75] and used
the CHARMM36m force field [76] in combination with the included TIP3 model for
water molecules. Each system was prepared by the following protocol. Initial pro-
tein structures were obtained from the protein data bank (PDB) and prepared using
the MODELLER software package 9.11 [77] to ensure a symmetric trimer. All muta-
tions introduced to aid crystallization were reversed, and missing atoms were added to
ensure that all conformations span the same range of residues. The fixed trimer was
aligned manually, guided by the corresponding model from the OPM database [78], to a
preequilibrated 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) lipid bilayer
in a box of water with approximately 0.5M NaCl and embedded into this bilayer by
utilizing the membed function implemented in GROMACS [79] to obtain a combined
system with a minimum of perturbation. The final box was 145 Å in X and Y plane
and a height of 110 Å, this was enough to have a distance of at least 30 Å between
each protomer and any protomeric mirror image over periodic boundary conditions.
Previous publications, experimentally, established that GltPh is active in a POPC bi-
layer [80] and has been extensively used in in silico studies of GltPh and EAATs [81,
82, 83]. This assembled system was then subject to three rounds of equilibration. In
the first round, all protein atoms were restrained by harmonic potentials in XYZ direc-
tion, phosphor atoms of the lipid head groups were restrained in Z-axis only. Position
restrains on the lipid atoms ensured that the bilayer was not perturbated irreversible
by close contacts between protein and lipids and during a 5 ns simulation lipids and
solvent molecules were able to resolve artifacts from embedding. In the second round,
restrains on lipid atoms were lifted while keeping restrains on all protein atoms, al-
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lowing the system to adapt to the frozen protein structure while keeping the protein
reasonably close to the initial conformation. These simulations were run until the sys-
tem reached a stable density, for most simulations this was reached after about 500ns.
During equilibration runs the pressure was kept at 1 bar using the Berendsen barostat
[84], during production runs the alternative Parrinello-Rahman barostat [85] was used
to obtain canonical sampling. The temperature in all simulations was kept at 310.15K
by the Bussi-Donadio-Parrinello thermostat [85] with velocity rescale [86]. The LINCS
algorithm [87] was employed to constrain hydrogen bonds, water molecules were con-
strained using the SETTLE algorithm [88]. All protein residues were modelled in their
default protonation state. Structural representations of proteins were generated with
PyMOL [89].
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3.2 Enhanced sampling

Since no spontaneous translocations were observed in unbiased MDs started from the
published crystal structures 2NWX [57] and 3KBC [63] an enhanced sampling method
called ”accelerated weight histogram method” (AWH) [90, 91] was employed to enforce
transitions of one protomer, out of three, between the outward-facing and inward-facing
states. The enhanced sampling method ”Accelerated weight histogram method” is an
iterative scheme similar to other enhanced sampling techniques like metadynamics [92]
or umbrella sampling [93]. To start the algorithm an initial estimate of the free energy
fk must be chosen, this can be a simple flat distribution. Afterwards, Nx updates to
the configuration x are performed for a fixed parameter m. A new set of parameters
m′ is selected by a Gibbs sampler and accepted based on the conditional probability
of m′ given the current configuration x.

wm′m(x) = P (m′|x) = e−Em′ (x)+fm′∑︁
twkmt(xt)

(3.1)

The transition probabilities of x → m′ computed as in Eq. 3.1 are used to update a
weight histogram Wk (Eq. 3.2) and reweigh sampled observables as in Eq. 3.3.

Wk ← Wk + wkm(x), ∀k (3.2)

⟨A⟩k =
∑︁

t A(xt, k)wkmt(xt)∑︁
t wkmt(xt)

(3.3)

After NI updates to the weight histogram have been made the free energy estimate
for each k is updated, the adjusted free energy estimate is then used to update the
weight histogram (Eq. 3.5).

∆fk = −ln(
WkM

N
) (3.4)

Wk → Wke
∆fk = N

M
(3.5)

With N being the total number of samples collected and M being the total number of
parameters m visited so far. If f reached the desired accuracy, sampling is stopped,
otherwise, a new m′ is selected and more samples are collected to update W and finally
f . Multiple simulations were started from equilibrated snapshots of 2NWX [57] (as a
model for the outward-facing state) and 3KBC [63] (as a model for the inward-facing
state) with different settings and biased them along two reaction coordinates. For
an overview of known structures and corresponding annotations, see Table 4.2. The
first reaction coordinate is the horizontal distance between the center of mass of the
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transport domain and the center of mass of the trimerization domain, along the X
and Y-axis. This coordinate was introduced to include a possible ”unlocking” [71] of
the transport domain in our description of the transport cycle. The second reaction
coordinate is the vertical distance along the Z-axis between the center of mass of
the transport and trimerization domain, capturing the approximately 2 nm shift of
the transport domain. Due to the system’s non equilibrium character, pressure was
controlled by the Berendsen barostat [84]. Simulations were started with different
energy barrier cut-offs (300 kJ

mol
and 1000 kJ

mol
) and different diffusion speeds (10−4 nm2

ps

and 10−3 nm2

ps
), all simulations are listed in Table 4.1. One favorable property of AWH

is that a single simulation covers the reactions coordinates multiple times, potentially
exploring multiple pathways in a single simulation.

3.2.1 Principal Component Analysis

To obtain a single value that represents the current state of a protomer, principal
component analysis was used. It consists of the construction of a covariance matrix M

with the shape 3N ×3N and is constructed with the XYZ coordinates of each atom of
interest. After diagonalizing M the eigenvectors and corresponding eigenvalues can be
extracted, after reordering according to the eigenvalues the first eigenvector represents
the biggest correlated linear motion in the investigated atom group [94, 95]. The
first eigenvector was visually confirmed to represent a motion reassembling a plausible
translocation, eigenvectors with lower eigenvalues represented smaller fluctuations that
were of no interest.
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3.3 Markov state models

Markov state models are based on transition probabilities between states. It is based
on the assumption that the dynamics of a system, when viewed from the right ”dis-
tance” are ”memoryless”. This distance is called lag time (τ) and describes the time
between two frames which needs to pass for the next step to only depend on the cur-
rent state and not any previous one. A system that fulfills this property is called
Markovian. One advantage is that Markov state models (MSMs) can be built from a
virtually unlimited amount of independent simulations, which suits today’s hardware
capabilities when using compute enabled graphic processing units (GPUs) available at
most high-performance computing facilities. Another advantage is that a valid MSM
describes the system dynamics well beyond the longest timescale of the source simu-
lations. Just like other enhanced sampling methods Markov state models need some
sort of reaction coordinate that describes the process of interest. In the case of MSMs
this reaction coordinate can be derived from the molecular dynamics data and can be
redefined easily during modeling.

3.3.1 Featurization

We computed distances between Cα − Cα pairs of the transport and trimerization
domain using NumPy [96] and MDAnalysis [97, 98]. To reduce redundant calculations,
we excluded highly flexible loop regions and computed only every fifth Cα−Cα pair,
resulting in 770 distances for each frame.

3.3.2 Dimensionality reduction and clustering

As a first approximation, we reused the reaction coordinates of the AWH systems with
no need for further dimensionality reduction. After completion of the first round of
simulations, we used time-lagged independent component analysis (TICA) [99, 100] as
implemented in PyEMMA [101] to reduce the 770 Cα−Cα pairs described previously
down to two dimensions. The number of dimensions to reduce to was determined
visually with the help of an implied timescales plot (ITS) and identification of a gap
between the bulk of components and significantly slower ones. The TICA lag time was
selected using an ITS plot, see Figure 4.13, as well as the shape of the landscape along
the first two components, interpreting an insignificant change of the landscape as an
indication of a small gain in encoded information. The number of cluster centers was
chosen based on the VAMP2 score [102] of Markov state models build with a different
number of cluster centers, see Figure 4.14. While the molecular dynamics simulations
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provided one frame every 40 ps we decided to use only every fifth, resulting in a time
step of 200ps. We assumed this to be justified as frames from molecular dynamics are
highly correlated on short timescales, comparing models build with a time step of 40
ps and 200 ps confirmed that.

3.3.3 Markov state model estimation

Markov state models were built using PyEMMA [101] by utilizing the discretized
trajectories described in the previous section. All models used in this work were built
with a lag time of 50 ns which was chosen based on their implied timescales and data
availability and verified by computing a Chapman-Kolmogorov test (CK test) [103]
for each model.

3.3.4 Adaptive sampling

Given a set of simulationsK a set of transition matrices T can be sampled from which a
standard deviation σ can be derived [104]. To evaluate how adding m new simulations
would change T and σ one can scale σ by K

K+m
, yielding σ̄. After subtracting the scaled

σ̄ from σ, the sum ∑︁
i of each row i represents the expected change of uncertainty

after adding m new simulations starting in state i. To achieve better convergence m

simulations were not started exclusively in the state with the highest ∑︁
i but one for

each top m
∑︁

i. Also using σ2 instead of σ helps to increase the gap between states
with small changes.

3.3.5 Discretization

VAMPNets [105] were recently introduced as an end-to-end alternative to the classi-
cal featurization →dimension reduction →discretization →coarse-graining workflow of
building Markov state models. They are based on Koopman theory [106, 107], which
states that a function exists which transforms a set of non-linear evolving features into
a set of features that do evolve linearly. In this case, a transformation x0 of data X

at time t multiplied by a matrix K should be approximated by a transformation x1 of
data X at time t+ τ with tau > 0 (Eq. 3.6).

x1(Xt+τ ) ≈ K⊤xo(Xt) (3.6)

The matrix K can be derived from the covariance matrices C00 and C01 [108, 109, 110].

C00 = x0(Xt)x0(Xt)⊤ (3.7)
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C01 = x0(Xt)x1(Xt+τ )⊤ (3.8)

C11 = x1(Xt+τ )x1(Xt+τ )⊤ (3.9)

VAMPnets train the missing functions x0 and x1 using unsupervised training of a deep
neural network with two independent lobes. They are trained on pairs of features (X)
at time t and t + τ derived from continuous MD trajectories and are optimized to
maximize the VAMP2-score as given in Eq. 3.10.

R̂2[x0, x1] =
⃦⃦⃦⃦
C− 1

2
00 C01C

− 1
2

11

⃦⃦⃦⃦2
F

(3.10)

We trained VAMPNets for all possible combinations of lag times in the range from 30
ns to 60 ns in 5 ns increments and four to 16 states with the implementation in the
DeepTime library [111]. The models were trained using 70% of the trajectories, the
remaining 30% were exclusively used to calculate the validation score. Each model
was constructed with an input layer of 770, corresponding to the number of Cα−Cα

distance pairs, followed by three fully connected layers with 100 neurons. The last
two layers were another fully connected layer with 30 neurons and a final output layer
with N neurons, with N corresponding to the number of states. The ELU activation
function was used for all layers except the output layer, here a linear activation was
used and combined with a softmax function to obtain values summing to 1. Models
were trained for a maximum of 300 epochs and stopped early if the validation score
improved by less than 0.05% in five consecutive epochs. To select the best model,
a score for each trained model was computed using the slope of the slowest implied
timescale and the total error of the Chapman-Kolmogorov test from an MSM build
using the VAMPnet assignments, see Figure 4.16.

3.3.6 Detection of water permeation

The simulations box was divided into three compartments, upper, lower and transition.
The upper compartment was defined as the space above 10 Å of the lipid bilayers center
of mass, the lower compartment as the space below 10 Å of the lipid bilayers center of
mass. To define the transition zone, a convex hull for Cα of the translocating protomer
was constructed. Using these compartments, each water molecule was assigned to one
of them, for every frame in a trajectory. Molecules in the upper compartment were
assigned a 1, those in the transition zone a 2 and those in the lower compartment a 3.
The resulting matrix, shape NxM with N the number of frames in the trajectory and
M the number of water molecules, could now be searched for the sequences 1-(2)-3 or
3-(2)-1, with no limit on the repetitions of (2). Sequence 1-(2)-3 corresponding to a
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water molecule moving through the protein from the upper to the lower compartment,
and sequence 3-(2)-1 for the reverse movement.

3.3.7 Determine water permeation probability

To assign a water permeation probability to each metastable state, 5 ns windows
were constructed from the continuous MD data. The probability of observing a water
permeation per time unit given a single window is the number of permeations N divided
by the length of the window t.

pw = N
t

(3.11)

To convert from time to the states used in the MSM Eq. 3.11 can be written as
Eq. 3.12, with S being the number of states, i being one of those states and fiS the
frequency of each state in the window.

pw =
∑︂
i

fS
i pi (3.12)

Adopting Eq. 3.12 for multiple windows, a pi can be found that minimizes Eq.
3.13 and gives the best estimate of observing water permeation in a frame assigned to
state i.

W∑︂
w=1

(pw −
∑︂
i

fS
i pi)2 (3.13)
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Chapter 4

Results

4.1 Enhanced sampling of transition pathways

In total, 34 AWH simulations were started and analyzed. In the outward-facing confor-
mation, 17 simulations were started and in the inward-facing conformation, additional
17 simulations were started. Two sample simulations are shown in Figure 4.1. In
total 129 transition events were obtained from these 34 simulations, 64 OFC to IFC
transitions and 65 IFC to OFC from a total of 7.989 µs of simulation time. An overview
of all simulations with the parameters used and the number of transition events ob-
served can be found in Table 4.1. To distinguish unbiased simulations started from
2NWX (OFC) or 3KBC (IFC) and all three protomers in the same state, from sim-
ulations subjected to enhanced sampling with one monomer translocating these, will
be referred to as OOX and IIX. These terms shall illustrate that two protomers are
in the outward (OOX) or inward (IIX) state, while the third one (OOX or IIX) is
translocating and in an intermediate conformation most of the time.
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Index Initial conformation Length [ns] Transition events Maximum bias
kJ
mol

Diffusion rate
nm2

ps

1 3KBC 115 2 1000 10−4

2 3KBC 113 1 1000 10−4

3 3KBC 114 3 1000 10−4

4 3KBC 116 1 1000 10−4

5 3KBC 114 1 1000 10−4

6 3KBC 115 2 1000 10−4

7 3KBC 115 2 1000 10−4

8 3KBC 113 2 1000 10−4

9 3KBC 114 3 1000 10−4

10 3KBC 113 3 1000 10−4

11 3KBC 331 5 1000 10−3

12 3KBC 726 4 1000 10−4

13 3KBC 253 3 1000 10−4

14 3KBC 565 7 1000 10−3

15 3KBC 696 5 1000 10−4

16 3KBC 146 0 300 10−3

17 3KBC 123 0 300 10−4

18 2NWX 115 3 1000 10−4

19 2NWX 112 3 1000 10−4

20 2NWX 116 2 1000 10−4

21 2NWX 115 2 1000 10−4

22 2NWX 115 1 1000 10−4

23 2NWX 115 1 1000 10−4

24 2NWX 114 1 1000 10−4

25 2NWX 113 3 1000 10−4

26 2NWX 115 2 1000 10−4

27 2NWX 115 2 1000 10−4

28 2NWX 448 4 1000 10−3

29 2NWX 790 7 1000 10−4

30 2NWX 569 5 1000 10−3

31 2NWX 720 5 1000 10−4

32 2NWX 86 4 300 10−3

33 2NWX 91 3 300 10−3

34 2NWX 144 3 300 10−4

Table 4.1: Table of enhanced sampling simulations using the accelerated weight his-
togram method, showing the initial structure (3KBC for IFC and 2NWX for OFC),
simulation length, number of complete transition events observed, upper limit for
added bias and the initial guess of the diffusion rate of the process of interest.
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Figure 4.1: Representative AWH simulations started from outward (left, simulation 31,
started from 2NWX) and inward facing conformations (right, simulation 12, started
from 3KBC). A and B: Course of reaction coordinate one (Horizontal distance be-
tween the two domains) and reaction coordinate 2 (Vertical offset of the transport
domain). C and D: RMSD of the biased protomer towards crystal structures 2NWX
and 3KBC. E and F: Projection of the biased protomers coordinates along eigenvector
one with outward and inward cutoffs as grey dotted lines.
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4.1.1 Structural diversity along the reaction coordinate

It was quickly noticed that convergence of the two-dimensional energy profile from
enhanced sampling was rather slow and even after 800 ns no signs of a converging
energy profile were observable. It was assumed that the chosen reaction coordinates,
while separating the two end states properly, failed to differentiate between structurally
distinct conformations along the transition pathway. To verify this assumption, we
binned conformations into a 50 by 50 grid along the two reaction coordinates and
computed the average RMSD in each bin. Figure 4.2 depicts the average RMSD
of structures inside the same bin, the dark upper patch, encircled by a blue ellipsoid,
represents the outward-facing state and the lower one, encircled by an orange ellipsoid,
represents the inward-facing state. The RMSD is low (about 1 Å) in areas, which are
also explored by unbiased simulations started from 2NWX or 3KBC. It increases as
the system explores conformations in between the outward and inward-facing state,
here the RMSD ranges from 2 Å to 5 Å and significantly increases with RC1.

Figure 4.2: Averaged RMSD between structures with the same reaction coordinates
in a histogram, with 50 bins along the X- and Y-axis. Reaction coordinates are the
horizontal distance between the two domains and the vertical translocation of the
transport domain, as defined for enhanced sampling. Ellipsoids mark the area also
explored in unbiased simulations started from 2NWX (blue) and 3KBC (orange). Data
shown is from OOX and IIX simulations which were subjected to enhanced sampling.
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4.1.2 Stability of the biased protomer

Figure 4.3: A and B: Stability of whole protomers in OOX (A) and IIX (B) with
protomer A being subjected to biasing. The RMSD shown is computed towards the
corresponding starting structure, as indicated on the X-axis. C and D: Internal
stability of the trimerization (SD, C) and transport (TD, D) domain during enhanced
sampling simulations. The RMSD shown is computed towards the corresponding initial
conformation, 2NWX for OOX and 3KBC for IIX.

Since AWH introduces substantial perturbations into the system, there were con-
cerns that the two unbiased protomers might undergo unwanted deformation. But
fast transitions of the biased protomer had no destabilizing effect on the two unbiased
ones, as seen in Figure 4.3 A and B. The trimerization domain of the biased protomer
featured high stability in all simulations (Figure 4.3C), slightly higher RMSD values
observed in IIX simulations were also observed in unbiased simulations started from
the crystal structure. The RMSD of the TD of protomer A, seen in Figure 4.3D seems
to be correlated with the opening of hairpin 2, as seen in Figure 4.4, which seems to
open at the start or towards the end of the range of vertical translocation, as seen
in Figure 4.5. These results indicate that the bias from enhanced sampling and the
resulting, fast, translocations had no destabilizing effect on the neighboring protomers
and introduced no artificial conformational changes in the biased protomer.
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Figure 4.4: A: Internal RMSD of the transport domain depending on the distance
between the tips of hairpin 1 and hairpin 2. B: Structure of a protomer in the outward
conformation, colored according to structural fluctuations (RMSF) during an enhanced
sampling simulation. Blue regions are stable, red areas feature a higher degree of
structural fluctuations. The green circle indicates the location of Hairpin 2.

Figure 4.5: Distance between tips of hairpin 1 and hairpin 2 along the vertical translo-
cation during enhanced sampling in OOX (A) and IIX (B) systems. Dotted lines mark
values observed for unbiased protomers in the outward or inward-facing conformation.
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4.1.3 Extraction of transition events

Splitting AWH simulations, into transition events was done to obtain a set of initial
conformations which coarsely cover the whole conformational space, for this the pro-
jection along the first eigenvector was used, see section 3.2.1 and Amadei et al. [94,
95]. This allowed the definition of one value for the OFC, derived from an unbiased
2NWX simulation, and one for the IFC, derived from a 3KBC simulation. This was
found to be a more reliable way to detect transitions than solely using the RMSD
towards the two crystal structures, 2NWX and 3KBC. The start and endpoints of an
event were defined as the frame when the simulation’s projection crossed one of the
two cut-offs. In Figure 4.7A, a representative example of a simulation separated into
transition events is shown.

Figure 4.6: Minimal RMSD towards 2NWX and 3KBC crystal structures observed
in each transition event. Red dots represent an event from a simulation with two
protomers in the inward facing state. Blue dots represent an event from a simulation
with two protomers in the outward facing state.

Furthermore, splitting the simulations into transition events allowed us to judge
how close the protomer approached its target structure and how successful it returned
into the initial conformations. Figure 4.6 shows that there are only two events that
approached both (2NWX and 3KBC) conformations with an RMSD below 4 Å but
in multiple simulations, the target structure is closely approached or the protomer
returned into a conformation very close to its initial one. These transition events
were used to compute all-to-all RMSD maps, with the RMSD of every frame from one
event to each frame of a second event. For each event pair, one map was computed,
and the maps were oriented to ensure that the lower left corner always represented the
outward-facing state in both events and the upper right corner the inward-facing state.
A python implantation of the A* algorithm [112] was used to search for the least-costly
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path from the lower left (OFC) to the upper right (IFC) corner, here cost is equal to the
RMSD and thus the path represents the minimum RMSD path. Similarity between two
transition events was defined as the maximum RMSD along the minimum RMSD path
from the lower left corner to the upper right corner. Afterwards, all transition events
were clustered based on the maximum RMSD similarity metric and all events, which
were not assigned to a cluster, were excluded from further analysis. Clustering was
done using the python implementation of ”Ordering Points To Identify the Clustering
Structure” (OPTICS) with its default parameters in scikit-learn [113, 114, 115]. This
filtering was done to reduce the possibility of artificial conformations to taint further
analysis, due to high forces in AWH simulations, as it is assumed that if an event was
observed multiple times it is more likely to represent a valid pathway. The complete
workflow is depicted in Figure 4.7.
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Figure 4.7: Workflow for the generation of initial structures: A: Enhanced sampling
simulations are split into single transition events. B: Pairwise RMSD maps were
computed for each pair of transition events, the path along the minimal RMSD (shown
in red) was used to score similarity between two events. C: RMSD along the minimal
RMSD path (shown in red in B).D: Transition events (on X and Y axis) were clustered
using the OPTICS clustering algorithm and the squared maximum RMSD along the
minimal RMSD path between both events as features. Clusters found are marked by
colored squares. In total seven clusters were found, the big red square in the upper
right contains all transition events which were not assigned to one of the seven clusters.
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4.2 Markov state modelling

4.2.1 Unbiased simulations for Markov state modeling

From the transition events extracted from enhanced sampling simulations, 100 snap-
shots were selected to seed unbiased simulations. These 100 snapshots were selected
by binning all frames, after filtering, based on their reaction coordinates into a 10
by 10 histogram and randomly drawing one frame from each bin. From these initial
simulations, new simulations were started, according to an adaptive sampling scheme
described in [104] and Section 3.3.4, to obtain better coverage of the conformational
landscape and the underlying processes. The position of the initial simulations in the
reaction coordinate and TICA space can be seen in Figure 4.8 as red dots, positions of
simulations started by adaptive sampling are shown as gray dots. In total, 1144 simu-
lations with an aggregated total time of 594 µs were used for Markov state modeling,
539 of those were started with two protomers in the inward-facing state resulting in
280 µs of simulation time, and 605 with two protomers in the outward-facing state for
a total of 315 µs of simulation time.
Most analysis will be done separately for both datasets to identify possible influences
of the trimer configuration on dynamics of the translocating protomer, as some results
indicated a difference between the systems. The average simulation length was 500 ns,
as depicted in Figure 4.9.

During biased simulations fluctuations in the transport domain were found to be
slightly above the values found in unbiased simulations started from the crystal struc-
tures 2NWX [57] (OFC) and 3KBC [63] (IFC). Since it is assumed that the transloca-
tion is a rigid body motion [63], the structural differences of the trimerization domain
and transport domain towards the initial conformations (Figure 4.10) were compared
to values found during unbiased simulations started directly from these crystal struc-
tures. A high structural difference would indicate deformations caused by the bias
introduced during enhanced sampling. For the trimerization domain, both datasets
feature conformations with a slightly higher RMSD towards both reference structures
compared to the unbiased crystal simulations. Especially in the IIX dataset, the RMSD
towards both structures rises well above 2 Å. While the RMSD is lower in the OOX
dataset, the SD assumes conformations that are ”equally different” from the two refer-
ences, with an RMSD of just below 2 Å. Internal stability of the transport domain on
the other hand is lower in the OOX dataset with values up to 3 Å while its stays below
2 Å in the IIX dataset (Figure 4.11). It should be noted that flexible loops and the
most flexible part of hairpin 2 were excluded from the compared selections. According
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Figure 4.8: Each grey dot indicates the starting position of a OOX or IIX simulation
used for markov state modelling, red dots indicate starting position of simulations
directly derived from AWH simulations. A: Mapped along the two reaction coordinates
used in AWH simulations B: Mapped into the OOX TICA space described in Section
4.2.3. The blue histogram in the background is computed on frames from all unbiased
simulations and represents the complete conformational space explored.

Figure 4.9: Aggregated number of simulations (A) and simulation time (B) of unbiased
simulations used for the Markov state models as well as (C) a histogram depicting
simulation lengths. Blue bars represent data from unbiased OOX simulations and
orange bars represent data from unbiased IIX simulations.
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to the RMSD, both end states (2NWX [57]/OFC and 3KBC [63]/IFC) are reached
with adequate precision, the 2NWX [57] crystal structure, with an RMSD of 0.7 Å in
OOX and IIX simulations, the 3KBC [63] crystal structure with an RMSD of 0.7 Å
in IIX simulations and 1.3 Å in OOX simulations (Figure 4.11). The published struc-
tures of the intermediate outward-facing (3V8G [72]), unlocked (4X2S [71]) and the
allegedly chloride permeable state (ClCS, 6WYK [73]) are described with an RMSD
of 1.0 Å, 1.5 Å and 1.1 Å respectively in both datasets (Figure 4.11B and 4.11C).
In contrast to these low RMSD values, both datasets feature an RMSD towards the
in silico proposed and experimentally verified chloride conductive conformation (ChC
[82]) of 2.3 Å (Figure 4.11C). For an overview of published structures and associated
annotations, see Table 4.2.

35



0 1 2 3

SD 2NWX RMSD [Å]

1

2

S
D

 3
K

B
C

 R
M

S
D

 [
Å

]

OOO/III OOX IIX

0 1 2 3

TD 2NWX RMSD [Å]

0

1

2

3

T
D

 3
K

B
C

 R
M

S
D

 [
Å

]

OOO/III OOX IIX
A B

Figure 4.10: Internal RMSD of transport and trimerization domain during unbiased
simulations of OOX and IIX trimers towards the outward- and inward-facing crystal
structures.

Structure identifier
PDB identifier Annotation Reference

IFC
3KBC

-Inward-facing state
-Cross-linked [63]

OFC
2NW -Outward-facing state [57]

iOFC
3V8G

-Possible intermediate
-Close to OFC [72]

Unlocked
4X2S

-Possible intermediate
-Close to IFC

-High horizontal distance between SD and TD
-Cross-linked

[71]

ClCS
6WYK

-Possible intermediate
-Close to IFC

-Continuous water density between SD and TD
-Cross-linked

[73]

ChC
-

-Possible intermediate
-Inbetween OFC and IFC

-Anion pore formed and chloride permeations observed
-Obatined via computational electrophysiology

-Experimentally verified

[82]

Table 4.2: Table of published reference structures, their annotation, presumable rele-
vance for translocation and the reference publication.
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Figure 4.11: RMSD towards the published structures in the OOX (left) and IIX (right)
dataset. A: 2NWX and 3KBC (OFS and IFS), B: 3V8G (intermediate OFC) and
4X2S (unlocked), C: ChC (chloride conductive conformation) and 6WYK (intermedi-
ate chloride conducting state). Dotted red lines indicate the minimum RMSD towards
the origin axis in the OOX or IIX dataset.
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4.2.2 Lipid density

To check whether there was an influence of the trimer configuration on the translocat-
ing protomer, density maps were computed for lipids in proximity to the translocating
protomer. To obtain density maps with the translocating protomer in the same, or
at least very similar, conformation all frames were assigned to one of 400 clusters.
Clustering was done using K-means clustering [116] based on the first two TICA com-
ponents obtained from the Cα-Cα distances of the OOX dataset. Frames from the
same simulation and which were assigned to the same cluster were concatenated and
used to construct 5 ns windows, these 5 ns windows were then used for density maps
calculation. Next, the similarity between these density maps was computed using
cross-correlation [117], it was found that density maps in the same cluster with the
same protomer configuration showed a high correlation (one transitioning, two in out-
ward or inward state) but density maps with different trimer configurations featured a
low correlation (Figure 4.12). This resulted in a significantly lower average similarity
between OOX and IIX density maps compared to OOX-OOX and IIX-IIX pairings.
These differences hint either at substantial differences between the lipid-protomer in-
teractions of OOX and IIX trimers, or protomer-lipid interactions that require specific
conformations of the protomer and long timescales to form. To verify, or dispute, this
finding further analysis was done for OOX and IIX systems separately.
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Figure 4.12: A: Histogram of cross-correlation between lipid density maps. B and C:
Top (B) and (C) side view of a representative clusters averaged protomer embedded
in the lipid bilayer with corresponding lipid density maps. Trimerization domain in
cyan, transport domain in yellow. Lipid density from OOX simulations in blue. Orange
surface represents lipid density exclusive to IIX simulations, grey surface represent lipid
density exclusive to OOX simulations.
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4.2.3 Free energy landscape of translocation

Two dimensions were determined to be appropriate for dimensionality reduction with
TICA, since visually two dominant slow components in the OOX ITS plot (Figure
4.13) could be identified. Additional dimensions did not show an increase in descrip-
tive power of the model, instead, the higher dimensionality resulted in lower cluster
populations and worse models. Analysis of the implied time scales showed that the
speed of the slowest component keeps decreasing up until a lag time of 300 ns. At
around 50 ns the increase of the slowest component starts to slow down, while all faster
components appear to be constant. Convergence of the two-dimensional TICA land-
scape was observed at 50ns and this lag time was used for all further analysis. While
a higher lag time would have been favorable when considering the implied time scales,
the average simulation length of 500 ns limited the maximum lag time to 50 ns. In the
last step, the data was discretized into 400 microstates using K-means clustering [116]
as implemented in PyEMMA [101]. Clustering was guided by the VAMP2-score [110]
of MSMs build with a varying number of clusters, VAMP2-score for different numbers
of clusters is shown in Figure 4.14. Mapping OOX and IIX data separately, along the
first two TICA eigenvectors, reveals very different landscapes and indicates different
dynamics for a protomer with two neighbors in outward or inward-facing conformation,
as seen in Figure 4.15.

Figure 4.13: Implied timescales plot for the OOX and IIX datasets based on Cα-Cα
distances between every fifth Cα of transport and trimerization domain, used for TICA
lagtime selection.
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Figure 4.14: Number of cluster centers vs. VAMP2-score of MSMs build using these
discretizations. Used for computation of cross-correlation between lipid density maps.

Figure 4.15: Free energy along the first two TICA components of unbiased simula-
tion from the OOX (A) dataset and from the IIX (C) dataset. Energy profiles were
computed based on a high resolution 400 state MSM and weighted according the sta-
tionary distribution.
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4.2.4 Machine learning guided few-state discretization
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Figure 4.16: A: Combined error from ITS and CK test for VAMPNet models trained
with different lag times and number of states. B: Implied timescales of the best
performing model with 12 states and a lag time of 30ns. C: Test and validation score
during training of a 12 state VAMPNet with a lag time of 30ns on simulations of the
OOX dataset.

According to the method described in Section 3.3.5, all models trained on the OOX
dataset were evaluated. A 12 state model with a lag time of 30 ns was found to
yield the lowest combined error from the ITS and CK test, which is shown in Figure
4.16. Both tests used to verify the performance of the resulting MSM, CK and ITS
plot, showed an advantage for the VAMPNet based MSMs. Especially in the ITS
plot the implied timescales were quicker to converge, 30 ns for the VAMPNet based
model and 300 ns for the traditional one. This analysis was limited to the unbiased
OOX simulations since preliminary results indicated that the energy landscapes of
a IIX timer is substantially different from a OOX trimer and the fully bound OOX
trimer represents a physiological relevant state compared to a less physiological fully
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bound IIX trimer. In Figure 4.16, the validation score is above the training score
during the first training phase. One explanation for this is the use of dropout layers
during training, every time the network is fed another batch, the connectivity between
nodes changes, which makes it more difficult for the network to fit the data. During
calculation of the validation score, all connections are used, and the complete network
can describe the given validation batch better than the truncated one used to calculate
the training score. An alternative explanation is an imbalance of the validation and
training dataset, it is possible that rare conformations are not represented in the
validation dataset. These rare conformations might be hard to fit, and thus the training
score will suffer, if the validation dataset contains mainly common conformations the
network will score better on this dataset. The distribution of the 12 states along
the two TICA components is shown in Figure 4.17. Figures 4.19 and 4.20 depict
representative structures for each state shown from the front, side and top.
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Figure 4.17: Distribution of the 12 VAMPNet states in TICA space. Red indicates
area assigned to the state shown in the upper right, blue indicates area assigned to a
different state.
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To get a first impression of the functional relevance of each state, the minimum
RMSD of all known structures towards each state was computed, results are shown in
Table 4.3.

State Samples 2NWX RMSD 3KBC RMSD 3V8G RMSD 4X2S RMSD 6WYK RMSD ChC RMSD

1 143.814 12.0 Å 2.57 Å 8.19 Å 2.54 Å 1.81 Å 4.24 Å
2 168.702 4.36 Å 6.94 Å 2.09 Å 4.55 Å 4.06 Å 4.56 Å
3 366.363 10.78 Å 2.25 Å 6.84 Å 3.54 Å 1.20 Å 3.01 Å
4 179.615 2.36 Å 8.81 Å 0.99Å 8.74 Å 5.63 Å 4.87 Å
5 149.979 9.30 Å 3.00 Å 6.32 Å 1.56Å 1.30 Å 3.62 Å
6 173.804 2.52 Å 5.14 Å 1.98 Å 5.43 Å 2.79 Å 4.28 Å
7 165.489 14.11 Å 0.75 Å 10.90 Å 2.78 Å 2.42 Å 6.04 Å
8 103.308 5.99 Å 6.23 Å 2.20 Å 5.66 Å 3.35 Å 3.74 Å
9 80.172 0.66 Å 14.05 Å 2.75 Å 13.06 Å 10.82 Å 8.87 Å
10 66.232 7.07 Å 4.72 Å 3.01 Å 6.16 Å 2.21 Å 2.18 Å
11 32.561 9.45 Å 4.11 Å 5.08 Å 4.41 Å 2.00 Å 4.24 Å
12 10.170 4.35 Å 1.98 Å 2.24 Å 2.94 Å 1.16 Å 3.35 Å

Table 4.3: Table of minimum RMSD towards each published structure for each VAMP-
Net state. Bold text indicates the lowest RMSD towards the corresponding reference
structures. A green background indicates the lowest RMSD in the corresponding state.

When transforming Cα-Cα distances from unbiased simulations started from the
crystal structures 2NWX [57] (OFC) and 3KBC [63] (IFC) into VAMPNet states,
only states S9, respectively, S7 are visited. This is consistent with the minimum
RMSDs since the closest structure for S9 is 2NWX [57] and 3KBC [63] for S7. The
structure of S9 is visually indistinguishable from 2NWX [57] and S7 is very close to
3KBC [63] except for HP1, which is slightly further inward (1.8 Å) in 7 compared
to the crystal structure. In state S4 conformations with a minimum RMSD of 0.99
Å towards 3V8G [72] were found. The structure of S4 shows the same slightly more
inward transport domain, compared to 2NWX [57], one can find in 3V8G [72], but the
rotation is less pronounced. For the supposedly chloride-permeable 6WYK [73] state,
S12 represents the closest match with a minimal RMSD of 1.16 Å, followed by state
S3 with an RMSD of 1.20 Å. In S12 the biggest structural difference to 6WYK [73] is
an approximately half a helix turn upward shift (about 2.3 Å) of the transport domain.
In the structures of S3 HP1 is 3.3 Å closer to the trimerization domain than in 6WYK
[73]. For the chloride permeable conformation (ChC [82]), proposed by computational
electrophysiology, state S10 features the lowest RMSD (2.18 Å), here the transport
domain of the structure of S10 is 2.5 Å closer to the trimerization domain compared to
ChC [82]. State S5 shows the highest similarity to the ”unlocked” conformation 4X2S
[71] (RMSD of 1.56 Å), but the RMSD towards 6WYK [73] (1.3 Å) is even lower. S5
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is the state with the largest horizontal TD-SD distance (20 Å). Compared to 4X2S
[71], the transport domain of the structure of S5 is more outward (about 7 Å) and the
distance between the tips of hairpin 1 and hairpin 2 is 8.8 Å vs. 5 Å in the crystal
structure. Compared to 6WYK [73], S5 features a lower rotation of the transport
domain but the same vertical position. The states S2, S6, S8, S10 and S11 do not
feature an RMSD below 2 Å towards any known structure. The structures of S2, S6
and S8 are similar and halfway between 3V8G [72] and 6WYK [73], with S2 featuring
the highest horizontal distance of the three. A second group is formed by S10 and S11,
these are roughly 3.5 Å further inward than the previous group and feature a horizontal
distance between transport and trimerization domain of only 16.5-17 Å. S10 is the
state with the lowest horizontal TD-SD distance (16.5 Å) and S5 features the highest
distance (19.96 Å). Notably, S10 is also the state which is closest to ChC [82] with an
RMSD of 2.18 Å. The stationary distribution, shown in Figure 4.18, of the states and
their associated Free Energy show that states S3, S1, S5 and S7 seem to be dominant.
In states S10 and S11, the hairpin is closed, in states S8 and S9 the overwhelming
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Figure 4.18: Stationary distribution (A) and associated Free Energy (B) for each of
the 12 states defined by the best performing VAMPNet model. In B, the OFC state
(S9) was set equal to zero and all values were adjusted accordingly.

majority of conformations feature a closed hairpin. Open hairpin conformations can
be found in states S1, S5 and S7, here the majority features an open or half-open (7
Å-10 Å) state. The states S6 and S12 show ambiguous distributions, two populations
in state S12 (closed and half-open) and two or three in state S6 (closed, half-open,
open)
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4.2.5 Mapping experimental structures on the conformal land-
scape

Figure 4.21: Landscape of the OOX dataset in OOX TICA space with prominent
structural features highlighted.

In both datasets the inward- and outward-facing states are well separated along
the first two TICA components. The maximum separation between the OFC (2NWX
[57]) and IFC (3KBC [63]) is found along the first component (Figure 4.21), while the
second component separates the inward-facing state from intermediate ones (4X2S
[71], 6WYK [73]). Mapping previously published structures into this space places
them in between the two extremes (IFC and OFC) and their distance towards the two
extremes lines up with their proposed relationships along the translocation between
OFC and IFC. For example, the 3V8G [72] structure is described as an outward-facing
conformation that moved slightly inward. In the TICA projection it is placed close to
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2NWX [57], slightly shifted along TICA component one, towards ChC [82] which has
been described as being more inward than 3V8G [72]. The unlocked structure 4X2S
[71] is placed in-between the inward conformation and the two channel associated
structures, in agreement with its description when published. It is noteworthy, that
all structures obtained experimentally (2NWX [57], 3KBC [63], 3V8G [72], 4X2S
[71], 6WYK [73]) are placed in or nearby local energy minima, while the structure
proposed by computational electrophysiology ChC [82] is placed in a region in-between
the minima with a slightly higher energy. The location of these minima depends on
the dataset. In the IIX dataset, the minimum nearby the 4X2S [71] structure is shifted
downward compared to its counterpart from the OOX dataset. The minimum next to
3KBC [63], on the other hand, is shifted slightly upward in the IIX data, now matching
the position of the inward-facing conformation 3KBC [63]. In the OOX dataset, the
corresponding minimum seems to be slightly more inward than the published inward-
facing conformation.
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4.2.6 Inward open state

Another prominent difference between the datasets is the presence of a novel region
in the OOX dataset, see Figure 4.15 for a comparison of the OOX and IIX energy
landscape. This region is missing in IIX simulations, here the free energy profile
indicates an energy barrier at the joint region, while this is a local minimum in the
OOX data. Of the previously described protein conformations, none is placed in
this area. Mapping distances between the two hairpin tips, which form the intra-
and extracellular gate onto the TICA surface, reveals that conformations in the upper
region do feature a higher distance between the hairpin tips than conformations around
the 3KBC [63] crystal structure in the OOX dataset (Figure 4.24). This region also
features higher distances towards NA2, and the majority of simulations with ligand
unbinding are located here (Figure 4.22). By means of structural similarity, this region
is most similar to the 6WYK [73] structure with a minimum RMSD of 1.81 Å. We
did not observe permeations during simulations in this area, although the hairpin is
wide open in the representative conformation, and the most similar crystal structure
(6WYK [73]) represents an open channel conformation. In the IIX dataset, on the
other hand, while the upper region is non-existing and values for HP-HP, NA2 and
ligand distance are different, too.

For example, the hairpin opens up wider in conformations slightly below the crystal
inward-facing conformation with values similar to those in the upper region in the OOX
dataset. Based on these results the conformations in the novel region presumable
represent an alternative inward-facing state with an easily accessible binding site.
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Figure 4.22: Distance between the bound amino acid and its binding site in the translo-
cating protomer (capped at 20 Å) mapped onto the landscape of the OOX (A) and
IIX (B) dataset in the TICA space derived from the OOX dataset. C shows a rep-
resentative structure of a conformation with a unbound ligand (red circle) extracted
from the red encircled region in A. Transport domain in yellow, trimerisation domain
in cyan.

Figure 4.23: Distance between the transported amino acid and its binding site (capped
at 20 Å) versus the distance between tips of hairpin 1 and hairpin 2.
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Figure 4.24: Distance between tips of hairpin 1 and hairpin 2 mapped onto the land-
scape of the OOX (A) and IIX (B) dataset in OOX TICA space. C: Representative
structure of a open hairpin conformation extracted from the red encircled region in
the OOX dataset in A. Transport domain in yellow, trimerisation domain in cyan.
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4.2.7 Channel activity and water permeations

Figure 4.25: Permeation probability per µs computed on 400 microstates in OOX (A)
and IIX (B) simulations mapped along the first two TICA components. C and D:
Permeation probability mapped along the reaction coordinates defined for enhanced
sampling.
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Figure 4.26: Top (A) and side (B) view of a representative water permeable conforma-
tion extracted from an unbiased simulation of the OOX dataset, water density (0.05σ)
is represented by a blue mesh. Transport domain in yellow, trimerization domain in
cyan.

An open question is at which point along the translocation pathway the protomer is
able to enter a chloride permeable conformation. We used water permeations through
the protein, as a proxy for chloride permeability, as we assume that water-permeability
is a prerequisite for chloride permeability, although not a guarantee. Using water
permeability as a proxy offered the advantage that there are about 50k water molecules
in the simulation system compared to 217 chloride ions, making water permeation
more likely than observing chloride permeation. In total, we found 489.224 water
permeation events in the OOX dataset and an additional 125.300 events in the IIX
dataset. It is noteworthy, that we found 3.9 times more permeations in the OOX
simulation than in IIX simulations, while the ratio of data is only 1.16 in favor of
OOX data. When projecting permeations in TICA space, like done in Figure 4.25, it
becomes clear that water-permeable conformations are confined to a small but well-
defined area in both datasets. Said area is adjacent to three published structures, one
crystal structure which is said to represent an open channel conformation (6WYK [73])
another crystal structure representing an unlocked state (4X2S [71]) and one proposed
by computational electrophysiology (ChC [82]). None of the published structures is
located within the permeable region of the OOX dataset, but for the IIX dataset, the
ChC [82] structure is inside the permeable region, as seen in Figure 4.25A and B.
When comparing the permeable regions in the OOX and IIX datasets, it can be seen
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that in the IIX data it is shifted downwards compared to OOX and thus closer to the
structures of 4X2S [71] and ChC [82]. This shift of the permeable region can also
be seen in Figure 4.25C, which shows permeability along the vertical transition and
the horizontal distance between the two domains. The permeable conformations form
defined regions inside the TICA space, but none of the TICA components correlates
well with the permeation probability.

Mapping permeability on the 12 states, as done in Figure 4.27, shows that states
S2 and S5 feature higher permeation probability.
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Figure 4.27: A: Water permeation probability per µs per state as defined by the 12
state VAMPnet. B: Water permeation probability computed on 12 states as defined
by VAMPNet and mapped along the first two TICA components.
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4.2.8 Translocation pathways

Transition paths were derived from a Bayesian MSM, build using the state probabilities
obtained from the 12 state VAMPNet, which was identified as the best performing one.
The highest flux pathway represents 18.9% of the total flux and the top four pathways
represent 55% of the total flux (Figure 4.28A). Figure 4.28B and C show that paths
responsible for a large fraction of transitions feature very low permeation probabilities,
while those with a high permeation probability feature low transition rates. Figure
4.30 depicts the mean first passage time (MFPT) between the states along the four
highest flux pathways for the physiological relevant outward to inward transition. All
pathways feature two or more transitions with an MFPT above or close to 40 µs. The
MFPT for the physiological transition of a fully bound protomer from the outward-
facing into the inward-facing conformation is 46 µs with a standard deviation of 2.5 µs,
compared to 345 µs (± 34 µs) for the nonphysiological fully bound inward to outward
transition.

Path Most similar conformations along path

1
S9

OFC (0.66 Å)
⇒

S4
iOFC (0.99 Å)

⇒
S6

iOFC (1.98 Å)
⇒

S3
ClCS (1.20 Å)

⇒
S7

IFC (0.75 Å)

2
S9

OFC (0.66 Å)
⇒

S4
iOFC (0.99 Å)

⇒
S6

iOFC (1.98 Å)
⇒

S2
iOFC (2.09 Å)

⇒
S5

ClCS (1.30 Å)
⇒

S3
ClCS (1.20 Å)

⇒
S7

IFC (0.75 Å)

3
S9

OFC (0.66 Å)
⇒

S4
iOFC (0.99 Å)

⇒
S8

iOFC (2.20 Å)
⇒

S12
ClCS (1.16 Å)

⇒
S3

ClCS (1.20 Å)
⇒

S7
IFC (0.75 Å)

4
S9

OFC (0.66 Å)
⇒

S4
iOFC (0.99 Å)

⇒
S8

iOFC (2.20 Å)
⇒

S2
iOFC (2.09 Å)

⇒
S5

ClCS (1.30 Å)
⇒

S12
ClCS (1.16 Å)

⇒
S7

IFC (0.75 Å)

Table 4.4: Table of minimum RMSD along transition paths obtained from a markov
state model build on the states assigned by a 12-state VAMPNet model.

Assigning the closest crystal structure to each state along the path, like shown in
Table 4.4, reveals that the first three paths show the same pattern of transitioning from
the OFC to an iOFC state, from iOFC to a ClCS like conformation and finally into the
IFC, this is also visualized in Figure 4.29. Although all paths feature high similarity
(RMSDs of 1.2 Å) towards a proposed permeable channel structure (ClCS), none of
them feature considerable water permeation. Inspecting Figures 4.31, 4.32, 4.33 and
4.34, which depict vertical movement (translocation), horizontal distance between SD
and TD and rotation of the TD, shows that all paths feature vertical translocation
and rotation. All four pathways feature a linear decreasing rotation, starting at 70°
until about 63°, here a rather steep change of rotation from 64° to 56° occurs. This
jump is followed by another section with a linear decline from 56° to 54°. In only
half of the pathways this jump is accompanied by a negative difference in energy ∆ -6
kJ/mol (Figure 4.31D) for the first pathway and ∆ -7 kJ/mol (Figure 4.34D) in the
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fourth pathway. For pathways two and three the change in energy is less favorable, ∆
-4 kJ/mol (Figure 4.32D) and ∆ -0.5 kJ/mol (Figure 4.33D), respectively. Just as all
four pathways show declining rotation, they do show an increasing distance between
the two domains.
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Figure 4.28: A: Share of the total flux from the outward-facing state to the inward-
facing state, states were assigned based on unbiased simulations started from 2NWX
[57] (OFC) and 3KBC [63] (IFC) crystal structures. B: Expected permeations per
outward to inward-facing transition pathway. C: Expected permeations along with
the share of total flux per transition pathway. The number of expected permeations
was calculated based on the mean first passage time interpreted as a residence time
for the source state and the water permeations probability of each state as shown in
Figure 4.27.
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Figure 4.29: State networks for the 4 highest flux pathways for the outward to inward
transition as obtained from transition path theory of a 12 state MSM. Color of each
state represents the associated free energy according to the color bar below. Thickness
of the arrows represents the mean first passage time between the states.
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Figure 4.30: Mean first passage time (MFPT) for transitions between the states of
the 4 highest flux pathways (A: Path 1, B: Path 2, C: Path 3, D: Path 4) for the
outward to inward transition. MFPT was derived from a 12 state MSM build using
the 12 VAMPnet states.

Figure 4.31: Properties along the highest flux path.
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Figure 4.32: Properties along the second highest flux path.

Figure 4.33: Properties along the third highest flux path.
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Figure 4.34: Properties along the fourth highest flux path.
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Chapter 5

Discussion

The alternating access mechanism [118] postulates that the binding of a ligand molecule
induces a conformational change in the transporter protein. This leads to occlusion of
the binding site, towards the compartment the ligand just bound from, and opening
towards the opposite compartment. Often an intermediate conformation is assumed in
which the binding site is occluded from both compartments. On the molecular level,
three implementations have been found which match this description of the alternating
access mechanism, in all of them the protein is composed of two domains. The rocker
switch [119, 120] and rocking bundle [121] mechanisms involve large lateral translation
of one or both domains towards each other, which results in occlusion or opening of the
binding site towards the compartments. The transported ligand is bound between the
two domains and immobile during transport. The third implementation was termed
elevator-like mechanism [63]. It also involves two domains and a large conformational
change of one domain, but in contrast to the previous ones the bound ligand is not
immobile, only binds to one domain and the conformational change features an addi-
tional vertical component. One domain remains immobile and is assumed to anchor
the protein in the lipid bilayer, while the other domain, the one which also hosts the
ligand-binding site, transverses the membrane in a rigid body motion.
This variant of the alternating access mechanism was first described based on the dif-
ference between two conformations observed in crystal structures of the archaebacterial
GltPh [47, 57, 63]. Over the past years, multiple intermediate conformations of this
process were proposed, either by experimental methods like X-Ray crystallography and
cryogenic electron microscopy [57, 63, 122, 73, 71] or by computational methods like
molecular dynamics [82, 123, 83, 124]. Their location in the conformational landscape
and functional relevance, however, remained largely unknown.

In EAATs, ASCTs and archaebacterial Glts accessibility to the binding site is
gated by a helical hairpin, HP2, which can shield the binding site from the solvent and
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hinder ligand binding and unbinding [57, 125]. Along with its function as a gate to
the binding site, hairpin 2 also influences translocation dynamics. In the open state, it
collides with the trimerization domain and blocks vertical movement of the transport
domain [53, 54, 126, 55]. Based on the available crystal structures, it was concluded,
that the two domains are stable and show no change to the internal structure, while
the conformational change of the protomer as a whole is quite substantial [63, 57].
Compared to the outward-facing state (2NWX [57]) the transport domain is shifted
by about 18 Å in the inward-facing state (3KBC [63]), and rotated by 37°. While in
the original proposal of the alternating access mechanism it was assumed, that the two
compartments are never directly connected, some proteins of the elevator-like family
do feature anion channel activity [23, 24] under transport conditions [127, 128, 129].
Also in proteins with the rocking bundle or rocker-switch mechanism small mutations
can lead to ion channel activity [130, 131]. The formation of this anion channel and its
coupling to the conformational change, induced by ligand binding, has been recently
subject to multiple studies [82, 73]. But it is still discussed controversially, since a
complete description of the translocation pathway, which includes pore formation, is
missing.

This work aimed to characterize the complete conformational landscape that a pro-
tomer of the elevator-like mechanism model GltPh must traverse to transition between
the outward and inward-facing states, including anion pore formation.
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5.1 Methodical motivation

Previous studies of the elevator-like mechanism were based on the interpretation of
experimentally obtained structures that featured large conformational changes from
which a coarse model of the transport mechanism could be derived [57, 63, 122, 73, 71].
Additional studies used experimental setups, that enabled tracking of a molecular fea-
ture [132, 65, 55, 59], usually with some uncertainty due to noise, time or experimental
resolution. Further information on the molecular level was provided by computational
methods [82, 133, 83, 58, 124]. Either using unbiased simulations, to study small
and fast conformational changes like the binding of ligands. Or enhanced sampling
methods in biased simulations to study large and slow conformational changes. While
translocation itself is inaccessible to unbiased simulations, it was investigated in biased
simulations using multiple enhanced sampling techniques. These methods utilize an
existing hypothesis to define reaction coordinates (RCs) and evaluate protein dynam-
ics along these. The definition of those RCs is a crucial and complicated part. This
is highlighted in Grazioso et al. [124] where the opening of hairpin 2 in the outward-
facing and hairpin 1 in the inward-facing states was investigated. The role of HP1 as
the inward-gate has been discussed in the past, but this has been disproven experi-
mentally [134]. This function of HP2 as the outward and inward gate was invisible
in Grazioso et al. [124] due to the RCs chosen. In this case, the RCs represented
the distance towards and position along a hypothetical path describing the opening
of hairpin 1. In general, ill-defined RCs can lead to wrong conclusions and may just
confirm what was expected.

To attenuate this bias, methodical and human, an enhanced sampling method was
combined with unbiased simulations and only the unbiased data was evaluated.

5.1.1 Generating seed conformation

The accelerated weight histogram method, see Section 3.2, was used to generate in-
termediate conformations of the translocation process. These represent an ”educated
guess” of conformations a protomer might assume during translocation. Based on
the general idea that the translational motion consists of a vertical and maybe also
lateral movement of the transport domain the accelerated weight histogram method
was used to evaluate all combinations of vertical and lateral distances between the
centers of mass of both domains. The range of the vertical translation was limited
to values observed in crystal structures of 2NWX [57] (OFC, upper limit) and 3KBC
[63] (IFC, lower limit) and the lateral range was limited by values observed in the
unlocked crystal structure (4X2S [71], upper limit) and 2NWX [57] as well as 3KBC

65



[63] (lower limit). Also, the bias introduced into the system was limited to 300 kJ
mol

or
1000 kJ

mol
to make irreversible conformational changes less likely. In comparison with

enhanced sampling techniques like COM-pulling [135], essential dynamics [136, 137]
or metadynamics [92, 138] AWH was straight forward to set up and did not require
extensive calibration of gaussian height and width like in metadynamics, pull speed
and spring force like in COM-pulling or step size in essential dynamics. This approach
is reminiscent to the methodology found in [83]. They used a simple motion planning
algorithm to generate possible intermediate conformation, these were clustered and a
total of five intermediates were used to start unbiased simulations. In contrast to the
results presented here they constructed de novo trimers, each protomer started in an
intermediate conformation. While they did observe conformations reassembling 3V8G
[72] and hydration of the domain-domain interface, they did not observe an increased
domain-domain distance or a continuous water pathway. This is most likely due to
the initial bias of the motion planning algorithm, rather short MD simulations and
the use of de novo trimers. During the short unbiased simulations the conformations
were unable to diverge from the interpolated OFC-IFC transition pathway assumed
by motion planing and the combination of a ”naive” lipid bilayer with intermediate
protomers likely caused nonphysiological protomer-lipid interactions.

In each of the AWH simulations, a single protomer transitioned multiple times
between the outward and inward-facing states, exploring different pathways between
the two states and multiple conformations in each of the states. Due to the AWH
algorithm, the bias was very high at the beginning of the simulation and decreased
over time [91]. This resulted in fast transitions within the first 10 to 20 nanosec-
onds of a simulation. The high bias in the beginning could have pushed protomers
into nonphysiological conformations, which might be non-reversible in the timescales
accessible.

5.1.2 Modelling process dynamics

Starting unbiased simulations from snapshots of biased simulations allows these to
relax, given enough time, into low energy conformations and recover the physiological
conformational change. To recover the low energy pathway, one could use the density of
relaxed high energy snapshots along some RCs, either the same used during enhanced
sampling or new ones [139, 140, 141, 142]. Such a scheme of utilizing multiple inde-
pendent simulations suits today’s hardware capabilities which allow running tens or
hundreds of simulations with linear scaling [143, 144] while utilizing the same hardware
for a single simulation scales less favorable [145, 74, 146]. But for some conformations
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the time necessary to relax into a physiological state might be very long, and inac-
cessible in one continuous simulation which might result in multiple pathways with
similar density [147]. Markov state modeling (MSM) offers a framework to evaluate
multiple short and independent unbiased simulations [148], based on the assumption
that a dynamic system can be separated into several states and that the probability
of transitioning between states only depends on the current state, if transitions are
evaluated at the right lag time [149, 150]. While MSMs do require RCs, defined by the
user, this step is less critical compared to enhanced sampling methods since no bias is
applied along these coordinates, and they can be changed during evaluation without
any impact on the simulations. These RCs are used to cluster conformations into a
set of states, ill-defined RCs can lead to ill-defined states which leads to ill-defined
estimated dynamics [151].
Definition of RCs, choice of clustering algorithm and parameters, deciding on a num-
ber of states and lag time selection are tasks left to the user. Each of these steps
influences the final result and the optimal parameters of the following steps, a useful
MSM thus requires multiple rounds with iterative changes to the modeling parameter.
But the possibility of changing RCs in hindsight allows the modeler to quickly adapt
to new insight obtained during this cycle. Recently the VAMPNet [105] method was
introduced, which replaced this iterative cycle with a neural network that utilizes a
variational approach [110], to find an optimal transformation from the original high di-
mensional feature space into a low dimensional state discrimination. VAMPNets only
require two user tunable parameters for the whole workflow and offer an objective
scoring function for evaluation, reducing the impact of human bias.
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5.2 Plausibility of generated continuous descrip-
tions

Previously, multiple conformations were obtained using experimental methods and
proposed as intermediate conformations of the translocation motion. These conforma-
tions provided some hints regarding the type of motion required.

• 2NWX [57] and 3KBC [63] show the transport domain about 10 Å above, re-
spectively, below the center of the trimerization domain.

• In 4X2S [71] (and 6WYK [73]) the distance between transport and trimerization
domain is increased perpendicular to the membrane normal.

• The transport domain features a different rotation in 2NWX [57], 3KBC [63]
and 3V8G [72].

But they only provide snapshots of a continuous process, without information about
their position in the sequence of motion.

To obtain a continuous description of the conformational change required to switch
from the outward to the inward-facing state, the enhanced sampling method ”acceler-
ated weight histogram” (AWH) was used. The conformational landscape was explored
along two coordinates, 1. the vertical offset of the transport domain above or below
the center of the trimerization domain captures the conformational change observed in
2NWX [57] vs. 3KBC [63]. 2. the horizontal distance between transport and trimer-
ization domain perpendicular to the membrane normal captures the conformational
change observed in 4X2S [71]. The rotational motion, described above, was not in-
cluded as a biased reaction coordinate since the AWH implementation in GROMACS
did not support rotational coordinates at that time, but a rotation of the transport
domain was still observed in biased as well as subsequent unbiased simulations. As
described in Section 4.1, multiple continuous descriptions of the translational move-
ment were obtained from enhanced sampling. The RMSD of whole protomers showed
that the two unbiased protomers were structurally stable and did not experience in-
stability, regardless of the position of the biased protomer, as seen in Figure 4.3. The
trimerization domain of the translocating protomer was stable with respect to the
corresponding crystal structure, as seen in Figure 4.3. Subtle reorganization of the
transport domain was found to be caused by the opening of hairpin 2, which gates
access to the binding site [57, 125], this dependency can be seen in Figure 4.4. This
indicates that the bias introduced by AWH was not high enough to force the biased
protomer into non-physiological conformations, shown by the internal stability of both
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domains of the biased protomer. And that neither the fast and repeated transitions nor
the bias caused instability of the unbiased protomers through the protomer-protomer
interface of the trimerization domain.
It is assumed that an open hairpin blocks translocation due to clashes with the trimer-
ization domain [53, 54, 126, 55], as seen in Figure 4.5. The present data seem to
confirm this even for conformations featuring an increased distance between the two
domains. In total, 129 complete OFC⇔IFC transition events were recorded, Figure
4.6 shows that none of the events reached the outward and inward-facing state equally
well. In the best case, both states were approached with an RMSD of just below 4
Å. In comparison with a previous study, where a much simpler elastic network was
used to obtain a rough estimate of intermediate conformations [83], each of the AWH
simulations covered multiple forward and reverse translocations of the same protomer.
The fact that a protomer can undergo an outward to inward transition and then re-
turn into the outward-facing conformation with an RMSD comparable to fluctuations
observed in an unbiased simulation, adds to the credibility of the employed enhanced
sampling protocol.

Another critical factor is the definition of reaction coordinates, especially their
competence in describing the translocation and to differentiate between conformation
with different stability. While the reaction coordinate’s ability to describe the translo-
cation is established, because both starting conformations sampled the opposite state
and returned successfully, they struggled with the separation of different conforma-
tions. As seen in Figure 4.2 the intermediate area in the center of the figure shows a
high structural diversity for the same reaction coordinates. Since AWH was used as an
explorative technique, this does not taint the resulting ensemble, but the convergence
of an energy profile might have been challenging.

69



5.3 A novel inward-facing open state

The conformational landscape explored by a translocating protomer can be visualized
by time-independent component analysis (TICA). This also allows one to compare
systems with the two neighboring protomers in the outward- (OOX) or inward-facing
state (IIX). Projecting the conformations of a protomer along the first two TICA
components separately for both datasets reveals a striking difference (Figure 4.15).
A region along TICA component 2, which is only present in the TICA landscape of
the OOX dataset. It is located above an area resembling a ”three-way junction” and
features multiple ligand unbinding events (Figure 4.15). Given that no considerable
ligand unbinding was observed around the position of 3KBC [63] or nearby, this new
region could be considered an alternative inward open state (IOS). In terms of stability
it features a slightly lower energy than the IFC defined by 3KBC [63], while the MFPT
from 2NWX [57] (OFC) to 3KBC [63] (IFC) is 46 µs (± 2.5 µs) it takes an average
of 48 µs (± 3.7 µs) from 2NWX [57] to the IOS. Compared to the physiological fully-
bound outward to inward transitions, the non-physiological fully-bound inward-facing
or IOS to outward-facing transitions feature a mean first passage time of 345 µs (±
34 µs), respectively, 320 µs (± 32 µs). These transition times convert to about 20
000 transitions per second for the outward to inward transition and roughly 3000
transitions per second in the inward to outward direction. Previous studies suggested
that the transition rates for GltPh are in the 0.5 to 0.2 transitions per second range,
these studies also inferred that the OFC and IFC states feature high dwell times
and ligand binding and unbinding to dominate transition rates [65, 152, 71]. While
the observation of ligand unbinding is an unexpected and interesting property of this
region, it counteracts the analysis of the data using Markov models. A Markov model
demands the underlying data to be ”Markovian”, it should be memoryless and the
probability of visiting the next state Xt+1 should only depend on the current state Xt.
Unfortunately, it was reported that the dynamics of hairpin 2 are altered by ligand
binding. In the absence of glutamate [126] and presence of Na1 and Na3, the open
hairpin state is stabilized, which blocks translocation [53]. During all simulations,
a restraint was used to keep one sodium ion bound to the Na2 site [153, 154, 155,
156, 48]. In unbiased simulations started from the 2NWX [57] and 3KBC [63] crystal
structures, this restraint ensured a closed hairpin and properly bound ligands. Due
to this restraint, the hairpin cannot adopt a fully open conformation. It is currently
unclear how this affects the protomers ability to exit the IOS, and return to the junction
region. If these protomers should be stuck in the IOS, this would lead to artificial low
energy in this area since simulations could enter it easily, but it is impossible for them
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to exit. In total, only 16 out of the 623 simulations in the OOX dataset feature a
distance greater than 15 Å between the bound amino acid and its binding site and
can be considered unbound. Furthermore, no correlation between hairpin opening and
ligand unbinding was observed, as seen in Figure 4.23. The fact that this region only
emerged in the OOX dataset makes one question its plausibility. Although it was
visited after a couple of hundred nanoseconds during unbiased simulations and not
during enhanced sampling simulations, where the added bias could have pushed the
protomer into unfeasible high energy regions. After starting additional, unbiased, IIX
simulation in the junction region, a protrusion began to form which might make this
region accessible in the IIX dataset, too. Additionally, more OOX simulations were
started in the junction region after all simulations that visited the IOS previously were
excluded from the dataset, to confirm the reproducibility of that region, like in the
IIX dataset a protrusion was visible.
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5.4 The elevator-like mechanism is a multi-stage
process

The elevator-like implementation [63, 47] of the alternating access mechanism has been
characterized as a single motion with two distinct components, a vertical and a ro-
tational one [63]. A horizontal component has been discussed critically [71, 157] in
the past, but was recently revitalized [158, 134, 159]. While the outward and inward-
facing states show long dwell times [65] and ligand binding has been postulated as a
multi-stage induced fit [160] or conformational selection mechanism [126], it remained
unknown, if the conformational change during translocation is a single motion or a
process with multiple intermediate steps. Previous studies on GltPh suggested the
presence of at least one intermediate step [161, 132, 65, 162] and multiple probable
intermediates were crystallized or proposed by in silico methods [72, 71, 73, 82], but
their position in the translocation sequence remained elusive. Single-molecule fluores-
cence resonance energy transfer studies found three distinguishable states for GltPh
[64, 71]. Direct visualization of translocating protomers using high-speed atomic force
microscopy was able to distinguish between two states [65]. A study of the elevator-
like nucleoside transporter CNTNW crystallized multiple intermediate conformations,
which they clustered into three groups [161]. Two of these intermediates were close to
the outward, respectively, inward-facing state while one was halfway in between these
two. A similar study on GltTk found four different conformations, although some rep-
resented the same state but in a ligand-bound and a ligand unbound conformation
[56].

The notion of a multi-stage process for the translocation of GltPh is supported
by the energy profiles obtained from OOX and IIX simulations. The energy profiles
along the first two TICA components indicate between one and two intermediate
conformations for the outward ⇔ inward translocation. The first is located in the
junction region between or nearby the 4X2S [71] and 6WYK [73] structures, in OOX
simulations the alternative inward open state is accessible from this region. Also, it
is adjacent to the permeable region in both datasets, as seen in Figure 4.25. It is
unclear, if protomers assume permeable conformations during the outward-facing to
junction region transition or if protomers might diffuse from the junction region into
the permeable region. The second possible intermediate is represented by a local energy
minimum nearby the 3V8G [72] structure. In the OOX energy profile, this minimum
is separated from the outward-facing minima, while no such barrier is visible in the IIX
energy profile. The highest barrier in both energy profiles is found in between the two
possible intermediates just described, nearby the position of the ChC [82] structure.
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The energy profiles also indicate that, for the outward-facing state to junction state
transition, the first TICA component is sufficient, but for the junction state to inward-
facing state transition the second TICA component is vital. Also, the junction state
to IOS transition is dominated by the second TICA component.

The MSM build using the 12 states identified by VAMPnet in the OOX dataset
was used to extract transition pathways using transition path theory (TPT) [163, 164,
165] from the outward-facing state into the inward-facing state. A total of 28 pathways
were found, but four pathways represented 54% of the total transitions between these
two states, for the sake of brevity only those four will be discussed in detail. Figures
4.31, 4.32, 4.33 and 4.34 show that the translational-rotational components are also
found in these four pathways. When comparing the curves for rotational and vertical
movement, one may notice a similar pattern in those paths, a linear decrease followed
by a steep decrease, followed again by a linear decrease. Counterintuitively, this steep
change of the vertical distance and simultaneous rotation does not go along with a steep
decrease in stability, on the contrary, Figures 4.32 and 4.33 suggest that the states after
rotation in these pathways are barely as favorable as those prior to rotation.

During translocation, the protomer visits at least five different states, which were
separated by VAMPNet. From the outward-facing S9, the protomer always transitions
into S4, which features an RMSD of 2.4 Å to 2NWX [57] and an RMSD of 0.9 Å
towards the proposed ”intermediate outward-facing” 3V8G [72] structure. For the
inward-facing state two close intermediate states are found, S3 and S12, they feature
an RMSD of 2.3 Å, respectively 1.9 Å towards 3KBC [63] and in both the 6WYK [73]
crystal structure represents the closest match. In the third-highest flux path both,
S3 and S12, are visited, indicating that they might be interchangeable. Definition
of the ”halfway in-between” intermediates is a bit fuzzy, four states (S2, S5, S6 and
S8) are visited in the top four pathways. Notably, these four intermediates feature a
small probability to enter a water-permeable conformation, as shown in Figure 4.27.
According to the MSM S5 should have a slight advantage, as it is the most stable
one and was assigned a positive energy (Figure 4.18). In terms of their structural
similarity towards 2NWX [57] and 3KBC [63] as well as their location along the TICA
components, they can be considered ”halfway in-between” the outward and inward-
facing states. Visually, they are similar and their main difference is the rotation of
the transport domain. This might render them hard to distinguish experimentally.
The three states observed in FRET experiments [64, 71] might correspond to 1 the
outward-facing and S4 state 2 the three ”halfway in-between” states, S2, S5, S6, S8
and 3 the inward-facing state plus S3 and S12.

The energy profiles, the linear-steep-linear pattern of the vertical translation-rotation
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motion and the three to four intermediate states along the outward to inward path-
ways indicate that the elevator-like mechanism is not a single linear motion but a
multi-stage process with distinct intermediates.
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5.5 Membrane interactions influence protomer dy-
namics

The current, generally accepted concept of elevator-like glutamate transporters pos-
tulates that protomers in the trimer do not interact, and their conformation has no
influence on the dynamics of their neighbors [65, 166, 167, 64, 66], while the lipid
bilayer is assumed to influence transport dynamics [80, 66, 168]. This is supported
by the observation that there is no direct contact between one protomers transport
domain and another protomers transport or trimerization domain, due to the lipid
bilayer separating the subunits as seen in Figure 2.2.

Since data for the transformation of symmetrical OOO and III trimers into asym-
metrical trimer configurations OOI and IIO was generated, it was possible to compare
the dynamics of the translocating protomer. Analyzing both datasets using TICA with
the same components, like done in the results section, shows that different regions of
the conformational landscape are explored along the first two TICA components (Fig-
ure 4.15). When comparing the energy profile and the projections of published crystal
structures like in Figure 4.15, it can be seen that most experimental structures are
situated nearby a local minimum, but the exact locations of these minima are shifted
between the datasets. While 3KBC [63] is on the edge of the minimum in the OOX
dataset, its location corresponds to the deepest point of the minimum in the IIX
dataset. This shift in conformational preference is especially interesting since it might
confirm that, 3KBC [63] is a good representation of a trimer in the inward-facing
state, but an inward-facing protomer in an asymmetric trimer with two protomers
in the outward-facing state is likely to settle in a different conformation. In both
landscapes, a local energy minimum is visible at the region reassembling a ”three-way
junction”, the minimum in the IIX dataset corresponds to the unlocked intermediate
(4X2S [71]) while in the OOX dataset no known structure is nearby. Surprisingly,
2NWX [57], which is believed to represent the outward-facing state, is not close to
any minima in the OOX or IIX datasets. At first sight, this might contradict the
conformational stability observed in simulations started from the 2NWX [57] crys-
tal structure, given the present energy surface, one would expect a quick transition
from 2NWX [57] towards 3V8G [72]. When using the transition probabilities from a
Markov state model, one can compute the mean first passage time (MFPT) from a
state representing 2NWX [57] (S9) to a state representing 3V8G [72] (S4). The mean
first passage time [169] for the 2NWX → 3V8G transition is 2.98 µs, well beyond the
longest continuous simulation conducted during this project. Furthermore, applying
TICA on the Cα-Cα of both datasets separately yields significant different compo-
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nents, which implies that the slowest correlated motions represented in these datasets
are different. This hints at an essential difference between the investigated OOX and
IIX systems. Since direct interactions of a transport domain with neighboring pro-
tomers are absent in all simulations conducted, the variation is most likely caused by
differences in the lipid bilayer. Recent publications [66, 56] suggested curvature of
the lipid bilayer depending on the protomer conformation, outward-facing protomers
cause an upward curvature while inward-facing conformations lead to a downward cur-
vature. Both publications concluded that the bilayer curvature does not extend far
enough to cause a difference in the lipid environment close to a neighboring protomer,
although none of them explicitly investigated this. The simulation box (X 145 Å Y
145 Å Z 110 Å), in the unbiased simulations presented here, is too small to obtain a
bulk bilayer height which could be used to compare the present results to the pub-
lished ones. Additionally, the small box size may have led to an amplified influence
of the protomers on the lipid membrane. The membrane curvature described in Zhou
et al. [66] is reported to extend up to 100 Å. In AWH and unbiased simulations
each trimer is separated by about 60 Å from its PBC mirror image, the membrane
curvature of one protomer thus might reach another protomer of the same trimer in
the simulations presented here. To investigate differences in the lipid bilayer between
both systems, lipid density maps were compiled from frames in the same simulations
which were clustered together, the datasets were clustered into 400 states along the
first two TICA components. These two TICA components were able to better sepa-
rate different conformations in a low dimensional space than the hand-crafted reaction
coordinates used during enhanced sampling. In the next step, cross-correlation was
computed between density maps of the same dataset, OOX-OOX and IIX-IIX, as well
as between simulations of both datasets, OOX-IIX. The correlation between the den-
sity maps, as depicted in Figure 4.12A, shows that density maps of simulations from
the same dataset feature high similarity, but a low similarity, if comparing simulations
between the datasets, although the translocating protomer is in a similar conforma-
tion. Inspecting these density maps of lipids around the transitioning protomer reveals
differences of the lipid bilayer which are visible by eye. In panels B and C of Figure
4.12 the difference between lipid density from OOX and IIX simulations for a repre-
sentative cluster is shown. While the orange surface on the left of each panel is not
in contact with the translocating protomer, there is lipid density on the right, partly
occupying the crevice between the transport and trimerization domain. Lipid density
in this region has been observed previously in experimental structures [168, 56, 132]
of the inward and outward-facing state, and was suggested to modulate dynamics of
the whole transport domain and hairpin 2 in the outward-facing state. This modu-
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lation might facilitate translocation by favoring a closed hairpin 2 or by disrupting
domain-domain interactions [168, 71] allowing the transport domain to move more
easily, or act as a steric hindrance slowing translocation. Lipids entering the crevice
are observed in some OOX simulations but are prevalent in IIX simulations, where
it was also observed for neighboring protomers. In the outward-facing state of both
datasets, lipid density in the crevice was lower than in the inward-facing state. These
lipids show low mobility and are not likely to be displaced during translocation, as
suggested in [168], but stay close to the trimerization domain and do not move with the
transport domain. One electrophysiology study of wild type EAAT4 and two mutants
suggested cooperativity between protomers regarding opening of the anion channel
[170]. This would require translocation of one protomer to alter the membrane in a
way that allows another protomers transport domain to move away from the trimer-
ization domain. Indeed, the energy profile along the two TICA components shows
that the two datasets are shifted along the second component (Figure 4.15). Also,
such cooperativity would offer an explanation why four times more permeations were
found in OOX simulations compared to IIX simulations and why Figure 4.25C and D
show that the transport domain seems to be more likely to move further away from
the trimerization domain in OOX simulations. But given the current data, it is not
possible to differentiate between altered dynamics due to lipid membrane-mediated
subunit cooperativity and differences in lipid-protomer interactions due to insufficient
equilibration of the starting structures. A biased protomer in an OOX trimer might
have visited the IFC multiple times during enhanced sampling without a lipid entering
the crevice. It is unknown if this crevice-lipid-free protomer is a good representation
of the outward-facing state or some close to outward intermediate. Furthermore, it is
unknown, if entering of lipids into the crevice is facilitated by neighboring protomers
in the inward-facing state or lipids enter the crevice independently of the total trimer
conformation, although current data suggests that they are more likely to enter the
crevice of a protomer in the inward-facing state. While this is the most pronounced
and most consistent difference between density maps of OOX and IIX simulations, it
remains unclear, if it is solely responsible for the different dynamics observed in OOX
and IIX trimers.
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5.6 Anion permeation is not an obligatory step of
glutamate translocation

The glutamate [171, 128] or cation [172, 173, 55] gated anion channel, which is not
thermodynamically coupled to glutamate transport, is a curiosity found in all mam-
malian EAATs and archaebacterial glutamate transporters. Although its physiological
role has been discussed multiple times, its importance to the cellular function is still
largely unknown [174, 175, 176, 177, 178]. Some members of the EAAT family are con-
sidered relevant mainly due to their chloride conductance and less due to the transport
of glutamate [23, 179]. Especially the retina located EAAT5 features a low glutamate
capacity and was proposed to act like a ”slow-gated glutamate receptor” [180, 181].
Studies of glial cells suggest that chloride conductance of EAAT1 and EAAT2 influ-
ences their internal chloride concentrations [182, 176] and mutations in EAAT1, which
increases its channel activity [183], leads to apoptosis of Bergmann glial cells during
brain development [177].

A first prediction of a chloride conductive structure was published by Machtens
et al. 2015 [82], and was obtained in silico using computational electrophysiology
and validated by an in vitro combination of electrophysiology studies and tryptophan
quenching of derived mutants. A second structure was published in 2021 [73], this
time obtained via cryo-electron microscopy of a cross-linked GltPh variant. While no
chloride density was observed, the presence of a continuous water pathway, formed in
MD simulations under conditions similar to [82], lead to the assumption that it was
chloride permeable, too. While continuous water density is a probable cause for ion
channel formation [184], only observed ion density is a sufficient proof, but this is often
only obtainable in biased simulations [82]. To screen for, presumable, channel confor-
mations in unbiased simulations of the OOX and IIX dataset, the method described
in section 3.3.6 was used to detect completed permeation events. Compared to a con-
tinuous density of water molecules, this offers the advantage that density might only
appear continuous due to the size of histogram bins used during density calculations.
In simulations of an OOX trimer, 489.224 completed water permeation events were
found, in contrast to 125.300 permeation events in simulations of IIX trimers. Com-
pared to about half a million water permeations, only 41 chloride permeations in the
OOX dataset were found, and none in any IIX simulation. In the landscape formed
along the first two TICA components, water-permeable conformations form a contin-
uous region with lower permeability at edges and higher permeability at the center,
as seen in Figure 4.25 and 4.27. In the TICA projection, water-permeable conforma-
tions are located between the junction and the minimum close to the outward-facing
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conformation, roughly halfway between the outward and inward-facing states. While
the water-permeable region is shifted along TICA component 2 in the OOX and IIX
dataset, the position along the first component stays the same. Projection of confor-
mations along the vertical component of the translocation and the horizontal distance
between the two domains shows that a horizontal distance of above 32 Å between
the domains favors water permeability. As seen in section 4.2.7, water permeation
was confirmed for a subset of conformations in states S2 and S5, Figure 4.27A shows
that states S6 and S8 feature a very small probability of observing permeations when
entering these states. Stationary distribution (Figure 4.18) suggests that state S2
represents rather unfavorable conformations and a protomer is unlikely to stay in this
state for long, state S5 on the other hand seems to be slightly more stable. Transition
path theory analysis of the 12 state VAMPNet Markov state model shows that only
25% of the total is flux directed through either state S2, S5 or both. This suggests
that states in which water permeation was observed are rarely visited and most of the
OFC ↔ IFC transitions are unlikely to feature channel formation or permeations, as
seen in Figure 4.28B. This low probability of encountering pore formation and per-
meation seems to be in agreement with experimental results, where an absolute open
probability of 0.06% was determined for EAAT2 [185]. It should not be ignored that
these total open probabilities were acquired by electrophysiology and report on the
permeability of charged ions, while the numbers reported above are for water perme-
ation and thus are expected to be higher. Visual inspection of some water-permeable
structures suggests that water molecules can permeate not only through the pore de-
scribed previously [82, 73], but also close by or through hairpin 2. It is unknown, if
charged chloride ions can occupy the same space or might be blocked from proceeding
by the positive charges of the three bound sodium ions or repelled by the bound amino
acid. Interestingly, glutamate transport by EAAT1 was shown to induce swelling of
oocytes [186, 187] due to water transport. This water transport was split into an active
and a passive component, and it was assumed that the anion channel is not the only
pathway for water to traverse the transporter.

The location of the water-permeable regions in the conformational landscape sug-
gests that it is only accessible halfway through translocation. These conformations are
likely inaccessible to an outward-facing protomer without ligands bound, since in the
absence of glutamate the conformation of hairpin 2 disfavors translocation [53]. This
might explain the glutamate dependency of anion conductance observed [188], due to
the lack of simulations featuring apo-protomers, it remains unknown how permeation
is inhibited in the second half of the transport cycle during apo inward to outward tran-
sition. These findings offer insight into the interplay of glutamate transport and anion
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channel formation and show that it is not a mandatory step during translocation and
is likely governed by additional dependencies which have not yet been characterized.
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Chapter 6

Conclusion

The elevator-like mechanism is an odd and interesting implementation of the alternat-
ing access mechanism. The large conformational change, which drags the transported
ligand through the membrane combined with a thermodynamically uncoupled anion
channel and presumable strong protein-lipid interactions, justifies the interest they
have been met with during the past three decades.

Here, I used enhanced sampling simulations of fully bound protomers to obtain mul-
tiple ”educated guesses” of possible translocation pathways from outward to inward-
facing state and vice versa. These simulations were informed by rough descriptions of
the translocation pathway obtained from published structures of potential transloca-
tion intermediates [71, 72, 73] and proposed end states [63, 57]. Since these structures
were not easily compiled into a unifying description of the complete translational mo-
tion, unbiased simulations were started from snapshots of the pathways obtained from
enhanced sampling. With the objective to obtain an unprejudiced description of the
translocation, within certain limits, which covers the complete conformational land-
scape, including formation of the anion pore. To investigate possible differences in
the translocation process due to the configuration of the trimer, two simulation sys-
tems were used. One featuring two of the three protomers in the outward-facing state,
termed OOX, and one with two protomers in the inward-facing state, termed IIX.
Striking differences were found between these two systems. They do feature differ-
ent dynamics, explore different conformations, and feature different conformational
preferences in those regions both systems explored. The cause of these differences
could not be determined unambiguously, but strong evidence was presented pointing
towards lipid bilayer mediated interactions. Lipid density between the two domains
was visually identified as differentiating, but it remains unknown if it is solely respon-
sible for the different dynamics. Furthermore, it remains unknown if different trimer
configurations favor different protomer-lipid interactions.
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The dynamics and conformations contained in the unbiased simulations offer a
complete description of the physiological outward to inward transition of a fully bound
GltPh protomer. This description on the atomistic level allowed identification of multi-
ple steps of the translocation, including a novel inward-facing open state and multiple
water-permeable intermediate states. The elevator-like mechanism, as implemented
by GltPh, was characterized as a multistep process with non-obligatory anion pore
formation. Formation of the anion pore might be favored by a trimer configuration
with two protomers in the outward-facing state. This is suggested by the ratio of
permeation events found in the two different systems, with about four times as many
permeations observed in OOX simulations compared to IIX simulations. The location
of these water-permeable configurations along possible pathways from the outward-
facing state into an inward-facing state offers an explanation for the dependence of
anion conductance on glutamate transport. While the interplay between the mem-
brane and the probability of anion pore formation offers a possible explanation why
this dependence is thermodynamically uncoupled.
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Chapter 7

Outlook

This work opened new questions regarding cooperativity between protomers, formation
of the anion channel and the interplay between the lipid bilayer and protomer dynam-
ics. Further analysis of the generated data might provide a more detailed explanation
of the differences in lipid density observed between OOX and IIX systems and how
these differences affect protomer-bilayer interactions and conformational preferences
of a translocating protomer. But the fully-bound outward to inward transition only
represents half of the transport cycle, a comparable dataset of protomers in the ligand-
less state would be highly desirable. These protomers might show different dynamics,
and these new datasets could clarify if the physiological ligand-less inward to outward
transition can trigger anion pore formation. A comparison between GltPh protomers
and those of an EAAT variant in the ligand-less and potassium bound state might
provide interesting details about potassium dependency of the mammalian variants.
Simulations employing computational electrophysiology are needed to verify that (1)
chloride ions can occupy the same positions as permeating water molecules, and (2)
that water permeability found here corresponds to anion conductance. Simulations
with a significantly bigger simulation box, with a minimum distance between trimers
of 200 Å, might be necessary to properly investigate possible cooperativity between
protomers regarding formation of the anion channel. Last but not least, additional
simulations are needed to untangle the effect of lipids entering the crevice and trimer
configuration, in the current data these two features are highly correlated. But it is
unknown, if this is due to altered bilayer dynamics in OOX and IIX trimers, or due to
the inability of lipids to enter the crevice in the outward-facing state.

This data would allow future researchers to unify the ligand binding and unbinding
processes with those of the forward and reverse translocation and enable them to finally
conclude the description of the complete transport cycle.
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[110] H. Wu and F. Noé. “Variational Approach for Learning Markov Processes from
Time Series Data”. In: arXiv:1707.04659 [math, stat] (Aug. 2019). arXiv: 1707.
04659 [math, stat].

[111] M. Hoffmann et al. “Deeptime: A Python Library for Machine Learning Dy-
namical Models from Time Series Data”. In: Machine Learning: Science and
Technology (2021).

[112] P. E. Hart, N. J. Nilsson, and B. Raphael. “A Formal Basis for the Heuristic
Determination of Minimum Cost Paths”. In: IEEE Transactions on Systems
Science and Cybernetics 4.2 (July 1968), pp. 100–107.

[113] F. Pedregosa et al. “Scikit-Learn: Machine Learning in Python”. In: Journal of
Machine Learning Research 12.85 (2011), pp. 2825–2830.

93

https://arxiv.org/abs/1707.04659
https://arxiv.org/abs/1707.04659


[114] L. Buitinck et al. “API Design for Machine Learning Software: Experiences
from the Scikit-Learn Project”. In: arXiv:1309.0238 [cs] (Sept. 2013). arXiv:
1309.0238 [cs].

[115] M. Ankerst et al. “OPTICS: Ordering Points to Identify the Clustering Struc-
ture”. In: ACM SIGMOD Record 28.2 (June 1999), pp. 49–60.

[116] J. MacQueen. “Some Methods for Classification and Analysis of Multivariate
Observations”. In: Proceedings of the Fifth Berkeley Symposium on Mathemat-
ical Statistics and Probability, Volume 1: Statistics 5.1 (Jan. 1967), pp. 281–
298.

[117] R. Briones et al. “GROmaρs: A GROMACS-Based Toolset to Analyze Density
Maps Derived from Molecular Dynamics Simulations”. In: Biophysical Journal
116.1 (Jan. 2019), pp. 4–11.

[118] O. Jardetzky. “Simple Allosteric Model for Membrane Pumps”. In: Nature
211.5052 (Aug. 1966), pp. 969–970.

[119] Y. Huang et al. “Structure and Mechanism of the Glycerol-3-Phosphate Trans-
porter from Escherichia Coli”. In: Science (Aug. 2003).

[120] J. Abramson et al. “Structure and Mechanism of the Lactose Permease of Es-
cherichia Coli”. In: Science (Aug. 2003).

[121] L. R. Forrest and G. Rudnick. “The Rocking Bundle: A Mechanism for Ion-
Coupled Solute Flux by Symmetrical Transporters”. In: Physiology (Bethesda,
Md.) 24 (Dec. 2009), pp. 377–386.

[122] G. Verdon and O. Boudker. “Crystal Structure of an Asymmetric Trimer of a
Bacterial Glutamate Transporter Homolog”. In: Nature Structural & Molecular
Biology 19.3 (Feb. 2012), pp. 355–357.

[123] Y. Gu et al. “Molecular Simulations Elucidate the Substrate Translocation
Pathway in a Glutamate Transporter”. In: Proceedings of the National Academy
of Sciences of the United States of America 106.8 (Feb. 2009), pp. 2589–2594.

[124] G. Grazioso et al. “Investigating the Mechanism of Substrate Uptake and Re-
lease in the Glutamate Transporter Homologue GltPh through Metadynamics
Simulations”. In: Journal of the American Chemical Society 134.1 (Jan. 2012),
pp. 453–463.

94

https://arxiv.org/abs/1309.0238


[125] E. Zomot and I. Bahar. “Intracellular Gating in an Inward-facing State of As-
partate Transporter GltPh Is Regulated by the Movements of the Helical Hair-
pin HP2 *”. In: Journal of Biological Chemistry 288.12 (Mar. 2013), pp. 8231–
8237.

[126] C. Alleva et al. “Na+-Dependent Gate Dynamics and Electrostatic Attraction
Ensure Substrate Coupling in Glutamate Transporters”. In: Science Advances
6.47 (2020), eaba9854. eprint: https://www.science.org/doi/pdf/10.1126/
sciadv.aba9854.

[127] D. E. Bergles, A. V. Tzingounis, and C. E. Jahr. “Comparison of Coupled and
Uncoupled Currents during Glutamate Uptake by GLT-1 Transporters”. In: The
Journal of Neuroscience: The Official Journal of the Society for Neuroscience
22.23 (Dec. 2002), pp. 10153–10162.

[128] J.-P. Machtens, P. Kovermann, and C. Fahlke. “Substrate-Dependent Gating
of Anion Channels Associated with Excitatory Amino Acid Transporter 4”. In:
The Journal of Biological Chemistry 286.27 (July 2011), pp. 23780–23788.

[129] T. S. Otis and M. P. Kavanaugh. “Isolation of Current Components and Partial
Reaction Cycles in the Glial Glutamate Transporter EAAT2”. In: The Journal
of Neuroscience: The Official Journal of the Society for Neuroscience 20.8 (Apr.
2000), pp. 2749–2757.

[130] A. Accardi and C. Miller. “Secondary Active Transport Mediated by a Prokary-
otic Homologue of ClC Cl- Channels”. In: Nature 427.6977 (Feb. 2004), pp. 803–
807.

[131] H. Jayaram et al. “Ion Permeation through a Cl–Selective Channel Designed
from a CLC Cl-/H+ Exchanger”. In: Proceedings of the National Academy of
Sciences 105.32 (2008), pp. 11194–11199. eprint: https://www.pnas.org/
content/105/32/11194.full.pdf.

[132] Y. Huang et al. “Use of Paramagnetic 19F NMR to Monitor Domain Movement
in a Glutamate Transporter Homolog”. In: Nature Chemical Biology 16.9 (Sept.
2020), pp. 1006–1012.

[133] G. Heinzelmann and S. Kuyucak. “Molecular Dynamics Simulations of the
Mammalian Glutamate Transporter EAAT3”. In: PLOS ONE 9.3 (Mar. 2014),
e92089.

[134] A. A. Garaeva et al. “A One-Gate Elevator Mechanism for the Human Neu-
tral Amino Acid Transporter ASCT2”. In: Nature Communications 10.1 (July
2019), p. 3427.

95

https://www.science.org/doi/pdf/10.1126/sciadv.aba9854
https://www.science.org/doi/pdf/10.1126/sciadv.aba9854
https://www.pnas.org/content/105/32/11194.full.pdf
https://www.pnas.org/content/105/32/11194.full.pdf


[135] C. Jarzynski. “Nonequilibrium Equality for Free Energy Differences”. In: Phys-
ical Review Letters 78.14 (Apr. 1997), pp. 2690–2693.

[136] B. L. de Groot et al. “Towards an Exhaustive Sampling of the Configurational
Spaces of the Two Forms of the Peptide Hormone Guanylin”. In: Journal of
Biomolecular Structure and Dynamics 13.5 (Apr. 1996), pp. 741–751.

[137] B. L. de Groot et al. “An Extended Sampling of the Configurational Space of
HPr fromE. Coli”. In: Proteins: Structure, Function, and Genetics 26.3 (Nov.
1996), pp. 314–322.

[138] A. Barducci, G. Bussi, and M. Parrinello. “Well-Tempered Metadynamics: A
Smoothly Converging and Tunable Free-Energy Method”. In: Physical Review
Letters 100.2 (Jan. 2008), p. 020603.

[139] P. Hänggi, P. Talkner, and M. Borkovec. “Reaction-Rate Theory: Fifty Years
after Kramers”. In: Reviews of Modern Physics 62.2 (Apr. 1990), pp. 251–341.

[140] J. Keck. “Statistical Investigation of Dissociation Cross-Sections for Diatoms”.
In: Discussions of the Faraday Society 33.0 (Jan. 1962), pp. 173–182.

[141] J. C. Keck. “Variational Theory of Reaction Rates”. In: Advances in Chemical
Physics. John Wiley & Sons, Ltd, 1967, pp. 85–121. isbn: 978-0-470-14015-4.

[142] D. Chandler. “Introduction to Modern Statistical”. In: Mechanics. Oxford Uni-
versity Press, Oxford, UK 5 (1987).

[143] M. Shirts and V. S. Pande. “COMPUTING: Screen Savers of the World Unite!”
In: Science (New York, N.Y.) 290.5498 (Dec. 2000), pp. 1903–1904.

[144] I. Buch et al. “High-Throughput All-Atom Molecular Dynamics Simulations
Using Distributed Computing”. In: Journal of Chemical Information and Mod-
eling 50.3 (Mar. 2010), pp. 397–403.

[145] C. Kutzner et al. “Best Bang for Your Buck: GPU Nodes for GROMACS
Biomolecular Simulations”. In: Journal of Computational Chemistry 36.26 (2015),
pp. 1990–2008.

[146] B. Kohnke, C. Kutzner, and H. Grubmüller. “A GPU-Accelerated Fast Mul-
tipole Method for GROMACS: Performance and Accuracy”. In: Journal of
Chemical Theory and Computation 16.11 (Nov. 2020), pp. 6938–6949.

[147] D. K. Shenfeld et al. “Minimizing Thermodynamic Length to Select Interme-
diate States for Free-Energy Calculations and Replica-Exchange Simulations”.
In: Physical Review E 80.4 (Oct. 2009), p. 046705.

96



[148] B. E. Husic and V. S. Pande. “Markov State Models: From an Art to a Science”.
In: Journal of the American Chemical Society 140.7 (Feb. 2018), pp. 2386–2396.

[149] R. Zwanzig. “From Classical Dynamics to Continuous Time Random Walks”.
In: Journal of Statistical Physics 30.2 (Feb. 1983), pp. 255–262.

[150] P. Hänggi and P. Talkner. “Memory Index of First-Passage Time: A Simple
Measure of Non-Markovian Character”. In: Physical Review Letters 51.25 (Dec.
1983), pp. 2242–2245.

[151] D. Shalloway. “Macrostates of Classical Stochastic Systems”. In: The Journal
of Chemical Physics 105.22 (Dec. 1996), pp. 9986–10007.

[152] N. Akyuz et al. “Transport Dynamics in a Glutamate Transporter Homologue”.
In: Nature 502.7469 (Oct. 2013), pp. 114–118.

[153] J. Setiadi and S. Kuyucak. “Elucidation of the Role of a Conserved Methion-
ine in Glutamate Transporters and Its Implication for Force Fields”. In: The
Journal of Physical Chemistry. B 121.41 (Oct. 2017), pp. 9526–9531.

[154] E. Zomot and I. Bahar. “Intracellular Gating in an Inward-Facing State of
Aspartate Transporter Glt(Ph) Is Regulated by the Movements of the Helical
Hairpin HP2”. In: The Journal of Biological Chemistry 288.12 (Mar. 2013),
pp. 8231–8237.

[155] J. DeChancie, I. H. Shrivastava, and I. Bahar. “The Mechanism of Substrate
Release by the Aspartate Transporter GltPh: Insights from Simulations”. In:
Molecular bioSystems 7.3 (Mar. 2011), pp. 832–842.

[156] S. Venkatesan et al. “Refinement of the Central Steps of Substrate Transport
by the Aspartate Transporter GltPh: Elucidating the Role of the Na2 Sodium
Binding Site”. In: PLoS computational biology 11.10 (Oct. 2015), e1004551.

[157] N. Akyuz et al. “Transport Dynamics in a Glutamate Transporter Homologue”.
In: Nature 502.7469 (Oct. 2013), pp. 114–118.

[158] A. A. Garaeva et al. “Cryo-EM Structure of the Human Neutral Amino Acid
Transporter ASCT2”. In: Nature Structural & Molecular Biology 25.6 (June
2018), pp. 515–521.

[159] V. Arkhipova, A. Guskov, and D. J. Slotboom. “Structural Ensemble of a Glu-
tamate Transporter Homologue in Lipid Nanodisc Environment”. In: Nature
Communications 11.1 (Feb. 2020), p. 998.

97



[160] D. Ewers et al. “Induced Fit Substrate Binding to an Archeal Glutamate Trans-
porter Homologue”. In: Proceedings of the National Academy of Sciences of the
United States of America 110.30 (July 2013), pp. 12486–12491.

[161] M. Hirschi, Z. L. Johnson, and S.-Y. Lee. “Visualizing Multistep Elevator-
like Transitions of a Nucleoside Transporter”. In: Nature 545.7652 (May 2017),
pp. 66–70.

[162] G. B. Erkens et al. “Unsynchronised Subunit Motion in Single Trimeric Sodium-
Coupled Aspartate Transporters”. In: Nature 502.7469 (Oct. 2013), pp. 119–
123.

[163] W. E. and E. Vanden-Eijnden. “Towards a Theory of Transition Paths”. In:
Journal of Statistical Physics 123.3 (May 2006), p. 503.
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