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Abstract

Optical Emission Spectroscopy (OES) is widely known and applied to classical plasmas found
in industry and laboratories for various applications. These plasmas exhibit temperatures
of a few eV, which is “cold” compared to early stage laser-induced plasmas. Still, those are
of high interest in material diagnostic application, which is called Laser-Induced Breakdown
Spectroscopy (LIBS).
LIBS is a powerful, versatile, low invasive tool to quickly analyze the material composition
of diverse kinds of samples. For example, it can be used to detect minor elements and iso-
topes in alloys or other material mixtures, independent of their state of matter and physical
form. Moreover, it brings material information without the need for any sample prepara-
tion, which makes it suitable for on-line and hands-off experiments in inaccessible areas,
for example in space or in nuclear safety zones. For these reasons, LIBS and a few other
laser-induced diagnostics are proposed to be used to detect depositions and fuel retention in
plasma-facing components of the inner walls of magnetic confinement fusion reactor vessels
as in-situ techniques. Their applicability can be tested in experimental fusion facilities like,
without limitation, EAST in China, ITER in France, or Wendelstein 7-X in Germany.
This thesis intends to describe the ultra-short laser-induced plasma expansion dynamic in
different environments with the focus on femtosecond lasers in high vacuum conditions. The
research question treated is whether ultra-short femtosecond LIBS can be a reasonable al-
ternative in the described context inside the fusion vessel. Here, a collection of different
experiments is presented using several laser systems. In the beginning, the laser ablation
characteristic of lasers with strongly deviating pulse duration in vacuum will be compared
in an extensive study on the test material tantalum. This comparison will be followed by
comprehensive examinations of the plasma induced by sub-10-fs pulses in vacuum using an
imaging system and time resolved OES. Regarding the initial objective, this part will demon-
strate some challenges in the use of these laser pulses in LIBS analyses and propose a tool to
improve their applicability. This tool is a pre-pulse module that brings the opportunity to
enhance the emitted spectral intensity of the expanding plasma and decreases the detection
limit of certain species in the plasma.
The fuels in the fusion reactor are basically the heavier isotopes of hydrogen: deuterium
and tritium. As the objective of this thesis includes the quantification of fuel retention
in the plasma-facing components, two closing experiments will be presented demonstrating
the feasibility of hydrogen isotope detection in high-Z metals tungsten and tantalum with a
nanosecond- and a femtosecond laser. Here, a calibration free LIBS approach is applied to
determine the total amount of deuterium retention in these metal tiles. The results are shown
to be in good agreement with Thermal Desorption Spectroscopy (TDS) data, which makes
this a meaningful proof-of-principle experiment for further applications in this context.
To gain a deeper understanding of the fundamentals of laser-plasma coupling, ablation pro-
cesses, and plasma expansion, this thesis aspires to give a review on the physical concepts
behind the effects observed in experiments integrated in published literature in the field.
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Chapter 1

Introduction

With a rising need for energy, in particular electricity, with more and more industrialized
countries all over the world, the biggest challenge in the 21st century is the development
of more carbon emission free (or limited) energy sources. For example, rising industrial
states like China increased their need for electricity by 14.7 % between 2018 and 2021 to
8.31 × 1012 kWh as shown in ref. [1]. Although, sustainable power plants using wind, water,
solar, biomass, or geothermal energy having rising influence in the overall production, still
a huge amount of fossil fuel based sources are used, which tend to emit too much CO2

and are presumed to be one of the main driver for human made climate change effects, see
ref. [2]. According to the Federal Statistical Office of Germany (ref. [3]), the whole electricity
production in Germany of 582.9 TWh in 2021 was composed by 39.7 % of sustainable sources,
48.5 % fossil fuels and others, and 11.8 % nuclear sources. The mentioned nuclear power
plants basically generate heat from induced fission processes in the heavy metal uranium.
This process involves the production of radioactive fission products that has to be stored
safely for several decades. This and the invasive mining of the raw uranium does not make it
a reliable source for the future energy production. Instead, extensive studies were set on the
opportunity to use the fusion of light elements (e.g. hydrogen and its isotopes deuterium and
tritium) to generate a scalable energy source providing emission free power in the near future.
The next sections first give an overview on the operation mode and technical conditions of
possible magnetic confinement fusion reactors, second it presents the opportunity to use a
laser-based diagnostic to ensure a secure operation of a fusion reactor, and lastly formulate
the research objective of this thesis.

Magnetic Confinement Fusion

Although the work presented in this thesis does not include actual applications of the moti-
vated laser-based diagnostic in a current fusion experiment, a short overview of this promising
technique is necessary as a motivation. Therefore a brief overview of the path of fusion ex-
periments and a description of the necessary plasma parameters will follow.
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Chapter 1. Introduction

In 1950 Andrei Sakharov and Igor Tamm proposed the first design of a magnetic confine-
ment fusion experiment, the tokamak [4], while Lyman Spitzer presented his concept of the
stellarator in 1958 [5]. Today, both designs have been tested in various experiments over the
whole world. The tokamak designed JET (Joint European Torus) in Culham, UK achieved
first large-scale tests of deuterium-tritium reactions in 1991 with a fusion power of 2 MW in
2 s (see ref. [6]). Likewise, the stellarator designed Wendelstein 7-X in Greifswald, Germany
was able to produce a hydrogen plasma lasting at least 26 s in 2018 (more details in ref. [7]).
To investigate the behavior of larger scale plasma in high confinement mode (H-mode) that is
necessary to achieve the criterion for the fusion process, devices like EAST (Experimental Ad-
vanced Superconducting Tokamak) in Hefei, China are build. Here, variations of different first
wall and divertor material can be tested. All these experimental results are contributing to
the joined project ITER (International Thermonuclear Experimental Reactor) in Cadarache,
France. In this device an output power of 500 MW in 400 s pulses is planned. ITER will
cover questions on feasibility of fusion power plants including nuclear safety aspects.
This promising path to a future power plant using nuclear fusion as as energy source is
driven by the fundamental process taking place in our Sun. Due to its enormous mass of
about 332946 times the mass of Earth, in its center extreme conditions of pressure (150 bil-
lion bar) and temperature (15 million °C) are present to initiate the proton-proton cycle.
Here, two protons (1

1p) are converted into the heavy hydrogen isotope deuterium (2
1D), which

involves the conversion of a proton into a neutron (1
0n) including the production of a positron

(e+) and a neutrino (ν), as

1
1p + 1

1p → 2
1D + e+ + ν + 0.42 MeV (1.1)

followed by the annihilation of the positron into two gamma-ray photons

e+ + e− → 2γ + 1.022 MeV. (1.2)

It is called a cycle because the deuterium atom and another proton are converted into helium
(3

2He) and two helium atoms are able to create a new proton. Using this cycle, in addition
to various other products, the sun is converting 4 million tonnes of mass into heat and
radiation in one second. The goal of the aforementioned fusion experiments is to establish
comparable, controlled conditions on Earth. An important indicator for this is the so called
Lawson Criterion [8], also referred to as the triple product of density n, temperature T , and
confinement time τE . In general the energy produced by the fusion process has to exceed
all radiation and conduction losses including the efficiency of the energy conversion process.
Lawson assumes that a possible fusion reactor contains a plasma with particle positions
distributed in a Gaussian curve, and a Maxwell-Boltzmann velocity distribution ⟨v⟩ that is
indicated by the plasma temperature. The cross section of the fusion process is given as σ.
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The energy Ech of charged fusion products, while neutrons cannot heat the plasma, is taken
into account to form the triple product as

nTτE ≥ 12
Ech

T 2

⟨σv⟩
. (1.3)

The easiest way to fulfill the necessary density for a sufficient confinement time of the plasma
in magnetic confinement fusion is achieved by the deuterium-tritium (DT) reaction

2
1D + 3

1T → 4
2He(3.5 MeV) + n(14.1 MeV) (1.4)

while tritium is produced in a lithium reactor

6
3Li + n → 4

2He + 3
1T + 4.78 MeV

7
3Li + n → 4

2He + 3
1T + 1

0n − 2.47 MeV.
(1.5)

The value of the triple product for this reaction at the temperature T = 14 keV, where the
minimum occurs, is given as

nTτE ≥ 3 · 1021 keV s/m3 (1.6)

and has not been achieved in all fusion test devices. Nevertheless, it is worth following this
path, because of the huge impact a fusion based power plant can have on our energy produc-
tion. As an example for this it can be calculated that 15 g of deuterium and tritium fuel is
sufficient for the energy need of one EU citizen for 80 years.
The achievement of this goal depends on the understanding of all different effects that influ-
ences the efficiency and nuclear safety of magnetic confinement devices. Before describing the
huge impact of Plasma-Wall Interactions (PWI) and underlining the importance of this work
on laser-based diagnostics, a short introduction to the confinement process will be given.
Due to the Lorentz force, a charged particle in a strong magnetic field follows a helical path
around linear field lines with a radius of gyration rL = v⊥/ωc. Here, v⊥ describes the particle
velocity perpendicular to the field lines and ωc is given as the angular cyclotron frequency
dependent on particle charge q, mass m, and magnetic induction strength B as

ωc = q · B

m
. (1.7)

The guiding center moves with a velocity v∥ parallel to the field lines. One of the simplest
concepts to use these field lines to confine the ions and electrons in a specified volume is
a “magnetic bottle” or “magnetic mirror”. This can be pictured as a cylinder with parallel
magnetic field lines, where the density of the field lines increases at the edges. The higher
magnetic induction strength leads to a increasing force on particles approaching the edges
and can cause a movement in the reverse direction. With this conceptional machine only
particles that have a sufficient perpendicular velocity can be trapped. Due to this, and
because of other instabilities, “leaky” systems like this can not be used to achieve the Lawson
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Chapter 1. Introduction

criterion. The solution to this is to use a toroidal shaped device where the two ends of the
cylinder are attached to each other. However, a simple toroidal magnetic field would indicate
a higher magnetic field line density in the center than at the outer part of the torus. This
would lead to a vertical drift of the particles that are supposed to be confined. The results
are charge build-ups and plasma losses. To overcome this, a second poloidal magnetic field
component is applied to compensate the vertical drift. The two different approaches to an
application of this principle were mentioned in the beginning of this section. In the stellarator
scheme the necessary magnetic field is obtained by a complex set of magnetic coils around
the torus. This concept allows a continuous operation of the plasma confinement in contrast
to a pulsed operation in the tokamak. Here, the poloidal magnetic field lines are generated
by an induced current inside the confined plasma itself. This is achieved by an inductively
induced current using a transformer like scheme. This current is also used to heat the plasma
due to its conductivity. Additional vertical field coils are necessary to resist expansion forces
of the plasma-current.
Considering this basic description of the confinement process in a tokamak or a stellarator,
among others, one of the main challenges is to control the fuel content (deuterium and
tritium) and the amount of impurities e.g. helium ash and removed wall materials to minimize
radiation and conduction losses. During different operation modes of the plasma it appears
that the so called first wall or other Plasma-Facing Components (PFC) interact with the
confined plasma. From a safety point of view, the steady accumulation of tritium to the
plasma-facing material can not be tolerated. To overcome this, the material of the first wall
has been changed from carbon to tungsten and tungsten based alloys. Although carbon is a
good heat conductor, does not melt in the mentioned conditions, and has a high sublimation
temperature, it appears that the erosion level with hydrogen is high due to the formed
hydrocarbon compounds (see without limitation ref. [9]–[11]).
As noted from the safety point of view, any steady deposition of hydrogen isotopes to the
plasma-facing materials need to be quantified. For this purpose a laser-induced diagnostic
approach is proposed by Huber et al. in ref. [12]. Here, an in-situ approach, e.g. during the
low confinement mode of the plasma operation, using Optical Emission Spectroscopy (OES)
of a laser-induced plasma at the inner wall can be used to examine the fuel content in PFCs.
This technology is called Laser-Induced Breakdown Spectroscopy (LIBS) and is described
in the following section. However, this thesis is focused on the investigation of PFCs using
different kind of laser pulses in a wide range of pulse duration and wavelengths outside the
fusion plasma vessel.

Laser-Induced Breakdown Spectroscopy

The development of Light Amplification by Stimulated Emission of Radiation (LASER)
opened a wide field of applications using coherent light sources. Particularly the invention of
the first pulsed laser in 1960 creates the opportunity to generate high intensity laser pulses
that are able to initiate a plasma. Time resolved OES of these plasmas enabled the opportu-
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nity to analyze chemical and physical material composition. A spectro-chemical analysis of
the breakdown in air was performed in 1962 (ref. [13]), which is the basic process of Laser-
Induced Breakdown Spectroscopy (LIBS). Now, LIBS is used as a variant tool for hands-off
material and environment analysis. Famous examples are the use of LIBS on the Mars Science
Laboratory (MSL) Curiosity rover to analyze soils, rocks, and possible hydrogen compounds
on Mars surface described in ref. [14], a machine learning supported approach to recognize
cancer in tissues in ref. [15], interesting applications in waste separation in ref. [16], and the
in-situ application of LIBS in the context of nuclear security. Here, different fields are of
interest, for example the on-line monitoring isotopic analysis of fission products investigated
in ref. [17] or the already mentioned in-situ diagnostic of plasma-facing components in fusion
devices.
The experiments shown in this thesis will cover the analysis of relevant material for magnetic
confinement fusion devices using various laser systems. Here, the experiments are executed
with lasers of different pulse duration, wavelength, and in varying environments. The re-
sults are discussed with regard to the basic physical processes, and the applicability in the
context mentioned above covering different advantages and disadvantages of the lasers used.
Special attention is given to the use of ultra-short laser pulses with pulse durations in the
range of a few picoseconds to sub-10-fs as the driving laser sources for the laser ablation
process. Since the invention of Chirped Pulse Amplification (CPA) by the 2018 Nobel prize
winners Donna Strickland and Gérard Mourou (1985, ref. [18]) these ultra-short pulses can
gain enough energy for laser processing and plasma generation to be possible. Shorter pulses
have the big advantage compared to nanosecond and longer pulse duration that the heat
impact to the system is much lower, which results in a highly accurate ablation region. This
high accuracy can be used to establish a diagnostic scheme with a high depth resolution
on the order of the optical penetration depth (∼ 10 nm, depending on laser wavelength and
material properties). In ref. [19] for example, material composition could be analyzed with
a depth resolution of 7 nm on a silicon (Si) based substrate. This was established with a
frequency tripled (λ = 343 nm) diode pumped Ytterbium laser with 500 fs pulse duration,
which is also used in one of the experiments presented in this thesis.

Research Objective

The described technique LIBS has already been tested inside of fusion devices with lasers
of pulse duration of a few nanoseconds. See for example the findings in ref. [20] and [21],
where LIBS is performed on inner walls of EAST. Despite the advantages of a nanosecond
laser-induced plasma with regard to the size, life-time, and brightness of the source, a big
drawback appears in the quantification of stored minor elements, particularly in a depth
resolved analysis. The high thermal impact of nanosecond lasers to the investigated sample
can lead to desorption of stored light elements from the whole material bulk. This Heat
Affected Zone (HAZ) decreases the accuracy of the analyses of deposited material, and the
stored fuel in form of the heavier hydrogen isotopes deuterium and tritium. Apparently,
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Chapter 1. Introduction

lasers of lower pulse duration in the range of picoseconds to femtoseconds appear to have a
significant lower thermal impact in the interaction region and ablated craters exhibit higher
accuracy [22]. From this point of view, a femtosecond system can be a major benefit for the
field in the diagnosis of depth resolved fuel retention. Now, the purpose of this work is to
demonstrate applicability and limitations of LIBS with femtosecond lasers to achieve high
lateral and depth resolution for the detection of hydrogen isotopes in typical PFC materials
by presenting a collection of novel experiments.
These experiments include an intensive study on the laser-induced ablation characteristics on
tantalum with three different laser sources covering a wide range of pulse duration in chap-
ter 4. The high-Z metal tantalum can be seen as a surrogate to investigate the influence of the
different lasers on typical PFCs, which are usually made from tungsten and tantalum based
alloys. This study will be followed by more detailed investigations of the laser-induced plasma
by an ultra-short sub-10-fs laser in a vacuum environment and an approach to enhance the
optical emission spectra using a pre-pulse configuration in chapter 5. Note that it is a novel
approach to perform OES on plasmas induced by laser pulses of this short pulse duration.
With their high possible intensity, usually those pulses are used to enable high-harmonic
generation, particle acceleration, or are able to initiate characteristic x-rays by inner shell
excitation. This thesis will give a classification of laser intensities reasonable for the aspired
application with the ultra-short pulses used.
In chapter 6, proof-of-principle experiments on hydrogen isotopic analysis will be shown
with two different lasers exhibiting pulse duration of nanosecond and femtosecond. Here, a
quantitative approach is included to determine the total amount of deuterium retention in the
investigated tungsten tiles. The underlying fundamental physical concepts that are necessary
to understand the experiments will be explained in chapter 2, and the used methodologies and
instruments are described in chapter 3. This work will conclude by giving an evaluation to
the initial question, whether femtosecond LIBS is a suitable diagnostic technique to analyze
the fuel content in plasma-facing components with the scope to use it in-situ at an actual
magnetic confinement fusion experiment or even at an upcoming power plant to ensure a safe
operation of the facility.
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Chapter 2

Theoretical Background

To be able to interpret the findings presented in this thesis, a number of fundamental de-
scriptions need to be understood. From the laser beam alignment and preservation of optical
properties over the laser-material interaction itself to the plasma expansion process, a couple
of models and concepts will be explained in this chapter. Its purpose is to give a detailed
overview of the powerful diagnostic technique LIBS, which is used as an all-optical tool to
analyze the composition of PFCs. The description of short and ultra-short laser pulse prop-
agation in the first part will be followed by the conceptual explanations of laser ablation and
plasma expansion in the second part.

2.1 Short and Ultra-Short Laser Pulses

In the following, the concepts of laser geometry and propagation are explained showing spatial
and temporal changes. The description focuses on characteristics of Gaussian and Super-
Gaussian beam-profiles in the first part, and dispersion effects of ultra-short broadband laser
pulses in the second section part of this section. All concepts are supplemented by actual
measurements from the used lasers in this work. For more technical details on the generation
processes of the different used lasers refer to chapter 3.1.

2.1.1 Laser Beam Geometry

The propagation of a laser beam in a homogeneous medium (e.g. air or vacuum) is mainly
influenced by the beam divergence. This characterizes how the beam radius expands far from
the beam waist. In general, collimated beams with a very small divergence (approximately
constant beam radius over an appropriate distance) are used to guide the beam to the ex-
periment where a focussing optic (e.g. dispersive lenses or spherical mirrors) changes the
divergence. These optics ensure to bundle the light on small areas to achieve necessary inten-
sities or fluences for different experiments. Due to different production processes, different
lasers exhibit different spatial profiles. In the following, the laser beam geometry character-
istics for Gaussian and flat-top profiles are described based on reasonable measurements.
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Figure 2.1: (a) Generic beam profile of amplitude I0 around the spatial coordinate x0 in-
cluding the Gaussian width w and FWHM ∆x. (b) Corresponding beam profile measurement
of the Ti:Sa laser in front of the beam expansion telescope and the focussing mirror.

Gaussian Beam Profile

In the case of a laser beam that has a Gaussian like shaped transversal profile the intensity
is given as

I = I0 · exp
[
−2
(

x − x0
w

)2
]

(2.1)

where w is given as the half width at 1/e2 of the maximum intensity value I0. It also
corresponds to the Gaussian width of the electric field, due to the fact that the intensity
is proportional to the squared electric field component. Here, the definition of the beam
diameter D0 = 2w can be given. Within an area defined by the diameter D0, 86.5 % of the
laser energy is included. Sometimes the diameter is also defined by D = 4w that includes
99.9 % of the energy. Another characteristic magnitude to describe the beam size is the
FWHM (full width at half maximum) of the electric field and intensity respectively which
are given as

∆xE = 2
√

ln 2 · w and ∆xI =
√

2 ln 2 · w. (2.2)

In fig. 2.1 the beam profile of a Gaussian shaped laser beam is presented by a typical measure-
ment and a corresponding transversal amplitude distribution perpendicular to the direction
of propagation is shown.
Another important point to observe is the beam diameter dependence on the position along
the optical axis z when it is focused. The characteristics of a focused beam are shown in
fig. 2.2. Here, the half beam diameter w(z) is given as

w(z) = w0 ·

√
1 +

(
z

zR

)2
(2.3)
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2.1. Short and Ultra-Short Laser Pulses

z
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���
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Figure 2.2: Representation of beam diameter dependence on position z behind the focussing
mirror of a Gaussian laser beam. Here, the beam profile measurements of the Ti:Sa laser
with an initial beam diameter 4w = 25 mm focussed by a 90◦-off axis parabolic mirror with
127 mm focal length at three different positions are shown. Here, the profiler positions (left)
z − z0 = −960µm, (middle) z = z0 and (right) z − z0 = 990µm are used.

including the beam waist parameter w0 and the Rayleigh-length zR. The beam waist param-
eter of a diffraction-limited Gaussian beam depends on the focal length f , wavelength λ and
the size of the incoming beam A = 4w as

w0 ≥ 4λf

πA
. (2.4)

The Rayleigh-length

zR = π · w2
0

λ
(2.5)

is the distance between the focal spot and the position where the beam radius is given as
√

2w0.
At focal distances of z ≫ zR, equation (2.3) approaches linearly and the divergence of the
beam can be defined by the angle Θ = 2 · λ/(πw0). The parallel phase front in the focal spot
is curved at this distances by the radius of curvature

R(z) = z ·

1 +
(

πw2
0

λz

)2
 . (2.6)

Important laser parameters that can be extracted from the used beam profile are fluence
and intensity as these are indicators of e.g. ablation and damage thresholds and are used to
set limits in descriptions of absorption and acceleration processes. It is crucial to be defined
properly to interpret the upcoming experimental results. The fluence is given as pulse energy
E per area π(D/2)2.
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Figure 2.3: (a) Schematic super-Gaussian beam profile declared as flat-top beam. (b) Beam
profile of a picosecond laser (EKSPLA PL2241 ) used in various experiments in this work.
The close to flat-top beam is focussed by a N-BK7 plano-convex lens of f = 50 cm focal
length and the measurement is made z − z0 = 2 cm out of focal plane.

In general, the laser fluence F is driven from an integral over the whole beam area and is
approximately given as

F = 8E

πD2 · cos θ, (2.7)

where D = 2 · w is the beam diameter at 1/e2 of the maximum intensity in the interaction
plane and θ the angle of incidence, which increases the beam profile in one dimension. A
factor 2 is included here to take into account that a Gaussian shaped beam profile covers a
smaller effective area than a flat-top beam. The laser intensity I is then given as the fluence
per pulse duration ∆τ . An important note is that the fluence is an integrated quantity, which
gives a measure of the total effect induced by one laser pulse, while the intensity describes
momentary effects as it is a temporal quantity.

Flat-Top Beam Profile

A flat-top or top-hat beam profile exhibits a flat intensity profile over most of the profile area.
Usually the flat-top beam profile can be approximated by a super-Gaussian distribution of
the order n > 2 as

I = I0 · exp
[
−2
(

x − x0
w

)n]
. (2.8)

Here, the pulse energy is equally distributed over the whole interaction region, which decreases
the heat affection zone. Also different cutting processes can be more efficient with a flat-top
beam due to steeper edges of the formed craters. A disadvantage is the dependence of the
beam quality factor M2 on the super-Gaussian order n. Meaning, the more rectangular
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2.1. Short and Ultra-Short Laser Pulses

shaped the profile is, the worse is the beam quality in the focal spot. One laser in the
described experiments uses a flat-top profile, which is shown in fig. 2.3. As mentioned before,
the corresponding fluence is given by dividing equation (2.7) by the factor 2.

2.1.2 Pulse Propagation

In general the linear polarized electric field E of an ultra-short wave package is described as
its real part

E(t) = EA(t) · cos (ω0t + ϕ(t)) (2.9)

that consists of the envelope electric field EA and the oscillating carrier wave at central
angular frequency ω0 and the time dependent phase ϕ(t). The envelope can be Gaussian like,
described by its amplitude E0 and pulse duration ∆τ as

EA(t) = E0 · e−2 ln 2(t/∆τ)2
. (2.10)

The pulse duration ∆τ is defined as the FWHM of the intensity profile in the time domain.
Note that the intensity is proportional to E(t)2. As an ultra-short laser pulse is composed
of many spectral components, the electric field in the frequency domain can be calculated by
an inverse fourier transformation of the complex electric field Ẽ(t) according to

Ẽ(ω) = 1√
2π

∫ ∞

−∞
Ẽ(t) · e−iωtdt. (2.11)

Here Ẽ(ω) is the complex spectral electric field which is described by the spectral phase ϕ(ω)
as

Ẽ(ω) = EA(ω) · eiϕ(ω). (2.12)

Observing ideal Gaussian shaped laser pulses with a constant phase, the time bandwidth
product is given as ∆τ · ∆ν = 0.441 where ∆ν is the angular frequency bandwidth ∆ω

divided by 2π. The addition of any non-linear phase component increases this product and
pulse duration and shape are changing.

Dispersion-Effects

The description of pulse propagation is given by the rise of the spectral phase

ϕ(ω) = x

c
· ω · n(ω). (2.13)

A Taylor-Expansion of the spectral phase

ϕ(ω) =
∞∑

m=0

(ω − ω0)2

m! · Dm, (2.14)
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Figure 2.4: Comparison of the original (blue) 7 fs laser pulse and a pulse after a 1 cm thick
fused quartz window (red). Here, the envelope and the carrier wave are shown.

with
Dm =

(
∂mϕ(ω)

∂ωm

)
ω=ω0

, (2.15)

provides dispersion coefficients Dm that gives an idea of the temporal pulse shape after the
dispersion. Here, D0 describes the linear progression of the phase, D1 of the pulse itself and
D2 is a measure for the pulse duration extension. Higher order dispersions (m > 2) describe
asymmetric pulse deformations and higher order effects that compensation is limited by com-
mon optical compressor configuration.
To get an idea of the actual temporal pulse shape, the spectral phase calculated from equa-
tion (2.13) is added using (2.10) to the spectrum. Afterwards a fourier transformation is
performed. In fig. 2.4 the resulting pulse broadening for a 7 fs pulse is shown after prop-
agation through 1 cm of fused quartz. As an approximation for perfectly Gaussian shaped
pulses

∆τ = ∆τ(0) ·

√
1 +

(
4 · ln 2 · D2

(∆τ(0))2

)2
(2.16)

can be consulted to calculate the broadened duration ∆τ for an initial duration ∆τ(0).
With D2 = 361 fs2 for 1 cm of fused quartz the pulse is broadened to ∆τ = 143 fs. During
laser operation in praxis, the spectral phase changes due to reflectance and transmission on
different optical elements like chirped mirrors and beamsplitters that need to be considered.
To overcome and control all spectral changes it is necessary to have a look at the provided
Group Delay Dispersion (GDD) data determined for the purchased optic. The influence
of a given GDD is discussed with respect to the Phaser-stabilized Heine Laser (PHASER)
spectrum in the following section.
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Figure 2.5: (a): Measurement of broadband femtosecond lasers fundamental spectrum. (b):
Calculated electric field in the time domain. (c): Fitted GDD curve on discrete data points
of a Layertec beamsplitter for s-polarized lasers. (d): The effect on the electric field in the
time domain.

Influence on Broadband Spectrum

From the measured fundamental spectrum of the PHASER, described in chapter 3.1.1, a
spectral bandwidth of 300 nm can be observed. In fig. 2.5 (a) and (b) the measured spectrum
and the calculated electric field in the time domain are shown. The pulse shape is given
under the condition of an initial spectral phase of ϕ(ω) = 0. From the mentioned GDD data
the new pulse shape can be calculated. To demonstrate this an example GDD curve is given
for the reflected part of a beamsplitter in fig. 2.5 (c) and (d). The shown GDD graph is
integrated two times to see the effect on the spectral phase. Phase modulations of different
orders can be observed. D0 and D1 components that are responsible for phase and pulse
propagation can be ignored while the impact of D2 can be compensated. The shape of the
pulse in the early part (t < 0) results from higher order dispersion coefficients are harder to
compensate.
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Chapter 2. Theoretical Background

It has been shown that ultra-short laser pulses have to be treated with care, when the high
intensity obtained by the short pulse duration needs to be conserved. Moreover, shaping the
laser pulse by optics of well identified dispersion relations is possible and can be used to study
physical effects depending on pulse duration by constant spatial and spectral pulse properties
for example in the context of LIBS.

2.2 Laser-Induced Breakdown Spectroscopy (LIBS)

This section gives an overview of processes that are involved in LIBS. These are mainly the
laser-induced ablation, plasma expansion into the environment, and the optical breakdown.
The main concept of LIBS makes use of the de-excitation of atoms and ions in a laser-induced
plasma phase. Resulting spectra can be detected with optical spectrometers and high speed
cameras (see chapter 3.3). The observed de-excitation can then be projected to the mate-
rial and impurity composition and therefore used to analyze the Plasma-Facing Components
(PFCs) of a fusion reactor that are observed in this work. The methods to extract physical
properties of the expanding plasma from the measured spectra are discussed in chapter 3.4.
Hereafter, the depicted fundamental processes in fig. 2.6 of laser surface interaction are de-
scribed from the laser absorption and ablation process (a) to (c), plasma expansion charac-
teristics (d), (e) and typical post plasma cluster production and re-solidification (f). Note
that typical timescales are given here, when it comes to femtosecond laser irradiation.

2.2.1 Ultra-fast Laser Ablation

In literature on laser solid ablation one finds approaches to describe the interaction in different
laser pulse intensity regimes. With the lasers used in this work intensities up to 1018 Wcm−2

are possible. Anyway, the most important observations in LIBS applications are made with
intensities I that are way lower (1012 to 1014 Wcm−2) on the way to achieve a low ablation
rate resulting in a high depth resolution. Below, this regime is referred to as the moderate
intensity regime, while I < 1012 Wcm−2 is assigned as the low- and I > 1014 Wcm−2 as high
regime respectively. Note that in all described processes and concepts there are no such
strict boundaries as this classification might imply, in particular when characteristics of laser
ablation on materials with different conductive properties are observed. In the following text,
the description is divided into intensity dependent absorption mechanisms and the ablation
process itself.

Laser Absorption

Absorption of the laser energy, depicted in fig. 2.6 (a) and (b), is the first step of the laser-
induced plasma diagnostic LIBS. Ramping up the laser intensity changes the characteristics
of the absorption process. Here, the description is limited to conductive materials like cop-
per, aluminum and other metals. In the low intensity regime absorption is dominated by
electron-phonon collisions, while in the moderate and high intensity regime the interaction
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Figure 2.6: Schematic view on the plasma formation induced by femtosecond laser on
conductive samples including typical timescales and basic descriptions of the fundamental
processes.

with a pre-plasma is getting more relevant. Some publications like ref. [23] are mentioning
this as the Coulomb dominated plasma collision regime. In general, there is always a mix of
different absorption processes, as the laser intensity can vary temporally and spatially. The
absorption efficiency depends on the material properties or the surface near plasma charac-
teristics. Whether a plasma is created and which parameters are crucial for the absorption
mechanism depends on the laser intensity.
In the moderate intensity regime, most likely collisional effects dominate the absorption pro-
cess. In this context, the concepts of the skin-effect and inverse Bremsstrahlung need to be
discussed.

Skin-Effect: The unperturbed electron-lattice subsystem of the metal can be described
as a step-like plasma of overcritical density. Here, the electric field amplitude in this plasma
declines exponentially from the surface into the bulk according to the Lambert-Beer law with
a skin depth at 1/e of the amplitude of L = λ(2πk)−1. Here, λ is the laser wavelength and k

the imaginary part of the refractive index. The absorption of the laser energy in the bulk can
be described by the Drude-Lorentz formalism and reflectivity and absorption fraction are cal-
culated consulting the Fresnel equations (see appendix A). With a higher laser intensity and
resulting higher electron temperature given, the normal skin-effect evolves to the anomalous
skin-effect, while conductivity of the material changes and the mean free path of electrons
rise. The energy can be transported farther into the material and the skin-depth rises.
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Chapter 2. Theoretical Background

Inverse Bremsstrahlung: One of the first description of this absorption process is given in
ref. [24]. This three-body concept involves a photon, an electron and a third part, for example
another bound electron or a surrounding atom and is the inverse process to Bremsstrahlung,
where a decelerated electron emits a photon perpendicular to the propagation direction. Elec-
trons released from the surface start to oscillate and induce collisions with bound electrons
due to the laser field influence. To release the electrons, the ionization threshold (e.g. 7.0 eV
for copper) has to be overcome by multiphoton ionization (photon energy of near Infra-Red
(IR) laser: 1.55 eV). Different theoretical and experimental studies like ref. [23], [25], and
[26] show evidence for collisional absorption to be the dominant process for these intensities.
In contrast to the normal skin-effect, for the process described a longer plasma gradient is
necessary, which was created by a pre-pulse or the early weaker part of the laser pulse.

The electron-ion collision frequency νei in the plasma is given for a total number N of free
electrons, electron number density ne [cm−3], temperature Te[eV] and the Coulomb logarithm
log Λ as

νei [s−1] ≈ 3 × 10−6NneT −3/2
e log Λ. (2.17)

With a higher electron temperature, the collision frequency decreases and collisional absorp-
tion processes does no longer influence the laser plasma interaction. In conclusion, at higher
intensities the influence of collisional absorption gets weaker and direct (collisionless) absorp-
tion becomes the dominant process. Gibbon and Förster (1996, ref. [27]) give an overview of
possible processes that are involved in the absorption at high laser intensities. In this regime
the absorption is governed by the scale length of the pre-plasma, which had limited time to
expand, because it was created by the early pulse edge. Note that lasers of pulse duration in
the femtosecond region and especially sub-10-fs laser pulses with a high contrast ratio exhibit
early stage expansions that lead to plasma scale lengths of ∼ 0.01λ as shown by Cerchez et
al. (2008, ref. [28]). In this regime, Resonance Absorption and Brunel-Heating might be the
best described and approved concepts of laser-plasma coupling.

Resonance Absorption is the process mainly discussed in this context. A p-polarized light
wave can tunnel through the critical surface in the pre-plasma in front of the target where
ne = nc. The critical density nc is given dependent on the laser frequency ω, permittivity ϵ0,
electron mass me and charge e as

nc = ω2ϵ0me

e2 . (2.18)

The penetrating light drives a plasma wave that is either damped or even breaks at high
laser intensities. During the damping induced by collisions or particle trapping, energy is
transferred to the electron subsystem in the overcritical part. It can be shown that for a long
scale length L, the absorption rate depends on the wavevector k0 = 2π/λ and the angle of
incidence θ as (k0L)2/3 sin2 θ, which is independent of the mechanism that forces the wave
damping.
In another description the resonance breaks down under the condition that the driven wave

16



2.2. Laser-Induced Breakdown Spectroscopy (LIBS)

amplitude exceeds the plasma scale length. In this case, the description by Brunel (1987,
ref. [29]) can be followed.

Brunel-Heating: In the proposed process, the electrons in the plasma are pulled away
from the surface and accelerated back to it with weakly relativistic velocities in half a cycle
of the laser field. The absorbed fraction of the incoming laser pulse energy is proportional to
the gained velocity of the electrons in the aforementioned sub-cycle. Brunel refers to this as
the quiver velocity.

Summing up, collisionless processes would be more efficient then collisional absorption. This
and further effects during the ablation process can be the reason for different fluence de-
pendent ablation regimes with varying ablation rates as for example observed in ref. [30].
The absorbed energy in the solid or plasma leads to disintegration of the former solid lattice
structure and transfers into an adiabatic expanding plasma due to high pressure inside of
the bulk. All in all, the material is ablated from the surface and a crater is formed. In the
following section, different ablation processes are described that characteristics depend on
the absorbed laser energy.

Laser Ablation

Different numerical and experimental studies showed the impact of laser pulse intensity on
the laser ablation process in metals (among others ref. [30]–[32]). Following those, in the
moderate intensity regime, the energy absorbed can be expressed by the initial laser intensity
acting on the surface I(t), the reflectivity R and the material dependent optical absorption
coefficient α as

S(r, z, t) = (1 − R) · α · I(r, t) exp (−αz) (2.19)

on a spot with radius r and in depth z behind the surface. In general, the laser is able to
heat the electron subsystem, which subsequently collides with the ensuing lattice system and
transfers the heat to it. This transfer can be described in a Two-Temperature Model (TTM)
of electron and lattice temperature Te and Tl by the coupled differential equations

Ce
∂Te

∂t
= ∇ (κel∇Te) − G · (Te − Tl) + S(r, z, t),

Cl
∂Tl

∂t
= G · (Te − Tl),

(2.20)

including the electron and lattice heat capacity Ce and Cl, electron thermal conductivity
κel and the coupling parameter G. Note that these thermophysical quantities depend on Te

and Tl as described in the appendix A. Here, the basic algorithm of such a simulation is
described as well. In the case of laser ablation with a laser of pulse duration ∆τ longer than
picoseconds, the duration is on the order of the typical electron-phonon interaction time τeph.
In this case the classical heat diffusion equation is sufficient and the thermal penetration
depth Lth = 2 (κ∆τ)1/2 is the dominant value to evaluate the excited volume. Here, κ is
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the heat conductivity. Apparently this concept fails when the heating process is over, way
before the electron and lattice subsystems are balanced. This occurs when the heating is
executed by a femtosecond laser. With a moderate intensity, the affected zone behind the
surface can be reduced to the volume of the wavelength dependent optical penetration depth
Lopt = α(λ)−1, which is the same value as the skin depth of the normal skin-effect. This
can lead to a higher depth resolution, as the Heat Affected Zone (HAZ) is reduced or even
avoided with femtosecond lasers, because Lth ≫ Lopt.
Heating the lattice causes a phase transition that shows different characteristics depending on
the laser fluence and pulse duration. With high laser intensities above the ablation threshold
for solids, it is likely that a huge amount of electrons in the skin depth is removed and a large
space charge zone arises. Also in conductors or metals this zone can not be completely filled
by conduction band electrons, which results in a high electrostatic force that accelerates the
leftover ions from the lattice. This process is called Coulomb explosion and is assumed in
many publications as the dominant ablation mechanism (see ref. [33] or [34]). In ref. [35]
the authors emphasize that Coulomb explosion can be observed for metals under extreme
intensities around 1019 Wcm−2, while for semiconductors a way lower intensity limit can be
possible as I ≥ 1014 Wcm−2. This implies that Coulomb explosion might not be the main
ablation process to be observe in the experiments presented, as the intensity remains below
the limit for metals almost all the time. As a short side note to this: Interesting results
from Tamaki et al. (2022, ref. [36]) gave evidence for the influence of Coulomb explosion
using Carrier-Envelope Phase (CEP) change diagnostic of THz-emission in a pump-probe
experiment. It might be interesting to give these findings some thoughts in observations
made with the PHASER system.
Another model that is used is the phase transition as a thermal process. Here, the lattice
literally melts under the high temperature gained, which has to happen on a picosecond
timescale, according to ref. [37]. The limiting process is the electron-lattice relaxation time.
Moreover, it is also possible that the high energetic electrons are able to change the potential
of the lattice structure, which initiates bond breaking due to the resulting forces. This melting
process can even be observed when the lattice is still at room temperature and is called non-
thermal melting (see ref. [38]). Recent simulation studies from 2021 by Ye et al. (ref. [39])
show a decreasing melting point for tungsten under high electron temperature influence. The
phase transition might not be homogeneous in the whole heated region behind the surface,
and a mixture of liquid and vapor is created. This can lead to internal stresses followed by
a phase-explosion, also called explosive boiling, resulting in a collective ablation of clusters
and liquid droplets. See the numerical approach in ref. [40] for fluences close to the ablation
threshold of metals.
As a last remark to this, the ablation process in the moderate intensity regime defined here,
can be explained by Critical-Point Phase Separation (CPPS). Hydrodynamic models, as used
in ref. [41], suggest this to be the dominant process for intensities around 1014 Wcm−2. Wu
et al. (2007, ref. [42]) presented a simple model based on this process to evaluate the ablation
threshold fluence from a commonly used TTM simulation. As described here, and in other
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2.2. Laser-Induced Breakdown Spectroscopy (LIBS)

references like ref. [43], the thermodynamic trajectory in the phase diagram ρ−T is observed.
A fast temperature gain way beyond the critical point without a significant material density
ρ change can be assumed, while the separation temperature Tsep might be estimated from the
following adiabatic trajectory where T ∝ ρ2/3. With this assumption ablation occurs when
the lattice subsystem reaches a temperature of

Tsep = Tc ·
(

ρ0
ρc

)2/3
. (2.21)

Here the critical temperature and density are given as Tc and ρc respectively and the initial
density as ρ0.
To close this section, I want to come back to the schematic view of the whole LIBS process
in fig. 2.6. After the laser absorption in (a) and (b) and the ablation (c), the plasma expands
to the ambient environment (d), which can be described by hydrodynamic approaches. In
many cases, like in ref. [44], an adiabatic cooling is assumed. All this might happen in the
first nanoseconds after the laser plasma interaction. In this description, the later stages of
the plasma (e) are described in the next section. Another characteristic of femtosecond laser
ablation is the separation of clusters (f), mainly observed in isolators or semi-conductors,
but also in metals of high atomic number Z. It results from the creation of overheated vapor
bubbles in the material. These clusters and other heavy particles usually turn up later after
the LIBS conditions are fulfilled. In the end the remaining particles re-solidify and a crater
is formed.

2.2.2 Plasma Expansion

The central point of LIBS is to observe the characteristic spectrum of the expanding plasma.
The following section gives an overview of the basic description of this state of matter and
shows which physical parameters can be extracted from the optical observation.
In a laser-induced plasma, ions, electrons and neutrals form a plume that expands perpen-
dicularly from the solid surface into the ambient atmosphere (or vacuum). According to
the varying temperature and number density of the different species in this plume, different
processes occur that lead to radiation. Simultaneously characteristic processes like photoion-
ization, collisional ionization, radiative and three-body recombination, collisional excitation
and de-excitation, photoexcitation and de-excitation, and Bremsstrahlung take place in a
small volume. In accordance with this, the description of such a plasma can be complex
without some assumptions to the thermodynamic conditions. In the following paragraphs a
thermodynamic description of a plasma in general is given including assumptions that are
necessary to apply to a Laser-Induced Plasma (LIP).

Thermodynamic Equlibrium (TE)

If a plasma appears to be in a Thermodynamic Equilibrium (TE), all the processes of ex-
citation and de-excitation mentioned are balanced equally and the description by one over-
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all temperature is given by the well-known distribution laws from Planck, Boltzmann and
Maxwell. For two atomic or ionic energy levels the population of upper (N2) and lower (N1)
state, the Boltzmann distribution

N2 = N1
g2
g1

exp
(

− ∆E

kBTexc

)
(2.22)

including the statistical weights g1, and g2, excitation temperature Texc, Boltzmann constant
kB and energy difference ∆E is given. Moreover, the velocity of a species with mass m,
kinetic temperature T and average velocity v in the plasma is described by the Maxwellian
velocity distribution depending on population density n as

f(v) = n

(
m

2πkBT

)3/2
exp

(
− mv2

2kBT

)
. (2.23)

While this temperature is equal for all species in a TE, a more complex description is necessary
for a laser-induced plasma with varying temperature of electrons Te and heavy particles like
atoms and ions. Note that even the temperature of different atoms and ions can vary in such
a case. The population density of atoms and ions in a TE is basically described by the Saha
equation. As a simple example in a system of a neutral atom and an ion of first ionization
degree it is given as

nenA+
nA

= 2UA+(T )
UA(T )

(
mekBTi

2πℏ2

)3/2
exp

(
−E∞ − ∆E

kBTi

)
(2.24)

with population densities of the electron ne, ion nA+ and neutral atom nA and ionization
energy E∞ with a plasma correction factor ∆E depending on among others the number
density according to micro-field fluctuations on the scale of the Debye length λD. According
to ref. [45], it can be approximated (in eV) by the Debye shielding effect as

∆E = 3 × 10−8Z

(
ne [cm−3]

T [K]

)1/2

. (2.25)

Moreover, for this description the partition function U(T ) = ∑
m gm · exp

(
− Em

kBT

)
for atom

and ion, electron mass me, ion temperature Ti and reduced Planck constant ℏ are needed.
At last the Planck function can be used in a TE to describe the energy density of photon
excitation from a plasma that can be considered as a black body radiator and is given as

W (ν) = 8πhν3

c3

(
exp

(
hν

kBTph

)
− 1

)−1

, (2.26)

using the photon temperature Tph, speed of light c and photon frequency ν.
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Local Thermodynamic Equlibrium (LTE)

Due to its transient and non-homogeneous character, a laser-induced plasma can not be
considered to be in a TE. Cristoforetti et al. (2010) [46] gave a good critical overview on
how to describe a LIP. A Local Thermodynamic Equilibrium (LTE) in small fractions of the
plasma can be used as a first assumption to describe the system. The deviation from the
TE occurs in the Planck function. Here, it is required that the plasma is optically thick for
all frequencies. It does not hold in LIP, because photons are able to escape from it, which
leads to an imbalance between emission and absorption. But, as long as the collisional energy
transfer is greater than the losses from the escaping photons, Boltzmann distribution of the
population, Maxwell velocity distribution and Saha equation are still applicable in an LTE
plasma. In this context Texc = Te = TH ̸= Tph holds. Considering the plasma in a stationary
and homogeneous configuration, LTE conditions can be verified by the McWhirter criterion
[47]. Here, the decay rate of a level n to m is at least 10 times higher than the rate of
collision-induced transitions, which ends up in the expression for the electron number density
ne as

ne

[
cm−3

]
> 1.6 × 1012 (T [K])1/2 (∆Enm [eV])3 . (2.27)

According to this approximation, the plasma is assumed to be optically thin. Apparently it
does not take into account the process of self-absorption. This occurs, when the population of
the ground state is reduced by the emission of a photon of the resonance transition respectively
from another part of the plasma. As a LIP is spatially and temporally in-homogeneous, this
conditions can change locally, where parts of the expanding plasma can be optically thick
and others thin for several photon frequencies. Moreover, it appears in certain parts of this
plasma that the electron and heavy particle temperature deviate. Especially in a vacuum or
low pressure environment, where the expansion is too fast and atoms, ions and electrons are
not able to reach the thermodynamic equilibrium. Indeed it is possible that the McWhirter
criterion, expressed in equation (2.27), can be fulfilled, even though the time of variation of
the thermodynamic parameters is much longer than the relaxation time τrel, which is basically
the re-equilibration time of the ground state. This can be expressed by the relations for time
dependent temperature and number density

T (t + τrel) − T (t)
T (t) << 1 and ne(t + τrel) − ne(t)

ne(t) << 1. (2.28)

This shows that the McWhirter criterion is a necessary but not sufficient criterion that needs
to be fulfilled to characterize a plasma of transient properties like a LIP. Note that therefore
equation (2.28) is a second criterion to verify the LTE character of the observed plasma.
For this purpose the relaxation time can be estimated by the collision cross section σmn of
inelastic collisions and electron incident velocity v to

τrel ≈ 1
ne⟨σ12v⟩

= 6.3 · 104

nefmn⟨ḡ⟩
∆Emn(kBT )1/2 exp

(∆Emn

kBT

)
. (2.29)
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To estimate this, the transition energy ∆Emn and oscillator strength fmn between level m

and n and effective gaunt factor ḡ have to be known. This time has to be on the order of
the expansion time τexp of the LIP. For instance, for this time, the lifetime of the observed
plasma spectrum of a fs-plasma generated in argon environment is measured as τrel ∼ 10−6s.
The relaxation time can be estimated for different species in the plasma of typical values
ne ∼ 1016 cm−3 and kBTe ∼ 1 eV for copper as τrel ∼ 10−9 s and for hydrogen τrel ∼ 10−4 s.
The fact that these values deviate for different species in the same plasma makes it critical to
apply a LTE to a LIP (again also with a remark on vacuum environments where expansion
times can be much shorter) and it needs to be estimated before it is used to describe the
plasma. As Cristoforetti’s review points out there is a third criterion to be fulfilled to be able
to apply the LTE to the LIP. The non-homogenity of the plasma also needs to be considered,
arises from the significant spatial temperature and electron number density gradient, which
can lead to diffusion processes of atoms and ions within the plasma. The proposed third
criterion says that the diffusion length λ = (D · τrel)1/2 during the relaxation time must be
shorter than the variation length of the plasma properties. This is expressed as

T (x + λ) − T (x)
T (x) << 1 and ne(x + λ) − ne(x)

ne(x) << 1. (2.30)

An estimation of the diffusion coefficient is given as

D ≈ 3 · 1019(cm2s−1)kBT [eV]
NionMA

(2.31)

with the number density of ions Nion in the plasma and the relative mass of the considered
species MA. Defining it for the condition Nion = ne and MA = 1, this length is usually on
the order of 10−5 m. This diffusion length has to be compared to the plasma diameter d,
which can be estimated as 10−3 m and is claimed to be 10 times larger than λ(τrel) to fulfill
the LTE conditions.
Taking all these criteria into account only a few LIP fulfill the LTE condition and the ob-
servation of plasma parameters has to be treated cautiously. The experimental conditions
examined in this thesis often does not explicitly indicate that these conditions are fulfilled,
due to plasma persistence in air or vacuum environment and plasma generation by short laser
pulses.
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Chapter 3

Instruments and Methods

The experimental results presented in the subsequent chapters are based on a couple of
methods and systems that are explained in this chapter. Below, all used laser systems and
spectrometers used are described in detail. Moreover, methods and concepts to estimate
plasma parameters from the LIBS results are presented. The chapter closes by introducing a
couple of techniques that are used to make predictions on material composition and hydrogen
isotope retention of the PFCs used.

3.1 Laser Systems

Short and ultra-short laser pulses of pulse durations in the femtosecond regime were possible
after the discovery of self-mode-locking in Ti:Sa lasers in 1991 by Sibbett et al. ref. [48].
Here, an overview of the basic concept of these systems is given including the description of
the four laser systems that were used for the experiments described in this thesis.
Starting with the basic concept of a laser, the concept of an optical oscillator needs to be ex-
plained. In general, this is necessary in combination with a module to enhance the generated
light for a pulsed laser system. To build such an optical oscillator at least three components
are needed: An active medium that is able to radiate in a given spectral range when it is
optically excited, a pump mechanism to initiate the emission from the active medium and
a cavity (or laser resonator) consisting of at least two mirrors. As the active medium gas
mixtures, semiconductors or crystals are used were it is possible to generate a population
inversion. For this, atoms that provide at least two different excitation stages or mixtures of
atoms are needed. Depending on the used active medium, the optical excitation can be made
by pulsed high voltage discharge currents or other light sources like diodes or another laser.
The photons released from the active medium tends to be captured in the optical cavity and
are able to initiate stimulated emission of more photons in the same mode. One of the two
mirrors in the cavity is working as an output coupler that is semitransparent for the photon
wavelength. The photons released from the cavity are then coherent to each other and can
be further manipulated in different variants of modules.
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The basic mode of operation described here is used both for Continuous-Wave (CW) and
pulsed laser. At least for short and ultra-short laser pulses the generated modes in the laser
resonator need to have a fixed phase relationship. This can be achieved by a process called
mode locking, which is initiated by an non-linear element inside the cavity. Here, active
methods using a periodic modulation, for example, an Acousto-Optical Modulator (AOM),
and passive methods initiated by saturable absorbers can be distinguished. In a saturable
absorber the transmittivity depends on the incident intensity, which is why the cavity releases
the light only when the generated modes in the laser resonator are in phase and a short pulse
is present at the output coupler. The pulses released from the cavity have a high repetition
rate, but low pulse energy. In the next step most systems make use of Chirped Pulse Am-
plification (CPA) discovered by Strickland and Mourou [18]. Here, the seed pulses from the
oscillator will be stretched by, for example, a defined amount of glass with a known second
order dispersion or a grating setup that ensures a spectral chirp where the high frequency
part of the spectrum (“blue”) is delayed compared to the low frequency part (“red”). These
stretched pulses have the same pulse energy but a significant lower intensity, which is nec-
essary for the amplification step. Here, the pulses are guided several times through another
pumped active medium to enhance the photon number per pulse. A following compressor
module is able to readjust the path lengths of the different frequencies in the spectrum to
restore the initial pulse duration. This is solved by gratings, prism, or multi-layer mirrors to
achieve the compression.
In addition to this basic generation process, different systems are equipped with a variety
of modules to manipulate pulse duration and energy, wavelength and profile. In the follow-
ing sections the used setups are described, including special features that are used in the
experiments in this thesis.

3.1.1 PHASER

The Phase-stabilized Heine lASER (PHASER) in the experimental group for Laser- and
Plasma physics at Heinrich Heine University Düsseldorf (HHU) is a customized system from
Femtolasers GmbH that delivers near infrared (bandwidth 650 nm - 950 nm) ultra-short pulses
of < 10 fs pulse duration and 1 mJ pulse energy at a repetition rate of 1 kHz. In the oscil-
lator (FEMTOSOURCETM rainbowTM) a Ti:Sa (titanium sapphire crystal) is pumped by a
Diode Pumped Solid State (DPSS) Nd:YAG (neodym-doped yttrium aluminum garnet crys-
tal) laser. The mode locking is initiated by a rapid change of laser resonator length that
starts a Kerr lens effect inside the Ti:Sa crystal. This passive mode locking makes use of an
artificial saturable absorber induced by the Kerr lens effect inside the gain medium, which
is why it is also called self-mode-locking. The Kerr lens effect is basically a non-linear self
focusing of the carrier wave that can increase the overlap of laser and pump beam, leading to
a higher gain in every round-trip, where the phase relationship between the different modes
matches perfectly. The pulse train of 6 nJ, 7 fs pulses is released with a repetition rate of
75 MHz and then enters the CEP4TM module. Here, the Carrier-Envelope Phase (CEP) is
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stabilized with an Acousto-Optical Frequency Shifter (AOFS). The CEP indicates a phase
difference between the carrier wave and the envelope of the intensity and becomes important
in the observation of extreme non-linear optical effects.
With a decreased pulse energy of 2 nJ, the laser seeds a multi-pass amplifier with another
Ti:Sa crystal pumped by a green 120 ns laser as the gain medium. The stretched pulses are
enhanced in ten passes, while in the first four the MHz pulse train is used, it is chopped
by a Pockels cell to 1 kHz for the remaining six passes. A Pockels cell uses an electro-
optical effect to change the polarization via a voltage controlled waveplate. A programmable
acousto-optical filter (DAZZLER) is used to manipulate the amplitude and phase-shape for
the optimization of the remaining amplification steps. The DAZZLER compensates higher
order dispersion effects and the so called gain-narrowing of the spectrum. The diverging
output beam (bandwidth 775 nm - 825 nm) is collimated and sent to a grating compressor
resulting in the bandwidth-limited pulse duration of 25 fs and pulse energy of 3 mJ.
Shorter pulse durations can be achieved using a hollow fiber filled with a noble gas. Here, the
effect of self-phase modulation is used that causes an increase in optical bandwidth when the
initial pulse is un-chirped or slightly up-chirped. This increase in bandwidth to the spectrum
in the beginning results in a time bandwidth product where a pulse duration below 7 fs is
possible. This is also referred to as few-cycle pulses, meaning few cycles of the electric field
fit into one pulse. In this setup the spectral broadening is realized using a 2 m long glass fiber
in an evacuated vessel refilled with neon gas at a pressure around 600 to 1200 mbar. The
entrance and exit windows are tilted to the Brewster’s angle to ensure maximal throughput
of the s-polarized laser beam.
The diverging beam escaping from the hollow fiber is collimated and guided over the op-
tical table to the vacuum vessel that connects the laser to the three different experimental
chambers. A mirror compressor inside this vessel compensates the second order dispersion
the beam undergoes on its path from the hollow fiber to the optical table and the entrance
window. As a result, the usable pulses at the experiments have a duration of less than 10 fs
and a pulse energy of around 600µJ. A telescope is able to extend the beam profile beamdi-
ameter to D0 = 55 mm.
It is critical to work with such short laser pulses to reach intensities of up to 1017 Wcm−2. It
is necessary to keep track of beam profile and pulse duration for each experiment. A camera
keeps track of the Gaussian beam profile, while a SPIDER (Spectral Phase Interferometry
for Direct Electric-field Reconstruction) diagnostic can measure the spectral phase of the
spectrum directly, which leads to a prediction of the pulse duration. A SPIDER is basically
a third order autocorrelator in the frequency domain where the interference of two slightly
frequency shifted pulses is observed to detect the spectral phase. The principle goes back to
C. Iaconis and I. Walmsley (1999) (see Ref.[49]), and was expanded to a single shot option
in 2003 as described in Ref. [50].
Moreover, on the optical table a fully reflective attenuator is installed that can be used to
change the pulse energy in a range of four orders of magnitude without changing any optical
parameter of the laser pulses. The theory, design and characterization of this module is given
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in the dissertation of Julian Wegner (2020, ref. [51]). This module is important to be able
to change the pulse energy in ablation studies on different materials that are described in
this thesis. Furthermore, when it comes to the observation of ignited plasmas, it turns out
that a controlled pre-pulse in a defined time frame can be useful to enhance for example, the
emission of K-α radiation or the plasma radiations discovered here. In section 3.1 the design
of the used pre-pulse generator is described fully.

3.1.2 Amplitude s-Pulse

The compact high power femtosecond laser Amplitude s-Pulse HP is frequently used in med-
ical applications, laser processing and LIBS setups. Its typical output are 500 fs laser pulses
at λ = 1030nm with pulse energy of 600µJ and up to 300 kHz repetition rate in the TEM00

Gaussian mode. At the Laser technologies group at Lawrence Berkeley National Laboratory
(LBNL), this laser is used for high resolution LIBS applications and surface processing. The
fundamental laser wavelength is used to generate the second and third harmonic at 515 nm
and 343 nm in a non linear element. Typical pulse energies of the third harmonic used are in
the 100µJ regime.
The laser itself consists of a laser oscillator with a Ytterbium doped crystal that has ab-
sorption bands in the near infrared regime (940 nm to 980 nm), which are excited by direct
diode-pumping. A non-linear mirror with reflectivity depending on the incident pulse energy
ensures the pulse generation and a SEmiconductor Saturable Absorber Mirror (SESAM) is
used to initiate the mode-locking. From this femtosecond low pulse energy (∼ 20 nJ) high
repetition rate (40 MHz) pulse train generated, a single pulse is picked by a Pockels cell. This
pulse is given a spectral chirp in a stretcher module to be seeded into the amplifier module.
During a necessary amount of round-trips through a CW laser pumped crystal, a unit includ-
ing a Faraday rotator sends the pulse to the compressor. Due to the pumping option with
the CW laser, a high stability can be achieved in this setup. By having the option to use
the third harmonic frequency, a high resolution LIBS setup can be achieved, where ablation
depths of ≤ 10 nm are possible.

3.1.3 Quantel Brilliant EaZy

In typical LIBS applications, nanosecond pulses are generated in Q-switched solid-state se-
tups. The Quantel Brilliant EaZy and similar systems are used at Dalian University of
Technology. These systems have a Nd:YAG crystal as the active medium being pumped by
a flash lamp to generate Gaussian like infrared (1064 nm) pulses of 5 − 10 ns pulse duration,
300 mJ pulse energy at a repetition rate of 10 Hz. The Q-switch is an AOM that makes use
of the effect that the refractive index depends on a sound wave coupled to a crystal. This
wave is generated by a Radio-Frequency (RF) power to control the permeability of the laser
cavity. By switching the RF power off, a single pulse escapes the cavity. The pulse duration
of which depends on the optical opening time of the AOM. By changing the delay between
the flash-lamp excitation and the Q-switched RF power, the output pulse energy is tuned.
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3.1.4 EKSPLA PL2241

As a middle ground between the “long” nanosecond pulses and ultra-short pulses in the fem-
tosecond regime, a picosecond laser is used at Forschungszentrum Jülich for LIBS experiments
with a good depth resolution. The EKSPLA PL2241 laser is a high energy picosecond laser
using Nd:YAG rods as the active medium in the cavity, providing pulses of 35 ps, 46 mJ and a
repetition rate of 1 Hz. The DPSS oscillator seeds pulses are enhanced by a regenerative flash
lamp pumped amplifier and a harmonics module gives the opportunity to use the second and
third harmonic. In the studies shown, the third harmonic at 355 nm is mostly used and the
laser profile is close to a flat top or super-Gaussian shape. Similar to the nanosecond laser, it
is possible to manipulate the timing between flash lamp pumping and Q-switch output signal
of the amplifier to change the pulse energy.

3.2 Design of the Pre-Pulse Module

In this section, the opportunity to create defined collinear ultrashort pre-pulses is discussed.
Various experiments on laser matter interaction made it necessary to provide known plasma
conditions before the main laser pulse enters the target. Here, one might think of high
harmonic generation on solid surfaces or the enhancement of K-α x-ray flashes as presented,
among others, in ref. [52] and [53]. One possible way to manipulate the material is to generate
a pre-pulse of known pulse duration and energy that heats the target surface. The expansion
and with it the scale length of the plasma created can be controlled by the time delay between
the two pulses. If needed, a pre-pulse generator can be applied to the beam path after the
reflective attenuator on the table by an adjustable optical breadboard. A schematic look on
the realization of it is provided in fig. 3.1 (left) and a technical description of the alignment
and accuracy of this module is given in appendix D. The incoming pulse is split by a 10:90
beamsplitter, while the main pulse is transmitted and guided over the high-precision linear
stage that can be adjusted with a 1µm step size. This complies with a pulse delay of ∼ 3 fs.
The delay-stage is controlled by an DC motor and encoder that enables a maximum pulse
delay of 800 ps. The second beamsplitter reunites the two parts and guides them to the
experiments in the vacuum chambers. This “Mach-Zehnder-like” setup developed in Jonah
Book’s bachelor thesis (2021) [54] is chosen to ensure the least possible dispersion in the two
arms using the same amount of transmitted glass. The beamsplitters are made of a 3.05 mm
thin fused quartz substrate with antireflective rear sides, while the second one has a gold
coating on the front side that reflects 90 % of the incoming broadband laser pulse. Without
the gold coating, the first beamsplitter has a reflectivity for s-polarized light of roughly 10 %
over the complete spectral range. In fig. 3.1 (right), SPIDER measurements of the 8 fs laser
pulse with and without the second beamsplitter are shown. There are no relevant spectral
break-ins observed that could lead to a lower spectral width. By adjusting the amount of
glass in the beam paths, the dispersion can be controlled to end up with the same pulse
duration with and without the beamsplitters. First experiments on the emission of K-α
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Figure 3.1: (left): Schematic view on the beam path of the laser pulses (red) in the pre-
pulse generator. To ensure parity of reflection the number of mirrors is even for both arms.
(right): Measurement of the spectrum (top) and the corresponding temporal intensity profile
provided by the SPIDER (bottom) with and without the coated beamsplitter (BS), compare
ref. [54].

radiation from copper targets displayed in a signal enhancement by the factor three. The use
of a double-pulse or pre-pulse system is also interesting in the context of LIBS experiments,
where a pre-pulse can change the coupling characteristic of the main pulse to enhance the
amount of energy absorbed in the created plasma. It has been shown in ref. [55] that it is
possible to enhance selected spectral lines in the expanding plasma by the factor five with
a reasonable delay and pulse energy ratio. Optionally the beamsplitters can be changed
to the 50:50 splitting variant to acquire the pre- and main pulse ratio necessary for these
experiments.

3.3 Spectroscopy

Optical spectrometers are the most important diagnostic tools used in LIBS. Typical tem-
peratures of a laser-induced plasma after the breakdown of Te ≈ 20, 000 K emphasizes that
the emitted spectrum can be expected to be in the near Ultra-Violet (UV) and VISible (VIS)
wavelength region. Due to deviating transparency of optical glasses used for lenses and win-
dows in all experimental setups, the spectral region of interest can be covered from ∼ 200 nm
to ∼ 800 nm. In this region typical transitions of atoms and ions present in the plasma
observed are detectable. In the experiments presented reflective spectrometers are used, as
they are the most convenient method to detect the VIS and near UV emission.
The basic design of such a spectrometer is explained and limitations of resolution and spectral
range values are discussed in this section. Moreover, all instruments, including the detector
type used in the experiments are covered here. Refer to appendix B for detailed information.

28



3.3. Spectroscopy
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Figure 3.2: Schematic depiction of the spectral decomposition of light with an angle of
incidence α, reflected angle Θm of diffraction order m = 1 and m = 0, and total angle γ.
According to the definition in equation (3.1) it holds that α = −Θ0.

3.3.1 Spectrometer Design

The fundamental theoretical parameters presented that are necessary to design a grating
spectrometer are taken from common literature about spectroscopy and basic optics. Reflec-
tive optical gratings with UV-enhanced aluminum coatings are used for the ultra-violet and
emission in the visible spectral range (UV, VIS) from 200 nm to 800 nm. This is the typical
range that is analyzed in LIBS experiments. The gratings equation for reflective gratings is
given as

sin α + sin Θm = mλ

g
(3.1)

with the lattice constant g, the exit angle Θm of diffraction order m and entrance angle α

of light with wavelength λ. All measured angles are defined from the gratings normal in the
same direction as shown in fig. 3.2. Here, the 0th order is reflected at Θ0 = −α by definition,
and the total angle γ = α − Θm between the incoming and exit light is fixed.
By variation of the angle α, the wavelength observed in the detector plane can be chosen.
With the use of equation (3.1), an addition theorem, and the fixed total angle γ, α can be
calculated by

sin
(

α − γ

2

)
= ± m · λ · g

2 · cos
(γ

2
) . (3.2)

However, from the angular dispersion

D = dΘ
dλ

[rad
nm

]
(3.3)

that can be received for a fixed incidence angle as

d
dλ

(g(sin α + sin Θ)) = d
dλ

(mλ) ⇔ dΘ
dλ

= g · cos Θ
m

(3.4)
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Figure 3.3: Balmer-α lines of hydrogen (blue) and deuterium (red) shaped as Voigt profiles
separated by wavelength distance ∆λ = 180 pm and the combination of both lines by addition
in black are shown. Width of the lines are approximated for expected plasma parameters
Te = 15, 000 K and ne = 1016 cm−3

the covered spectral range and spectral resolution can be derived. To describe this, the
reciprocal linear dispersion of a spectrometer with focal length f is given as

P = 1
D · f

= cos Θ · g

m · f
. (3.5)

When the dimension (number of pixels Npixel) and pixel size p of the detector is known, the
covered spectral range for a fixed entrance angle is calculated as

λ1,2 = λ ± p · Npixel · P

2 . (3.6)

From this it can be passed over to the possible smallest resolvable spectral element ∆λ

defined for the spectrometers in use. In this context, literature somehow refers to a synthetic
“resolving power”

R = λ

∆λ
. (3.7)

The maximal resolution possible for the optical system can be obtained by the Rayleigh
criterion from John W. Strutt, III Lord Rayleigh (1879) [56]. It gives an idea, how to
obtain the minimum distance of two lines of the same intensity in the focal plane of the
objective mirror. It says that two adjacent light points can be perceived separately, if the
main maximum of the first line is located in the plane of the first minimum of the second line.
This distance corresponds to the Full Width at Half Maximum (FWHM) of one spectral line.
In fig. 3.3 two spectral lines from transitions in hydrogen and deuterium shaped by Voigt
profiles are shown separated by ∆λ = 180 pm. The Voigt profile arises from the convolution
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of a Lorentzian and a Gaussian profile. The involved line broadening effects are discussed in
chapter 3.4. Beyond this, the minimal angle between two spectral lines are given as

∆Θ = λ

Ngrooves · g cos Θ , (3.8)

which is the FWHM angle difference, where Ngrooves is the number of grating grooves lighted.
This is the same angle difference as the angle between the diffraction maximum of a spectral
line and its first minimum, which is the closest distance of two separately perceptible lines
according to Rayleigh. The minimum distance of two adjoined signals still distinguishable
according to Rayleigh criterion in the detector plane are limited by the FWHM of the entrance
slit image in the detector plane FWHMt. The smallest resolvable spectral element is then
calculated using the reciprocal linear dispersion as

∆λ = ∆x · P. (3.9)

With the size of the slit image in the detector plane defined by ∆x = FWHMt and the grating
equation (3.2), it is given as

∆λ = FWHMt · cos Θ
m · f

λ

sin α + sin Θ . (3.10)

A way to estimate the “resolving power” for a classical grating spectrometer is then given by
converting this equation into the form of (3.7) to

R = m · f

FWHMt
·
( sin α

cos Θ + tan Θ
)

. (3.11)

Note that the entrance slit image results from a convolution of broadening effects by the used
optics in the spectrometer and the detector pixel size p. Assuming Gaussian line shapes here,
the total image size can be calculated from the entrance slit size d as

FWHM2
t =

( cos α

cos Θ

)2
· d2 + FWHM2

c + FWHM2
0 + FWHM2

d + p2. (3.12)

From the Point Spread Function (PSF), which is an optical transfer function from a point
source to the spatial domain, the size of the images of the collimating optics FWHMc and
imaging optics FWHM0 are calculated. The diffraction limit of the grating FWHMd can be
estimated as

FWHMd = λ · f

d2
, (3.13)

where the diffracted ray diameter d2 is governed by the so called f-number F#, and distance
of grating and imaging optic plane X as

d2 = cos Θ
cos α

· f

F# + X · p · N

f
. (3.14)
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Figure 3.4: Reflective grating with lattice constant g blazed at an angle of ΘB. The angle
α between the incoming light and the grating normal are given as well as the exit angle Θm

of the first diffraction order m = 1 as an example.

The f-number is given as the quotient of focal length and aperture diameter of the collimating
optic. In the unintended case of a detector pixel size p > FWHMt/2 the resolution of the
setup is limited by the detector itself. This is the reason why it is referred to as a synthetic
“resolving power”.
Finally a short annotation to the use of the Rayleigh criterion needs to be given. It seems that
this criterion fulfills a limitation rule to the resolution, which is a misleading interpretation.
Here, only the possibility to distinguish two adjacent points with the human eye is limited.
Another limitation of it is given by Ernst Abbe (1873) who analyzed the maximal resolution
in microscopy and found that the minimal distance of two points is given by

bmin = λ

2n sin α
, (3.15)

where n is the refractive index between the object and microscope. Moreover, it is also
possible to go below this limit using the right detector and evaluation routine. In most cases
the limiting factor of the resolution is the pixel size of the detector of 26µm for typical used
detectors in LIBS applications. That is why the Rayleigh criterion is a good approximation
to estimate the maximal “resolving power”.
The used reflective gratings in the presented spectrometers are produced to improve spectral
sensitivity for particular wavelength regions. In fig. 3.4 the diffraction on a reflective grating
due to the grating equation is illustrated. Angles that are sketched to the right of the grating
normal are defined. Here, a special configuration of the lattice, called blaze grating, is shown.
A blazed grating has grids that are tilted by an angle ΘB to the gratings surface. Due to
this tilt the intensity in one chosen diffraction order or wavelength can be maximized. The
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blaze angle is calculated as
ΘB = arcsin mλ

2g
(3.16)

using the Littrow-configuration where an incoming beam is reflected in itself. The opportu-
nity to optimize the reflectivity of chosen wavelengths and diffraction orders is used to modify
the observed spectral range or gaining the resolution in an Échelle spectrometer. Another
modification is the use of a holographic grating. Here, the grating is formed by two interfering
laser beams that process a sinusoidal surface structure. With this technique it is possible to
generate gratings with a high number of lines per millimeter, which leads to higher possible
resolutions. Moreover, on holographic gratings the diffused light from the surface is mini-
mized.
In the end the main issue in spectroscopy is to find a suitable configuration that offers a high
resolution, reasonable bandwidth, and enough light throughput to deal with low light sources
like plasma breakdowns induced by femtosecond lasers.

3.3.2 Instruments

In general, a spectrometer consists of an entrance slit, a collecting optic, a diffraction grat-
ing or an optical prism, an objective optic, and a detector. The following summary will
concentrate on reflective plane gratings. Concave gratings used for example in a Rowland
cycle spectrometer, have advantages for sub 100 nm wavelengths, because one avoids hav-
ing to use a second imaging optic. In the experiments presented only spectrometers of the
Czerny-Turner type are used, because they bring a good balance between possible resolution
and light throughput. Moreover, the camera solution used to catch the quickly expanding
laser-induced plasma is introduced.

Czerny-Turner Spectrometer

With the Czerny-Turner configuration the collected light from the entrance slit is collimated
onto the blazed or holographic grating. The diffracted light is imaged onto the detector by the
objective mirror. Refer to fig. 3.5 for the principle application. It can quickly be recognized
that the used concave mirrors and possible steep incoming angles onto the grating can lead
to different optical aberrations like astigmatism, coma, spherical aberrations and defocusing.
Dealing with these issues and how to overcome a few of them has been explained by Shafer
et al. (1964, ref. [57]). The Czerny-Turner configuration itself is a correction of a so called
Ebert system, where only one huge concave mirror is used instead of two. With two mirrors
it is possible to correct some aberrations by tilting the second mirror.
To reach a high resolution with an Czerny-Turner spectrometer a big grating with a small
lattice constant in combination with a long focal length of the objective mirror needs to be
used. For example a f = 750 mm spectrometer with a grating of 1200 l/mm can generate
a minimal resolvable spectral element of ∆λ = 0.05 nm for a wavelength of 600 nm. This
corresponds to a “resolving power” of R = 12, 000. The whole bandwidth that can be
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Figure 3.5: Czerny-Turner spectrograph is shown with an entrance slit A, collecting mirror
B, rotatable reflective grating C, objective mirror D, and a detector E. Principle of the
illustration taken from ref. [57].

covered during one operation is given as ∆λbw = 26 nm. Note that the diffraction order
m = 1 is imaged on the detector in the Czerny-Turner configuration. In some cases it
is possible to detect spectral lines that correspond to higher diffraction orders. To avoid
those, it is advisable to use spectral filters in front of the entrance slit. In the experiments
described in this thesis the spectrometers used are the models IsoPlane320 from Princeton
Instruments, Kymera 328i and Shamrock750 from Andor, and the Horiba Jobin-Yvon1250M.
These models are based on the Czerny-Turner setup with a focal length assigned by the
number included in their name. In appendix B more details on the used setups are given.
Note that all spectrometers have to be calibrated to adapt the internal dispersion and spectral
sensitivity. This is executed by hollow cathode-, mercury-, and halogen- calibration lamps,
where necessary.

Detector Solutions

For the covered spectral region discussed in this section, the most convenient and fastest way
to detect the emission would be a Charge-Ccouple Device (CCD) or an active sensor realized
by Complementary Metal-Oxide-Semiconductors (CMOS). Those sensors are used to detect
the spectral resolved emission from the induced plasma. However, this radiation usually has a
very low intensity and can barely be covered by one of those sensors with adequate sensitivity.
For this reason the sensor is combined with an intensifier stage. By attaching one of those
image intensifiers in front of the sensor, a high speed camera for spectroscopic or imaging
applications can be constructed. In general, an intensifier consists of a photocathode, a Micro-
Channel Plate (MCP), and a phosphor screen. Photoelectrons generated at the photcathode
are multiplied in the MCP and accelerated towards the phosphor screen. These accelerated
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electrons are converted back to photons that are then guided by lenses or optical fibers to the
detector. In addition to the high amplification of the detected signal, this kind of intensifiers
can be used to control the exposure time of the camera. This electronic shutter function
can be controlled via the voltage between the photocathode and the MCP. By reversing
this voltage, the electrons generated can not be multiplied by the MCP and the phosphor
screen stays dark. This process is called gating and can be used to detect the time resolved
optical emission of the laser-induced plasma or other fast processes. In general it is possible
to control the gate delay between the observed event and the camera, and the gate width
defining the exposure time. With the used iCCD (intensified CCD) models typical gate
delays ≥ 100ps and gate widths of < 5 ns are possible. Hoess et al. (1999, ref. [58]) expect a
theoretical limit for the gate delay of 40 ps caused by the propagation speed of electrical field
strength variations. This technology makes it possible to separately detect the characteristic
and continuum radiation of the expanding plasma, and to examine the temporally changing
plasma parameters.

3.4 Determination of Plasma Parameters

With the techniques described, the spectral characteristics of a laser-induced plasma can be
observed with the temporal accuracy given by the iCCD optical gate width and the spectral
resolution of the chosen spectrometer option. As pointed out in chapter 2.2.2 about the
thermal character of the expanding plasma it is possible to describe it under certain conditions
in a LTE. This approximation is necessary for the methods that are to be described in the
following sections in order to determine the plasma temperature Te and electron number
density ne from the observed spectrum. These parameters are necessary to be able to choose
correct laser parameters for the purposes presented and furthermore to discover concentration
variations of the observed material and isotopes in, for example, CF (Calibration Free) LIBS
applications.

3.4.1 Spectral Line Profile

The real spectral lines that can be measured with the optical spectrometer are broadened
due to a couple of reasons. First of all, the natural line broadening that is caused by the
quantum mechanical uncertainty of the energy transition between the upper and lower level
∆E, and the lifetime ∆t given as ∆E∆t ∼ h is in generally very small compared to other
line broadening effects. The line profile is dominated by collisional and thermal broadening.
These two processes are described by the Stark- and the Doppler effect respectively. The
description starts with the broadening caused by collisions that randomize the phase of the
electromagnetic waves emitted from the energy transition of the bounded electron. This phase
change leads to a shorter lifetime, which consequently results in a broader spectral line. From
this follows a dependency of the line width on the number density ne, as collisions are more
likely in a plasma of higher density. The resulting spectral line shape can be described by a
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Lorentz profile,
L(λ, wstark) = wstark

π ·
(
λ2 + w2

stark

) , (3.17)

with the Half Width at Half Maximum (HWHM) wstark that can be determined from the
Stark broadening equation

ne = wstark

w0
· 1016cm−3. (3.18)

Note that the Stark broadening parameter w0 of the chosen spectral line depends on the
plasma temperature and can be found in literature. If these parameters are unknown, it is
possible to estimate the electron number density by the hydrogen Balmer lines as described
by Gigosos et al. (2003, ref. [59]), e.g. for Hα by the Full Width at Half Area (FWHA) as

FWHA[nm] = 0.549 ·
(

ne[cm−3]
1017

)0.67965

(3.19)

using a linear fitting to filter the temperature dependence.
Moreover, the line shape is influenced by thermal effects. Considering the temperature de-
pendent random motion of atoms and Ions in the plasma, described by the Maxwell velocity
distribution, the Doppler-shifted line shape around the central wavelength λ0 is determined
by a Gaussian function of full width at half maximum (FWHM) ∆λG as

G(λ, ∆λG) = 2
√

ln 2
∆λG

√
π

exp
(

−4 ln 2(λ − λ0)2

∆λ2
G

)
(3.20)

with the Doppler width wdoppler = ∆λG(2
√

2 ln 2)−1 determined for the element of mass m

by

wdoppler = λ0
c

√
2 ln 2kBTe

m
. (3.21)

In addition, the spectral line is shaped by the instrumental width winst that can be determined
for the different used spectrometers with a reference lamp of known spectral broadening.
Often used are low pressure discharge lamps of atomic gas like mercury (Hg) or argon (Ar),
or Hollow Cathode Lamps (HCL) with heavy metals for this purpose. The spectral line shape
is influenced by Gaussian profiles from the instrumental and Doppler broadening and by a
Lorentz shape from the Stark- and natural- (negligible) broadening. A convolution of these
two shapes describes the spectral line shape and is given as by the Voigt function. To be
able to use this function as a numerical fit on data points, a so called pseudo-Voigt function
is generated that is basically given as a linear combination of the Gauss G(λ, ∆λG) and the
Lorentz L(λ, ∆λL) part as

V (∆λG, ∆λL, λ) = η(∆λG, ∆λL) · L(λ, ∆λL) + (1 − η(∆λG, ∆λL)) · G(λ, ∆λG) (3.22)
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Figure 3.6: Spectral line Cu-I generated in fs-LIBS experiment using a 500 fs, 343 nm laser
in Argon atmosphere. Here, five measurements are shown with gate delay td from 100 ns to
500 ns and a gate width of 100 ns.

using a numerical estimation for η taken from [60] and described in appendix C. The FWHM
∆λV of the Voigt-shaped spectral line is given as

∆λV ≈ 1.0692∆λL +
√

0.8664∆λ2
L + 4∆λ2

G. (3.23)

It is important to consider that the line shape observed is also changed by the fact that it is
not possible to record it in an infinitesimal time frame, as the plasma parameters of the LIP
are usually changing exponentially in time. To visualize this effect, see fig. 3.6 that shows the
changing line shape for a transient plasma generated with a 500 fs laser on copper. Here, the
total line width of the atomic copper line at 529.25 nm decreases with a longer gate delay of
the iCCD, which corresponds to the decreasing plasma temperature and density. Moreover,
a red-shift of the central wavelength for shorter delays due to the higher temperature can be
observed. As the observation time frame is 100 ns and the plasma parameters are changing
exponentially, the spectral line detected is a superposition of differently shaped lines and it
is problematic to talk about average plasma parameters calculated from these lines.
However, spectral lines of the expanding plasma observed are used to estimate the number
density and temperature. A popular method to estimate the temperature is the usage of a
Boltzmann plot, which will be described in the next section.

3.4.2 Boltzmann Plot

The spectra observed from the laser-induced plasma contain atomic and ionic spectral lines
from all different species of the sample matrix. The methods described in this section are
commonly used in different evaluations of LIBS data like in ref. [61] and [62]. If a LTE
is assumed, the temperature of all these species in the plasma plume has to be the same.
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As this is not given in general, the observation of the plasma is executed separately for the
different species. A solid and quick method to estimate the plasma temperature is the so-
called two-line approach using the ratio of two spectral lines with a sufficient gap between
their upper energy levels. If the spectrometer is calibrated and the wavelength sensitivity of
the detector is adapted, the intensity ratio I1/I2 is given by the transition probability Ai,
statistical weight gi, wavelength λi, and excited energy level Ei respectively as

I1
I2

= λ1A1g1
λ2A2g2

exp
(

E2 − E1
kBT

)
. (3.24)

Typical parameters for used materials in the experiments described are given in the ap-
pendix B in table B.2. Taking into account more than two spectral lines, it is possible to
express the integrated line intensities Īki of the optical thin plasma according to the concen-
tration of the species Cs and an experimental factor F as

Īki = FCsAki
hc

λki

gk

Us(T ) exp
(

− Ek

kBT

)
. (3.25)

Executing the logarithmic on both sides of the equation, a linear form is obtained as

ln
(

λkiĪki

hcAkigk

)
= − Ek

kBT
+ ln

(
FCs

Us(T )

)
, (3.26)

where the left side is a linear function (y = mx + qs) of the upper energy level Ek of slope

m = − 1
kBT

(3.27)

and intercept
qs = ln

(
FCs

Us(T )

)
. (3.28)

With this method it is possible to estimate temperature and concentration of a given species
in the laser-induced plasma. This is the basis of the CF-LIBS method, which can be used to
estimate matrix conditions of the observed sample, where the concentration of the species is
then calculated as

Cs = Us(T )
F

exp (qs) (3.29)

and the factor F by determination of normalized sum of all observed species

∑
i

Cs,i = 1. (3.30)

Other approaches, which are not further discussed here, are the determination of plasma
temperature using a Saha-Boltzmann plot, which takes into account the relative spectral in-
tensities of atomic and ionic lines, and a multi-element Boltzmann method that is using the
spectral emission of different elements from the used sample.
This should give a necessary overview of methods to determine and estimate relevant plasma
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parameters. As already mentioned, the usage of all those approaches is limited to the appli-
cation of a LTE, which has to be treated with caution, especially in a plasma induced by a
femtosecond laser. Moreover, in any case, self-absorption has an influence on the line shape
and intensity. Self-absorption happens to be the effect that emitted photons from the inner
part of the plasma are absorbed by particles in an outer shell. In the extreme case, where
the plasma can be seen as a two layer system of high density and temperature in the core
and low density and moderate temperature in the outer sphere, even self-reversal lines can be
observed. Detected spectral lines then exhibit a dip of intensity in the center. Due to spectral
shifts and broadening effects, this absorption line might have a narrower appearance then the
original line from the plasma core. In the methods presented to determine plasma parame-
ters, lines have to be chosen carefully by avoiding self-reversal ans self-absorption lines. Line
asymmetry might be an indication for self-absorption in this context. To get an overview,
the authors in ref. [63] describe the effects in more detail and point out the influence of those
lines to CF-LIBS approaches.

3.5 Plasma-Facing Components (PFC)

In the experiments presented, the objective is to analyze metal tiles (often high Z metals like
tungsten and tantalum) that were exposed to a pre-defined deuterium plasma. Plasma-facing
components from a fusion device like ITER have to resist high particle irradiation defined by
fluences (exceeding 1026 m−2 ref. [64]) and flux (1019−1023 m−2s−1 ref. [10]) depending on the
location observed and the plasma confinement mode. The targets used are exposed in similar
conditions using the linear plasma device PSI-2 at IEK-4, Forschungszentrum Jülich. This
device mimics the conditions in a fusion plasma as measured by Kreter et al. (2019, ref. [65]. A
ring like pure deuterium plasma of 3×1025 m−2 total fluence and 2.9×1021 m−2s−1 maximum
deuterium flux is interacting with the tiles that are arranged in a circle on a molybdenum
mask (see fig. 3.7). The setup ensures that the polished and outgassed tiles are not sputtered
with deuterium, but loaded by a reasonable deuterium amount in the bulk. Hereafter, a few
concepts of deposition processes in these circumstances are explained and the techniques used
to verify the total deuterium amount, besides LIBS, are described. Moreover, the microscopes
used to analyze the laser-induced crater morphology are introduced.

3.5.1 Hydrogen-Isotope Inventory

As described above the lifetime of any upcoming magnetic confinement fusion experiment or
reactor respectively depends on the resistance of all PFCs to the inevitable and sometimes
required Plasma-Wall Interactions (PWI). According to Roth et al. (2008, ref. [64]), the
most crucial issue is the retention of tritium (T) to the inner vessel walls. In particular, the
process during Edge-Localized Modes (ELM) at the divertor plates, where the highest load
to the material is expected, is crucial. The trapped tritium can be removed and recovered
from the vessel walls in an extensive and time-consuming process, which needs to be avoided
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Figure 3.7: Eight tungsten tiles (9.9 mm × 9.9 mm × 5.1 mm) arranged in a circle on a
molybdenum mask to be attached to the PSI-2 device at Forschungszentrum Jülich.

in a future operating power-plant.
Due to these difficulties tungsten and its alloys are proposed as PFC material. Its high melt-
ing point, high thermal conductivity coefficient and low ion sputtering yield make tungsten
a suitable candidate for the inner vessel walls (see ref. [66]). Nevertheless, hydrogen isotope
retention in those materials is still possible. Versatile studies using different plasma and
particle sources, including some of the already mentioned fusion plasma experiments, give
descriptions and predictions on the hydrogen-isotope inventory in those materials. A short
collection of those are given in ref. [9]–[11], [66], [67]. This includes the implantation, trap-
ping, diffusion and (co-)deposition. In high-Z materials like tungsten (Z=74) the dominant
retention mechanism of hydrogen and its isotopes is trapping in lattice defects. Unfortu-
nately, those defects are promoted by the high energetic particles and radiation from the
fusion plasma. There are more effects to be considered: Co-deposition for instance is the
option that the hydrogen isotopes are transported by a deposited layer to the wall, for exam-
ple during deposition of Beryllium (Be) layers. Deposited tritium is then transported by a
diffusion process to the whole PFC bulk, most likely with a decreasing concentration starting
at the surface. A more detailed explanation of plasma wall interaction is left out at this
point, as the thesis concentrates on the laser-induced diagnostic to detect those impurities.
Anyway, one crucial point away is that the expected concentrations of hydrogen-isotopes in
PFCs are on the order of a few at% (atomic percentage). Some other techniques to quantify
these impurities apart from LIBS are described in the next paragraphs.

Nuclear Reaction Analysis (NRA)

Accelerated particles induce a nuclear reaction inside of the bulk material with the deposited
hydrogen or deuterium atoms as described in ref. [68]. Similar to the depth analysis of Mayer
et al. (2009) [69], the non-resonance reaction

3He + D → α + p + 18.353 eV (3.31)
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with high energy (6 MeV) Helium-ions is applied to the tiles observed and the protons emitted
are detected. Depth information can be traced from the emitted proton energy spectra, while
depth resolution is limited to a few micrometers.

Thermal Desorption Spectroscopy (TDS)

In TDS, one makes use of the temperature depended desorption process of particle retention
in the lattice of a bulk material that is initiated in a defined temperature program. Here, the
tiles are placed in ultra-high vacuum and usually heated with a linear temperature gradient.
The partial pressure of escaping atoms and molecules is measured by mass spectrometry (e.g.
Quadrupol or Time-of-Flight). From the composition of H2, HD and D2 the total amount of
hydrogen isotopes retention in the observed tiles can be measured. The tantalum tiles used
exhibit a deuterium number of 3.4×1019 and W of 3.8×1016. This huge difference in the two
materials is also found in ref. [70], where tantalum and tungsten were tested in a tokamak
environment.

Laser-Induced Ablation - Quadrupol Mass Spectrometry (LIA-QMS)

Jannis Oelmann introduced in ref. [71] the use of a QMS to analyze the residual gas in
an ultra-high vacuum chamber after laser ablation. Here, the tiles are irradiated by the
picosecond laser described in chapter 3.1.4 with ablation rates down to 30 nm. With this
method, the hydrogen content in tiles from W7-X could be analyzed ex-situ as shown in
ref. [72].

3.5.2 Analysis of Surface Morphology

The surface and crater morphology are analyzed using a variety of techniques. The surface
roughness (Sa) of the samples is given as

Sa = 1
N

N∑
k=1

|zk − u| (3.32)

with the mean height u over N microscope positions. For surface irritations in the micrometer
regime, the profilometer Dektak 6M can be used. For more detailed 3d images of the sur-
faces and craters either a confocal microscope located at the Mirror Lab (Forschungszentrum
Jülich) or a scanning white light interferometer available at Lawrence Berkeley National Lab-
oratory are used in this context. In the following part of this chapter, these two techniques
are explained and characterized.

Confocal Microscopy

The microscope STIL - Micromeasure 2 uses a tungsten lamp as a white light source in front
of a pinhole. This point source is focused to the surface plane. Reflected light can then be
imaged by the same lens to the detector, which is attached behind a pinhole of the same
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size as the one in front of the light source. This guarantees that light out of focus is blocked
and only “confocal” parts are detected. As diffraction is wavelength dependent, a chromatic
sensitive sensor is used to determine the corresponding height value. A three dimensional
image is generated by moving the microscope head along the observed surface. With this
technique, a height resolution in the sub-micrometer regime can be achieved. The lateral
resolution depends on the focusing objective used and the corresponding focus size. Here,
spot sizes of < 3µm and lateral positioning accuracy of 0.1µm are possible.

Scanning White Light Interferometry

The white light source in this configuration is imaged on the whole observation region on the
sample, while a mirror in a reference arm provides light that can interfere with the reflected
light from the surface in the detector plane. Interference can be observed when the distance
of reference arm and probe arm are matching. Scanning the height by moving the objective
up and down makes it possible to find this interference, which can be translated into a height
information. The optical profiler Zygo NewView 6000 utilized at the Laser technology group
in Berkeley makes use of this principle. Analysis made with this device of laser processed
tiles are presented in this work. The manufacturer promises depth resolution on a nanometer
scale (< 20 nm) and lateral resolution down to micrometer scale (> 0.64µm).
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Chapter 4

Laser-Induced Ablation Threshold
of Tantalum

In the following chapters of this thesis, LIBS results using different pulsed laser systems
from nanosecond to femtosecond pulse duration are presented. In this context, tantalum and
tungsten tiles are used as test devices loaded by deuterium, similar like the PFCs in a mag-
netic confinement fusion experiment. To get a deeper understanding of the materials and the
characteristics of the laser material interaction, experiments are carried out and presented in
this chapter that show the deviating ablation characteristic of different laser systems. These
findings build a step towards a depth resolved LIBS experiment on PFCs of similar properties
as the high-Z metal tantalum.
The described experimental setup and results in this chapter are following the studies in
the joint publication “Laser-induced ablation of tantalum in a wide range of pulse dura-
tions” ref. [73] with the Insitut für Energie- und Klimaforschung - Plasmaphysik IEK-4 at
Forschungszentrum Jülich, Germany and the Key Laboratory of Material Modification by
Laser, Ion and Electron Beams at Dalian University of Technology, China. The presented
results are supplemented by a numerical study on the sub-10-fs laser pulses with a self-
developed Two-Temperature Model.
Getting into detail, first the preparation of the experiments is described, followed by the
description of the evaluation process and the experimental results. While the experimental
setup section is modified, due to a longer description of the laser systems in the Instruments
and Methods chapter 3 in this thesis, the evaluation and results are taken from the original
manuscript published in Applied Physics A in august 2020. In the summary and outlook part
the comparison to a TTM simulation is added to give a more detailed view on the ablation
process. These data are published in a contributed paper (ref. [74]) at the 47th Conference
on Plasma Physics conference hosted by the European Plasma Society (EPS) 2020. All in all,
this chapter gives an overview of the basic ablation processes using lasers of different pulse
duration and wavelength in varying laser fluence and intensity regimes.
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4.1 Experimental Setup

For the three experiments tantalum plates (2 mm × 50 mm × 50 mm) of 99.9% purity from
the same charge made by HMW Hauner GmbH & Co.KG are used. The surface roughness
is measured by confocal microscopy as Sa = (0.7 ± 0.3)µm. The roughness is calculated as
Sa = 1

N

∑N
k=1 |zk − u| with the mean height u over N microscope positions. The tantalum

tiles are attached in vacuum chambers of comparable pressure from 10−5 to 10−6 mbar. The
ns- and ps-laser can easily be focused on the sample using a dispersive quartz lens. For the
few cycle fs-laser a dispersive medium would change the pulse duration drastically due to the
frequency dependent dispersion in the medium. For this reason, an off-axis parabolic mirror is
used to focus the fs-laser instead. To lower the risk of damaging the laser system, the incident
angle of the fs-pulse is 45◦ whereas the incident angle of the ns- and ps-laser is 0◦, due to a
lower damaging risk. Moreover, the crater size on the surface depends on the sample position
with respect to the focal spot in the chamber. With different lens positions the crater size
of the ns- and ps-laser is adjusted. In the chamber for the fs-laser, the sample table position
can be adjusted. For all experiments three different sample positions are used to get a wide
scan of laser pulse fluences. For this experiments, a reproducible laser pulse energy change is
needed. Again a different proceeding is needed for the ns- and ps-laser compared to the fs-
laser. For the ns-lasers Brilliant EaZy from Quantel Laser it is possible to change the timing
of the flash lamp that pumps the active laser medium and the Q-switch that releases the pulse
from the cavity. In a similar way one can choose different amplification steps in the amplifier
of the ps-laser EKSPLA PL2241, where Nd:YAG rods are pumped by a flash lamp. A more
detailed description is given in chaper 3.1. The energy of the ns-laser decreases nearly linear
with the time delay ∆t, while a higher amplification step of the ps-laser increases the pulse
energy exponentially. To keep all the other pulse parameters like profile and pulse duration
constant, a reflective attenuator consisting of different gold mirrors is used for the fs-laser to
tune the pulse energy. For a good comparison of the different systems and to evaluate the
ablation rate 200 shots at every position are used.

4.2 Evaluation Method

As described in detail in chapter 2.1.1, the different pulsed lasers need to be described by
the same parameters. Here, a short recap of the laser fluence and intensity is given. For a
flat-top beam profile the laser fluence, typically given in Jcm−2, is calculated from the pulse
energy E as

F = 4E

πD2
0

· cos Θ, (4.1)

where D0 is the beam diameter at 1/e2 of the maximum intensity in the interaction plane and
Θ is the incidence angle. To compare this with a Gaussian shaped beam profile, a factor 2 is
included to take the smaller effective area into account. The intensity is given as I = F/∆τ ,
with the pulse duration ∆τ (FWHM of laser intensity in time). Note that F is an integrated
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quantity and therefore gives a measure for the total effect induced by a laser pulse, whereas
I is a temporal quantity which describes momentary effects.
One aim of this investigation is to find the so called threshold fluence Fth, which is the
minimum laser pulse energy per area required for material removal from the surface from a
single laser pulse. Moreover, also the threshold intensity Ith, the minimum laser power per
area needed for ablation, is of interest when observing the influence of high electromagnetic
fields. Both parameters are examined, because they become important in different physical
regimes. The laser fluence has its relevance in the case of thermal processing of the used
samples. Here, it is referred to the process of ns-ablation or high repetition of ultra-short
pulses on optical components. Intensity is consulted when the ablation process is dominated
by the basic electro-magnetic field interaction with the used material. Here, single shot
ablation with ultra-short laser pulses are of interest.
From the crater depth variation with laser pulse energy the threshold fluence can be retrieved
by

L = β−1 ln
(

F

Fth

)
, (4.2)

where L is the ablation depth per pulse called ablation rate introduced by ref. [22]. A similar
dependence can be observed with respect to a threshold intensity Ith as

L = β−1 ln
(

I

Ith

)
. (4.3)

Note that β−1 is a numerical fitting parameter that has the meaning of an effective penetration
depth from the observed material. In the ps- to fs- pulse duration regime this parameter can
be set to the optical penetration depth α−1 as carried out in ref. [75] for the case of a
molybdenum target. The logarithmic dependence presented in (4.2) and (4.3) has its origin
in the assumption of a laser source term in the heat diffusion equation that transfers its
energy into the material with an exponential decay constant β−1. For the tantalum sample,
the optical penetration depth is calculated using

α−1 = λ0
4π · κ

, (4.4)

with the extinction coefficient κ calculated in ref. [76]. For the ns-laser, β−1 can be seen as
a combination of optical and thermal penetration depth.
The crater depth has been evaluated via white light confocal microscopy (Micromeasure 2
from STIL) and the ablation rate is determined as the ratio of maximum crater depth and
number of laser pulses at each position. Tani et al. (2018, ref. [77]) found a lower ablation
rate for the early laser pulses on the polished surface at low fluences with a fs-laser on copper.
The resulting offset is neglected here, due to the high surface roughness of the target in the
first place.
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Figure 4.1: Comparison of raw data from the different craters after the interaction with
200 laser pulses of pulse duration and fluence (left) ∆τ = 8.5 fs, F = 2.4 J/cm2, (middle)
∆τ = 35 ps, F = 6.3 J/cm2 and (right) ∆τ = 5 ns, F = 34 J/cm2 are shown. In the first row
the confocal microscope data in a false color plot and in the second row cross sections from
the craters center are given. The figure is taken from ref. [73] and licensed under CC BY 4.0.

4.3 Experimental Results

To compare the different crater morphologies that are generated by laser pulses of different
pulse durations fig. 4.1 shows raw data from three craters in 2D false color plots and their
cross section respectively (averages of 11 curves in the center of the crater). The morphology
of these three craters reflects characteristic properties for the individual laser systems: The
fs-crater on the left side exhibits an elliptical shape due to the 45◦ incident angle onto the
target. Around the ns-crater on the right side a solidified corona of material can be observed.
In all cases (relatively low fluences) the crater diameters are comparable to the laser beam
diameters D0.
From these raw data the crater depth is determined using some corrections beforehand. The
signal from the confocal microscope exhibits defects where the recorded intensity from the re-
flected light from the surface is insufficient. These defects result in “unphysical” height values
close to zero. For the depth analysis the mentioned defects were replaced by the mean value
of the surrounding data points and the data was numerically leveled where it was necessary.
The depth is calculated by the difference of the mean surface height and a value from the
craters center. Here, 1000 to 20000 data points, depending on the resolution, are used. Due
to the cone like depth shape of the fs- and ns- craters, this value is given as the minimum of
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Figure 4.2: (left) Ablation rate L with respect to the used laser fluence F and (right)
ablation rate with respect to intensity with logarithmic x-axis are shown for three different
laser systems. Here, the ■ marker defines the femtosecond laser, • the picosecond laser and
× the nanosecond laser measurement. The figure is taken from ref. [73] and licensed under
CC BY 4.0.

∆τ [s] E [mJ] λ0[nm] Fth[J/cm2] Ith[W/cm2] β−1[nm] α−1[nm]

5 · 10−9 280 1064 1.1 ± 0.1 (2.2 ± 0.5) · 108 52 ± 2 13
35 · 10−12 46 355 0.18 ± 0.10 (5.2 ± 3.0) · 109 6.0 ± 0.3 11
8.5 · 10−15 1.0 790 0.17 ± 0.05 (2.1 ± 0.5) · 1013 26 ± 1 16

Table 4.1: Laser parameters for the ablation experiments from the three different systems
and determined ablation threshold fluence Fth, intensity Ith and effective penetration depth
β−1 compared to calculated optical penetration depth α−1 depending on used laser pulse
duration ∆τ and wavelength λ0 are shown. Content is taken from ref. [73] and licensed under
CC BY 4.0.

the measured height profile. The ps-laser generates cylinder like shapes in the center of the
craters. That is why the depth value is calculated as a mean value from the craters center.
Figure 4.2 shows the measured ablation rate with respect to laser fluence and intensity. Ta-
ble 4.1 gives the resulting threshold and effective penetration depth values from the numerical
fitting process for the different laser systems with 17, 22 and 23 craters for the fs-, ps- and
ns-laser respectively. Here, the ablation rate with respect to the laser fluence is plotted on a
logarithmic x-axis shown in fig. 4.2 (left). Smaller ablation rates are observed with decreasing
laser fluence. In fig. 4.2 (right) the ablation rate is plotted with respect to the laser inten-
sity on a logarithmic x-axis. The errorbars correspond to the uncertainty of the laser pulse
energy measurement caused by the powermeter of ±5%. This is linked to the uncertainty of
the beam diameter in the interaction plane of ±3µm. The uncertainty of the craters depth is
caused by the surface roughness at each individual confocal microscope position. The pulse-
to-pulse fluctuations of the laser pulse energy are ignored in each case, because of the high
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number of pulse repetitions (200) used for one crater. Using fits (solid lines) on the data
given by equation (4.2) and (4.3), threshold fluence and intensity result from the best fitting
parameters. Graphically this values can be observed as the roots and β−1 as the slope of the
fitting functions. Note that the used fitting function is only valid in a low fluence regime that
depends on the pulse duration. For the fs-laser the fit was made at fluences below 1 Jcm−2,
for the ps-laser the limit was 10 Jcm−2 and within the ns-interaction 35 Jcm−2 turns out to
be a valid limit. At this point thermal penetration becomes more relevant and the slope of
the logarithmic function rises.
To observe the influence of thermal and optical penetration during the interaction the effec-
tive penetration depth β−1 is compared to the optical penetration depth α−1 from equation
(4.4). The wavelength dependent values are 16 nm for the fs-, 13 nm for the ns- and 11 nm for
the ps-laser. Note that the wavelength dependence of the ablation process can be observed
in the deviating slope of the ps-ablation and the fs-ablation curve. The resulting effective
penetration depth of the ps- and fs-ablation differs by a factor less than 2 from the opti-
cal penetration depth α−1. For the ns-ablation, however, this factor is 4, which indicates
the high influence of thermal penetration that dominates this process. This result and the
morphology comparison show the high thermal impact of ns-laser matter interaction. While
the fs- and ps-laser pulses produce craters with smooth edges, the ns-craters exhibit a ring
of solidified molten material higher than the surface around the hole. This expulsion of the
melt lowers the precision, when the data from the ablation yield shell be used for informa-
tion on the material content in the target as in the mentioned project on the plasma-facing
components. The timescale of the energy transfer between free electrons and the lattice is
significantly longer than the pulse duration of these ultra-short laser pulses, which results in
a considerably lower HAZ [78].
From the threshold analysis decreasing threshold fluence from 1.10 J/cm2 for the ns-laser
to 0.17 J/cm2 for the fs-laser can be observed. The threshold intensity increases from 2.2 ·
108 W/cm2 to 2.1 · 1013 W/cm2 with shorter pulse duration. Here, the characteristics of the
different interaction regimes are observed. The process is dominated by the high electro-
magnetic field in the ultra-short case (fs- and ps-ablation) and the minimum energy needed
for ablation decreases. For fs- and ps-ablation the same threshold fluence value is observed
within the uncertainty. This can be related to the time scale of interaction that is in both
cases before the breakdown in the material occurs. Note that the deviating laser wavelength
might also have an influence here. This phenomenon was also investigated by Genieys et al.
(2020, ref. [79]) where the ablation threshold fluence for aluminum and tungsten was observed
to be equal for sufficiently short laser pulses. Another work on this phenomenon was made
by Gamaly et al. (2002, ref. [80]). On the one hand, this observation can be expanded up to
a ps-limit from the shown investigations on tantalum. On the other hand, significantly higher
intensity is needed with the fs-laser, namely up to five orders of magnitude more compared
to the ns-laser. Other studies from the last years on tantalum offer deviating results for 80 fs,
in ref. [81] (Fth = 0.31 J/cm2), and 3 ns in ref. [82] (Fth = 0.71 J/cm2). Note that thin Ta
films deposited onto fused quartz can have different optical properties compared to bulk Ta.
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Figure 4.3: (left) Output of a TTM simulation on tantalum (F = 6.12 J/cm2, ∆τ =
8 fs, λ0 = 790 nm) with the maximum electron and lattice temperature (Te and Tl) in the
first 10 ps. (right) Contour plot of the lattice temperature on the x grid over the whole
simulation time. Shown is the laser heating and ensuing cooling process including the ther-
malization of electron and lattice subsystem after ∼ 10 ps.

4.4 Summary and Outlook

Before the experimental findings from this chapter are summarized, a numerical approach is
presented that can be used to predict the ablated volume by given material and laser pa-
rameters. In this case the ablation threshold of the femtosecond laser used in this study is
compared to values determined by the presented numerical model.
Predictions on the ablated volume by the used ultra-short laser pulses can be made by the
Two-Temperature Model (TTM) that solves the coupled differential equation in (2.20) in-
cluding the thermophysical properties described in appendix A. Figure 4.3 shows the typical
output of an one dimensional TTM simulation on tantalum. The applied laser has similar
parameters as the PHASER used in the shown ablation experiment. In the first few fem-
toseconds only the electron subsystem is heated. The energy transfer to the lattice happens
on a timescale of up to 10 ps. Different approaches to estimate the ablation depth can be
used on this data. The maximum lattice temperature depending on the used laser fluence
can be calculated. When the boiling temperature (Tb,Ta = 5731 K) or the temperature at the
critical point (Tc,Ta = 13400 K) are assumed as ablation limits, the maximum ablation depth
can be calculated from the simulation data. Some publications like ref. [42] even suggest
an even higher separation temperature Tsep defined by the adiabatic cooling of the heated
system after rapid heating above the critical temperature as

Tsep =
(

ρ0
ρc

)3/2
Tc. (4.5)

The critical density (ρc,Ta = 3.32 g/cm2) and temperature are taken from ref. [83]. Figure
4.4 (right) shows the maximal ablation depth assuming these temperatures to be sufficient to
ablate the material. The left part of the figure gives the time evolution of the high tempera-
ture edge along the grid. With this approach the ablation threshold fluence can be estimated
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Figure 4.4: (left) Contour plot of the critical temperature Tc along the sample depth x
with respect to simulation time for different laser fluences. (right) Ablation depth calculated
by the depth of critical temperature and boiling temperature Tb. Figure content taken from
ref. [74].

as Fth ≈ 0.58 J/cm2 for boiling or Fth ≈ 1.81 J/cm2 for reaching the critical point. As ex-
pected, these values are higher than the measured threshold of 0.17 J/cm2. This can be an
indication for an ablation process that is governed by a non-thermal melting characteristic,
because the separation temperature might decrease due to the high electron temperature
that surrounds the lattice subsystem. Moreover, the reflectivity is a limiting factor of this
theoretical approach, as the comparably rough surface structure could lead to completely
different absorption mechanisms.
The described laser ablation on the high-Z material tantalum reveals the expected logarith-
mic dependence of ablation rate with respect to the laser pulse energy or power per area
respectively for all used pulse durations and wavelengths. By observing the craters morphol-
ogy and comparing the measured penetration depth to the optical penetration depth α−1

the high thermal impact of the ns-laser ablation is confirmed. By these concrete examples of
laser ablation the necessity of distinction between threshold fluence and intensity is pointed
out. Moreover, by presenting these three pulse duration regimes on the same material the
best system for the diagnostic application can be assumed. This advantages can be used,
when LIBS signals from first-wall material in the fusion plasma devices are generated. Here,
a high depth resolution is a relevant factor. It is shown that lowering the pulse duration
offers the opportunity for high resolution material analysis. With this evidenced knowledge,
further steps towards a fs-laser based LIBS diagnostic for PFCs in fusion devices are describe
in the ensuing chapters.
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Chapter 5

LIBS using sub-10-fs Laser Pulses
in Vacuum

In this chapter, the development of a LIBS setup with a laser of sub-10-fs pulse duration in a
vacuum environment is described. In particular, time resolved measurements on the plasma
expansion of different materials excited by these pulses are evaluated. Both plasma imaging,
and optical emission spectroscopy are executed to display the characteristics of this state of
matter under these circumstances. The evaluation of the experiments make a step towards
the objective of this thesis, to give an assessment on the applicability of this kind of laser
source as a detection system with high depth resolution on PFCs.
In the first section, the laser-induced plasma expansion dynamic of tantalum is detected
by a time resolved imaging system for varying laser parameters. In the second section,
a spectrometer is used to detect the temporal optical emission of copper, tantalum, and
tungsten, and a technique to enhance the plasma “brightness” is introduced.

5.1 Laser-Induced Plasma Expansion Dynamics of Tantalum

One important step to establish a LIBS setup with the correct dimensions of the optical
correction system is to determine the size of the emitting source. Here, the source is a
fast expanding plasma plume that is induced by the ultra-short laser pulse provided by the
PHASER system. Furthermore, the temporal evolution of those plasma plumes is of interest
to be able to capture the total temporal and spatial dynamic of the process.
Below, a plasma plume of tantalum under these circumstances is detected to extract spatial
and temporal information on the plasma formation in vacuum. The results presented were
partially published in a paper contributed to the annual conference of the European Plasma
Society (EPS) in 2020 (see ref. [74]). Parts of the experimental setup section are taken directly
from this contribution. Subsequent content splits up into a description of the experimental
setup, the presentation of some results including relevant information for a LIBS setup, and
a conclusion.
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Figure 5.1: Schematic side view of the experimental setup in the vacuum chamber. The
laser is focussed by a 90◦ off-axis parabolic mirror (f = 127 mm) onto the target and the
plasma emission is detected by an optical collection setup including an image intensifier and
a CCD camera.

5.1.1 Experimental Setup

Figure 5.1 represents the experimental setup in a schematic side view on the vacuum chamber.
The ultra-short laser pulse with pulse duration of 8 fs is focused onto the target, which is
movable in three dimensions to be able to change the position with respect to the focal spot
of the laser and to use unperturbed positions for each laser pulse. The induced plasma plume
is detected through the glass window by an optical setup consisting of a lens (f = 100 mm),
image intensifier including an objective lens, and a CCD detector. Here, a gated optical
system is realized by a CCD camera (Allied Vision) attached to a micro-channel plate image
intensifier (type II18G, Lambert Instruments) equipped with an objective lens. The plasma
plume is observed tangential to the sample surface. The sample used is the same tantalum
tile that is used for the ablation experiment in chapter 4. The MCP gate delay of 100 ns
to 30µs are used to observe the temporal evolution of Ta-I spectral lines and continuum
emission of nanopartincles. A bandpass filter (bandwidth 300 nm to 700 nm) to protect the
camera from most of the scattered laser light when the delay is not yet adjusted properly.
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Figure 5.2: (top) Sum over all camera counts in the plume area plotted with respect to the
distance to the focal position z0. (bottom) Images with an intensifier gate width of 20µs of
tantalum plasma plume as an arbitrary unit pseudo-color plot.

5.1.2 Experimental Results

In the beginning, the optimal z-position (distance between focusing optic and target) has to
be found. Here, positive values are positions behind the focal point (divergent part of the
laser beam). In fig. 5.2 a scan along the z-axis from −800µm to 650µm and images of three
selected positions are given. Note that the pulse energy of the incoming laser is equal for each
position, but the beam diameter is changing which results in a fluence change in the range of
5 Jcm−2 to 4000 Jcm−2. The counts detected are summed up over the whole area of detection
for five averaged snapshots for each z-position. The setup operates with a gate width of 20µs
to capture the whole evolution of the plasma. It is notable that the plasma plume signal
drops rapidly around the focal point and the optimal positions with the “brightest” plasma
emission might be around 600µm away from it. In the next step, the gate width is reduced
and the temporal evolution of the plume is investigated to determine, if this “brightness” is
a decent indicator for a strong LIBS signal.
Next, the temporal evolution of the plasma emission at this “optimal” z-position ∆z = 600µm
from the expanding plume is detected with a reduced gate width of 100 ns using the same
filter. Here, the laser exhibits a fluence of around F = 11 Jcm−2. Figure 5.3 depicts the
detected plasma in five different time-frames. Apparently, the plasma plume is divided into
two parts: A fast expanding plume persisting in the first two time-frames up to 200 ns after
the laser plasma interaction and a slow plume following and detectable up to a few µs later.
An analysis of these two stages shows that a distinct difference in velocity can be observed
between 5 × 103 ms−1 and 5 × 102 ms−1. This finding can be compared to the work of Harilal
et al. [84], who observed the expansion of tungsten plasma induced by femtosecond pulses
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Figure 5.3: Selected snapshots of the temporal evolution of tantalum plasma plume induced
by a 8 fs laser pulse detected by the image intensifier with gate width of 100 ns.

in more detail. The group observed two plumes, the first one persisting during 400 ns after
the interaction with the F = 8 Jcm−2, 40 fs laser pulse and the second one up to 40µs
longer. Spectral analysis of the two phases brought evidence to claim that the second plume
contains continuum radiation of expanding nanoparticles and the first plume atoms and
ions. Compared to their findings, the velocity of the two phases from the observations on
the tantalum sample presented are on the same order of magnitude, which indicates that
also on the tantalum target the expanding plasma is divided into a relevant time-frame for
LIBS including atomic and ionic spectral lines, and a way slower nanoparticle time-frame.
To prove this claim, the time resolved optical emission spectrum has to be detected. Even
though observing this effect on two different materials with comparable atomic number Z
seems to be reasonable and might be a characteristic for laser ablation of high-Z materials.

5.1.3 Discussion

For the application of a LIBS setup with a sub-10-fs laser it is essential to know the plasma
expansion behavior after the interaction. With the gated plasma image experiment it is pos-
sible to predict a time frame in which to observe characteristic spectral lines of the expanding
tantalum plasma in order to avoid the dominant continuum radiation caused by the emerging
nanoparticles and the hot sample surface. The first prediction for a reasonable time-frame
after the laser surface interaction are the first 200 ns.
In the next section the same laser pulses are used in a LIBS setup with the option to en-
hance the signal detected using the pre-pulse module introduced in chaper 3.2. Moreover,
the temporal evolution of optical emission of a tungsten and tantalum plasma is presented
that intends to prove the claims about plume dynamics presented in this section.

5.2 Sub-10-fs LIBS

Following the findings from the previous section, in the next step spectral information are
added to the plasma plumes observed. The LIBS results presented are discussed directly with
the intention of finding a way to enhance the spectral line intensity. For this, the pre-pulse
module presented in chapter 3.2 is introduced as a possible way to increase the characteristic
line persistence when being executed on different metals.
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Figure 5.4: Side view of experimental setup for LIBS with the PHASER system in a vacuum
chamber. The laser is focused by a parabolic mirror onto the target. The optical emission of
the plasma expanding perpendicular to the targets surface is detected by an optical collection
system using lens L1 and L2. The collected light is detected in a Czerny-Turner spectrometer
and an iCCD camera.

The realization of a LIBS setup using the sub-10-fs laser pulses generated by the PHASER
system operating at the Institute of Laser and Plasma Physics (ILPP), Heinrich Heine Uni-
versity (HHU) in Düsseldorf first became possible with the new optical spectrometer provided
by the German Research Foundation (ger. Deutsche Forschungs-Gemeinschaft DFG). The
spectrometer has to be a compromise between resolution and sufficient light throughput.
However, a broader spectral range was necessary to finally observe time resolved spectral
emission dynamics of plasma induced by these ultra-short laser pulses, which reveals inter-
esting insights to the characteristics of the interaction mechanism.

5.2.1 Experimental Setup

As described before, the broadband Ti:Sa laser with compressed pulses of less than 8 fs pulse
duration is used to drive the plasma generation on different metals. In this configuration, the
pre-pulse stage is used to study the influence of a pre- ignited surface on the laser material
coupling. From this, the resulting optical emission enhancement from the ensuing plasma is
detected.
The target material is installed in a vacuum chamber of 5 × 10−6 mbar ambient pressure on
a 3D translation stage. The broadband near infrared laser pulses are focused by an off-axis
parabolic mirror of f = 127 mm focal length to the 45◦ tilted surface. With a constant pulse
energy of 460µJ in the main arm of the pre-pulse module, the laser fluence can be varied by
moving the target along the propagation direction of the laser and is changed from 5 Jcm−2

to 4000 Jcm−2 in this study. Note that a pre-pulse is used with 1 % of the main pulse energy
as described in Chapter 3.2. Operating the laser at different days includes slightly different
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Figure 5.5: (left) Cu-I lines captured by the spectrometer with grating 2000 l/mm, gate
width of 500 ns directly after the interaction with pre-pulse delay ∆t. (right) integrated
counts of the observed lines with respect to ∆t. The laser fluence of the main pulse is given
as F2 = 48 Jcm−2 and the pre-pulse F1 = 0.60 Jcm−2.

settings on the hollow fiber, which results in a pulse duration between 6.5 fs and 8 fs. It results
in laser intensities in the range of 1014 to 1018 Wcm−2 for the main- and 1012 to 1016 Wcm−2

for the pre-pulse respectively.
For the LIBS experiment, the Andor intensified CCD iStar340 is used to observe the collected
time dependent plasma emission with 5 ns to 500 ns gate widths. Spectral information is
gained by the Andor Kymera328i spectrograph with four different gratings optimized for the
visible spectral range. The plasma emission is collected by two optical aligned f = 100 mm
fused quartz lenses. The system is arranged in a 45◦ angle to the interaction region and
indicates to the early stage plasma close to the target surface. The experimental setup in
the vacuum chamber is schematically shown in fig. 5.4. Here, the optical collection system
consisting of two lenses L1 and L2 is tilted by 45◦ out of the interaction plane, parallel to the
incoming laser pulse.
In the experiments presented different materials are used. For the beginning, an intensive
study on polished copper is presented as the ionic and atomic lines are clearly visible with
the setup shown. Furthermore, it is discovered, whether the findings are transferable to the
high-Z materials tungsten and tantalum and the influence of a pre-pulse is used to enhance
the hydrogen emission. The temporal dynamic of the expanding plasma plume from high-Z
materials claimed in the previous chapter is investigated by the detection of the emitted
characteristic spectra and its persistence.

5.2.2 Experimental Results

LIBS on Copper

First of all, the atomic and ionic lines of copper (Cu-I and Cu-II) are observed for different
laser intensities. This study is focused on the four atomic lines Cu-I at 510.55 nm, 515.32 nm,
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Figure 5.6: (left) Cu-II lines captured by the spectrometer with grating 2000 l/mm, gate
width of 500 ns directly after the interaction without a pre-pulse for different laser intensities
I. An offset of 6000 counts is added between the plots for a better overview. (right) Integrated
counts of the Cu-II line with respect to the target position z along the beam-waist with focal
position z = z0. The laser intensity of 3.5 × 1016 Wcm−2 corresponds to a position 100µm
behind the focus.

521.82 nm and 522.01 nm and three ionic lines Cu-II at 490.97 nm, 493.17 nm and 495.37 nm.
Note that all shown spectra in the study on copper are averaged over 20 detected signals
from single pulse laser irradiation. For the observation, a relatively short gate delay between
the interaction and the snapshot is chosen. A gate width of 500 ns captures the whole plasma
emission process. In the experiments presented the pre-pulse delay ∆t is changed and its
influence is investigated for different laser fluences.
Initially the laser fluence of the pre-pulse is set close to the theoretical ablation threshold
of copper Fth ≈ 0.64 Jcm−2. This threshold can be approximated by the equation following
Lickschat et al. (2020, ref. [85]) as

Fth = Hv · ρ

(1 − R(λ)) · M · α(λ) . (5.1)

The material parameters necessary for the bulk copper are given as: Evaporation enthalpy
Hv = 313 kJ/mol, density ρ = 8.92 g/cm3, molar mass M = 63.55 g/mol and wavelength
dependent values of reflectivity R = 0.94 and optical penetration depth α = 1.14 × 106 cm−1

at central wavelength λ = 790 nm [76].
Figure 5.5 shows the enhancement characteristics of four observed Cu-I lines in the visible
spectral range for different pre-pulse delay stage positions. On the left side the spectrum
is shown for no pre-pulse delay and almost the maximum delay possible, and the right side
provides the integrated line intensity of the four lines with respect to the delay ∆t used on a
logarithmic axis. The errorbars result from statistical fluctuations of the 20 detected spectra
for each data point. Note that the two lines at 521.82 nm and 522.01 nm are treated as one
line due to the spectrometer resolution limit. The integrated intensity is evaluated by the
embedded area within the FWHM of the corresponding peak. According to this measurement,
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Figure 5.7: Line intensity of Cu-II line at 490.974 nm for two different inter-pulse delays of
pre- and main pulse depending on main pulse intensity I.

the signal is enhanced by a factor of four when an inter pulse delay of more than 300 ps is
chosen. Apparently, the enhancement factor starts to grow after 50 ps and saturates with the
use of a 600 ps delay. The laser fluence of the pre-pulse in this setup (F = 0.60 Jcm−2) is
slightly below the theoretical ablation threshold calculated by equation (5.1); but still ablation
and plasma creation can be possible as it is just a theoretical limitation and other studies
revealed even lower ablation threshold fluences for comparable lasers (see for example ref. [86]:
Fth ≈ 0.45 Jcm−2). Moreover, a temperature rise can be observed from approximately 9200 K
without a pre-pulse and 10000 K when the signal is enhanced by a pre-pulse of ∆t = 700 ps.
The estimation of the electron temperature is executed by the Boltzmann Plot method using
two atomic lines at 510.55 nm and 515.32 nm. The corresponding optical parameters like
transition probability, statistical weight and upper energy level of the excited atomic state
are taken from the National Institute of Standards and Technology (NIST) database ref. [87]
and are shown in table B.2 in appendix B.
Before the influence of the pre-pulse is demonstrated, fig. 5.6 presents an laser intensity
dependent study on excitation of ionic copper lines. Here, the laser intensity dependent ionic
emission lines of copper are shown by adjusting the distance between the focusing optic and
the target. The position z − z0 indicates the position of the target with respect to the focal
point. Compared to the work of Anoop et al. (2016, ref. [86]), it is likely that the shorter pulse
duration in our case (8 fs compared to 40 fs) and the associated lower pulse energy necessitate
a way higher intensity to initiate the ion excitation. The group found a detection limit for
the ion signal as F < 10 Jcm−2. This corresponds to an intensity of 2.5 × 1014 Wcm−2, which
is two orders of magnitude lower than the intensity limit that the data presented provide, but
only one order of magnitude in laser fluence difference. Figure 5.7 gives a view on the pre-
pulse influence on the ionic lines. Here, the integrated counts of the Cu-II line at 490.974 nm
are plotted with respect to the main pulse laser intensity used for two different inter-pulse
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Figure 5.8: (left) Cu-II lines captured by the spectrometer with grating 2000 l/mm, gate
width of 500 ns directly after the interaction with pre-pulse delay ∆t. (right) Integrated
counts of the observed lines with respect to ∆t. The laser fluence of the main pulse is given
as F2 = 537 Jcm−2 and the pre-pulse F1 = 6.6 Jcm−2.

delays. Note that in this configuration the pre-pulse intensity varies also. This observation
shows a decreased laser intensity detection limit of almost one order of magnitude (from
∼ 1016 Wcm−2 to ∼ 1015 Wcm−2) when a pre-pulse is used. Moreover, these data contain
the information that at high laser intensity the signal detected is not significantly influenced
by the pre-pulse. Without the pre-pulse the observed signal grows almost linear with the
intensity, while the signal with the pre-pulse of 700 ps seems to saturate in the focal spot.
Here, typical uncertainties of the laser intensity are given in the horizontal errorbars and
statistical variation of the line intensity detected on the vertical axis. Below, a laser fluence
around the detection limit (I = 6.7 × 1016 Wcm−2) is chosen and the pre-pulse delay ∆t is
varied. In fig. 5.8, the integrated line intensity of the observed Cu-II lines between a pre-pulse
delay of 100 ps and 700 ps is given. In this range, an impressive enhancement factor of 28 can
be observed. Take into account that the continuum radiation also rises in this observation.
To reach a better signal-to-noise ratio, the gate delay needs to be adapted as the main pulse
arm length is changed to setup the inter-pulse delay.

LIBS on Tantalum

With regard to applications concerning hydrogen storage and impurity in PCFs, LIBS exper-
iments on high-Z material are executed. The material under investigation is tantalum (Ta,
Z=73) in the form of a polished 9.9 mm×9.9mm tile. First of all, the spectra shown in fig. 5.9
is discussed. Here, the influence of the same pre-pulse used in the previous section is shown
in the focal spot of the laser F1 = 40 Jcm−2 (pre-pulse) F2 = 4000 Jcm−2 (main-pulse). Most
of the spectral lines detected can be assigned to atomic tantalum. The remaining lines might
be further impurities or more likely have their origin in the second order of the reflective
grating. Here, it might be necessary to add spectral bandpass filter. It is worth mentioning
that a reflective grating with 2000 l/mm, a camera gate delay of 30 ns and width of 100 ns is
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Figure 5.9: Laser-induced tantalum spectrum at the focal point (F = 4000 Jcm−2) with
two different pre-pulse delay ∆t settings.

used. The pre-pulse of ∆t = 800 ps used is able to enhance the LIBS signals by at least a
factor of two in this case.
To get a deeper understanding of the temporal emission dynamic of the expanding plasma
on those high-Z materials, an investigation of the time resolved emission from the tantalum
sample is shown in more detail in fig. 5.10 with the same laser conditions. Here, the spec-
trum around 656 nm is detected for two different pre-pulse configurations in the first 60 ns
using the 1800 l/mm grating. It is possible to detect this early stage temporal emission dy-
namic with a gate width of 10 ns. In this spectral range, next to the Ta-I lines at 651.44 nm,
656.51 nm, 661.20 nm, and 662.13 nm, also the Balmer-α emission of hydrogen at 656.28 nm
is detectable. For more details, the different spectral lines can be compared to table B.2. In
the figure, the time resolved emission with a pre-pulse delayed by 700 ps (right) and without
any delay (left) are compared. The gate delay used is denoted by different colors and offsets
of 4000 counts are added between the measurements for a better overview. It turns out that
the optical emission of hydrogen and the way heavier tantalum atoms are separated in time.
This information is important,for the detection of fuel impurities in PFCs. All spectra pre-
sented are average signals of ten single laser pulses on unperturbed target positions. These
measurements give evidence suggesting that the persistence of the hydrogen line is shorter
without a pre-pulse, which leads to an enhancement of the observed line.
Up to this point, it has been shown that it is possible to enhance the spectral line intensity
of atomic and ionic lines using a colinear pre-pulse configuration at the focal point. For
comparison with the detected plasma expansion from section 5.1 the fluence is reduced to
F = 7.5 Jcm−2 by changing the relative z-position 400µm in front of the focal point. Spec-
tral analysis of the plasma shows that the atomic tantalum lines are detectable in the first
∼ 150 ns after the laser surface interaction. This investigation reveals that the time-frame
claimed for optimal LIBS conditions in the previous section is confirmed and further substan-
tiated. For later times the continuum background radiation rises again, which might be an
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Figure 5.10: Persistence of atomic tantalum lines at 651.44 nm, 656.51 nm, 661.20 nm, and
662.13 nm, and hydrogen Hα at 656.28 nm emission under the influence of a pre-pulse of delay
∆t. Added offset of 4000 counts between the spectra for a better overview.

indication for ablated clusters as discussed in the previous study in section 5.1.3. Figure 5.11
shows the influence of a ∆t = 800 ps pre-pulse on the spectrum detected. The plotted spectra
detected with a gate delay of 40 ns and gate width of 100 ns respectively are subtracted by
the continuum radiation to better be able to compare the line intensities. Furthermore, the
summed intensity of the two atomic tantalum lines investigated, indicated in red, is plot-
ted with respect to the gate delay used. The spectrum initiated by the pre-pulse exhibits
stronger emission lines in the early plasma stage, while the persistence is the same for both
experimental setups.

5.2.3 Discussion

According to Noël et al. (2009, ref. [88]), who observed a similar situation as described
here in a double-pulse experiment on copper, various processes will lead to the enhancement
depending on the inter-pulse delay and the pre-pulse intensity. Early stage enhancement
(meaning ∆t < 50 ps), which is almost not observable in the results shown, can be related
to different laser surface coupling characteristics. These results are compared to the output
of a Two-Temperature Model (TTM) with the laser parameters of the weakest pre-pulse
case (I = 7.5 × 1013 Wcm−2), executed as described in appendix A. In this simulation, the
lattice temperature exceeds the melting point in the first few picoseconds. The main pulse
would interact with a liquid phase, which provides a lower electron heat conductivity κel

than the solid phase. The authors of the article mentioned and others, like Mildner et
al. (2014, ref. [55]), claim that this concentrates the laser energy absorbed on a smaller
volume, as the reduced conductivity stops the heat transfer into the bulk. Higher energy
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Figure 5.11: (left) Summed line Intensity of Ta-I lines (481.3 nm and 482.5 nm) with respect
to the gate delay. (right) Laser-induced tantalum spectrum at z = 400µm (I = 1015 Wcm−2),
gate delay of 40 ns and width of 100 ns, with two different pre-pulse delays ∆t subtracted by
the baseline continuum spectrum.

per unit volume would lead to an increased atomization degree, meaning a reduction of
cluster creation. Ablated clusters, which are typically produced in femtosecond laser ablation,
would contribute with continuum black-body radiation to the captured optical emission. A
higher number of atoms can increase the brightness of the characteristic lines. Moreover, the
reflectivity of the molten phase can be lower in metals, which would increase the laser energy
absorption in the inter-pulse delay range from 1 ps to 50 ps. Assuming the two-temperature
model is still valid in the liquid phase, the “lattice” temperature reaches energies up to 0.4 eV.
Assuming this energy to accelerate single copper atoms and ions (mCu ≈ 1.06 × 10−25 kg)
perpendicular to the surface, velocities of a around 1000 ms−1 are reached. 50 ps after the
pre-pulse interaction the plasma would have reached a distance of almost 0.1λ0 ≈ 80 nm
from the surface. In a plasma of this scale length, the absorption process of a laser pulse can
be affected by collisional absorption in the form of inverse Bremsstrahlung or collisionless
heating processes like Brunel- or “vacuum” heating, also referred to as resonance absorption,
see chapter 2.2.1. Either one or the other process will dominate the laser energy absorption
here. In conclusion the laser material coupling is much more efficient than the coupling to the
solid or liquid phase and the particles in the plasma can be excited to higher ionization rate.
Moreover, created clusters could be destructed, which again can enhance the atom number.
At least one effect that might enhance the surface coupling can be precluded: Using the pre-
and main pulse in isolation from each other (more than one second apart) to change the
surface structure before the main pulse induced plasma is analyzed. A similar enhancement
of the Cu-I lines as with ∆t = 700 ps is not observed under these circumstances. Lastly,
it has to be discussed whether a pre-pulse or double-pulse system would degrade the depth
resolution of a material composition analysis. Regarding this question, an analysis of the
ablation features on copper is a logical next step to extend this study. One investigation that
might give a hint on this method was done by Semerok et al. (2004, ref. [89]). Here, the
authors show that plasma shielding effects can even lead to a decrease of ablation depth in a
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double-pulse configuration. Final predictions on this have to be postponed to further studies
on the pre-pulse influence on the ablation characteristics.
In conclusion, the findings of this study reveal that an enhancement of atomic and ionic lines
is possible with the use of a pre-pulse, in particular for the hydrogen Balmer-α line on the
high-Z material used in this context. The experiments presented form the foundation for
further studies on samples with deuterium retention. Here, it might be interesting to find the
ideal pre- to main-pulse ratios for the strongest LIBS signal. Those findings can open a path
to hydrogen isotope abundance analysis using femtosecond LIBS in vacuum environment.

5.3 Conclusion and Outlook

The experiments with the PHASER shown are more or less the essence of all plasma emission
studies executed on the system influenced by different approaches to optimize the detection
system. It has been shown that even with ultra-short laser pulses in the sub-10-fs regime it
is possible to detect the plasma emission after the breakdown with reasonable magnitude,
although it turned out that the persistence of the characteristic atomic and ionic lines is
a lot shorter than when longer laser pulses are used. In particular, the plasma created
on the heavier metals observed, like tantalum (Z=73) and tungsten (Z=74), reveal a high
amount of clusters produced that are perturbing the brilliance of the lines observed and
impede the application of LIBS as a diagnostic tool. In this case a pre-pulse can be useful
minimize those distractions and leads to significant signal enhancement. Further studies on
characteristics of expanding plasma with variations of the energy ratio of the two pulses in
the pre-pulse module can be useful to optimize the LIBS system. In this context, it might be
more reasonable to refer to it as double-pulse module. It is of high academic interest to find
the origin of the enhancement process using a second laser pulse. For this, a few experiments
on cluster production and early stage plasma expansion are useful. It has to be figured out
how the crater morphology changes with the use of a second pulse. Moreover, it might be
interesting to collect ablated nanoparticles deposited on a substrate placed perpendicular to
the plasma expansion similar to ref. [90]. Such a study might figure out if number and size
of those nanoparticles are changing with the pre-pulse influence. Another approach would
be to get a deeper knowledge of the plasma coupling. Here, the interferometric pump-probe
measurement presented in the of Michael Stumpf’s master thesis (ref. [91]) can be used to
figure out the plasma gradient induced by the pre-pulse. This information can give further
hints to the absorption mechanism involved.
Another aspect that should be investigated further is the possibility to detect the hydrogen
isotopes that can be stored in PFCs of confinement-fusion vacuum vessel walls. In general the
PHASER system is ready to investigate this more deeply, if the Balmer emission is enhanced
by a pre-pulse. The theoretical resolution of the spectrometer used is sufficient to be able to
detect them when a plasma of low temperature and density is observed and line broadening
effects have minor influence. A sample with the possibility of storing a high amount of
deuterium like for example the Zircaloy-4 tiles used in ref. [92] can be a good alternative for a
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proof-of-principle experiment. The group used an ultra-short laser (∼ 5 mJ, 800 nm, 35 fs) in
an argon and helium environment to investigate the deuterium content in those samples and
were able to detect stored deuterium with a concentration of 38 at%. Comparable samples
used in this thesis do not surpass an amount of 1 at% of stored deuterium. It can be claimed
that, with the LIBS setup presented on the PHASER system, it is possible to detect higher
amount of deuterium even without the argon or helium environment, which is usually used to
enhance the spectral line intensity. In the ensuing chapter, two successful experiments using
different laser systems and environments for the detection of deuterium impurity in tantalum
and tungsten tiles are presented in the next chapter.
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Chapter 6

Analysis of Hydrogen Isotopes in
W and Ta using LIBS

The main outcome of the studies presented on pulsed laser-based diagnostics is the comparison
of LIBS experiments with a variety of laser systems. Due to this, the following chapter
is devoted to different approaches towards a LIBS diagnostic for deuterium impurities in
plasma-facing materials from fusion experiments. Pay attention to a brief disclaimer to
this chapter concerning the use of the term “comparison”. As the laser parameters and
environmental conditions described for the produced plasma are deviating strongly from
each other, a quantitative comparison is not possible at this point. With the experiments
presented an overview of state-of-the-art LIBS techniques using lasers in a wide range of
pulse duration and wavelengths is given with a focus on the different physical behavior of the
plasma produced. As the most important outcome of the entire thesis, the use of one or a
combination of some of the techniques presented as the best choice for an in-situ approach on
upcoming fusion devices is discussed. To reach this point, the next sections are split to two
different experiments including the use of an IR nanosecond laser and a near UV femtosecond
laser. Approaches with the ultra-short near IR laser PHASER have been presented in the
previous chapter. All laser models used are described in chapter 3.1.

6.1 IR ns-LIBS on Tantalum exposed to Deuterium

Below, the experimental results from the joint project executed at the Key Laboratory of
Material Modification by Laser, Ion and Electron Beams at Dalian University of Technology in
China are presented. The analyzed tantalum tiles were prepared and exposed to a deuterium
plasma as described in chapter 3.5. The LIBS setup operates with a pulsed nanosecond laser
on the sample that is attached to a vacuum chamber. For more details on the laser used
and the spectrometer setup, please refer to chapter 3.1.3, 3.3.2 and appendix B. Initially
the experimental setup will be described in detail, followed by the evaluation of the spectra
generated. Here, the focus is on the proof-of-principle that a deuterium content can be
detected under the circumstances described, without any quantification. Furthermore, this
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Figure 6.1: Experimental setup of a ns-LIBS experiment in a vacuum chamber. The laser
assigned in red is focused by a lens through a hole in the parabolic mirror into the vacuum
chamber to the sample surface. The mirror is collecting the emitted light from the plasma
and a second lens images it on the entrance of a spectrometer with high spectral resolution.

experiment serves as a surrogate setup to find and evaluate a couple of difficulties facing the
detection of isotopic shifts with other systems in the subsequent sections as well.

6.1.1 Experimental Setup

To begin, the experimental setup is shown schematically in fig. 6.1. The pulsed (τ = 8 ns)
infrared (λ = 1064 nm) laser pulses are focused by a f = 250 mm lens through a hole in
a parabolic mirror into the vacuum chamber to the sample holder placed on a one dimen-
sional translation stage that is movable perpendicular to the incoming laser pulse. The
f = 152 mm parabolic mirror is used to collect the laser-induced plasma emission and guides
it to a f = 60 mm lens and a fiber coupled to a high resolution Czerny-Turner spectrometer
(Shamrock750 ). The ambient pressure in the chamber is given by ∼ 10−7 mbar. The plasma
emission is detected by an iCCD camera using a gate delay of 100 ns and 10µs exposition.
Ten consecutive laser pulses are applied to each position along the tantalum surface and the
signals of eight positions are averaged. In the next section the detected spectra from two
different tantalum samples are shown. The two samples are both polished and heated before
they are applied to the diagnostic without the distinction that one is exposed to a deuterium
plasma in the PSI-2 facility as described before. For comparison and as a practical example
the Boltzmann method is used to estimate the plasma temperature for the status detected.
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Figure 6.2: (left) Laser-induced tantalum spectrum with IR ns-laser of pulse energy 30 mJ
at the sample close to the focal position (D0 ≈ 1 mm) detected by Shamrock750 with a
1200 l/mm grating and 50µm slit width. (right) Boltzmann plot with detected atomic tan-
talum lines.

6.1.2 Results and Discussion

The spectrum detected with the LIBS setup described is shown on the left in fig. 6.2. The
spectrum presented is an average of seven signals from laser interaction with the fresh surface.
This explains the high hydrogen Balmer-α (λ = 656.28 nm) signal, as moisture consisting of
water and organic compositions might be deposited on the surface. Moreover, the atomic
tantalum lines observed are indicated here. Using the corresponding spectroscopic parame-
ters for those lines given in table B.2, the plasma temperature can be estimated using the
Boltzmann plot method from equation (3.26). The corresponding logarithmic relation for the
line intensity I is plotted with respect to the upper energy level of the transition and a linear
fit provides the temperature of 7293 K. For detailed information on this methodology refer
to chapter 3.4.2. The errorbars shown correspond to the accuracy of the optical strength
value Aki. Note that this method depends strongly on a correct calibration of the detector,
selected emission lines and a few assumptions to the plasma conditions like the presence of
an LTE, temporal and spatial homogeneity and the optical thickness of the lines detected.
With this disclaimer, the estimated plasma temperature can be seen as a rough benchmark
of possible values expected from the laser system used.
With a closer look on the spectral range around the Balmer-α transition line of hydrogen,
the spectrum detected reveals an interesting feature at 656.1 nm, which might be an indica-
tion for the emission of deuterium atoms. In fig. 6.3, a zoom into the spectrum presented is
plotted together with the same spectrum from a pure tantalum sample that was not exposed
to the deuterium plasma. Both spectra are normalized to make the difference visible. This
was necessary, because the measurement from the exposed sample indicates a slightly lower
spectral intensity. The estimated temperature of 7241 K is similar to the exposed tile, which
is necessary to be able to make the comparison here. The two spectral lines of the hydrogen
isotopes separated by ∼ 180 pm are clearly distinguishable with the setup used. Note that
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Figure 6.3: Comparison of normalized atomic hydrogen (H-I) signal from tantalum tiles
with and without the deuterium exposition.

the de-convolution of the two lines by a fitting function is not trivial, as the spectral range
of interest overlaps with two atomic tantalum lines at 656.16 nm and 656.43 nm. It has to
be mentioned, but not explicitly shown here, that consecutive laser irradiation on the same
position does not bring a detectable deuterium or hydrogen signal, which might indicate that
the deuterium only penetrates into the first few layers of the target. Typical ablation rates
of the nanosecond laser used with the fluence of around 7.6 Jcm−2 are in the range of 100 nm
per pulse and the heat affected volume is even larger.
All in all, it has been shown with this experiment that it is possible to detect hydrogen iso-
topes loaded to the high-Z metal tantalum using ns-LIBS in a vacuum environment. Most
likely, the low ambient pressure is conducive in this context, because collisional line broad-
ening effects are limited. In further studies on tantalum, it might be necessary to detect the
hydrogen Balmer-β transition at 486.135 nm, as it does not interfere with atomic tantalum
lines, although the expected line intensity of this line is significantly lower. After this proof-
of-principle experiment on tantalum an approach to determine the deuterium amount stored
in exposed tungsten tiles is presented in the next section.

6.2 Near UV fs-LIBS on Metal Tiles Exposed to Deuterium

The described experiment in this section follows the content of the article “Hydrogen Isotope
Analysis in W-Tiles using fs-LIBS” (2023, ref. [93]) published in Scientific Reports, with a few
additions. The experiments were conceived and conducted at Lawrence Berkeley National
Laboratory. Here, a near UV femtosecond laser is used in an approach to analyze the isotopic
abundance or concentration of deuterium in tiles of relevant plasma-facing materials that
were exposed to a deuterium plasma. It is expected that the chosen wavelength and pulse
duration can be used to analyze the deuterium content with a high depth resolution. Note
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Figure 6.4: Experimental Setup of femtosecond UV LIBS experiment with gas compositions
at atmospheric pressure. The third harmonic of the fundamental laser wavelength (assigned
in purple) is guided by a set of mirrors (blue blocks) and focused to the experimental cell. A
spectrometer triggered by the laser signal detects the plasma emission collected by the two
applied lenses of focal length f1 = 50 mm and f2 = 100 mm. Figure is taken from ref. [93]
and licensed under CC BY 4.0.

that it is necessary to reduce the laser pulse fluence to reach the point of low ablation rate.
Here, the observed plasma parameters for different laser fluences are determined and the
feasibility of this method is discussed. In particular, a study on quantitative detection of
deuterium impurities in tungsten is presented. In addition, the high depth resolution of
material composition measurement is demonstrated on a tantalum sample, and the results
are compared to an experiment on organic material with varying deuterium content as an
approach towards a method to predict the total deuterium amount in the created laser plasma.
In the next paragraphs the experimental setup and used materials are introduced followed
by an evaluation of the results.

6.2.1 Experimental Setup

The basic setup of the LIBS experiment is shown in fig. 6.4. The laser consists of the
λ = 1030 nm, 500 fs Amplitude s-Pulse laser in the 1 kHz mode and a setup for second
and third harmonic generation described in chapter 3.1. In this set of experiments, the third
harmonic of the fundamental laser frequency was used at 343 nm. Figure 6.4 gives a schematic
overview of the experimental setup. The pulses generated with an output pulse energy of up to
100µJ are focused by a 3x objective lens (50 mm working distance) to the target placed in an
experimental cell (10 cm×10 cm×5 cm) that can be filled with different gas compositions from
an external inlet. By choosing a smaller outlet than inlet diameter and a gas flow of two liter
per minute, a sufficient concentration of the used Ar gas at atmospheric pressure is applied
to the cell. The whole cell is placed on motorized stages to control the distance between the
focusing lens and the target and to irradiate different positions on the surface. A collection
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Figure 6.5: Detected integrated counts (gate width 100 ns) of hydrogen Balmer-α spectral
line on untreated tungsten (W) tile using the same setup with ambient argon (blue squares)
and air (red crosses) at atmospheric pressure. Exponential fits are indicated with dashed
lines. The content is published in ref. [93].

system consisting of two plano-convex fused silica lenses (f1 = 50 mm and f2 = 100 mm) and
an optical fiber that is coupled to the setup to collect the plasma radiation and imaged to the
entrance slit of one of the two Czerny-Turner spectrometers IsoPlane-320 (lower resolution
for broader spectral range) or Horiba Jobin-Yvon1250M (high resolution setup to resolve
isotopic shifts). The plasma emission signal is enhanced and detected by an iCCD camera
that is triggered by the laser shutter. This trigger signal is controlled by a digital delay
generator.

Preparation of W- and Ta- Tiles

The material under investigation is pure polished tungsten (W, Z=74) and tantalum (Ta,
Z=73) with a surface roughness of Sa = 60 nm. in form of squared tiles (9.9 mm × 9.9 mm ×
5.1 mm), which are outgassed under 1000 ◦C for three hours and exposed to deuterium in the
linear plasma device PSI-2 at Forschungszentrum Jülich. The tiles are arranged in a circle
on a molybdenum mask while the ring shaped plasma interacts with it. Plasma parameters
are detected by a Langmuir probe frequently during the four hour process. The maximum
deuterium flux is measured as 2.9 × 1021 m−2s−1 with a total fluence of 3 × 1025 m−2 onto
the tile surface heated to a temperature of 230 ◦C. The plasma parameters in the PSI-2 to
mimic the fusion plasma are described by Kreter et al. (2019, ref. [65]). From this overview,
a deuterium concentration of up to 2 at% in the first 1µm behind the surface is reasonable
with the used settings. According to a Thermal Desorption Spectroscopy (TDS) measurement
applied ex-situ after the exposure, the total number of detected deuterium atoms deposited
per area in the bulk are given as ND = (3.9±0.8)×1020 m−2, and NH = (4.1±1.1)×1021 m−2

hydrogen atoms.
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Figure 6.6: Time resolved emission from the tungsten sample under fs laser irradiation in
Argon. For these experiments the IsoPlane320 spectrometer with a 1800 lines/mm at two
different central wavelengths is used. The gate width was set to 100 ns. For visibility 400
counts are added across two distinct spectral ranges for each given gate delay. Figure is taken
from ref. [93] and licensed under CC BY 4.0.

6.2.2 Results and Discussion

In the following experiments, an argon gas flow, according to similar findings as in ref. [94],
is used to enhance the plasma emission observed. The heavier Ar atoms in the ambient gas
(compared to nitrogen atoms in pure air) around the expanding plasma lead to more elas-
tic collisions resulting in a longer plasma persistence of the plasma expanding. This and a
higher plasma temperature as described by ref. [95] lead to stronger line emission. Figure
6.5 presents the temporal evolution of the hydrogen Balmer-α emission from the tungsten
tile surface using air and an argon flow in the ambient atmosphere. An increase in half-life
of more than a factor two can be observed. This results in a significant signal enhancement
and the possibility to apply a LTE to the expanding plasma, because the plasma has enough
time to thermalize. The electron number density ne and temperature Te in the plasma are
determined by observing the Hα (Balmer-α) peak. The FWHA line broadening contains the
information on ne using equation (3.19) and the Doppler width (3.21) is used to determine
Te.
Before the experimental requirements to observe the deuterium impact on the tungsten tiles
exposed are discussed, the temporal optical emission of the plasma in this experiment is
presented using a laser fluence of 31 J/cm2. This value is way above the ablation threshold
determined as Fth = (0.07 ± 0.06) J/cm2, discussed in the next section consulting ref. [22],
[73], [76], [85]. Figure 6.6 shows the temporal evolution of the observed spectra in this config-
uration with the IsoPlane320 spectrometer (instrumental broadening winst = 52 pm at a slit
width of 100µm). The used spectral lines for the Boltzmann plot method are given in table
B.2. Moreover, a couple of more atomic tungsten lines can be observed as assigned in the plots
with varying accuracy together with the hydrogen Balmer-α transition (Hα). The plasma
temperature, evaluated using the Boltzmann plot method and the Doppler broadening are
given in fig. 6.7 (left). The electron number density is evaluated by observing the FWHA of
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Figure 6.7: (left) Plasma temperature Te evaluated from the observed tungsten (W) spec-
trum by using the Bolzmann-plot method including atomic W-I lines with blue crosses and
the Doppler Broadening of the Hα line with orange circles. (right) Electron number density
ne evaluated by Stark broadening of the same line. Error-bars indicate statistical deviations
from the measured values on the y-axis and the used gate width on the x-axis. Figure is
taken from ref. [93] and licensed under CC BY 4.0.

the Hα line and is exponentially decreasing from 5 × 1017 cm−3 by one order of magnitude in
the first 800 ns as shown in fig. 6.7 (right). Note that the observed hydrogen Balmer-α line
interferes with a tungsten line at 656.32 nm and the weak signal from the deuterium impurity
Dα at 656.1 nm. Most likely, the pseudo-Voigt fit is influenced by these disturbances and the
calculated temperature and density values can be overestimated.
Summing up the result of the plasma observation from the given material, the plasma tem-
perature and number density decreases as expected. The parameters are in the range of
Te ≈ 15, 000 K to Te ≈ 10, 000 K and ne ≈ 2.5 × 1017 cm−3 to ne ≈ 1016 cm−3. Note that
the evaluated temperatures for delays lower then 400 ns are strongly deviating with the two
presented methods. One reason for this is the high plasma density in the early expansion
phase that brings a higher self-absorption leading to an overestimation of the spectral width
of the hydrogen emission. Another explanation might be given by the deviating first ion-
ization potential of tungsten (7.86 eV) and hydrogen (13.598 eV) that influences the atom
to ion proportion in the hot part of the plasma. Hence, the plasma parameters observed
after 400 ns are typical values for laser-induced plasmas in an argon environment (compare
ref. [96]). One important takeaway from the presented measurement is the transient charac-
ter of the plasma observed by the exponential decrease of the number density. This is also
the critical point that has to be considered, when a LTE is applied to the observed plasma.
The question, analogue to ref. [46], is whether the relaxation time τrel and corresponding
diffusion length λ = (Dh · τrel)1/2 can be covered within the plasma expansion process. Here,
Dh is the material dependent diffusion coefficient. Typical values for metals are on the order
of τrel ∼ 10−9 s and λ ∼ 10−5 m. The lifetime (about a few micro seconds) and plasma size
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Figure 6.8: (a) Ablation rate L with respect to laser fluence F on logarithmic scale. (b)
Height map of crater induced by five consecutive laser irradiations on the same position on
the W tile. Vertical lineout in the center of the crater is given in the inlet. Results are
published in ref. [93].

(even larger than the beam diameter ∼ 20µm) of the observed expansion suggests that a LTE
is reasonable in the recombination part of the process. Moreover, the McWhirter criterion in
equation (2.27) is a necessary condition to be fulfilled. As an example it is calculated for the
tungsten plasma observed with a delay of 830 ns: Te ≈ 10, 000 K, ne ≈ 4.7 × 1016 cm−3 and
∆Emn ≈ 3 eV fulfills the condition as ne > 4.3 × 1015 cm−3.

Laser Ablation of W

In addition to the optical emission experiments on the expanding plasma, a classification of
the used laser fluence is given. For this, an ablation experiment is presented to estimate the
threshold fluence of the used laser on polished tungsten samples. Moreover, a definition of
the used laser fluence is given.
Analogous to ref. [73] the used laser peak fluence of the almost top-hat beam profile can be
described by the pulse energy E and beam diameter D0 at 1/e2 of the maximum intensity as

F = 4E

πD2
0

. (6.1)

The diameter is estimated by observing the produced crater morphology. Moreover, following
the theory of Chichkov et al. (1996, ref. [22]) the threshold fluence Fth can be estimated by
applying the formula

L = α−1 ln
(

F

Fth

)
(6.2)
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as a fit to the ablation rate L (depth per pulse) depending on the varying laser fluence.
Here, α−1 is a numerical fitting parameter that can be interpreted as the optical penetration
depth. Similar to the analysis of Lickschat et al. (2020, ref. [85]) the threshold fluence of
ultra-short laser pulses is calculated by the equation (5.1). The necessary material parameters
for the bulk tungsten (W) are given as: Evaporation enthalpy Hv = 774 kJ/mol, density ρ =
19.25 g/cm3, molar mass M = 183.84 g/mol and wavelength dependent values of reflectivity
R(343 nm) = 0.34 and optical penetration depth α(343 nm) = 9.26 × 105 cm−1 [76]. The
resulting theoretical threshold fluence is calculated as Fth = 0.13 J/cm2.
The laser-induced craters by multiple laser irradiations on the same position are observed
by the white light interferometer Zygo NewView 6000 3D that is also used to determine the
surface roughness of the used tiles. The surface roughness is given as Sa = 1

N

∑N
k=1 |zk − u|

with mean height u over N positions. This results in Sa = 60 nm, which is similar for all
used tiles. In fig. 6.8 (a) the fluence dependent ablation rate is given for the low laser fluence
regime on a bulk tungsten sample. Here, craters are formed by ten consecutive laser pulses
on the same position and ablation rate is estimated by crater depth divided by the number
of pulses. The output power is reduced to 30µJ by a half wave plate and a beamsplitter.
Moreover the fluence is controlled by variation of objective lens and surface distance that
changes the beam diameter. The presented errorbars on the measurement (blue crosses)
result from statistical uncertainties measuring nine craters for each fluence and systematical
uncertainties by the knowledge of pulse energy by approximately ±5 %, beam diameter by
±1µm and crater depth by ±50 nm. Applying equation (6.2) as a fit function using Fth and
α as fitting parameters, the resulting threshold fluence is given as Fth = (0.07 ± 0.06) J/cm2.
This value is more or less consistent with the overestimated calculated value of 0.13 J/cm2

from equation (5.1). Note that the surface roughness might have an impact on the used
reflectivity value in this estimation.

CF-LIBS Approach

Below, the observation of the hydrogen Balmer-α transition from the tungsten tile with the
Horiba Jobin-Yvon1250M spectrometer with a higher “resolving power” (instrumental broad-
ening winst = 12.7 pm at slit width of 120µm) is described. It turns out that the temperature
and number density values presented in the LTE validation are typical parameters that are
needed for the upcoming investigation. In Fig. 6.9 the detected LIBS signals of a tungsten tile
exposed to the deuterium plasma in PSI-2 as in Jiang et al. (2021, ref. [97]) is compared to an
unexposed tile. In blue, the accumulated data from 80 independent single pulse interactions
on the unperturbed sample surfaces are plotted and in orange the sum of all measurements
from irradiation number 2 to 5 on the same positions. First of all, a distinct deuterium line
at 656.1 nm can be observed in the exposed tile (left), while in the unexposed tile (right) only
the hydrogen line at 656.28 nm is detectable. The presence of the hydrogen line in both tiles
is most likely attributed to adsorbed moisture on the surface and hydrogen remaining in the
bulk. Moreover, it should be pointed out that after the first laser irradiation no Balmer-α
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Figure 6.9: (left) High resolution detection of hydrogen isotope lines (Hα and Dα) in the
exposed tungsten tile. (right) Comparable record on a pure tungsten tile. In black, red and
blue pseudo-Voigt fits of the overlapping deuterium and hydrogen spectral line of Balmer-α
transition are given. The blue crosses represent the measurement of the first laser irradiation
(average of 80 positions) and orange the second to fifth irradiation at the same positions
respectively. The applied gate delay and width are chosen as 1.08µs. Figure is taken from
ref. [93] and licensed under CC BY 4.0.

line can be detected. Only the atomic tungsten line at 656.32 nm can be observed. Applying
a pseudo-Voigt fit brings the opportunity to compare the line broadening effects on the heavy
and a regular hydrogen atoms. Here, the FWHM of ∆λH = 234 pm and ∆λD = 170 pm
respectively is observed. This discrepancy can be explained by different reduced masses µ of
the collision partners influencing the Stark effect and the dependency of the Doppler width on
the atomic mass as ∼

√
m−1. As it is explained in chapter 3.4.1, the combination of collision

and temperature effects are responsible for the line broadening. From the hydrogen peak the
corresponding plasma parameters that are necessary to distinguish the lines are extracted as
Te < 20, 000 K and ne < 1017 cm−3.
Observing the corresponding crater for this LIBS measurements provide the information on
the possible ablation rate that can be applied to this setup. Figure 6.8 (b) shows a typical
crater produced by five single laser pulses in argon environment on the W-tile. With around
600 nm per pulse the ablation rate is comparable high to what is possible with the used
laser, but with a lower ablation rate it is not possible to observe a noticeable signal from the
hydrogen impurities. Integration over the whole crater brings the total ablated volume of
(282 ± 25)µm3 for five consecutive laser irradiations.
The combination of all presented data on the temporal plasma emission dynamic and the
possibility to separate the hydrogen isotopes in the first laser irradiation brigs the opportu-
nity to estimate the deuterium impact to the yield ablated for a single irradiation. Here,
a quantitative investigation on the deposition is possible and given for the tungsten tiles:
The measured temperature can be used to find the deuterium and hydrogen concentration
by plotting the measured intensity of the hydrogen Balmer-α line to the Boltzmann plane
within the Boltzmann plot method from equation (3.26). Here, it is assumed that the tung-
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sten and hydrogen subsystems exhibit the same temperature calculated by the Boltzmann
plot method in the previews section. The used spectral characteristics of the H-I line are
presented in table B.2. Note that the measured intensity needs to be adapted to the sensor
sensitivity calibrated by a halogen lamp of defined emission characteristic. Now, estimations
mentioned in the previews section can be applied for the CF-LIBS method. In addition,
the composition of the observed plasma in a LTE (delays longer than 400 ns) is assumed
to be purely tungsten, hydrogen, and deuterium atoms. Further minor impurities on the
surface and in the bulk, and the argon atmosphere are ignored. From the intercept of the
Boltzmann plot, the concentration of tungsten CW and both Hydrogen-Isotopes H and D
combined CH&D can be estimated. The evaluated fraction is given as

%(H + D) = CH&D

CH&D + CW
· 100%. (6.3)

Note that the experimental factor F in the Boltzmann plot formula (3.26) is the same for both
materials as it depends on the collection system and plasma size. From the high resolution
measurement in fig. 6.9 and the pseudo-Voigt fits a ratio of the integrated concluded full
areas can be calculated as Dα/Hα ≈ 0.08. This relation is transferred to the total number
ratio ND/NH and can then be used to estimate the total deuterium contamination. With
a total ablated volume of (57 ± 5)µm3 with each irradiation estimated from the findings in
fig. 6.8 (b), the total number of ablated tungsten atoms is given as (3.6 ± 0.3) × 1012. Taking
into account the molar volume of tungsten as MV,W = 9.47 × 10−6 m3mol−1. Applying
Equ. 6.3, the found concentration values and the total number ratio, the number of hydrogen
and deuterium atoms are given as NH = (7.8 ± 3.9) × 1011 and ND = (6.2 ± 2.8) × 1010

respectively. Here, the uncertainty is just a statistical variation and has to be extended by
the mentioned approximations and deviations of the ablated volume. This includes that the
value is probably more an upper limit due to the overestimated Balmer−α intensity that is
influenced by a W-I line. Concidering this, the value holds up to a comparison to the TDS
data. The total number of deuterium atoms detected in the whole sample is estimated as
(3.8 ± 0.8) × 1016. Here, an accuracy of 21% is calculated for the TDS measurement. From
this it follows that on the laser irradiated spot in the LIBS experiment up to (1.2±0.2)×1011

atoms can be expected, which is a factor two larger than what is calculated by the CF-LIBS
approach. This deviation might result from the uncertainty of the two methods, as it can be
expected from studies on PSI-2 in ref. [65] that deuterium is only stored in depths of around
100 nm. Also note that the deuterium distribution along one dimension of the tiles surface
is not homogeneous due to the plasma gradient given in the exposition process. This can
result in an over or underestimation of the expected deuterium number depending on the
position on the tile. The presented accumulated measurement is executed close to the center
of the tile and along the axis where no significant changes in the deposition is expected. In
conclusion, the presented CF-LIBS method can be used to determine the deuterium impact
in the used W tiles as around (1.7 ± 0.5) at% in the first 600 nm behind the surface with a
high lateral resolution of ∼ 20µm, according to the crater diameter. This result is consistent
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Figure 6.10: fs-LIBS on tantalum with 500 fs UV laser pulses of fluence 0.81 Jcm−2 and
20 Jcm−2. (left) Plasma temperature estimated by Boltzmann plot method. (right) Optical
emission spectroscopy with Isoplane320 spectrometer with a 1800 l/mm grating at gate delay
80 ns and width 100 ns.

with other findings [98] indicating a deuterium concentration rapidly decreasing to 0.2 at%
in a depth larger than 1µm behind the surface in similar prepared tungsten tiles.

High Depth Resolution on Tantalum

It has been shown that the deuterium content can be detected with a depth resolution of
600 nm in tungsten. With the fluence of 31 Jcm−2 the deuterium and hydrogen contribute to
the plasma spectrum detected. In the next step the laser fluence was reduced by increasing
the laser spot size on the sample surface. Here, the objective lens is substituted by a lens
of f = 100 mm, which increases the focal spot size to a diameter of 25µm resulting in a
laser fluence of 20 Jcm−2. In addition, the distance of the surface and the focussing object
is changed that it is placed 4 mm behind the focal spot. The ablated feature exhibits a
diameter of 125µm and a maximum depth of 30 nm for a single laser shot in tantalum. The
laser fluence with this setting is determined as F = 0.81 Jcm−2. With this configuration
the plasma emission from a tantalum tile was detected. In fig. 6.10 the emission spectrum
generated by the two different laser fluences, and the plasma temperatures determined are
plotted. The spectral lines used for the Boltzmann plot method are denoted in the figure and
optical parameters are taken from table B.2. This investigation reveals two main takeaways:
First, the hydrogen and deuterium atoms in the plasma do not contribute to the spectrum
detected. Second, a lower laser fluence leads to a shorter plasma persistence and lower overall
plasma temperature. The data point out that material composition analysis might be possible
with a high depth resolution of 30 nm or lower, but the analysis of hydrogen and its isotopes
is not straight forward, either because the ablated amount might be below the detectable
limit, or the hydrogen atoms are not excited efficiently according to the plasma temperature
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Figure 6.11: LIBS signal from mixed urea samples using laser pulses of 500 fs pulse duration,
wavelength 343 nm and a fluence of 31 Jcm−2.

detected. In this context another study is necessary with a way higher deuterium content
in the tiles under investigation to estimate a detection limit with the presented method.
Moreover, a double-pulse approach to increase this detection limit can be tested.

Detection of Hydrogen Isotopes in Organic Material

Another approach that has been made, is the comparison of the presented data to a test
sample with a known hydrogen isotope ratio. On the one hand, this experiment presents the
high resolution of the spectrometer used, and on the other hand these information might be
used to calibrate the deuterium and hydrogen ratio in the plasma excited under investigation.
For this, the organic compound urea (chemical formula: CO(NH2)2) in a hydrogen and
deuterium version is analyzed in various mixing ratios. The white powder is mixed and
pressed to a pellet of diameter 10 mm and 5 mm height. In fig. 6.11 the detected Balmer-α
lines with the high resolution spectrometer (gate delay 0.8µs and width 1µs) of two samples
are shown. The used laser exhibits the same parameters as in the experiment on tungsten and
it is also executed in an argon environment at atmospheric pressure. Here, the mixing ratios
of 20 : 80 and 50 : 50 (H/D) are compared. The presented data are accumulations of 200
detected signals (five consecutive irradiations at 200 different positions). A first observation is
the significant discrepancy in line broadening similar to the measurement on the tungsten tile
resulting from the deviating mass of deuterium and hydrogen. Moreover, the detected signal
is dominated by the hydrogen line, which indicates a relatively high hydrogen contamination
of the sample on the surface and in the bulk due to the manufacturing process. Nevertheless,
it can be shown that the contribution of deuterium atoms to the plasma (in absolute detector
counts) depends on the deuterium amount in the analyzed samples.
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6.3 Conclusion and Outlook

In this chapter, the focus was on the analysis of hydrogen isotopes in PFC relevant material
tantalum and tungsten. Two different approaches were presented, a nanosecond laser in a
vacuum environment and a femtosecond laser operating in argon at atmospheric pressure.
These completely deviating circumstances make it impossible to compare the results. Still
both approaches contain the information that the deuterium retention in the tiles under inves-
tigation only contributes in the first laser irradiation on the surface to the detected spectrum.
The experiments described, present the use of femtosecond and nanosecond LIBS as diagnos-
tic techniques to analyze the hydrogen isotope impurities in metallic samples that are used
as PFCs in confinement fusion experiments. With an ablation rate of 600 nm per pulse and a
beam diameter of 20µm, deuterium and hydrogen can be detected with this method. Here,
the limitation of femtosecond LIBS can be observed compared to studies with picosecond
lasers that provide a higher pulse energy. In particular, the studies by Oelmann et al. (2021,
ref. [99]) exhibit a depth resolution of 30 nm in a double-pulse configuration. Nevertheless,
the applied CF-LIBS method is an interesting quantitative approach to estimate the total
deuterium content in the investigated tungsten tiles and is even more significant due to the
use of the femtosecond laser. The estimated deuterium content of approximately 1.7 at%
using this method is close to the expected quantity in the tungsten tiles that were exposed
to the given deuterium plasma. Moreover, similar concentrations of hydrogen retention were
found like in the comparable study by Pardede et al. (2021, ref. [100]). Further studies
on this approach with tiles of varying deuterium content would be the next logical step to
develop this method and to determine the limit of detection.
Summing up the presented studies, the use of a femtosecond lasers can bring important depth
resolved information on hydrogen and deuterium content in versatile sorts of samples from
metallic alloys to organic compounds. A crucial issue in all those experiments is a low inten-
sity of the detected spectra, as it is necessary to choose a long gate delay and a high number
of accumulations to be able to resolve the isotopic spectral shift. One solution might be the
use of lower pressure of the ambient gas as for example presented in ref. [101]. Other studies
like ref. [55], [102], [103] and the presented experiments in chapter 5.2 illustrate that the use
of double-pulses might help to increase the detected spectral intensity. However, it has been
shown that femtosecond based LIBS diagnostics can be used in a quantitative approach to
detect minor elements stored in PFCs. In conclusion, these findings need to be transferred to
applications in a vacuum environment to be able to serve as a relevant diagnostic tool inside
of the fusion device vessels.
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Chapter 7

Summary and Conclusion

The initial motivation of starting this work in 2019 was to give an assessment on the ap-
plicability of femtosecond laser pulses in a LIBS diagnostic on plasma-facing components of
magnetic confinement fusion vessels to analyze material composition and hydrogen isotope
impurities. Hereafter, the presented experiments in this work are summarized and reviewed
with regard to this question. In the end, a concluding discussion on the feasibility of fs-LIBS
under these circumstances is given consulting the findings from optical emission spectra in-
duced by three different laser systems.
The task mentioned has initially been approached by comparing the fluence dependent abla-
tion features of three different laser sources on tantalum, which works as a surrogate material
to represent the PFCs in this context. The lasers used operate with pulse duration in the
range of nanoseconds, picoseconds, and femtoseconds. Although the deviating laser parame-
ters of the three systems in this experiment make a direct comparison of ablation threshold
fluence unfeasible, the fundamental differences in the ablation characteristics are demon-
strated clearly. According to the experiments presented, it has been shown that much lower
pulse energies are necessary to create craters of comparable ablation depth when the pulse du-
ration is reduced. This is well aligned with findings from common literature on laser-induced
ablation processes. Moreover, ablated femtosecond craters exhibit less re-solidification of
molten material compared to the nanosecond crater, which has been identified as evidence
for better defined ablation yield for shorter laser pulses. This effect has been traced down to
the reduced Heat Affected Zone (HAZ) in the bulk material by ultra-short pulses that might
lead to a higher possible depth resolution in the material composition analysis of PFCs.
The ensuing studies emphasize the use of ultra-short sub-10-fs laser pulses to find experi-
mental conditions for LIBS experiments in vacuum conditions. First, the spatial expansion
of a tantalum plasma excited by 8 fs near IR laser pulses from the PHASER system is inves-
tigated. With laser intensity dependent images of the optical emission from the expanding
plasma, optimal conditions for a bright plasma source have been found to range from 1014 to
1015 Wcm−2. Here, time resolved investigations suggest a time-frame within the first 200 ns
after the laser surface interaction to detect the characteristic atomic and ionic spectral lines,
to avoid the continuum radiation of ablated clusters and nanoparticles from the surface. With
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the new spectrometer provided by the German Research Foundation, it was possible to in-
vestigate the spectral composition of the expanding tantalum plasma. It turns out that the
proposed time-frame of atomic line emissions in the first 200 ns after the laser-surface inter-
action was confirmed by using similar laser intensities. In addition, a more detailed diagnosis
of a copper plasma induced by the same laser with varying intensity has been presented. In
this context, a minimal laser intensity of ∼ 1016 Wcm−2 has been found that is necessary to
excite ionic emission lines to contribute to the detected spectrum.
Further steps towards a high resolution diagnostic regarding composition analyses and hydro-
gen isotope detection includes reducing laser intensity below 1016 Wcm−2. By ablating a way
smaller yield from the surface, and the reduction of plasma temperature, due to the lower
intensity, the plasma emission signal decreases until the detection limit is reached. This work
suggests the use of a collinear pre-pulse system to enhance the emitted spectral lines from
the plasma. In particular, a pre-pulse of 1 % pulse energy with respect to the main pulse is
used, while the main pulse is delayed by up to 800 ps. The resulting spectra from copper and
tantalum reveal that this configuration indeed is able to enhance the spectral intensity and
can even decrease the laser intensity necessary to excite the ionic copper lines by one order of
magnitude. The use of such a configuration is promising in fs-LIBS analyses, which usually
operate with high lateral and depth resolution ablating yields of masses in the micro-grams
(µg) regime. Further studies might investigate, which pre-pulse setup is the most promis-
ing in this context. Although a few predictions are traced from the findings presented, the
experimental results do not allow a final conclusions on the principle of the enhancement
mechanism. In the end, it might be do to a combination of optimized coupling conditions of
the ultra-short laser to the pre-ignited surface near plasma and a reheating process. A higher
temperature of the excited copper plasma can be an evidence for both processes.
Apart from the high resolution material composition analysis using sub-10-fs pulses, the de-
tection of hydrogen isotope impurities in tantalum and tungsten tiles by optical emission
spectroscopy has been pursued in this work. For this purpose, the outcome of two main
experiments are presented. First, a nanosecond laser is used in a vacuum environment to
analyze the tantalum after the exposition to a deuterium plasma in the PSI-2 facility. After
that, similarly prepared tungsten samples are investigated by a femtosecond laser in an ar-
gon environment. In the nanosecond experiment, typical challenges for realizing a reasonable
LIBS setup and difficulties in the analysis of generated spectra are pointed out. In particular,
it has been shown that single pulses lead to the outgassing of the whole amount of hydrogen
and deuterium deposited around the laser interaction area on the samples investigated. In
addition, the investigation of tantalum as a surrogate material made it difficult to extract
quantitative statements from the Balmer-α emission detected, as it is superposed by three
atomic tantalum lines. Consequently, another surrogate material is used in the next step.
Here, tungsten is a suitable candidate, although the amount of deuterium retention proposed
might be lower compared to the tantalum sample. The ensuing femtosecond LIBS exper-
iment in argon at atmospheric pressure brings the opportunity to quantify the amount of
hydrogen isotopes in the ablation yield from the tungsten surface. Here, a calibration free
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LIBS approach is presented that displays a deuterium amount close to the expected value
of 1 at% to 2 at%. This is also the amount of tritium anticipated in the plasma-facing walls
of the upcoming magnetic confinement fusion experiment ITER. Note that the high depth
resolution pursued on the order of the optical penetration depth (∼ 10 nm) is not achieved,
because the contribution of deuterium was not detectable in the emission spectrum for lower
laser fluences than 31 Jcm−2. As a solution, a higher number of accumulations where neces-
sary to be able to detect a sufficient deuterium Balmer-α emission line signal.
Now, concluding statements on the feasibility of femtosecond LIBS in the context of in-situ
hydrogen-isotope detection might be apposite: The advantages of femtosecond laser pulses in
the ablation process leading to a much lower heat affection zone and a well defined ablation
crater has been pointed out by the experiments presented in this thesis. Here, LIBS analyses
of the material tantalum has been carried out with depth resolutions of 30 nm to 100 nm
using the two different femtosecond lasers in this thesis. As soon as the composition of minor
elements in the sample matrix has to be investigated, especially the impurity of light, low-
concentration, elements like deuterium, the fs-LIBS technique reaches its limit with regard
to the small ablation yield. It might be possible with a higher pulse energy and a larger
laser spot on the surface to excite enough of those elements to be detectable. Even in this
setup, it might be necessary to accumulate many signals from different fresh positions to
detect the minor elements with a sufficient accuracy. Ways to enhance the plasma emission
were shown and discussed using different ambient environment than vacuum or a second laser
pulse either collinear or orthogonal to the plasma expansion. The most promising technique
might be a collinear double-pulse system, as it would be easiest to apply to a LIBS setup
applied to a remote handling arm inside of a fusion vessel. Nevertheless, the low pulse energy
is the biggest disadvantage of femtosecond laser systems in this context. Despite the complex
amplification stage of the PHASER system, the output laser energy is one to two orders of
magnitude below the energy of the picosecond and nanosecond lasers applied in this work.
According to those circumstances, it might be the wisest compromise to use picosecond laser
systems for the aspired application, as the pulse energy is reasonable and the heat affection is
still limited compared to longer laser pulses. Still, femtosecond lasers would be more precise
tools in material analyses, where the size of the emitting plasma plume is not a limiting
factor, because the collection system can be placed close to the source. Moreover, when more
precise diagnostic techniques like for example residual gas mass spectroscopy come into play,
a femtosecond laser might be the better choice. It can be used to detect minor elements in
unknown alloys, determine the composition of layered targets, or be applied in the diagnostic
of hydrogen impurities in ex-situ applications.
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Appendix A

Two-Temperature Model

In chapter 2.2.1 a Two-Temperature Model (TTM) based on a lattice and electron subsystem
is used to understand the coupling of the ultra-short laser pulse and the material. Moreover, it
is applied in section 4.4 to simulate the laser ablation process on tantalum. For the solution of
the coupled differential equations to model the heat diffusion of electron and lattice subsystem
in equation (2.20) given in chapter 2.2.1, a Forward Time Centered Space (FTCS) scheme
with von Neumann boundary conditions on the laser faced side and a fixed value of room
temperature on the rear side is used. In the presented cases the intensity has a Gaussian
shape in time with an initial interaction time t0 and a pulse duration τ and is given as

I(t) = I0 exp
[
−4 log 2

(
t − t0

τ

)2
]
. (A.1)

The thermophysical material parameters like electron and lattice heat capacity Ce and Cl,
electron-phonon coupling term G, reflectivity R, and the electron thermal conductivity κel are
all temperature dependent and will be explained in the following abstracts. These properties
are updated in each time step with respect to the electron- and lattice temperature along
the simulation grit. For all these calculations it can be distinguish between a low and a
high temperature regime. This limit is similar to the Debye temperature TD = ℏωD/kB that
is limited by the total number of phonon modes N within the Debye sphere with cut-off
frequency ωD.
The temperature dependent quantities Cl, Ce, κel, G, and R, which are needed to calculate
the heat transfer are described following ref. [104] and [105] in this chapter. In general, the
atoms in a solid are arranged in different lattice configurations with an individual likelihood of
mobility depending on material properties. Excitation of these lattices expresses in collective
modes within the lattice subsystem. The properties of these modes (direction and energy)
are considered as quasi particles called phonons. A phonon is described by its frequency ω

and wavevector q⃗, and its energy is given as

ϵ = ℏω

ω = vs|q⃗|.
(A.2)
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Appendix A. Two-Temperature Model

Here vs is the material dependent sound velocity. Phonon energy distribution follows a Bose-
Einstein statistic and is given with the Boltzmann constant kB as

n(ω) = 1
eℏω/kBT − 1

. (A.3)

With this information it is possible to calculate the lattice heat capacity Cl following the
Debye-model.

Lattice Heat Capacity Cl

As the total number of phonon modes N is limited, the allowed wave vector is given in a
so-called Debye sphere with a cut-off frequency ωD and wave vector qD = ωD/vs. The volume
of each allowed wave vector is given in a cube of edge length L as

(2π

L

)3
= 8π3

V
. (A.4)

Here the number of modes is defined as

N =
(4

3πq3
D

)(8π3

V

)−1

(A.5)

and the Debye temperature TD = ℏωD/kB. From the given energy distribution and the
density of state

D(ω) = dN

dω
= V ω2

2π2v3
s

(A.6)

the thermal energy is calculated for each polarization (one longitudinal and two transversal
modes) as

U =
∫

D(ω)n(ω)ℏω dω. (A.7)

Using the expressions for the density of state and Bose-Einstein distribution the combination
of the three polarization (assuming independent vs on the mode) the energy is given as

U = 3V ℏ
2π2v2

s

∫ ωD

0

ω3

eℏω/kBT − 1
dω. (A.8)

By substitution of x = ℏω/kBT and xD = TD/T an expression for the lattice heat capacity
can be given as

Cl = ∂U

∂T
= 9NkB

(
T

TD

)3 ∫ xD

0

x4ex

(ex − 1)2 dx. (A.9)

This expression is saturating to Cl = 3NkB in the high temperature case (T ≫ TD) and is
proportional to ∝ T 3 in the low temperature case (T ≪ TD).
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Figure A.1: Thermophysical properties (coupling constant G, electron and lattice heat
capacity Ce and Cl) of aluminum for different temperatures Te and Tl. Output created from
a TTM simulation, where Te and Tl are changing with time. The electron temperature first
rises from 300 K to 105 K and decreases back to 300 K.

Electron Heat Capacity Ce

The description of the metal given by Einstein and Debye

Cmetal = Ce + Cl ∝ T + T 3 (A.10)

holds in the low temperature case. In this case the Sommerfeld expansion is used and a linear
dependence on electron temperature holds as Ce(Te) = γTe with γ = π2k2

BD(ϵF )/3 defined
with density of state value at fermi energy ϵF . At high electron temperatures the Sommerfeld
expansion does not hold anymore. Due to the fermi distribution of the electrons within the
free electron gas given as

f(ϵ,µ, Te) =
[
exp

(
ϵ − µ

kBTe

)
+ 1

]−1
(A.11)
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Figure A.2: Thermophysical properties (coupling constant G, electron and lattice heat
capacity Ce and Cl) of tantalum for different temperatures Te and Tl. Output created from
a TTM simulation, where Te and Tl are changing with time. The electron temperature first
rises from 300 K to 105 K and decreases back to 300 K.

the heat capacity is calculated as

Ce(Te) =
∫ ∞

−∞

∂f(ϵ,µ, Te)
∂Te

D(ϵ)ϵ dϵ. (A.12)

The temperature dependent chemical potential µ(Te) can be gained by making use of the
conservation of total number of electrons Ne that is given as

Ne =
∫ ∞

−∞
f(ϵ,µ(Te), Te)D(ϵ) dϵ. (A.13)

Thermal Conductivity κel

The heat transport in the two subsystems is described by the thermal conductivity κel and is
defined by the electron-electron and electron-phonon collision frequencies νee and νeph. Using
ν = νee + νeph the thermal conductivity in a solid can be expressed as

κel = 1
3 · Cev2

ν
. (A.14)
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Here v2 is the electron mean square velocity. Equation (A.14) is derived as

κel(Te, Tl) = 1
3v2

F

Ce

AT 2
e + BTl

, (A.15)

using material constants A and B defined as

A = A′k2
B

hϵF

B = 2πkBλ

h
.

(A.16)

A′ is a dimensionless constant between 1 and 10 and λ is the electron-phonon mass enhance-
ment parameter. Considering temperatures larger than the fermi temperature a more general
expression for the thermal conductivity can be derived as

κel = K · (θ2
e + 0.16)5/4(θ2

e + 0.44)θe

(θ2
e + 0.092)1/2(θ2

e + bθl)
(A.17)

with θe = kBTe/ϵF and θl = kBTl/ϵF . The parameters K and b are material constants that
can be derived from A and B at the fermi edge T = TF .

Coupling Constant G

A general expression for the electron-phonon coupling factor is given as

G(Te) = πℏkBλ⟨ω2⟩
D(ϵF )

∫ ∞

−∞
D2(ϵ)

(
−∂f

∂ϵ

)
dϵ. (A.18)

Here ⟨ω2⟩ is given as the second moment of the phonon spectrum explained by McMillian et
al. (1967) (ref. [106]).

Reflectivity R

In many studies (e.g. ref. [79]) the Drude-Lorentz model is assumed to hold in the description
of the optical response of the free electrons in a metal. The permittivity in this case is equal
to

ϵ = ϵDrude + ϵLorentz

=
[
1 −

f0ω2
p

ω(ω − iν)

]
D

+

 k∑
j=1

fjω2
p(

ω2
j − ω2

)
+ iωΓj


L

.
(A.19)

The Drude part is described by the plasma frequency ωp, oscillator strength f0, collision rate
ν and the laser frequency ω and the Lorentz part by the same values excited by inter-band
transition j with the scattering rate of harmonic bound electrons Γj in addition. The plasma
frequency is given by the electron density ne, mass me, elemental charge e and vacuum
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Figure A.3: (left) Temperature dependent optical penetration depth α−1 and (right) reflec-
tivity R for λ = 790 nm determined by the Drude-Lorentz model for an angle of incidence of
Θ = π/4.

permittivity ϵ0 as

ωp =
√

nee2

ϵ0me
. (A.20)

The corresponding quantities for various materials can be found in ref. [107] and [76]. Here,
ν = νee + νeph is given as the collision rate that is dominated by the electron-phonon rate

νeph = 3
2Cω

kBTi

ℏ
. (A.21)

from Debye temperature up to the melting point. Cω is a dimensionless proportionality
coefficient. For high temperaturesis is described by the electron-electron rate

νee = π4k2
B

√
3

256
ωp

ϵ2
F

T 2
e . (A.22)

From this model the reflectivity R can calculated by the complex dielectric function ϵ =
ϵr + iϵi = (n + ik)2 using Fresnel equation with an incidence angle Θ as

R =

∣∣∣∣∣∣∣∣
n1

√
1 −

(
n1
n2

sin Θ
)2

− n2 cos Θ

n1

√
1 −

(
n1
n2

sin Θ
)2

+ n2 cos Θ

∣∣∣∣∣∣∣∣
2

. (A.23)

Note that n1 = 1 is the refractive index of vacuum and n2 =
√

ϵ of the material. In this
approximation the full electronic structure of the metal and the density of state is not neces-
sary. Following this model the reflectivity and the optical penetration depth α−1 = λ/(4πk)
are calculated for some materials (W, Ta, Cu, and Al) that are used in the presented experi-
ments in fig. A.3. All necessary parameters to calculate the temperature dependent material
properties presented in this chapter are given in table A.1.
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material aluminum copper tantalum tungsten
element Al Cu Ta W
lattice conf. fcc fcc bcc bcc
const. a [pm] 404 360 330 316
mass of atom [u] 26.96 63.55 180.95 183.84
Z 13 29 73 74
natom [m−3] 6.02 × 1028 8.47 × 1028 5.60 × 1028 6.32 × 1028

ωp [s−1] 2.28 × 1016 5.44 × 1016 2.99 × 1016 2.01 × 1016

Ne 3 1 5 2
ϵF [eV] 11.7 7.0 15.6 9.2
TD [K] 428 345 240 405
λ 0.45b 0.08a 0.877c 0.28b

λ⟨ω2⟩ [meV2] 185.9b 377a 180.4c 112a

Hv [kJ/mol] 284 313 753 774
ρ [g/cm3] 2.7 8.92 16.65 19.25
Tcrit [K] 7963d 6550e 8865f 12466g

ρcrit [g/cm3] 2.75d 1.895e 1.9f 6.99g

α @1064 nm [cm−1] 1.25 × 106 8.2 × 105 1.16 × 106 4.38 × 105

R @1064 nm 0.93 0.97 0.95 0.49
α @790 nm [cm−1] 1.41 × 106 1.14 × 106 1.15 × 106 4.32 × 105

R @790 nm 0.84 0.94 0.90 0.37
α @355 nm [cm−1] 1.55 × 106 6.93 × 105 1.13 × 106 8.96 × 105

R @355 nm 0.90 0.34 0.55 0.34
α @343 nm [cm−1] 1.55 × 106 6.79 × 105 1.14 × 106 9.26 × 105

R @343 nm 0.90 0.31 0.53 0.34

Table A.1: Relevant properties to calculate the thermophysical parameters of the observed
materials. Standard data are taken from NIST database and R and α values are calculated
by the Drude-Lorentz model at room temperature with an angle of incidence of Θ = π/4
for all used laser wavelengths in the presented experiments. The electron-phonon coupling
constants λ are taken from the following references: a: Ref. [108], b: Ref. [104], c: Ref. [109].
The critical point data are taken from: d: ref. [110], e: Ref. [111], f: Ref. [112] and g:
Ref. [113]
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Appendix B

Spectrometer Details

Spectrometer Detector f [mm] F# Gratings [l/mm] R = λ/∆λ ∆λBW [nm]
Kymera328i iStar 328 4.1 300 1500 270

1200 6400 62
1800 11000 36

IsoPlane320 PIMAX 320 4.6 300 1400 280
1800 11000 37
2400 19000 21

Shamrock750 iStar 750 9.7 150 1700 236
1200 14500 27
2400 43400 9

Horiba 1250M iStar 1250 9 1200 24000 16
2400 73000 5

Table B.1: Overview of all used spectrometers and camera devices with specified f-number
F# and focal length f . The resolution R and bandwidth ∆λBW are calculated at central
wavelength 656 nm and a slit width of 30µm respectively.

In this part typical values of thespectrometers used taken from the specification sheets are
presented in table B.1. The resolution R and bandwidth ∆λBW parameters are calculated
with the formulas presented in chapter 3.3.1. Moreover, the sensitivity and wavelength cal-
ibration of the spectrometers are presented. In addition, the instrumental broadening is
estimated using a low pressure Hollow Cathode Lamp (HCL) with a iron (Fe) core. For the
IsoPlane320 spectrometer with the 1800 l/mm grating the measurement is shown in fig. B.1.
The instrumental broadening manifests in a Gaussian shaped peak. Here, pseudo-Voigt fits to
Fe-I lines at 654.61nm, 659.31 nm and 667.81 nm are taken and their Gaussian width plotted
with respect to the central wavelength. A linear dependence of winst on the wavelength is
assumed so that the instrumental width at 656.28 nm can be estimated as winst = 52.3 pm.
Note that the sensitivity of the spectrometer and camera sensor varies over the spectral range
as it is wavelength dependent. A calibration halogen lamp with known relative spectral in-
tensity can be used to determine the actual intensity of the spectral lines measured. This is
important, when relative line intensities are compared in calibration free methods that take
into account the temperature measured by the Boltzmann plot method. For this context,
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Figure B.1: (left) Pseudo-Voigt fit to the low pressure Fe-lamp line at 659.75 nm. (right)
Gaussian width parameter of the pseudo-Voigt fits to three different atomic Iron (Fe-I) lines
and a linear extrapolation respectively.

the emission from a halogen lamp with known reference spectrum is detected using the same
grating settings as for the plasma emission experiment. Taking the ratio of the measured and
reference spectrum leads to the corresponding wavelength dependent correction factors.
A spectral calibration needs to be executed for each used grating using the characteristic
lines of a Hg or Ne lamp. Here, lines of farthest possible spectral distance are used to assign
the pixel values on the camera chip for different grating angles. For example the Hg lines
at 253.7 nm and 579.1 nm can be used in this context. In a first approach the offset of a
single line from the assigned wavelength need to be executed. All other wavelengths will be
adjusted linearly, which in total is a first order calibration routine. Afterwards some lines at
the far edges of the spectrum might still be off or unbalanced. For this a second order routine
adjusts the dispersion values that are influenced by exact focal length, inclusion angle and
detection angle of the spectrograph. The software of the commercial spectrometers provide
routines to adapt the nominal dispersion.
In chapter 3.4.2 the Boltzmann plot method is described. For this method information about
emission characteristics of decent spectral lines are necessary to determine the plasma tem-
perature. In the database from the National Istitute of Standards and Technology (NIST)
these parameters are commonly available (ref. [87]). In table B.2 necessary parameters of
selected spectral lines of analyzed material in this thesis are given.
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Species λki[nm] Aki[s−1] Acc. gk Ei[eV] Ek[eV]
Ta-I 481.275 1.2 × 106 ≤ 10% 4 0.000000 2.575439
Ta-I 482.543 2.63 × 105 ≤ 7% 6 1.394032 3.962711
Ta-I 483.219 1.70 × 106 ≤ 7% 4 1.236843 3.801933
Ta-I 485.217 1.65 × 106 ≤ 7% 4 1.357654 3.912184
Ta-I 488.3950 1.11 × 106 ≤ 7% 8 1.147279 3.685176
Ta-I 490.460 1.95 × 106 ≤ 18% 10 1.873915 4.401148
Ta-I 492.127 1.18 × 106 ≤ 10% 4 0.750032 3.268681
Ta-I 492.601 1.53 × 106 ≤ 10% 4 0.752449 3.268681
Ta-I 645.036 2.20 × 106 ≤ 7% 10 1.516917 3.438507
Ta-I 645.583 1.45 × 105 ≤ 7% 4 1.147279 3.067249
Ta-I 648.537 5.8 × 106 ≤ 7% 10 1.1655369 3.566610
Ta-I 650.552 6.0 × 106 > 50% 6 2.559845 4.465163
Ta-I 651.439 2.15 × 106 ≤ 7% 4 1.394032 3.296744
Ta-I 651.610 1.25 × 106 ≤ 7% 8 1.394032 3.296235
Ta-I 661.195 1.88 × 106 ≤ 18% 4 1.394032 3.268681
Ta-I 662.130 3.03 × 106 ≤ 10% 6 0.752449 2.624449
W-I 484.381 1.9 × 106 ≤ 10% 5 0.412313 2.971240
W-I 488.690 8.1 × 105 ≤ 10% 11 0.771099 3.307462
W-I 495.308 8.3 × 105 ≤ 10% 5 2.458319 4.960794
W-I 500.615 1.2 × 106 ≤ 10% 7 0.771099 3.247047
W-I 501.530 5.4 × 105 ≤ 10% 9 0.598844 3.070269
Cu-I 510.550 2.0 × 106 ≤ 18% 4 1.388948 3.8166920
Cu-I 515.320 6.0 × 107 ≤ 18% 4 3.7858977 6.1911751
Cu-I 521.820 7.5 × 107 ≤ 18% 6 3.8166920 6.1920252
Cu-I 522.010 1.5 × 107 ≤ 18% 4 3.8166920 6.1911751
Cu-I 529.250 1.09 × 107 ≤ 18% 8 5.395050 7.737027
Cu-II 490.973 2.04 × 108 ≤ 7% 13 14.32872921 16.85329783
Cu-II 491.838 2.9 × 108 ≤ 25% 9 14.59881086 17.1189425
Cu-II 493.16982 1.9 × 108 ≤ 25% 11 14.34033006 16.85365501
Cu-II 495.372 3.1 × 108 ≤ 25% 11 14.61564148 17.1177912
Cu-II 498.550 9.7 × 107 ≤ 18% 9 14.39211349 16.87831334
H-β 486.135 8.42 × 106 ≤ 0.3% 32 10.1988358 12.7485393
H-α 656.280 4.41 × 107 ≤ 0.3% 18 10.1988358 12.0875052

Table B.2: Spectroscopic parameters of selected lines from neutral hydrogen (H-I), tantalum
(Ta-I), tungsten (W-I), and atomic and ionic copper (Cu-I, Cu-II) taken from the atomic
spectra database NIST [87]. Here, the transition wavelength λki from the upper energy level
Ek to the lower level Ei are given with the corresponding transition probabilities Aki and
statistical weights gk including the corresponding accuracy.
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Appendix C

Pseudo-Voigt Fit

In the presented CF-LIBS approach in chapter 6.4, the exact spectral line shape of the
isotopic shift in fig. C.1 is of main interest to identify the correct hydrogen and deuterium
ratio and corresponding plasma parameters. Here, more insights to the used pseudo-Voigt
fitting function that is used in different experiments are given. As mentioned in the methods
part, the fitting follows the routine in ref. [60]. Here, the pseudo-Voigt function is given as a
linear superposition of a Lorentz (L(x, fL)) and a Gaussian (G(x, fG)) function as

V (fL, fG) = η · L(x, fL) + (1 − η) · G(x, fG). (C.1)

Here η is a weighting parameter given as

η = 1.36603 · fL

f
− 0.47719 ·

(
fL

f

)2
+ 0.11116 ·

(
fL

f

)3
, (C.2)

where f is given as

f = (f5
G + 2.69269 · f4

G · fL + 2.42843 · f3
G · f2

L + ...

4.47163 · f2
G · f3

L + 0.07842 · fG · f4
L + f5

L)1/5. (C.3)

Note that fG and fL are the FWHM of the Gauss and Lorentz part that are given as

G(x, fG) = 2
√

ln 2
fG

√
π

· exp
(

−4 ln 2 x2

f2
G

)
(C.4)

and
L(x, fL) = fL

2 · π · (x2 + (fL/2)2) (C.5)

respectively. For the fit-function of the two isotopes

F (λ) = h · V (fG,H , fL,H , λ − λH) + d · V (fG,D, fL,D, λ − λD) + b (C.6)
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Figure C.1: Pseudo-Voigt fit on Hydrogen and Deuterium spectral line detected in tungsten
(see fig. 6.9 and compare ref. [93]).

is used with fG,H , fG,D, fL,H , fL,D, h, d and the offset b as fitting parameters with fixed
central wavelengths λH = 656.28 nm and λD = 656.1 nm, when V is a normalized func-
tion. The calculated fitting parameters are given with a 95 % confidence bound as fG,H =
0.08635 nm, fG,D = 0.1184 nm, fL,H = 0.2025 nm, fL,D = 0.08784 nm, h = 2648, d = 339.5,

and b = 548.2. From this fit the plasma parameters can be extracted as described and
the hydrogen-deuterium composition is calculated by the ratio of the integrals over the two
pseudo-Voigt functions.
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Appendix D

Technical Description of the
Pre-Pulse Module

Below, the most important technical aspects of the designed pre-pulse module introdcued
in chapter 3.1 are described concerning the mechanical specifications of the motorized linear
stage. In this context, detailed descriptions of the geometrical challenges in aligning the two
beam arms and adjusting the optical delay stage are given.
The module is added to the beam path of the PHASER system, before the laser pulse is
guided to the mirror-compressor inside the vacuum chamber. Here, a movable stage with
the entrance to the pre-pulse module can be added to the beam path. In fig. D.1 the final
version of the designed pre-pulse module is shown including the stage with beamsplitter BS1,
mirror M1 and M7. In the pre-pulse configuration the first beamsplitter is a glass substrate
that reflects 10 % of the incoming s-polarized beam and the second realigning beamsplitter is
another glass substrate with a thin gold layer that reflects 90 % of the incoming beam. The
3 mm thick fused silica substrates are manufactured by Laser Components and coated with an
anti-reflective layer (R < 1 % between 600 nm and 900 nm) on the back-side to avoid further
losses. The transmitted part at BS1 is guided over M2 to the delay stage. The first thing
that has to be checked is, whether the incoming beam is parallel to the moving direction of
the delay stage (High Precision Linear Stage LIMES 84N by OWIS). The quickest way to
ensure this is to use a target paper at the position of mirror M3 on the two extreme settings of
the delay stage. M1 and M2 are used to align the beam along the stage with a “beam-walk”
to hit the target at the same spot in both extremes. To ensure that the reflected beam is still
parallel to the stage, it does not matter how the first mirror on the delay stage M3 reflects
the beam to M4. Excepting this, M4 can be used to find the position that brings an output
beam that is again parallel to the stage. For this again a target can be used that is placed
behind the stage. The following routine would be to set a point on the target, where the
stage has the shortest delay length. Afterwards the stage moves to the other extreme position
and M4 is used to align the beam back to this point. When the stage is aligned “perfectly”,
the beam hits the point at every stage position. Note that the initial set point will have a
deviating position from the final output. The next step would be to align the main pulse
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Figure D.1: Pre-pulse module setup with indicated beam path designed in the context of
Jonah Book’s bachelor thesis [54]. Mirrors are indicated with M and beam splitters with BS.

with beamsplitter BS2 and mirror M7 to the former beam path to the vacuum chamber.
Finally, the pre-pulse that is reflected on BS1 can be aligned with M5 and M6 to the same
path. If the two pulses are geometrically overlapping can be checked with higher precision in
the experimental chamber around 15 m behind the aligned stage doing the focus diagnostic.
The quality of the geometrical overlap is checked at different delay stage positions to verify
that the two pulses are aligned in the best possible manner. For this, the focal spots of pre-
and main pulse are detected by an objective lens in the experimental chamber attenuated by
neutral density glasses to the same intensity. Both exhibit a Gaussian width of wG ≈ 2µm.
The quality of the alignment is characterized by the distance of two Gaussian fits overlapping
in the detection region. Along the whole mechanical stage of 12 cm length, the two beams
have a distance of 0.42µm to 1.1µm. Taking two circles of radii 2wG (99.9 % of the pulse
energy) separated by these distances, the corresponding area overlaps with a percentage of
89 % in the best case and 73 % in the worst case. Compare these findings in fig. D.2. Note
that the distance does not increase linearly with the delay stage position, which indicates
that the parallelism of the stage is warranted to the best possible accuracy. The observed
deviations along the stage can be explained by mechanical limitations of the linear stage
exhibiting yaw and pitch angles up to 100µrad. The positioning accuracy along the stage is
given as 16µm per 100 mm that corresponds to 107 fs delay between main- and pre- pulse,
which is sufficient when inter-pulse delays in the picosecond regime are used. For higher
resolution scans the step length should be chosen way smaller than 100 mm, which might
decrease this uncertainty. After the two beams are aligned in the described manner, the
temporal overlap can be found by a spectral analysis. Overlapping co-linear pulses indicate
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Figure D.2: (left) Simultaneous detection of pre- and main pulse (attenuated to the same
intensity) overlapping at the focal spot detected by a CCD camera. (right) Percentage of
overlapping area with circles of radius two times the Gaussian width. Indicated are statistical
uncertainties of 502 measurements for each delay stage position.

spectral interference that is observable as “fringes” in the detected spectrum as soon as the
beams from the two arms overlap. A Fourier analysis can bring the exact delay between the
two pulses extracted from the “fringe” distance. With this method, the exact position of
inter-pulse delay zero is detected with an accuracy on the order of 5µm.
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