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Abstract

Sickle cell disease commonly referred to as (SCD) is a blood disorder that is caused
by the replacement of glutamic acid (E) with valine (V) at the sixth position of the
[-globin chain of hemoglobin. This in turn leads to the aggregation of hemoglobin,
this aggregation results in clinically observed symptoms known as “sickle cell erisis”.
Hemoglobin sickle (HbS) is a variant of hemoglobin found in people with SCD. SCD
is well investigated, but until recently, only three medications were approved by
the drug authorities for the management of SCD and they do not fully address the
underlying cause of the disease. Voxelotor, which is an HbS aggregation inhibitor,
was recently approved by the FDA but it is highly expensive. Another alternative
to the treatment of SCD is the highly expensive bone marrow transplant. Most of
these treatments are not readily available in developing nations where the highest
mumber of SCD patients are found. Therefore, there is an urgent need to develop
cheap, effective and readily available drugs for the treatment of SCD. In this thesis,
using computer aided drug design methods (CADD) we aim to understand the ag-
gregation of HbS caused by the E6V mutation, identify protein-protein interaction
hot-spots that can be prioritized in aggregation inhibitor designs and finally identify
prospective HbS aggregation inhibitors. First, using multiscale molecular dynamic
simulations, the conformational dynamics of both wild-type and sickle hemoglobin
at both monomeric and dimeric level were elucidated to assess their stability and
highlight the effect of the E6V mutation on each structure. Next, we studied their
aggregation into decamers and analyzed the protein-protein interactions of the ag-
gregates in details. The conclusions from these investigations revealed that the
[-globin chains are less flexible in HbS than in HbA and the aggregation of HbS is
not only driven by protein-protein interactions that are hydrophobic in nature but
also electrostatic interactions are also important. Protein-protein contactsS specific
to HbS were identified in the first phase of the project, and these contacts were
further exploited in the next phase to design inhibitors of HbS-aggregation. Using
the knowledge obtained from the initial simulations, we performed high throughput
virtual screening, using a library of of compounds including approved drugs, inves-
tigational drugs, natural products, and D-enantiomeric peptides followed by MD
simulations in search of compounds that can bind to HbS and thereby inhibit its
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aggregation. From this investigation, we identified 16 promising organic molecules
and 7 D-enantiomeric peptides. The organic molecules identified computationally,
will be tested experimentally using both cell based in vitro assays to assess their
HbS inhibitory properties.
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Chapter 1

Introduction

1.1 Declaration

This chapter was excerpted in parts from a review published in Molecules 24(24),
4551 (2019) by the authors Olujide O. Olubiyi, Maryam O. Olagunju, Birgit Strodel:
Rational Drug Design of Peptide-Based Therapies for Sickle Cell Disease. All the
images are reprinted with Copyright (€) 2019 by the authors.

1.2 Sickle Cell Disease: Cause, Management, Ge-

ographic Distribution and Diagnosis

Sickle cell disease (SCD), is a result of a point mutation involving the replace-
ment of glutamic acid at position 6 of the F-globin chain of hemoglobin to valine
that leads to the polymerization of hemoglobin [1]. In manifestation, SCD repre-
sents a symptom complex that involves dehydration of the Glu6 to Val6 mutated
hemoglobin, which is called sickle hemoglobin or hemoglobin S (HbS), and elevated
2,3-diphosphoglycerate (2,3-DPG) levels whose interaction with hemoglobin reduces
HbS solubility and promotes polymerization, also called sickling (2, 3]. This ulti-
mately leads to hampered Os binding and transport,impaired erythrocyte morphol-
ogy and interaction with endothelial surfaces [4, 5|, premature erythrocyte rupture
and anemia, painful vaso-occlusive crisis, a general poor health, and, in many cases,
death [6-10].

Geographic Distribution: SCD is the most common genetic disease world-
wide. Of the millions of people with SCD, more than 75% are believed to live in
Nigeria, Democratic Republic of Congo, and India (Figure 1.1) [4, 11, 12]. These
countries are additionally responsible for about 80% of global newborns having the
causative Glu6 to Val6 mutation [13]. It is estimated that at least 150,000 babies
are born with SCD annually in Nigeria. Estimating accurately the total number

9



of newborns born with SCD in Nigeria is quite arduous due to the lack of federal
new-born screening programs [14] The geographic distribution of SCD is similar to
the spread of malaria; countries where SCD is very common is associated with high
rates of malaria [15, 16] because the sickle gene in the heterozygote form, protects
against death from prevalent malaria infections caused by Plasmodium falciparum
[17, 18]. Medical indicators of SCD vary among these locations, with individuals
from India and the Arabian Peninsula and Senegal suffering from less severe dis-
eases than those from other parts of Africa. This pattern suggests that there is
a substantial disparity in medical manifestations between certain populations that
may be due to genetic variation. Due to immigration, there is also an existence of
SCD in Europe, North, South and Central America, and they represent primarily

the more severe African types [18].

Figure 1.1: Countries with the highest incidence of sickle cell disease. Nearly 90%
of individuals with SCD live in these three countries marked in red [14]. Copyright
(© 2022 UpToDate, Inc. and/or its affiliates. All Rights Reserved

Diagnosis: Detection of SCD early increases the chances of survival. In the
United States, Jamaica and European countries, it has been proven that early de-
tection of sickle cell diseases during newborn sereenings have helped in the reduction
of the mortality rates. However, in most sub-Saharan African countries, there are
only a few centres where new born screening is carried out and offer comprehensive
health care at an early age because of the high cost associated with these programs
[19, 20]. Other patients are diagnosed only when they present with a complication
of the disease [14].

Available diagnostic tests: Patients who are suspected of having SCD based
on their clinical symptoms are diagnosed using hemoglobin electrophoresis. Depend-
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ing on the availability, High Performance Liquid Chromatography can also be used
for the diagnosis of SCD. Point-of-care (POC) diagnostic testing for SCD is under
development; as soon as they are available, these tests could be helpful in places
where it is difficult or impossible to transfer blood samples to a central laboratory
[14].

MNewborn screening: SCD is better treated if diagnosed early in life. In ad-
dition, early diagnosis provides an opportunity to start well-established prevention
measures, such as prophylactic penicillin, routine childhood vaccination, education
of parents and caregivers about rapid medical management of fever, and detection of
splenic sequestration. In the United States, newborn screening for SCD is routinely
performed in every state since these strategies demonstrated benefits to reducing
morbidity and improving outcomes [14].

Childhood presentation: In sub-Saharan Africa, most SCD patients are not
diagnosed by newborn screening and display symptoms during childhood, at an
average age of two years. Very few cases are diagnosed earlier (e.g., in infancy).
Previously undiagnosed SCD commonly presents as dactylitis in the first and splenic
sequestration in the second year of life. Therefore, it is recommended that children
who exhibit either dactylitis or splenic sequestration should have a complete blood
count and hemoglobin analysis performed to diagnose SCD [14].

Disease management and treatment options: Despite growing understand-
ing of the polymerization of HbS and its effects on red blood cells (RBCs), until very
recently, only two drugs, hydroxyurea and L-glutamine were approved by the United
States (US) Food and Drug Administration (FDA) for the management of SCD [21].
Hydroxyurea is the most widely employed drug treatment of sickle cell anemia in dif-
ferent age groups [22-27]. While its clinically observed efficacy has been attributed
to different effects at the cellular level [28], the most important mechanism of ac-
tion relates to its ability to induce the production of fetal hemoglobin (HbF), which
does not polymerize, and to increase the total concentration of hemoglobin [29, 30].
Hydroxyurea remains a viable treatment option for SCD, and the concern of toxic-
ities associated with its administration has largely been limited to side effects that
resolve with medication discontinuation [30-35]. There have, however, been certain
reports of associated malignancies [36-41], but further investigations are needed to
categorically confirm these [42].

L-glutamine is the second approved drug treatment [21, 43]. While its mechanism of
action is not known, and only suggested to involve a reduction of oxidative stress via
elevation of the levels of reduced glutathione [44, 45], it is clear that it has no effect
on hemoglobin S aggregation and hemoglobin production [46-50]. Another option
for the treatment of SCD is hemopoietic stem transplantation, but its general appli-
cability is limited by technical and cost considerations, and thus, out of the reach of
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SCD sufferers in third-world countries [51-56] A number of research attempts have
been made to design interventions aimed at modulating the structural properties,
aggregation tendencies, and defective Os transport properties of sickle hemoglobin.
For example, allosteric modulators and covalent modifiers of HbS that stabilize the
non-polymer forming R-state Hb conformation have been reported and include the
recently FDA approved voxelotor (GBT 440) [57] and derivatives of vanillin [58, 59].

In 2019, an oral polymerization inhibitor, Voxelotor, a first-in-class therapy was
approved for treatment of SCD in patients 12 years and older by the FDA [60].
In 2021, it was later approved for a broader use in patients from 4 years of age
and older. The mechanism of action of Voxelotor involves increasing the affinity
of HbS for oxygen, thereby preventing HbS aggregation [57, 61]. Compounds like
senicapoc, a Gardos channel blocker, were also reported with the ability to pre-
vent RBC dehydration [62]; clinical assessment in SCD, however, failed to find a
correlation between improvements in hemolysis and vaso-occlusive crisis [63]. Selec-
tive inhibition of phosphodiesterase 9A by IMR-687 was recently reported to reduce
both sickling and vaso-occlusion, which is believed to result from the induction of
¢GMP (cyclic guanosine monophosphate) and HbF [64]. Compounds which directly
interact with HbS and disrupt the intermolecular contacts crucial to HbS polymer-
ization have also been investigated, and they include small organic compounds [59],
amino acid-based compounds, as well as herbal preparations (e.g., Nix-0699 [65, 66]).
Other drug discovery efforts have focused on biochemical processes downstream of
HbS polymerization rather than seeking to explore specific peculiarities of the ag-
gregation process. A recent review by Eaton and Bunn argued in favor of research
attention directed at the HbS polymerization process, especially because the aggre-
gation kinetics as well as the circulatory transit time make it possible to achieve
clinical improvement with only a small fraction of HbS aggregation inhibited [67,
68].

1.3 Hemoglobins: Structure, Function, and Ag-

gregation

The function of the red blood cells and their hemoglobin is to carry oxygen (O3) from
the lungs to all the body tissues and to carry carbon dioxide (CO;) back to the lungs.
This function is enabled by the structural characteristics of hemoglobin (Hb), al-
lowing it to bind O, and CO,;. Both HbA, which refers to the wild-type hemoglobin
present in individuals without sickling disorder, and HbS exist as tetramers con-
sisting of two a subunits and two 3 subunits arranged into a pseudotetrahedral
symmetry (Figure 1.2A). With the two 141-residue a-globin chains and the two
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146-residue F-globin chains, and each globin chain carrying one heme group, the full
HbA /HbS assembly contains 574 amino acids and four heme molecules.It is from
these four heme molecules and the four globin chains that hemoglobin derives its

name.

Figure 1.2: (A) The quaternary structure of HbS consisting of two o subunits (here
denoted «; and a» for ease of distinction, shown in shades of blue) and two 3 (51
and (33, shades of red) subunits. Each globin subunit carries one heme (green),
including an Fe?* ion (orange). (B) The hemes are linked to the globin by covalent
bonds between their irons and N, of histidines His87 of the o chains and His92 of
the 3 chains, known as the proximal histidines. On the other side of the hemes,
the distal histidines are located, which are Hisb8 in the « chains and His63 in the
g chains. (C) The single mutation Glu6Val happens on the surface of the 5 chains
near their N-terminus. The His and Val residues are shown as sticks and are colored
by atom name (C: Yellow; N: Blue; O: Red).This figure was produced using PDB
entry 5E6E [69]
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The quaternary structure of hemoglobin is maintained by relatively weak but
precisely coordinated non-covalent interaction forces, including van der Waals inter-
actions, hydrogen bonds, and salt bridges between the different globin chains.In to-
tal, there are 30 helices in the hemoglobin structure: The two a-globin chains feature
a total of 14 helices between them, while the S-globins have 16 helices. Each globin
chain is covalently linked to a heme molecule via their proximal histidine residue
(His87 in the a-globin chains and His92 in the §-globin chains). The heme, in turn,
consists of a protoporphyrin part and a centrally coordinated iron ion (Figure 1.2B).
The local environment of the globin molecules maintains the coordinated iron ion
in its reduced form, in which state it can form a total of six bonds. Four of the six
coordination sites of the ferrous ion are covalently bonded to the protoporphyrin
ring, another to the imidazole side chain of the histidine residues, while the sixth
coordination site allows for binding and unbinding of dissolved gases (Figure 1.3A).
It is this last coordination site that is responsible for Oy binding. Following Fe®*
binding, bound oxygen establishes hydrogen bonding with the imidazole side chain
of His58 in the a-globins, and His63 of the S-globins, the distal histidine. In this
state, heme adopts a relaxed, conformationally unstrained arrangement structurally
representing the “R” conformation and functionally the oxygenated hemoglobin [69].

In the deoxygenated form, the distal histidine side chains have a propensity to
swing out of the heme pocket, thus allowing a compression of the surrounding helices
with respect to each other, which in turn causes Fe?* to move out of the porphyrin
plane [70]. This gives rise to a tensed conformation (“T” conformation) with the
heme adopting a dome-like arrangement (Figure 1.3B).This structural change pre-
cipitates a series of further changes in the remaining body of the HbS protein, which,
under deoxygenation and dehydration conditions, provokes a pathologic cascade that

ultimately leads to clinical manifestations.

A B

[distal histidine)} (distal histidine)

aH58 or BHG3 aH58 or BHG3
0,
(N-pyrrole), (N-pyrrole),
(pyrrole), — Fet* — (N-pyrrole), ~@
aH87 or BH92 aH87 or BH92
tpr{:uimal histidine) [prmcumal histidine)

Figure 1.3: Schematic representation of the main structural differences between the
(A) R and (B) T conformations of hemoglobin.

It deserves noting that the Glu6Val mutation involves an amino acid replacement
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at the HbS surface (Figure 1.2C) and, as such, only affects protein—protein interac-
tions involving surface residues [71-84|, without any effect on amino acids located
at the core [78, 82]. The side chain of Val6 in the S-globin structure (the donor
f-globin) of HbS forms a hydrophobic key, which fits well into an essentially hy-
drophobic cavity formed by Ala70, Phe85 and Leu88 of the S-globin of an adjacent
HbS molecule (Figure 1.4). It should be noted that both HbA and HbS form linear
aggregates involving the formation of axial contacts between Hb molecules. Only in
the case of HbS, these linear aggregates grow into double filaments, facilitated by
lateral SVal6-3'Ala70/3'Phe85/3'Leu88 contacts (where the prime indicates that
Ala70, Phe85 and Leu88 belong to another hemoglobin than Val6). The double
filaments further assemble into =200 A thick fibers, which eventually accumulate
in highly complex, pathological HbS fiber networks [85]. These aggregates affect
the functionality of the red blood cell by destroying their structural pliability into
stiffened and deformed erythrocytes. Differences at the cellular level, for instance,
originating from different degrees of cellular dehydration or oxidative stress, may
further complicate the HbS polymerization, such that each patient’s clinical mani-

festations are, to some extent, unique [86-88).

1.4 HDbS as a Target for Drug Design

1.4.1 HDbS aggregation is an Inefficient Process

Efforts to rationally design antisickling agents have often viewed the sickle hemoglobin
both as the drug target as well as the starting point for lead discovery. Such efforts
are indeed not new; the 1970s through the 1980s witnessed a good deal of research
interest into the molecular nature of the HbS molecule, as well as the search for
compounds capable of disrupting its polymerization. A prevailing doubt about the
suitability of the HbS molecule as target for drug development has to do with the
perceived limitation imposed by its high content level in man (about 450g) [67], sug-
gesting that an intolerably high dose of antisickling compound would be required to
achieve clinically useful degrees of inhibition [91]. This perception was mostly based
on an aggregation model built on the assumption of a highly efficient nucleation
dependent HbS polymerization process believed to involve two nucleation stages,
beginning with a rate-limiting homogeneous nucleation, followed by a highly effi-
cient heterogeneous nucleation phase [92, 93|. For aggregation to occur, the delay
time associated with the homogeneous nucleation should necessarily be shorter than
re-oxygenation circulation time, which is the time required for the hemoglobin to
pass through the blood vessels and be re-oxygenated [94]. In light of recent find-
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+ HbS
X Hba

HbA & HbS

Figure 1.4: (A) Schematic representation of how the Glu6Val mutation modifies
normal hemoglobin polymerization of HbS heterotetramers, involving linear Hb ag-
gregates formed by both HbA and HbS (left) into double HbS filaments (right). The
hemoglobin tetramer is represented as a circle, such that one quarter corresponds
to one protein subunit using the same coloring as in Figure 1.2. The #Glu6Val
mutation is indicated as a protrusion from the circle in the 35 subunit and the hy-
drophobic pocket as a nick in the neighboring §'; subunit. Seven double filaments
aggregate further to form fibers (bottom, reproduced with permission from reference
[89]). (B) A dimer formed by two HbS aggregates is shown. (C) This aggregation
is mediated by [F2Val6 interacting with the hydrophobic pocket formed by 31 Phe85
and 3'1Leu88. The side chains of these three residues are shown as yellow sticks and
also transparent van der Waals surfaces to better indicate the space these residues
occupy. Panels B and C were produced from PDB entry 2HBS [90]. The figure
was reproduced and reprinted with permission from Olubiyi et al., 2019 Copyright

©2019 ).

ings [95, 96], there is increasing need to revisit what is accepted with respect to
HbS polymerization kinetics. In a recent study employing high resolution differen-
tial interference contrast (DIC) microscopy (55 nm resolution at 1 Hz, the highest
resolution currently available for HbS aggregation kinetics), monomer incorporation
into HbS polymers was found to be a highly inefficient process, with only 30,000
out of one million HbS monomers incorporated per second [96]. This translates to

a 3% efficiency for HbS polymerization as against the previously reported monomer
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incorporation efficiency of more than 95% [97, 98]. This observation is supported
by the finding of Wang and Ferrone, who, based on light scattering experiments,
revealed that the overall thermodynamics into double filaments (Figure 1.4A) is
marginally unfavorable, with the axial contacts being 1.8 keal/mol weaker than the
lateral contacts [99]. At such a low polymerization efficiency, HbS monomer binding
and unbinding events are only marginally in favor of polymer growth, such that
small disturbances (for instance, resulting from inhibitor binding) are sufficient to
push the equilibrium towards polymer disassembly. Castle et al. calculated the mag-
nitude of binding disturbance required and estimated it to be a 1.2 keal/mol change
in HbS monomerpolymer interaction in 5% of the available HbS molecules that is
required to halt the polymerization process (see reference [96] for the calculation).
This agrees qualitatively with the earlier estimated =1.5 keal /mol hydrophobic free
energy contribution resulting from Val6 binding within the Phe85/Leu88 pocket
[100]. With about 30 picogram (pg) of hemoglobin per RBC [101, 102], disruption
of polymerization in less than 1.5 pg HbS per cell should in principle be sufficient to
frustrate aggregation, especially considering that only between 40 and 60% of the
RBCs typically undergo sickling [103]. This reasoning does not only bring HbS poly-
merization within the purview of non-covalent inhibition, but it also rationalizes why
antisickling effects have been observed for various small molecular weight inhibitors
[104-106]. For instance, screening for non-covalent antisickling agents that reverse
HbS polymerization by altering RBC shape and volume (towards more spherical
structures with larger volumes) discovered antisickling properties for gramicidin A
and monensin A at concentrations of 200 pM and 2 nm, respectively [107]. Another
example is the aggregation inhibition by HbF, which is required to be present in
a just a little fraction (0.2) of total hemoglobin of SCD patients to achieve clinical
resolution of symptoms [108, 109].This antisickling effect of HbF serves as the mecha-
nistic basis for SCD treatment with HbF-inducing hydroxyurea. Like HbF, addition
of HbA to polymerizing HbS has also been shown to inhibit HbS aggregation [110].

1.4.2 Antisickling Effect and HbS Conformation

Targeting sickle hemoglobin for inhibitor design does not only aim to directly in-
hibit its aggregation into multi-stranded polymers, but also includes approaches
that either result in the stabilization of the R conformation of the HbS molecule,
or the destabilization of the T conformer [111, 112]. Compounds whose antisick-
ling properties are based on this concept include vanillin and pyridyl derivatives
of vanillin, 5-hydroxymethylfurfural (5-HMF'), and the recently approved voxelotor
(GBT440) [58, 105, 112-116]. They bind to the N-terminal valine (and possibly
lysine) residues of the a-globin chains of HbS (Figure 4) [104], forming a reversible
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Schiff-base adduct which stabilizes the R-state and/or destabilizes the T-state, in-
creasing hemoglobin solubility, and thus inhibiting HbS aggregation. Igbal et al.
employed an electrochemistry-based technique to investigate HbS polymerization in
the presence of vanillin and 5-HMF [92]. At HbS concentrations of 100 mg/mL, ag-
gregation inhibition was obtained for vanillin concentrations corresponding to 0.5:1,
1:1, and 10:1 mole ratios relative to HbS. A similar pattern was obtained for 5-HMF,
except for an interesting observation that the 0.5:1 inhibitor/HbS ratio was found
to slightly promote aggregation. At 1:1 inhibitor/HbS concentration, both com-
pounds achieved roughly 70% aggregation inhibition, while a near perfect inhibition
was recorded when the inhibitor concentration was increased to achieve a 10:1 mole
ratio relative to the hemoglobin. In scanning the inhibitors against HbS, Igbal et
al. employed an HbS concentration that is about three orders of magnitude smaller
than the intracellular concentration of hemoglobin, which is 334 mg/mL assuming
an RBC volume of 90 fl and mean corpuscular hemoglobin of 30 pg. At such higher
cellular content of hemoglobin, a more efficient system of inhibition is probably
needed. Thus, continuing searches for antisickling agents is warranted, independent
of the successful progression of GBT440 through phase III clinical trial leading to
its recent FDA approval.

Figure 1.5: Binding of 5-hydroxymethylfurfural (5-HMF; yellow /red) in the a-cleft of
HbS via hydrogen bonds and hydrophobic interactions formed with both a-globins,
stabilizing the R-state conformation. The coloring scheme from Figure 1.2 is used
for HbS. The figure was produced from PDB entry 5URC [104]
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1.4.3 Interprotein Contacts during HbS Aggregation

In the quest to target HbS to directly disrupt polymerization as therapeutic ap-
proach, one should consider that this may be more challenging than it first seems
because of the plethora of multiple binding sites that, when interfered with, may in-
fluence the conformational preferences of HbS that favor or disfavor polymerization.
There exists a good number of data suggesting that both intra- and interpeptide
contacts sponsor the polymerization process of HbS, which involves interactions at
multiple sites on the hemoglobin molecule. Without doubt, the aberrant wvaline
residue at position 6 of the F-globin is involved, believed to be in immediate contact
with #'Phe85 and 5'Leu88 (Figure 1.4). It is thought that concurrently, to this
contact, a hydrogen bond between §Thr4 and 5'Asp73 is formed due to the spatial
proximity between these residues. In addition to these primary contacts, secondary
contacts, which involve hydrophobic and also a number of ionic interactions [90, 94,
117-120], have been identified and proposed to either influence directly the poly-
merization process, modulate the conformational equilibrium between the R and
T state, or simply modify the solubility of deoxygenated HbS. For example, the
aAsn78—Lys mutation leads to an increase in the solubility of deoxy-HbS, alleviat-
ing the severity of SCD [120, 121]. Another challenge for the design of antisickling
agents aimed at disrupting the aggregation process is a common problem when tar-
geting proteinprotein interactions, because these interaction sites are typically flat
and large, quite different from the “grooves” or pockets in which small molecules
typically bind.
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1.5 Aims and Objectives of the Study

The current understanding of SCD pathology suggests that effective management
depends on the availability of therapeutic methods that can prevent and treat the
hemorheological factors contributing to the development of crises that are common
amongst SCD patients. Our present limited knowledge of the detailed mechanism
of hemoglobin aggregation has resulted partly from the general reliance of national
clinical guidelines on medicine focusing largely on the reduction of painful crises and
improvement of hemotological functions. However, by developing a treatment that
exploits the static factors and dynamic forces driving the protein-protein interactions
in HbS, such treatment will be able to both prevent crises development and also re-
verse polymerization of HbS. Although, there are some herbal preparations that are
capable of inducing the reversal of erythrocyte sickle formation at the cellular level,
the recently approved voxelotor which is an orally administered medication is also
capable of inhibiting HbS polymerization. Ultimately, the aim here is to understand
the molecular mechanism underlying the aggregation of HbS. An understanding of
the mechanism is very crucial to the development of cheap,readily awvailable and
effective drugs, especially for SCD sufferers living in developing countries. In sum-
mary, there is a need to understand the molecular factors that drive the agpgregation
of HbS and to identify compounds that have HbS aggregation inhibitory properties.
Here in this thesis, using Molecular Dynamics (MD) simulations, we examine the
structural and conformational basis for HbS aggregation, most importantly the role
that the Glu6Val mutation plays in the aggregation process. Furthermore, using
computer aided drug discovery methods that combine both high throughput virtual
screening with MD simulations we aim to identify compounds that are capable of
binding to HbS and also possess HbS aggregation inhibitory properties. The iden-
tified compounds were further validated by performing anti-sickling assays. The
objectives of this thesis include:

1. Identifying protein-protein interaction hotspots to be prioritized in the search
to develop HbS inhibitors that prevent from HbS aggregating into fibers for SCD
therapy.

2. Screen libraries of small molecules e.g. organic molecules, natural products
and D-enantiomeric peptides for their aggregation inhibitory properties with vali-
dation provided by in vitro experiments.

This thesis is presented in the following order: In chapter 2, the methods em-
ployed in this work are discussed in detail. In chapter 3, the results are presented.
Finally, in chapter 4 the summary of all the results are provided and overall conclu-
sions are drawn.
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Chapter 2

Methods

2.1 Molecular Dynamics (MD) Simulations

In recent years, computational methods have become more relevant in the field of life
sciences due to the intricacies involved with studying biological systems. With the
invention of faster and more powerful computers, complex bio-molecular systems
can be explored using computational simulations and modelling [122]. Dynamics
simulation methods are widely used to obtain information about the conformations
of biological macro-molecules e.g. proteins, nucleic acids, lipids etc. as well as the
related kinetic and thermodynamic data [123-126]. They provide a bridge between
experiments and theory, thus enhancing conventional experiments [127]. Through
computer simulations, the motions of individual particles as a function of time can
be precisely studied, additionally it may provide insights into mechanisms and pro-
cesses that are not directly accessible through experiments [122, 127]. Computer
simulations have a wide range of applications, which includes discovery and design
of new drugs. Using a computer model to study the properties of a molecule is
faster and less expensive than synthesizing and characterizing it in the laboratory.
Computer aided drug discovery and design methods are commonly used in big phar-
maceutical and biotech industries [127].

Molecular dynamics (MD) are a computational simulation technique that model
complex systems at both atomic and molecular level. With the aid of MD simula-
tions, biologically relevant macromolecules and their environment can be studied.
MD simulations act as an interplay between the length and the timescales of the
micro and macro-attributes [122]. In addition to providing insight into experiments,
they reveal details which are difficult to discover in the laboratory due to complexity

and cost.
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2.1.1 The Molecular Dynamics Algorithm

A molecular dynamics simulation involves solving Newton’s equation of motion for
an atom i, with mass m; and net force F; that are within a system that consists of

other interacting particles. The equation is given as:

F; = ma;
&°r; (2.1)
my a2

Using a set of initial system conditions,the molecular dynamics algorithm can
provide accurate solutions for state properties, e.g. positions and velocities over
time [128]. At time zero, an MD simulation typically starts with defining starting
coordinates R(t = 0), which consist of coordinates ry5 » for N atoms. Using
experimental methods such as NMR, X-ray crystallography or homology modelling,
if a structure has not been resolved yet by experimental means, we can derive the
starting coordinates R(t = 0) for all atoms [129]. Most often, these initial structures
obtained experimentally need to be refined structurally e.g. by adding missing
atoms, before they can be used for MD simulations. There are several computational

approaches available that can be used for these refinements [130].

After the initial atomic positions have been determined, it is necessary to define
the initial velocities. Using a Maxwellian distribution, the initial velocities can be

assigned using the initial temperature of the system that also needs to be specified:

I'f'“.l.3
P(v) = ”‘%\ei-m? (2.2)

Here, P(v) equals the probability, m is atomic mass, v is velocity and k represents
the Boltzmann constant. There is, however, a tendency for the initial setup to be far
from equilibrium, because the velocities are assigned randomly. Due to this, it might
be necessary to further adjust these velocities [130]. To this end, the temperature is
gradually raised until thermal equilibrium at the envisaged temperature is reached.
The equipartition theorem (equation (2.4) can be used to link the thermal energy
with the kinetic energy, based on which the temperature of the system can be
adjusted by reassigning the velocities.

Eiher = %KT (2.3)
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In MD simulations, it is necessary to compute the forces acting on the atoms
at each timestep. The type of system that is studied and the level of details being
modelled determines how the force calculation is done. For example, in systems
where full atomistic descriptions are needed, the numerical solutions of the Newton's
equation of motions (see equation (2.1)) are required for each atom in the x,y,z
coordinate respectively. By solving this equation we can find the atomic coordinates
r; for atom i at time t. A gradient of the atomic potential, V;UJ is taken in respect
of the position vector of atom i, which in turn is used to obtain the atomic forces

from which positions and momenta are eventually computed: [130]

F,= -V,U
AU (R) (2.5)
oo

For systems that do not require full atomic descriptions, other forms of equations
of motions are solved to obtain the forces. An example is the Lagrangian equation

used for studying whole domain motion [131].

Through time discretization and selection of an appropriate timestep for inte-
grating the equations of motion, MD simulation involves sampling the phase space
based on the time-dependent evolution of the system [130]. In this thesis, the MD
simulations of the systems studied are based on the numerical integration of New-
ton’s second equation of motion. After knowing the system coordinates, velocities,
and forces at time £, one has to calculate subsequent positions of the interacting
atoms. An MD trajectory is simply a sequence of positions over time. The main
goal of the integration of Newton's equation of motion is to define position r(t + At)
at time £+ At by reference to the already known positions at t and t—A¢ [122]. There
are several algorithms that have been developed for the numerical integration of the
equation of motions. The three most popular ones are: the Verlet algorithm, the
Leapfrog algorithm and the Velocity-Verlet algorithm. The most commonly used
algorithm in MD simulations is the Verlet algorithm, this is due to its simplicity
and stability [122]. A disadvantage of the algorithm is that velocities at t can only
be calculated if the positions r(t + At) are known. Using Taylor’s expansion of the
coordinate r; of a particle at time t+ At, we can derive this algorithm. The equation

is written as:
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r;(t + At) = 2r;(t) — r;(t — At) + %mﬂ (2.6)

where At is the MD time step, the estimated error in the new position is of the order
of At'. Essentially, the trajectories represent the limit of an immeasurably small
integration step. It is often better i.e. more efficient to sample longer trajectories
using larger time steps [122]. Fast motions in the system are what determine the At
value; to ensure that the integration is stable, At has to be on the femtosecond scale
because bonds that involve light atoms (e.g. O-H) vibrate with periods of several
femtoseconds [122]. In the integration algorithm, even though the bond length can
be constrained to eliminate the fastest and less important vibrations, achieving a
time step higher than 5 fs in simulations of biomolecules is unlikely.

Integrating the Newton's second equation of motion, keeps the number of par-
ticles N, total volume of the simulation cell V' and total energy of the system E
constant. This means that the trajectory will be generated in the NVE or mi-
crocanonical ensemble. However, integration errors, force fluctuations, and lack of
consistencies in the forces generated majorly by the cutoff can result slow drifts in
the total energy [132]. The total energy contribution is constant, but not the ki-
netic and potential energy contributions, so a system that is not in equilibrium will
exchange potential and kinetic energies whenever the temperature changes. There-
fore, there is a need to control the temperature of the system. Most experiments
performed in the laboratory are done under constant temperature or pressure, and
in order to be able to compare experimental results with simulation results it will
desirable to perform MD simulations under the same conditions. By applying a
thermostat to the system, we can ensure that the temperature remains constant.
The velocity rescaling thermostat, Nose-Hoover thermostat, Langevin thermostat,
Andersen thermostat, and Berendsen thermostat are some of the methods commonly
used to control the temperature in MD simulation. To keep the pressure stable and
simultaneously the density of the system, a barostat is also used. The pressure can
be controlled using the Berendsen barostat or Parrinello-Rahman barostat.

Various types of properties can be extracted from an MD trajectory, but the
analysis performed ultimately depends on the question the simulation is intended to
address. For the applicable length of the simulation T, the equations of motion are
solved at every time step which results in a trajectory [130]. Using the coordinates,
velocities, potential energy, pressure, etc., one can calculate the desired equilibrium
properties over time [133]. An example is the Root Mean Square Deviation (RMSD)
which can be used to monitor structural luctuations by either averaging over selected

coordinates or over time in which the relative fluctuations of different susbsets of
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the simulation can be monitored. Analyzing MD-generated trajectories typically
involves calculating the time average of the quantity A over the simulation period
T [130]:

T
(A PDime = 7 [ Alr@).p(0)de @7
t=0

That is, (A(r, p)}time Which is dependent on the position r and momentum p,
this calculation is for a single point over the various time steps that constitute the

simulation time.

2.2 Force Fields

A mathematical expression that describes the relationship between the energy and
the coordinates of the system is referred to as a Force Field (FF). It is made up
of interatomic potential energy U(ri,r2,...,7n), and a set of parameters. In most
cases, the parameters are either obtained by fitting based experimental data such as
neutron spectroscopy, NMR, X-ray and electron diffraction, infrared, spectroscopy
ete. or from ab initio/semi empirical quantum calculations [132]. Molecules are
defined as a series of atoms that are connected by bonds and by using a FF, the
true potential is replaced with a simplified model relevant to the area being simulated
[132]. A FF is used to describe the motions of bonds and bond angles as well as
torsions, and also, non-bonding van der Waals and electrostatic interactions. There
are many FFs available, with different complexities and each developed to treat
different types of systems. Biomolecules such as proteins are most often simulated
either using an atomistic or a coarse-grained FF. A typical FF is represented with

the following equation:

1 1
U=)_ k(r—ro)’+ ) ka0 —60)’+
bonds
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In the equation above, the intramolecular contributions to the total energy in-
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cluding bond stretching, angle bending, torsions and improper dihedrals are denoted
by the first four terms, and the last two terms describe the non-bonded interactions;
the repulsive and Van der Waals attractive dispersion in the form of the Lennard-
Jones 12-6 potential and the Coulombic electrostatic potential respectively.

2.2.1 Intramolecular Terms

As presented in equation (2.8), the first term which is for bond stretching is most
times represented by a harmonic function which is useful for correcting the length of
covalent bonds. By using this harmonic form (with force constant k), the correct
chemical structure will be produced but it prevents modelling chemical changes such
as bond breaking which means certain chemical processes can not be studied. This
is one of the main disadvantages FF-based MD simulations have over ab initio MD
simulations [132]. Other functional forms (such as the Morse potential) may also be
employed but they are computationally expensive. Due to this factor and the fact
that the harmonic approximation is fairly good, existing potentials mostly use the
simpler harmonic approximation [132].

The harmonic potential can also be used in representing angle bending which is

often combined with a trigonometric function [132]:

Uben.ding = %ka{cﬂsﬁ - CDSHH}E {29)

In some cases, the Urey-Bradley potential is added to optimize the fitting to
vibrational spectra [134]:

U= 3 SHus(S — So) (2.10)

Dihedral or torsional angles involve four atoms. Unlike in angle bending and
specifically in bond stretching where the motions are of high frequency, torsional
motions are hundred times less stiff, and therefore very important in ensuring the
correct rigidity of the molecule and to replicate important changes in configuration
of the molecule, that are as a result of rotation about bonds [132]. Thus, they play a
vital role in determining the stability of different molecular conformations. As seen
in equation (2.8), the torsional energy is represented by a cosine function, where ¢
is the torsional angle, the phase is 4 , n represents the number of minima/maxima
between 0 and 27 and V', is energy barrier for the motion of the torsion. In some
cases, two or more terms can be combined with different n in order to construct
several minima with varying depths. The dihedral potentials can also be represented
alternatively, for example in OPLS FF the dihedral potential is represented by this
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equation.

U = Y ko+ %{1 + cosd) + %{1 — c0s2¢) + %{1 +cos3¢)  (2.11)

toraions

Lastly, in order to ensure desired planarity of some groups e.g. sp® hybridized
carbons in carbonyl groups or in aromatic rings or in esters, it is necessary to define
an additional term which is the improper torsion angles. They are used to ensure
the correct geometry and chirality of certain conformations. The improper torsion

terms are mostly represented by the equation below:

K.
Usmp = Z ;’“’ [1+ cos(2w — )] (2.12)
IMpropers
or
Kirﬂ
Uimp = Z 5 p{w — wﬂ}i {:213]
IMpropers

where w represents the deviation from planarity.

2.2.2 Intermolecular Terms

The fifth term in FF equation (2.8) is called the Lennard-Jones potential commonly
referred to as 12-6-L.J potential. It describes the potential energy interaction between
two atoms that are not bonded but separated by at least three covalent bonds. The
LJ potential consists of two parts: the repulsive and attractive interactions between
atoms. The repulsive interactions are for small distances and the weak attractive

part are for longer distances. The interactions between particle i and j are described

Vi = ; 46 [(:—j) . (:—j)ﬁl (2.14)

Here, V' is the intermolecular potential between the two molecules, €; represents the

Aas:

energy minimum of this potential, o;; represents the distance at which the inter-
molecular potential is minimal, and r;; is the distance of separation between both
particles.

The last term in equation (2.8) describes electrostatic interactions. Using the
Coulumbic function we can model the electrostatic interactions between charged

atoms or group of atoms and the partial charges are assigned to the atoms involved:

1 qig;
Uy = —— 241 (2.15)
4me=g €T3
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From the equation, the partial charges of atom i and j are represented by g; and
g; and e, is the relative dielectric constant. Although functions incorporating po-
larisation effects and higher multipoles have proved more accurate at modelling the
electrostatic potential, they often computationally expensive, therefore making the
Coulombic model the preferred choice [132].
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2.3 Virtual Screening: A tool Used in Modern

Drug Discovery

Developing and discovering novel drugs and therapeutics is typically a lengthy, la-
borious, and expensive process. In 2014, the average cost of developing a novel
drug from scratch was estimated to be 2.5 billion dollars. This represents a 145%
increase from the previous study made in 2003. This increase is primarily due to
the drugs high failure rate recorded [135]. On the average, it could take 10-17 years
before a new drug will hit the market [136], since it has to pass through all phases
for new drug development, from target discovery to drug registration. Recently, the
enthusiasm for rational approaches has been fueled by tremendous advances in com-
putations and protein crystallography [137-140]. As a result, in-silico approaches
have become increasingly popular and have become a crucial component of academic
and industrial research, directing drug discovery and development.

In order to develop drug candidates against a particular disease, a potential bio-
logical target is identified that plays a critical role in the progression of the disease.
Following the identification of a connection between the target and the disease, the
next step is to identify potential candidates that would treat the disease [128]. The
first step in this process is to identify molecules that demonstrate efficacy called
"hits” through a simple screen. Screening involves using high-throughput assays
to test and select a variety of compounds from databases based on their biological
activity. This step is very crucial to the development of new drugs but it involves
maintaining huge libraries of compounds and involves running several assays. This
makes it very expensive for researchers and small pharmaceutical companies and
it also increases cost for big pharmaceutical companies [141]. The next step after
identifying the hits is modifying them chemically into structures with relevant bio-
logical activity, i.e. to improve their pharmaceutical properties; such compounds are
referred to as "leads” [141-143]. In drug discovery, this strategy can be categorized
into two; lead identification and lead optimization. It is imperative to start with a
compound that exhibits some activity, against a particular receptor involved in a
disease [144]. Using the screening procedure, the compound pharmacokinetics and
toxicity can also be studied in wvive. Knowing other influencing factors is essential
since it is not always easy to link the biological activity of a compound to a specific
target [144]. The identification of a target protein and active site does not always
lead to a rational conclusion in the process of drug discovery. Developing new drugs
is hindered by many obstacles. The identification of structures for membrane pro-
teins, for example, can be a difficult task, so modelled structures are used [144]
Additionally, other factors such as water mediation at the interfaces of biomolecular

complexes and protonation states play an important role in determining drug inter-

29



actions. Metal ion-binding sites, residues in the binding site, and changes caused by
drug molecules binding are also crucial aspects to be accounted for when designing
new drugs [145-147]. High throughput screening (HTS) allows us to identify hit
and lead compounds by screening library containing several compounds for their
biological activity. In HTS, many compounds are identified on a trial-and-error ba-
sis. HTS, however is very expensive, time intensive and therefore often not feasible.
In order to overcome these challenges, innovative computational tools have been
developed to screen and identify compounds with desired biological activity. This
makes virtual screening a promising approach. Virtual screening has proven to be
an alternative to HTS in recent years, it is used for screening several libraries of
active compounds against the biological target in few days and identifying possible
hits.

2.3.1 Virtual Screening

Several libraries of small compounds can be screened using computer-aided drug
design (CADD) tools rather than the expensive experimental methods. Pharma-
ceutical companies have increasingly turned to virtual sereening to search for new
drug-like compounds or hits in recent years [148]. Virtual screening (VS) is a com-
putational approach employed in drug discovery for screening libraries in search of
molecules that will bind to a target ie. identify potential hit candidates. Virtual
screening aims to reduce the number of compounds that need to be tested experi-
mentally in vitro by first screening them computationally [149, 150], thus reducing
the time and costs associated with physical screening. In addition to identifying
the most promising compounds that will most likely bind to the target protein or
enzyme receptor, toxic compounds or those with unfavorable pharmacodynamic (for
example, potency, affinity, selectivity) and pharmacokinetic (for example, absorp-
tion, metabolism, bioavailability) properties are identified by VS [151]. Therefore,
VS technigques play an important role in the identification of new bioactive sub-
stances [152]. In recent years, VS has been widely used in drug development and
has already contributed to the development of compounds currently on the market.
Example of drugs that were discovered using VS include captopril (antihypertensive
drug), saquinavir, ritonavir, and indinavir (three drugs for the treatment of hu-
man immunodeficiency virus), tirofiban (fibrinogen antagonist), dorzolamide (used
to treat glancoma), zanamivir (a selective antiviral for influenza virus), aliskiren
(anti-hypertensive drug), boceprevir (protease inhibitor used for the treatment of
hepatitis C), nolatrexed (in phase III clinical trial for the treatment of liver cancer)
[153-156). There are two commonly used VS approaches employed in CADD based
on the knowledge of the target structure ; ligand based and structure based V5.
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Figure 2.1: Types of virtual screening workflow
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In ligand based virtual screening (LBVS) which is also called neighbourhood
search, the protein or enzyme target structure is unknown, it relies on the infor-
mation present in a known active ligand for lead identification and optimization.
This is very common when dealing with G-protein-coupled receptor (GPCR) tar-
gets [157-163] or protein structures resolved in the apo form [164]. Ligand databases
or libraries are searched to identify compounds that are similar to known active com-
pounds (similarity searching) or have a pharmacophore in common with a known
active ligand (pharmacophore substructure searching) [144]. It is based on the as-
sumption that ligands similar to an active ligand are more likely to be active than
random ligands. In LBVS, compounds that have specific pharmacokinetic, or toxi-
cological properties based on their structure, and physicochemical properties derived
from their ligand structure can be predicted by machine learning methods [165].

Unlike LBVS, in structure based VS (SBVS) the the three dimensional (3D)
structure of the target protein is known. Typically, SBVS starts with identifying
the potential active site where the ligand will bind to on the receptor [166]. Prefer-
ably, the active or target site is a pocket that contains hydrogen bond donors and
acceptors, hydrophobic properties and a surface that a molecule can adhere to [167].
Molecular docking is the method used in SBVS, and due to the immense growth
in 3D X-ray, NMR and cryo-EM structures, it has become very useful in the drug
discovery process. It is a robust, cheap, useful and promising technique used in drug
discovery. Therefore, in this thesis, structure based VS method "Docking” was em-
ployed for identifying potential aggregation inhibitors for sickle hemoglobin (HbS)
aggregation. Details on this method will follow.
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Figure 2.2: Typical workflow of a structure-based virtual screening (SBVS) [193].

33



2.4 Molecular Docking

Docking is the process that binds two molecules together computationally. Molecular
docking helps in predicting the binding conformations of a small molecule i.e. the
ligand, protein, to the appropriate target’s (protein) binding site. To accurately
carry out docking, one requires a three dimensional structure of the protein with
a known or predicted binding site. These structures can be generated through
experimental methods such as NMR and X-ray crystallography or via homology
modelling [144]. Docking can be achieved in two steps: first, by sampling the
conformation of the ligand in the active site of the protein, and then ranking the
conformations based on a scoring function [168]. These two steps will be discussed

further in the next subsections.

2.4.1 Sampling Algorithm

There are lots of binding modes possible between a ligand and a protein, generating
all these binding modes is too computationally expensive and takes a lot of time.
Therefore, several algorithms were developed to effectively sample the ligand in the
binding site and present only the important conformations.

Matching algorithm (MA)[169-171]is the simplest of all the algorithms devel-
oped. and it is very fast which is useful when screening large libraries. This algo-
rithm works by searching for molecules that are very similar in shape to the binding
pocket of the receptor. Both protein and ligand are represented as pharmacophores,
and the distance in the pharmacophore between the ligand and receptor is calecu-
lated for a match [152]. While matching, certain properties such as hydrogen-bond
acceptors and donors are considered. Examples of software that use this algorithm
include; DOCK [166], FLOG [172], LibDock [173] and SANDOCK [174].

Incremental construction (IC) [175-177] is another algorithm used in molecular
docking. In IC, the ligands are placed in the binding pocket of the receptor in
an incremental or fragmented way [168]. In order to dock into the active site,
the ligand is fragmentented by breaking its rotatable bonds. After doing this, one
of the fragments is selected to be docked into the active site first. The initial
fragment selected is most times the largest or the one with a significant interaction
with the receptor. The remaining fragments are now added into the binding site
incrementally. Examples of software that use the IC method are DOCK 4.0 [178],
FlexX [175], Hammerhead [179], SLIDE [180] and eHiTS [181].

Another algorithm used is the Monte Carlo (MC) [182, 183] technique and it is
based on stochastic methods. The binding modes of the ligands are generated by
modifying the ligand through bond rotation and translation or by rotation of the en-

tire ligand. After this modification, the conformation generated is now tested using
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energy calculation in the binding site. It is then either rejected or accepted based
on the Boltzmann’s distribution. The acceptance or rejection of the conformation
depends largely on the change in energy with respect to temperature. This process
of rejection or acceptance continues until the number of predefined conformation is
collected. Examples of software applying the MC methods include an older version
of AutoDock [184], ICM [185], QXP [186] and Affinity [187]. Its main disadvantage
is the uncertainty of convergence, but this can be minimized by running multiple
independent runs [141].

Genetic algorithm (GA) also uses the stochastic method and it is very similar to
the MC method. GA is based on Darwin’s theory of evolution. A set of parameters
describing the rotation, translation and conformation of the ligand with respect to
the protein defines the protein-licand arrangement. These parameters are referred
to as the "state variables”. The total interaction energy between ligand and pro-
tein is known as the fitness function, this function stochastically evaluates the set
parameters that are encoded in the chromosome. To generate a new chromosome
(offspring), random pairs of chromosomes are merged. The new chromosome inherits
genes from either parent based on the fitness value. Some of the new chromosomes
created undergo random mutations in which one gene is modified. These mutations
are only accepted if they result in a better fitness value. As a result, offsprings
that adapt better in environment reproduce and the poorer ones die. GA is used
in programs like AutoDock [188], GOLD [189], DIVALI [190] and DARWIN [191].
The limitation of the GA algorithm is also similar to that of MC algorithm, whereby
there is convergence uncertainty.

Molecular dynamics [192-194] algorithm is also used in molecular docking. MD
simulations allow for flexibility of both the ligands and receptors. A disadvantage of
MD simulations is that they generally proceed in very small steps, so they are not
able to overcome high-energy conformational barriers as a result, sampling might
be inadequate [168]. However, it has an advantage of achieving local optimization
efficiently. Therefore, it is advisable to generate the conformation of the ligand using

a random search and follow with a short MD simulation for refinement after docking.

2.4.2 Scoring Functions

In molecular docking, scoring functions are used for separating the good binders from
the bad ones. Scoring functions can be applied in different ways. In cases where
we are interested in how a single ligand binds to a receptor, scoring function helps
in accurately predicting the docked conformation which shows the 'true’ structure
of the receptor-ligand complex [141]. In cases where several ligands are evaluated,

scoring functions help in evaluating and ranking these ligands after generating the
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accurate poses [141]. Scoring functions simply estimate the binding energy of the
complex using various assumptions and simplifications and not exactly calculate the
binding affinity. Scoring functions can be divided into force-field-based, empirical
and knowledge-based scoring functions [195].

Force field functions [196-198] simply estimate the binding affinities of the protein
ligand complex by caleculating the sum of intermolecular / non-bonded interactions
(van der Waals and electrostatic) and bonded interactions [199]. The electrostatic

interactions are modeled by a Coulombic formulation while the van der Waals term

is described by Lennard Jones potential functions. As an example, we provide the
FF function which is used by DOCK [200].

_ Ay By g4
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ij
where rj; is the distance between protein atom i and ligand atom j, A; and Bj
represent van der Waal parameters, ¢; and g; represent the atomic charges, and the
distance-dependent dielectric constant is represented by =(r;;) The major limitation
of the FF scoring function is that it takes into account only the protein and ligand
interactions which is not robust enough. The Shoichet group [201] developed a more
robust function by adding solvent effects using implicit water models to the existing
protein-ligand ingteractions. The Poisson Boltzmann approach was also used to
model the electrostatic potentials, the van der Waals interactions were calculated
using the Lennard Jonnes potential and the electrostatic interactions between the

receptor and the ligand was estimated using DelPhi [202].

Empirical scoring functions: The energy terms used in empirical scoring functions
are simpler when compared to that of the FF functions. The number of types of
interactions between two binding partners is counted in this model [203]. This
can be done either by calculating the number of atoms of the protein and ligands
interaction with each other. It can also be calculated based on the difference in the
solvent accessible surface area (SASA) of the complex compared to the SASA of the
uncomplexed ligand and protein. LUDI [204], PLP [205-207], ChemScore [208] are
examples derived from empirical scoring functions. The coefficients of the scoring

function are usually fit using multiple linear regression methods.

AGyina = AGy+ AGy, Y (AR, Aa)

h—bonds
+AGionic Z f(AR, Aa) + AGhipo| Atipe| + AG ot Nrot. (2.17)

foricint.
Here, AG, is the binding energy without protein interactions, AGyy is the hy-
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drogen bonding contributions, AGioe is the binding energy from ionic interactions,
AGiipe is the binding energy contributions of liphophilic interactions, AG.. de-
scribes the loss of binding energy due to freezing of internal degrees of freedom in
the ligand while N, represents the number of rotatable bonds and f(AR, Aa) isa
penalty function that accounts for large deviations from ideal hydrogen bond and
salt bridge geometry.

Knowledge based scoring functions: These are based on the the structural infor-
mation that can be found in structures that have been solved experimentally and are
present in databases e.g. the Protein Data Bank. The similarities in the informa-
tion retrieved from the database is compared to that of the putative protein-ligand
complexes. The functions analyze erystal structures of complexes so as to find inter-
atomic contact frequencies between a protein and its ligand based on the hypothesis
that the stronger the interaction, the greater its frequency of occurrence [141]. Using
equation (2.18) the overall score can be calculated by accounting for both attractive

and repulsive interactions between the atoms in the protein and ligand.

w(r) = kT1n[g(r)], g(r) = (r)p(r)/p=* (r) (2.18)

where kg is the Boltzmann constant, T is the absolute temperature, p(r) is the
number of density of the protein-ligand atom at distance r, and p * (r) is the pair
density in the reference state where the interatomic interactions are zero and g(r)
is the pair distribution function [141].

All the scoring function methods explained above have their major limitations,
therefore to get better or improved results it is better to combine several scoring
functions and this approach is referred to as the consensus scoring [209].

Another method that started gaining recognition recently is the machine learning
method. The machine learning method captures binding effects that are too complex
to be explicitly modeled [210]. This scoring function deduces the functional form
directly from experimental data, rather than assuming [210]. In the prediction of
binding affinity of protein-ligand complexes, machine-learning scoring functions have
consistently transcended classical scoring functions. A 88.6% hit rate was recorded
by a program that incorporated the machine learning methods [211].
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Chapter 3

Results

This chapter is divided into three sub-chapters corresponding to three manuscripts,
of which Chapter 3.1 is accepted for publication in Proteins: Structure, Func-
tion, and Bioinformatics. Chapter 3.2 and Chapter 3.3 are manuscripts under

preparation.
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3.1 Multiscale MD Simulations of wild-type and

sickle hemoglobin aggregation
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Olujide

Sickle cell disease is a hemoglobinopathy resulting from a
point mutation from glutamate to valine at position six of
the g-globin chains of hemogblobin. This mutation gives
rise to pathological aggregation of the sickle hemoglobin
and, as a result, impaired axygen binding, misshapen and
short-lived erythrocytes, and anemia. We aim to under-
stand the structural effects caused by the single Glu&Val
mutation leading to protein aggregation. To this end, we
perform multiscale molecular dynamics simulations em-
ploying atomistic and coarse-grained models of both wild-
type and sickle hemoglobinn We analyze the dynamics
of hemoglobin monomers and dimers, study the aggre-
gation of wild-type and sickle hemoglobin into decamers,
and analyze the protein-protein interactions in the result-
ing aggregates. We find that the aggregation of sickle
hemoglobin is driven by both hydrohobic and electrostatic
protein-protein interactions involving the mutation site and
surrounding residues, leading to an extended interaction
area and thus stable aggregates. The wild-type protein can
also self-assemble, which, however, results from isolated in-
terprotein salt bridges that do not yield stable aggregates.
This knowledge can be exploited for the development of
sickle hemoglobin-aggregation inhibitors.

KEYWORDS
sickle cell disease, GluéVal mutation, MD simulation, protein
aggregation, protein-protein interactions
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1 | INTRODUCTION

Sickle cell disease (SCD) i a penetic disorder that af-
fects the red blood cells (RBC) and it results from a single
point mutation in the 8-globin gene, that substitutes glu-
tamic acid at the sixth position of the g-globin chain of
adult hemoglobin (HbA) to valine in sickle hemoglobin
{HbS)!. Hemoglobin is a hemoprotein found in the RBC
whose core function is to transport oxygen from the
ungs to the fissues and carbon dioxide from the tis-
sues back to the lungs. Itis formed by four polypeptide
chains, specifically, two o chains and two § chains (Fig-
ure 1)2. What is clinically known as SCD is caused by
a combination of physicochemical events at the molecu-
lar level that give rise to hemoglo bin delwdration, patho-
logic aggregation, altered RBC structure and ultimatehy
compromised RBC function. The levels of the endoge-
nous substrate, the 2, 3-diphosphoglycerate (2,3-DPG),
hawve been found to increase during SCD crises, with
the result that 2.3-DPG interacts with hemoglobin to
increase its polymerization ¥4, A combination of these
phenomena and others are responsible for reducing the
solubility of HbS, ultimately resulfing in the phenotyp-
ically observed sickling process. The consequences of
these changes include impeded transport and binding
of axygen, damages to the RBC morphology, and RBC
interaction with endothelial surfaces, premature dam-
age to the erythrocytes 3, agonizing vaso-occlusive cri-
sis, an overall poor health condition, and death 78%10,
It should be noted that there are disparities in clinical
symptoms (e.g, frequency and severity of pain crises)
exhibited among genetically identical SCD patients and
thereby sugpgesting that apart from HbS mutation and
concentration, environmental factors might also play im-
portant roles in disease development 1312, Howewer,
despite being studied extensively and being among the
first molecular diseases to be understood up to genetic
level 154 anly few drugs exist for disease management,
including L-glutamine, lydroxyurea, and arecently FDA-
approved drug called voxelotor 1918, A treatment alter-
native is the highly expensive bone marrow transplant,
which, however, is not readily available to patients in
developing nations where a significant majority of SCD

patients are found 11E1FI0ILIT  Bar instance, preva-
lence is concentrated in sub-Saharan Africa and parts
of south-east Asia, with more than 75% of the cases are
believed to be in Migeria, Democratic Republic of Congo,
and India 2324,

With pathological processes in SCD directhy linked to
the aggregation of HbS, having a working understand-
ing of the structural and dynamical processes under-
lying protein aggregation is crucial®. First, this pro-
vides an understanding of the aggregation process in
detail, which can then be exploited in rationally devel-
oping therapeutic strategies, including peptide-based in-
hibitors that target HbS aggregation®®. HbS aggrega-
tion, or polymerization, ocours via a double nucleation
mechanism2™282¥ ctarting with an homogenous nucle-
ation phase where HbS aggregates randomly. This is
followed by heterogeneous nucleation, where the rate
of polrmerization increases and new nuclei form on the
already existing polymer strands derived from primary
nucleation®®3132 |t was supgpested that the GlusVal
substitution in HbS encourages aggregation due to hy-
drophobic attraction between the gained valine and a
hydrophobic pocket involving PheB85 and LeuBS of the
adjacent HbS § globin (Figure Z). This substitution pro-
vides both the shape and physicochemical requirements
necessary to kick-start the first stages of HbS polymer-
ization. Howewer, it should be noted that ako HbA is
able to aggregate (Figure 24). Both HbA and HbS form
linear aggregates involving the formation of axial con-
tacts between o and 8 chains. Only in the case of
HBS, these linear aggregates grow into double filaments,
facilitated by lateral §-Vals-g-PheB5/LeuBB contacts
(where the prime indicates that Phe85 and Leu88 be-
long to another HbS molecule than Valé) The double fil-
aments further assemble into =200 A thick fibers, which
eventually accumulate in highly complex, pathological
HbS fiber networks 32,

One of the first maolecular dynamics (MD) studies of
Hba and HbS, carried out for 62.5 ps, compared the flex-
ibility of & and 8 chains in both HbA and HbS34. It was
revealed that the 8 chains are generally more flexible
in comparison to the o chains and that in HbS the M-
terminal region and helices D and F of the 8 chains ex-
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FIGURE 1 (A)The quaternary structure of Hb5 consisting of two o subunits (here denoted oy and a; for ease of
distinction, shown in shades of blue) and two 8 (8, and 5, shades of red) subunits. Each globin subunit carries one
heme (green), including an Fe?* jon (orangel (B) The hemes are linked to the globin by covalent bonds between their
irons and the M, of histidines HisB7 of the o chains and His?2 of the # chains, known as the proximal histidines. On
the other side of the hemes, the distal histidines are located, which are His58 in the o chains and His63 in the 8
chains. (C) The single mutaion GluéVal happens on the surface of the § chains near their N-terminus. The His and
Wal residues are shown as sticks and are colored by atom name (C: yellow: M: blue; O: red). This figure is reproduced
with permission®® and uses PDB entry SESE2® as HbS structure.

hibited a greater flexibility than those of HbA. It was im-
plied that the HbS aggregation process might be due to
this increased flexibility 4. This study also revealed that
the stability of the subunits in both HbA and HBS is due
to three factors, namely hydrogen bonding, hydropho-
bic interactions, and conformational energy of associa-
tion. In a recent simulation study, the binding free en-
ergy of HbA was determined through MD simulations
and umbrella sampling®®. The binding free energy of
HbA was found to be —4.4 + 0.5 kcal /mol, which is sig-
nificantly higher than the binding free energy reported
from a previous study for HbS (—14 + 1 keal/mol) 26, Fur-
thermore, it was revealed that less than the 20% of the
interactions in the contact interfaces are hydrophobic
and that, although there are similar electrostatically fa-
vored interactions found in both Hb& and HbS, the po-
tential energy associated with g-Glué is largely repul-
sive while mildly attractive potential energies are asso-

ciated with A-Vals 3. It was concluded that i) the pres-
ence of B-Vals is less important for the HbS polymer-
ization process than the absence of -Glué, and i) even
though hydrophobic interactions play a role in the ag-
gregation process of HbS, electrostatic interacions are
found to be more predominant as opposed to what is
generally believed that aggregation of HbS is driven ma-
jorly by hydrophobic interactions®633, This confirmed
the findings from a simulation study dafing back to 1990
that employed alchemical free energy calculations and
concluded that the contribution of lwydrophobic interac-
tions HbS aggregation could be in fact negligible 38,

The aim of this study is to provide an understand-
ing of the structural and conformational basis of HBS
aggregation, in particular the role of the GluéVal muta-
tion, in the aggregation process using MD simulations. A
difference to previous simulation studies 353638 ig that
we allow the hemoglobin molecules to freely associate,
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where they can form both axial and lateral contacts.
We report the results obtained from both all-atom and
coarse-grained MD simulations performed for both HbS
and HbA We first analyze the conformational flexibility
of both proteins and test the applicability of Martini as
coarse-grained force field* for modeling hemoglobin.
We next apply Martini to simulate the aggregation of
both Hb& and HbS. The protein-protein interactions in
the resulting ageregates are elucidated and their sta-
bility further examined by all-atom simulations of the
aggregates that were back-mapped from the coarse-
grained to the atomistic level. These simulations en-
able us quantify the relative strengths of molecular con-
tacts and identify protein-protein interaction hot-spots
between HbS molecules, which in future studies can be
prioritized for aggregation inhibitor design.

2 | METHODOLOGY

21 | Model systems

The crystal structures of HbA (PDB code 4HHB)? and
HbS (PDB code 2HBS) 2% were used as starting struc-
tures for the MD simulations. Hemoglobin consists of
four polypeptide chains, namely, two o chains and two
B chainsZ. The o chains consist of 141 amino acid
residues and the 8 chains involve 146 residues per chain.
In the following, we refer to these four chains as a1, B1,
az and B Each of the four chains contains a heme
group at the center to which molecular oxygen binds
(Figure 1). The HbS crystal structure ZHES is in fact a
homodimer, containing another four chains dencted a’1
8., a;, and .. Throughout this study, o through B; wil
be called a monomer, whereas chains oy -8 plus 4:';—;9'2
will be referred to as a dimer.

22 | All-atom MD simulations

To imvestigate the structural stability of HbA and HbS as
manomers and HbS also as a dimer, all-atom MD (AA-
MDY} simulations were initiated from heme-containing
crystal structures using CHARMM22*® as force field for
the proteins*! and the TIP3P model for water 2. The

proteins were first studied in their monomeric states.
To this end, the monomers were inserted into a dodec-
ahedron box, corresponding to a distance of at least
1.2 nm between the protein and the nearest box face.
The systems were then solated with about 52,000 wa-
ter molecules and ions were added to both neutralize
the system and reach an NaCl concentration of 100 mb.
Using the steepest descent algorithm, initial energy min-
imization was performed on the systems. This was fol-
lowed by MD equilibration of the systems for 100 ps to
reach a pressure pof 1 bar and atemperature Tof 300 K
Three eqgilibration runs per system using different initial
velocities were performed, which were then submitted
to the production runs in the NpT ensemble (with N
being the number of atoms) for 300 ns per run. During
the production runs, the termperature was regulated us-
ing the Mose-Hoover temperature coupling method 42,
while the pressure was controlled using the Parrinello-
Rahman barostat™. The particle mesh Ewald method 4%
wias used for the calculation of electrostatic interactions
in conjunction with periodic boundary conditions that
were applied in all three directions of space. A cutoff
of 1.2 nm was applied to the short-range Coulomb in-
teractions calculated in real space as well as the van der
Waals interactions. The LINCS algorithm was used to
constrain all bond lengths %6, and the equations of mo-
tions were solved using the leapfrog algorithm with a
time step of 2 fs. The same steps used for the monomer
setup were repeated for the HbS dimer and the single
production run for the dimer was carried out for 300 ns.

23 | Coarse-grained MD simulations

Using the final structure of the AA-MD simulation of
the HbS dimer, a coarse-grained MD (CG-MD) simula-
tion was performed to test the applicability of Martini ¥
for modeling hemoglobin. The atomistic structure was
converted to the CG model using the martinize py script
(version 2.4.). The CG topology for heme was taken from
the Martini website and the CG structure of heme was
generated as described by De Jong et al. " The Martini
force field fversion 2.2) was used to model HbS and the
surrounding water ¥, The protein was inserted into a
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# Hh5
X Hba

Hb& & HbS

FIGURE 2 (A)Schematic representation of how the GluéWal mutation modifies normal hemoglobin
polymerization of HbS heterotetramers, involving linear Hb aggregates formed by both HbA and HbS (left) into
double HbS filaments (right). The hemeoglobin tetramer is represented as a circle, such that one quarter corresponds
to one protein subunit using the same coloring as in Figure 1. The §-GluéWVal mutation is indicated as a protrusion
from the circle in the 8- subunit and the hydrophobic pocket as a nick in the neighboring £ subunit. Seven double
filaments aggregate further to form fibers (bottom). (B) A dimer formed by two HbS aggregates is shown. (C) This
aggregation is mediated by f;-Val6 interacting with the hydrophobic pocket formed by 8-PheB5 and f)-Leu88. The
side chains of these three residues are shown as yellow sticks and also transparent van der Waals surfaces to better
indicate the space these residues cccupy. Panels B and C were produced using the crystal structure deposited in
PDE entry 2HB52¢. The figure is reproduced with permission from ref. 2%,

simulation box using the same box dimensions as in the
corresponding AA-MD simulation. Energy minimization
using the steepest decent algorithm in vacuum was first
performed, followed by solation and adding ions toob-
tain an MaCl concentration of 100 mM. Another round
of energy minimization using the steepest decent algo-
rithr was performed; afterwards, a protein position-
restrained equilibration MD run was performed for a to-
tal of 200 ps. The production run was carried out for
300 ns with a time step of 20 fs. During the production
run, the temperature was regulated using velocity rescal-
ing with canonical sampﬂng“*. while the pressure was
kept constant at 1 bar using the Parrinello-Rahman bano-

stat™. The bonds were constrained using the LINCS
algorithm * and the secondary structure was keptin or-
der using elastic networks as implemented in Martini 47,

In order to study the aggregation of HbS into larger
aggregates, we performed CG-MD simulations start-
ing from ten HbS monomers. We inserted these HbBS
monomers randomly into a cubic box of dimension
41 nm = 41 nm x4 1 nm, with a minimum distance of 8-
10 nm between any two HbS monomers. Energy min-
imization using the steepest decent algorithm in wac-
uurm was first performed, followed by solvating the sys-
tem and adding ions to obtain an MaCl concentration of
100 mM. Ancther energy minimization using the steep-
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est descent algorithm was performed, followed by MD
equilibration for 250 ps inthe MVT ensemble (with ¥ be-
ing the volume of the system) and for 500 psunder NpT
conditions. A 30 gs production run was then performed,
using atime step of 30 fs. Toserve as control, the aggre-
gation of HbA was alkko simulated using the same simu-
lation protocol as just described for HbS.

24 | All-atom MD simulations of
CG-to-AA mapped dimers

HbA and HbS dimers that formed during the CG-MD
simulations studying aggregation were extracted and
converted to all-atom models through back-mapping 22,
Each back-mapped HbA and HbBS dimer was then sub-
jected to Ad-MD simulations for 250 ns. For these simu-
lations the same simulation protocol as described in sec-
tion 2.2 was applied.

25 | Simulation and analysis software

All MD simulations were carried out using the GRO-
MALS software package, version 20181, The analysis
of the simulations was also realized using various tools
of the GROMACS package as well as with the help of the
MDAnalysis package??. More details of the analyses
will be given when providing the results. Visualization
of the proteins was done with Visual Molecular Dynam-
ics (WMD) 32, while the data was plotted using ¥Xmgrace.

26 | MM/PBSA analysis

To quantify the HbS-HbS interactions in the all-atom
simulation of the HbS dimer crystal structure, we cal-
culated the binding free energies AGyna using the
method based on molecular mechanics combined with
Poisson-Boltzmann and surface-area continuum solva-
tion (MM/PBSA), asimplemented in g mmpbsa (https:
//rashmikumari.github.io/g_mmpbsa/)*. 300 snap-
shots sampled at 1 ns intervaks in that MD simulation
wene subjected to this analysis. Within the MM/PBSA

scheme, the binding free energy is defined as

AGying = (Cetimer — Grits-1 — Crpsa2) (1}

where (-} represents the ensemble average The free
energy for each of these three entities is given as

G = Eponded + Ecoul + EL) + Gpatar + Ghangolar — T5 (2)

Where Epanded, Ecad and £ indicate the bonded, elec-
trostatic and Lennard-Jones interactions, which are ob-
tained from the force field. Gpetar and Ghangetar are the
polar and nonpolar contributions to the sobeation free
energy, and the last term is the absolute temperature,
T, multiplied by the configurational entropy, 5. The en-
tropy can be estimated by a normalmode analysis of
the vibrational frequencies, yet this term is neglected
by 5_mmpbsa. The polar energy term Gaasy 15 obtained
by solving the Polsson-Boltzmann equation, whereas
the nonpolar term Granpsts i estimated from a linear
relation to the solvent accessible surface area (SASA).
The parameters for the calculation of AGyg,q were set
Diygsy = B0 for the dielectric constant of the solvent
(corresponding to water, Dy = 2 for the dielectric
constant of the solute [corresponding to a globular pro-
tein), ¥ = 0.0226778 k) /imol-A2) for the surface tension,
sasrad = 1.4Aas probe radius for the SASA calculation.
A Grang was further decomposed into its contributions
sternming from the interactions within the binding site
and between the relevant globin-chain pairings as well
as the contributions by the individual residues. To es-
timate the standard errors of the mean we applied the
bootstrap method with 2,000 bootstrap steps.

3 | RESULTS AND DISCUSSION
3.1 | Conformational dynamics of
monomeric hemoglobin

In order to asses the structural dynamics of Hb& and
HbA as monomers, we calculated the evolution of the
root mean square deviation (RMSD) of the C o atoms rel-
ative to the corresponding crystal structure. The RMSD
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results of the three runs per system werme averaged and
in Figure 3A the evolution of the mean for HbS and HbA
together with the standard deviations are shown. HbS
attains equilibrium somewhat faster, within &0 ns, than
Hb&, which underwent a conformational change in one
of the simulations at about 100 ns. Monetheless, for
both proteins the RMSD stabilized at about 0.35 nm in
the last 200 ns of the simulations. These low RMSD val-
ues imply that the two proteins did not deviate much
from their crystal structures, indicating their stability in
the simulations. The Ca RMSD values of the o and 8
globin chains feature even lower deviations from their
respective starting structure, which entails that the four
chains relaxed their positions with respect to each other,
explaining the higher RMSD values for the whole pro-
teins. For both HbA and HbS, the o chains have smaller
RMSD values than the 8 chains, which is in agreement
with the observations made in previous MD simulations
of HbA and HbS #333¢ | Ryrthermore, in both systems
the £; chains are the most flexible.

To obtain an understanding of the origin of the
structural fluctuations, we determined the root mean
squared fluctuation (RMSF) of the Ca atoms (Figure 3B).
In agreement with the RMSD results, a larger structural
flexibility is observed for the 8 chains, especially for 5
in HbA. This observation is in good agreement with a
previously reported, yet much shorter MD simulation of
12 ns done for HhS*®, The two systems show similar
RMSF patterns for the o and § chains, with most fluc-
tuations occurring in the loop regions which are known
from experiments to be the most flexible regions, espe-
cially those in the g-globin chains. The highest fluctua-
tions are noticed for the loop involving residues Valé67 -
GhyB3 of 5 of HbA. The fact that the HbS system under-
went less fluctuations in that region cannot be directhy
correlated to the mutationin HbS, as position six of the
B globin is neither in direct nor indirect contact with
the mobile loop region of the B chains. Moreover, from
experiments it is known that both proteins exhibit the
same unfolding kinetics 7, i.e., whether there is a Glu
or a Val at position six of the 8 globins does not affect
the stability of hemoglobin. In neither HbA nor HBS is
the stability of the helices affected by the loop motions;

they are all stable as the analysis of the secondary struc-
ture confirms.

Considering that the highest level of structure
changes in the B3 chain occurred in the vicinity of the
two residues imaolved in Fe®* binding, His63 and His92
(Figure 1), we decided to investigate whether these mo-
tions might indirectly affect the His-Fe?* interactions.
To this end, for the HbA and HbS simulations with the
highest structural fluctuations, the minimum distances
between the corresponding His residues and Fe* were
calculated for all globin chains of both Hb& and HBS
(Figure 51). In general, the His-Fe®* distances were
maintained over the whole trajectories. For both pro-
teins, the distances to His63 in the £ chains were on
average higher by 0.15-0.2 nm than the other His-Fe®*
distances. This finding might be of physiclogical im-
portance for the gas binding during which a single gas
maolecule fe.g., O) inserts between a histidine and the
Fel* jon. The allosteric transition between the T and R
states of hemoglobin are alko directly coupled to this
function. The strongest changes in His-Fe distances
were recorded for Hisé3 in the 82 globin chain of HbA.
Thus, this distance is indeed affected by the motion of
theneighbored loop. Snapshots of this Hist 3-Fe’* inter-
action taken at 93 ns {long distance) and 104 ns Ehort
distance) show that for the long distance His63 moved
away from the heme group (Figure 3C). However, this
motion is fast and reversible

3.2 | Conformational dynamics of
dimeric hemoglobin

Mext we tested the structural fluctuations of the HbS
dimer, using both AA-MD and CG-MD simulations. First,
the results from the 300 ns AA-MD simulation will be
reported. As for the monomer, we caloulated the Ca
RMSD with respect to the crystal structure (Figure 44).
During the first 200 ns, the dimer was very stable with
RMSD wvalues below ~0.5 nm. After 200 ns, however,
the RMSD increased to above 1 nm. To test whether
the structural changes underlying this rise in RMSD is
caused by structural instabilities in either or both of the
two HbS proteins composing the dimer (denoted as HbS-
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FIGURE 3 Results of the HbA and HbS monomer simulations. (A) The evolution of the Ce RMSD of HbA (top)
and HbS (bottam) is shown (black lines) as well as of the corresponding individual chains (ay: blue, ag: cyan, f: red,
Bz: magenta). For all BMSD calkeulations, the alignment was with respect to the unit for which the RMSD was
calculated (i.e., the whole protein or one of the globin chains). Averages over three simulations per protein are
shown; the shaded areas indicate the standard deviations. (B) The corresponding RMSF values (averaged over three
MD runs) of the Ca atoms of the individual chains are shown for HbA (top) and HbS (bottom). (C) Snapshots taken
fromone of the three HbA trajectories at ¢ = 93 ns and ¢ = 104 ns demonstrate the variability of the distance
between Fef* and the distal histidine residue that was menitored for the ; chain.

1 and HbS-2 in the following), we calculated their indi-
vidual RMSDs after separately aligning HbS-1 and HbS-
2 to their respective starting structures. Both HbS-1 and
HbS5-2 are found to be stable as their RMSD values do
not fluctuate and do not rise beyond 0.3 nm. To fur-
ther characterize the structural fluctuations within the
different chains, we calculated the Ca RMSF, which we
present as average over oy, og, a, and o for the o
chains and 8, B2, 8], and 8; for the § chains (Figure 4B).
Incontrast to the fluctuation profiles reported above for
the HbS monomer, in the HbS dimer the flexibility of the
a and g chains is very similar, which indicates a higher
structural stability of the S-globin chains in the dimer-
ized structure relative to the monomeric HbS. This can
be explained by the contacts that are present between
By and f; inthe dimer (Figure 2), which limit the motions
of these residues. We analyzed the secondary structure
of the dimer and observed the preservation of all helices
throughout the trajectory.

It can thus be concluded that both proteins compos-
ing the dimer are more stable than in monomeric HbS,
which indicates that the rise of the RMSD for the HbS
dirmer mu st result from recrientations of HbS-1 and HbS-
2 with respect to each other. To characterize this mo-
tion, we calculated the distance between the centres of

mass of Hb5-1 and Hb5-2 (Figure 4C, blue line), which
shows that the two proteins did not drift away from
each other. Only small distance fluctuations occurred,
which however cannot explain the sudden RMSD in-
crease at =200 ns. To further probe the cause of the
RMSD increase, we tested whether the orientation be-
tween HbS-1 and HbS-2 changes during the simulation.
To this end, we employed the Tel script fit angletel (pro-
vided at httpwww ksuivc edu/Research/vwmd/) using
its function sel_sel_angle_frames. This calculation started
with least square fitting a line through the coordinates of
the atoms of HbS-1 and HbS-2, respectively. The angle
between the resulting two lines was then determined
for all frames of the trajectory. In Figure 4D (red line)
the deviation of this angle from its starting value in the
crystal structure i shown. In the first 200 ns only small
changes in the orientation of HbS-1 and HbS-2 with re-
spect to each other occurred. However, after 200 ns,
a considerable angular motion of about 60° took place.
This angle change coincides with the rise in the owverall
RMSD, allowing us to conclude that this increase results
from achange in the orientation of the two HbS proteins
composing the dimer. The origin of this recrientation is
due to the formation of more stable interprotein con-
tacts, as discussed below in section 3.3
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FIGURE 4 Results of the HbS dimer simulations. (4) The evolution of the RMSD of the whole HbS dimer (black)
and of the composing HbS-1 and Hb5-2 proteins {different shades of green) obtained from the AA-MD simulation is
shown. The RSMD of the dimer in the CG-MD simulation is shown in gray. (B) The average RMSF values for the o
and # chains (red and blue, respectively) sup port structural stability of the globing in the AA-MD simulation. {C) The
evolution of the distance between the centres of mass of HbS-1 and HbS-2 in the Af-MD simulation (blue) confirms
stability of the HbS dimer. However, the change in the angle between the lines fitted through the atomic
coordinates of HbS-1 and HbS-2 (red) reveals rotations of HbS-1 and HbS-2 with respect to each other during the
AA-MD simulation. (D) Snapshots from the AA-MD simulation show the rotafion motion and the change in
interprotein contacts accompanying it. In the first 200 ns, the interactions are dominated by the hydrophobic
contacts involving B, -PheB5/LeuBB and f-Valé. In addition, there is also a contact between §,-AsnB0 and

ap-5erd? /His50, which is the only interaction that was present throughout the 300 ns simulation. At ¢ = 205 ns, the
side chains of B,-Glu?0/Lys144 and of f3-Lys17/Glu121 recriented, causing electrostatic attractions. This gives rise
to a rotation of HbS-1 and Hb5-2 with respect to each other, leading to stable electrostatic contacts between 8 and
B at ¢ = 215 ns. This recrientation is completed by a further polar contact between f;-AsnB0 and a-His20, while
the initial hydraphobic contact f-PheB5/LeuBB--Valé is broken in the rest of the simulation. The same
perspective is used for the four snapshots, highlighting the changes in orientation of chains o - 8; with time. The
coloring is the same asin Figure 1; ydrophobic residues are shown in yellow, polar ones in green, and positively and
negatively charged ones in blue and red, respectively.

Since our aim i to simulate HbS aggregation, which dimer modeled at the CG level was found to be stable.
can only be accomplished at the CG level given the con- The RMSD rose quicky to 0.6 nm within the first 10 ns
siderable system size, we first probed the stability of and fluctuated between 0.6 and 0.8 nm for the rest of
the HbS dimer in a CG-MD simulation. For comparabil- the simulation. This is below the RMSD that was ob-
ity with the AA-MD simulation, this was run for 300 ns tained in the AA-MD simulation of the HbS dimer, as
and also analyzed in terms of Car RMSD (Figure 44) The the two HbS proteins composing the dimer did not ro-
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tate with respect to each other as happened in the AA-
MDD simulation. This suggeststhat the Martini force field
is a suitable choice for simulating the aggregation of
hemaoglobin.

3.3 | Protein-protein contacts in the
HbS dimer

Inorder tounderstand the recrientation motion that oc-
curred in the AA-MD simulation of the HbS dimer, we
analyzed the residue-residue contacts between HbS-1
and Hb5-2. Since the reorientation took place at about
200 ns, the average interchain contact maps were com-
puted for the first 200 ns and last 100 ns of this sim-
ulation. The same kind of analysis was applied to the
CG-MD simulation of the HbS dimer, which serves as
reference here.

For the HbS dimer in the AA-MD simulation, the in-
teracting chains for the first 200 ns were identified as
Br-p; and By -a;, whilein the last 100 ns additional con-
tacts were formed in the chain combinations g;-6; and
Ba-ar. To further dissect these interactions, they were
resolved at the residue level. Residue jis said to be in
contact with residue j when they are within a distance
of 0.5 nm of each other. Table 51 shows the compar-
ison between the amino acid residues interacting dur-
ing the first 200 ns and last 100 ns. These contacts are
generally quite similar, especially those involving the By
chain, and involve lateral contacts that have been pre-
viously reported experimentally to be critical in the ag-
gregation process of HbS2538 such as 8,-ThrB7 /LeuBB
with go-Ser?, gy -ThrB4 with g-Valé, and 8,-Thr87 with
B5-Alal0. These are contacts involving and surrounding
the mutation site §-Vals, lending support to the impor-
tance of that mutation for the HbS aggregation. Another
contact, which was present all the time, is between -
A=nB0 and af-Serd9/His50.

As the contact information does not provide insight
into the strength of these interactions, we calculated
the non-bonded interaction energies consisting of both
Lennard-Jones and electrostatic interactions using the
rerun option of the GROMACS mdrun program for all
the residue pairs identified by the protein-protein con-

tact anaklysis. For the residue pairs with a time-averaged
interaction energy below —2 kcalfmol the results are
shown in Figure 5A. The strongest intermolecular inter-
actions are mostly electrostatic in nature, involding salt
bridges, such as the interactions §y-Glu?0-55-K17 and
Br-lys144-52-Glul21. The major difference noticed in
the interactions between the first 200 ns and last 100 ns
is the presence of hydrophobic interactions in the first
200 ns invelving 85-Pro5 interacting with £,-Ala70 and
B5\alé forming contacts with §;-Ala70/PheB5/LeuBE
of the other HbS protein, yet absence of these interac-
tions in the last third of the simulation. The electrostatic
interactions, on the other hand, are only weakly present
the the first 200 ns, but dominate in last 100 ns. This
indicates that the Valé gained from mutation remained
near the hydrophobic cavity as present in the crystal
structure during the first 200 ns, but moved away from
that site in the latter part of the simulation. This i a
consequence of the rotation of the two HbS proteins
with respect to each other (Figure 4C), which is initi-
ated by electrostatic interactions of B -Glu®0/lys144
with B-lys17/Glul21 that are only weak initially but,
due to structural fluctuations of the long side chains
being imvobleed, gain traction in the course of the sim-
ulation. At about 205-215 ns these interactions are
fully established. This is accompanied by a further po-
lar contact that formed, namely between fz-AsnB0 and
ag-His20, while the other polar contact, §1-AsnB0-ag-
Serd%/His50 is the only interaction that survived the
whaole 300 ns simulation. The rotational motion of HbS-
1 and HbS-2 with respect to each other along with the
relevant residue-residue contacts is illustrated by snap-
shots taken from the AA-MD simulationin Figure 4D, It
should be noted that the importance of salt bridges in
the lateral HbS-HbBS contact formationwas also empha-
sized by Galamba and Fipolo; based on umbrella sam-
pling MD simuations they identified, among others, the
B -Gh.l‘?{l—ﬁ;-Kl}' salt bridge as a strong interaction 34,

The gain of interprotein Coulomb and Lennard -Jones
interactions may be counteracted by the loss of interac-
tions with the surrounding solent. To assess the inter-
play between protein-protein and protein-solvent inter-
actions, we calculated the binding free energy, AGg.q
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using the MM/PBSA method and decomposed it into
relevant contributions (see Eqgs. (1) and (Z), Table 52 and
Figure 52} It should be noted that the absolute energy
values that result from this method when applied to HBS
dimers are too approximate to warrant anin-depth anal-
ysis. They are neither com parable to experimental bind-
ing free energies of HbS dimerization *¥%0 nor to those
obtained from more accurate, yet computationally more
expensive umbrella sampling calkculations 536, More-
over, a previous simulation study that used MD simula-
tions and MM/PBSA to caloulate AGyq for HBS dimer-
ization produced a value an order of magnitude smaller
than the experimental and umbrella sampling values ¥,
Therefore, here we only use the MM/PBSA results to
study the change in A Gy contributions with time in
order to unravel the underlying interaction changes. In
a recent work by our group where we applied the same
MM/PBSA method for the binding of small molecules
to a protein, we were very successful in identifying
strongly and weakly binding ligands, as confirmed by a
wet-lab binding assay, by using relative AGy,q energies
{and ignoring the absolute values) %1,

Considering the major structural rearrangement that
oocurred in the HbS dimer at =200 ns, the assessment
of AGyzng was performed separately for the time spans
0=-200 ns and 200-300 ns. Comparison of the resulting
AGrina values reveals that the reorientation in the HbS
dimer at =200 ns is driven by the formation of more sta-
ble residue-residue contacts than those present before,
leading to a decrease in AEqqy. This confirms the con-
clusions drawn abowve that the creation of salt bridges in-
volving globin chains § and A; are the main driving force
behind that recrientation within the dimer. This comes
at the energetic cost of sohvation, as AGga,, increases;
however the gain from AEgqyy is larger than the loss
from AGpsiar. The dissection of the AGyag values into
their per-residue contributions unravels that negatively
charged residues are often complex-stabilizing whereas
positively charged residues contribute with positive en-
ergy values to AGund. The comparison between the
per-residue contributions at 0-200 ns and 200-300 ns
reinforces our inference that the hydrophobic residues
around ﬂé-‘u’alﬁ are no longer of relevance after the

dimer adjusted its geomefry to create salt-bridge inter-
actions between chains f and ,ﬂg We thus conclude
that the lateral contacts in the HbS dimer crystal re-
ported by Harrington et al. 28 are strong enough to sus-
tain for a certain simulation time of the HbS dimerin so-
lution at room temperature, yet other, electrostatic con-
tacts are alko possible and, due to their strength, can
cause reorientations in the dimer.

For the HbS dimer in the CG-MD simulation, two
residues i and j were considered to be in contact when
the distance between any two beads from respective
residues was under 0.75 nm. The interacting chains dis-
covered in the first 200 ns and last 100 ns are the same,
which correlates with the small RMSD values observed
throughout this simulation (Figure 4A). Table 53 shows
the list of interprotein contacts found in the CG system.
The interchain contacts are similar to those found in
the AA-MD simulation, such as f-Valé interacting with
the hydrophobic residues Ala70, PheB5 and LeuBB of
the 8 chain. However, there are also few differences.
For example, fi-Gly&? interacts with g;-Vall/Valé, g-
LeuBB with g;-Val126, and f-Asp73 with g;-lys132
Apart from the latter interaction, the predominant inter-
actions are found to be mainly of hydrophobic nature
(Figure 5B) and are mainly at and around the mutation
site §;-Valé and its preferred interaction region at §;-
PheB85/LeuBB. This implies that these hydrophobic in-
terprotein contacts are strong enough that the crystal
structureof the HbS dimer remains stable in the CG-MD
simulations. Moreover, based on Figure 5B it seems that
electrostatic interactions are generally less dominant in
the Martini force field, as the single salt bridge present
between Hb5-1 and Hb5-2 in the CG-MD simulation
of the HBS dimer is only somewhat stronger than the
hydrophobic interactions. Therefore, there is no elec-
trostatic driving force for reorientations between HbS-1
and Hb5-2 as witnessed in the AA-MD simulations

3.4 | Hemoglobin aggregation
simulations

The aggregation of HbS was studied using CG-MD sim-
ulations, by allowing ten HbS monomers to ageregate
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FIGURE 5 Time-averaged residue-residue interaction energies between hemogblobin molecules. In the upper
panels, the energies between the two HbS proteins composing a dimer from (A) the A8-MD simulations and (B) the
CG-MD simulations are shown. In the lower panels, the interaction energies between any two hemogblobin
malecules in the aggregation simulations leading to a decamer in the CG-MD simulations of (C) HbS and (D) HbA are
presented. Interaction energies imolving Valé of HbS are highlighted in yellow, while electrostatic and polar
interactions are colored in blue and green, respectively. Purely hydrophobic interactions as well as interactions
between hydrophobic and polar amino acids are shown by gray bars.

freely in a cubic simulation box for 20 gs. At the end of
the simulation, a decamer had formed, which adopted
an elongated shape (Figure 6, left). An oligomer size
analysis was carried out to study the growth of the ag-
gregate as a function of time (Figure 7A). Monomers j
and j are said to associate when the distance between
any bead in 7 & under 0.75 nm from ary bead in j. It
should be noted that this kind of analysis s quite mo-
bust against the chosen cut-off distance as a reduction
of this cutoff to 0.65 nm did not change the result. We
decided to use 0.75 nm to have a consistent contact
definition throughout this study, as this cutoff was ap-
plied to the HbS dimer, too. Monomers / and § were
said to dissociate when the minimum distance between
them is more than 1 nm. This higher cutoff compared

to the one applied for defining association allows for re-
orientations between two HbS proteins in the process
of assembly, which might temporarily increase the dis-
tance between them, without them being counted as
dissociation events. Figure 7A shows that the aggrega-
tion either imoboes the attachment of amonomer or of a
transiently formed dim er to the growing oligomer, which
reaches the decamer state at about 20 ws. To check
whether the individual monomers underwent notewaor-
thy structural changes during the aggregation process,
the Ca RMSD was recorded for all HbS proteins (Fig-
ure 7BL The resulting values are all in the range of 0.4-
0.6 nmand stable within 5 ps, revealing that, apart from
some initial changes, the individual HbS proteins did not
undergo noteworthy structural rearrangements follow-
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ing the oligomer formation process

In order to identify important protein-protein con-
tacts imvolved in the self-assembly process, interpro-
tein contact maps were calculated for the interfaces be-
tween any two proteins (called dimers in the following)
present in the decamer. A total of ten such dimers were
identified (Figure &, left). To separate the weak and thus
unimportant contacts from the strong ones, we calcu-
lated the interaction energies for all contacts identified.
The interaction energies of these strong contacts are
displayed in Figure 5C. Several amino-acid contacts re-
ported from previous studies were found to be present
inour simulation. Interestingly, S--Valé, whichisthe mu-
tated residue believed to be the main cause of sickling of
red blood cells, is found forming lateral contacts with hy-
drophobic amino-acid residue 8;-ThrE7 of the interact-
ing HbS protein. As mentioned above, these lateral con-
tacts are also present inthe crystal structure of the HbS
dimer 2% and were also reported in the studies carried
out on the molecular interactions in the crystal structure
of HbS by Padlan and Love 2%, However, there are differ-
ences in the location of the amino-acid residues on the
B-globin chains. In the previous HbS crystallographic
studies, these contacts are found to exist between By
and B; or Bz and £ chains. Pro5, which is also an im-
portant amino-acid residue forming contacts in the HbS
fiber, is seen here on the Sz chain to interact with a se-
ries of aminc-acid residues, such as ThrB4, PheB5, and
ThrE7 of the A; chain of the other monomer. This is com-
plemented by fo-5er? interacting with f5-leuBB. All
these residues are in the direct neighborhood of B-Valé
and B -Thr87, respectively. It can thus be concluded
that the lateral interactions in HbS aggregation are not
only mediated by §-Valé but are a cooperation between
this and surrounding residues. The energy plots in Fig-
ure 5 show that these interactions imvolve both hydno-
hobic and polar interactions.

As for the HbS dimer in the Af-MD simulation, elec-
trostatic interactions are alko found to play a mole, es-
pecially those invalving 8-Glu®0, which prefers to form
contacts with f-lysi7. Here, the combinations fi-
lys17- 8 -GluP0 and B2-Glu?0-g)-Lys17 are encoun-
tered. This contact can be formed together with the

neighboring contacts imvolving 8-Valé, as the snapshot
of the HbS dimer at ¢ = 215 ns in Figure 4D shows. Fi-
nally, the interactiong, -PmE—,ﬁ;-L\,rs,ﬁ-ﬁ should be men-
tioned, as it is of considerable strength and has not been
observed for the HbS dimer. In summary, the Martini
force field identified the |ateral contacts known from the
HbS dimer crystal structure as driving force behind HbS
aggregation, in addition to a neighboring electrostatic
interaction that is not present in the crystal structure.

With the ocbjective to test how robust our simula-
tion results are with respect to the mutation S-GluéVal,
we performed the same kind of CG-MD simulation for
the aggregation of HbA. Figure 7A shows the oligomer
size as a function of ime for HbA, which is very simi-
lar to that of HbS. The only difference is that the max-
imum oligomerization state of ten was reached earlier,
already at about 10 ws. Similar to that of the HbBS,
the HbA decamer alko adopts an elongated, yet more
curved shape (Figure 6). It should be noted that HbA is
known to be able to form linear aggregates, which is fa-
cilitated by the formation of axial contacts between the
a and B globins of neighboring hemoglobin molecules
({Figure 24)%%, The structural changes of the individual
HbA proteins during the simulation were assessed by
calculating the Car RMSD from their respective starting
structure (Figure 7B). The RMSD values are mosthy sim-
ilar to those of the HbS proteins during the aggregation
simulation. Only one HbA protein deviated more from
the starting structure, reaching RMSD wvalues of about
0.7 nirm.

As for the Hb5 aggregation, we identified important
protein-protein contacts imvolved in the self assembly
process of HbA by analyzing the interprotein contacts
present in the decamer. Most of the dimers that formed
during the HbA aggrgeation are found to have similar in-
teracting regions. The strongest contacts are present be-
tween chain oy and B, chain 8y and 8], as well as chain
Bz and a;. Comparison with the chain-chain interac-
tionsthat drove the aggregation of HbS reveals asmaller
imvolvement of chain S and an engagement of an in-
stead in Hb& aggregation. Among the strongest molec-
ular interactions, the electrostatic ones prevail, also in
terms of their number (Figure 5D). An example is the
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4224 10 HbS or HbA

monomers

HbS decamer

HbA decamer

FIGURE & Hemoglobin aggregation pathways obtained from CG-MD simulations. The simulations were started
fram ten HbS ar HbA monomers. The aggregation proceeded in a stepwise fashion until an HbS (left) or HbA (right)

decamer formed.

positively charged residue B8,-Lys17 that interacts with
the negatively charged Asp74 and Asp75 of :r; Impar-
tantly, Glué which is the only aminc-acid residue that
differentiates Hb& from HbS, is seen here as part of
the g chain of one monomer interacting with several
amino-acid residues, including Arg30 and Met55 of the
By chain of another monomer. The presence of A-Glu,
and the absence of a valine residue at that place, thus
cause the aggregation of HbA to proceed via a differ-
ent protein-protein interaction surface than in the case
of HbS. This observation is supported by the fact that
the only noteworthy hydrophobic /hydrophilic contact
was formed between f;-Val20 and o] -Prol14, an inter-

action that was not observed during HbS aggregation.
Maoreowver, while the CG-MD simulation of HbS aggrega-
tion predicted this process to be mainly driven by lateral
contacts, in the case of HbA the aggregation is largely
facilitated by axial contacts

3.5 | Stability of back-mapped dimers

While it is reassuring that the Martini force field is able
to distinguish between different interactions giving rise
to HbS and Hb& aggregation, we further verified that
the protein-protein contacts sampled in the CG-MD sim-
ulations are indeed stable by transferring the ten HbBS
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FIGURE 7 Results of the ageregation simulations of HbS ftop) abd HbA (bottam). (4) The aggregation state in
terms of number of hemeoglobin proteins in the oligomer that formed is provided. (B) The evolution of RMSD of the
individual proteins during the aggregation simulations confirms protein stability. (C) However, the RMSD of the
back-mapped dimers composing the decamer during the A~A-MD simulations reveals that some of the HbA dimers
are not stable. In (B) and (C) the different RMSD curves for the different proteins or dimers are shown in different

shades of green and blue, respectively.

and ten HbA dimers that compose the respective de-
camer backto the all-atom level and performed for each
of them a 250 ns AA-MD simulation. The resulting Ca
RMSD plots (Figure 7C) reveal that the HbS dimers are
more stable than the HbA dimers. This indicates that
maore stable protein-protein contacts are present in the
HbBS dimers, which in reverse renders HbS mone prone
to aggregation in contrast to HbA For the HbS sys-
temns, eight of the ten dimers have RMSD values below
1.0 nm and the remaining two show deviations of max-
imal 1.5 nm. For HbA, on the other hand, 70% of the
dimers feature RM5D values above 1.0 nm, and three
of the dimers even reach RMSD wvalues clearly above
2.0 nirn.

The two most stable and two least stable back-
mapped HbS dimers {final RMSD = 0.5 and = 1 nm,
respectively) and the three least stable HbA dimers {fi-
nal RMSD = 2 nm) were analyzed in more detail to un-
derstand the sources of stability and instability, respec-
tively. We first assessed whether the dimers dissoci-

ated by calculating the distance between the centers of
mass of the two hemogblobin proteins composing the
dimer in question (Figure 534). While none of the HbS
ar HbA dimers dissociated within the 250 ns simu lation
time, the distance between HbA-1 and HbA-2 is gener-
ally larger than that between HbS-1 and HbS-2 and even
reached beyond 7 nm. In the HbS dimers, on the other
hand, this interprotein distance is mostly below & nm
and thus similar to the corresponding distance in the
HbS dimer crystal. These different distances follow from
the distinct interprotein contact areas in Hb& and HbBS
dimers, imeolving axial contacts in the case of Hb& and
lateral contacts in the HbS dimers. MNext, we analyzed
whether the hemogblobin proteins change their orienta-
tion with respectto each other by calculating the change
in angle between them. As done before, we fitted a line
through the atoms belonging to a HbS-1 and HbS-2 (or
HbA-1 and HbA-2), respectively, and computed the an-
gle between these lines. In Figure S3B the change in this
angle is plotted. In the two HbS dimers with the lowest
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RMSD values, the orientation of the two HbS molecules
with respect to each other is stable, the angle changes
are generally below 25°. In the unstable HbS dimers, on
the other hand, the relative crientation of the two HbBS
proteins is less conserved, as angles of 507 and above
are reached. However, in two of the most unstable HbA
dimers this angle even rises beyond 150°, reinforcing the
conclusion that no stable interprotein contact surface
has formed here

In order to identify the protein-protein contacts that
lead to either stable or unstable hemogblobin dimers, in-
terprotein contact maps were calculated and for the con-
tacts identified the interaction energiesdetermined. For
the strong HbS contacts, the time- and dimer-averaged
interaction energies are provided in Figure S3C. Similar
residue-residue contacts are found as identified in the
Ab-MD simulation of the HbS dimer started from the
erystal structure (Figure 54) and as encountered during
HbS aggregation in the CG-MD simulation (Figure 5D,
which underscores the importance of these lateral in-
terprotein contacts for both the aggregation process
and the stability of the resulting aggregates. The con-
tacts majorly imvolve or surround the mutation site Valé,
such as f1-Ala70/ThrB4/LeuBB /Phed 5 interacting with
B5-Pro5/Val6/5er?. Moreover, as observed in the HbS
dimer in the A&-MD simulation and CG-MD aggregation
simulation, where electrostatic interactions appeared to
play a major role, f1-Glu0 is found to strongly interact
with g-Lysl?. Another noteworthy protein-protein in-
teraction is observed between 8y-Asp73 and the polar
amino-acid residue B;-Thrd. This interaction emerged
from its neighborhood to the mainly ydrophobic inter-
actions involving the mutation site Vals. The number of
interactions in the least stable back-mapped HbS dimers
is notably smaller. Especially the interactions imvolving
Valé of the B chains and its surrounding residues are less
proncunced or even missing, which cannot be compen-
sated by the additional contact involving fz-His? and
B5-lys120 and the very strong electrostatic interaction
between f1-Glu0 and 8;-Lys17. It can be inferred that
the latter gives rise to the stably low interprotein dis-
tance in the least stable HbS dimers (Figure S3A), yet
it is not sufficient to keep the orientation between the

two proteins the same.

For the HbA back-mapped dimers, the contacts in
the least stable dimers are completely different than
those that drowve the aggregation process (Figure 53C
wversus Figure 5D). This finding is different to the obser-
vations made for HbS and indicates that the interpro-
tein contacts encountered during HbA aggregation do
not give rise to a characteristic aggregation pattern as
seen for HbS. Another difference is that the contacts
are not formed between two B chains underlying lateral
contacts, but between oy and 8] or §; corresponding
to axial contacts. As for the Hb& aggregation process,
the strongest intermolecular interactions in the HbA
back-mapped dimers are mostly electrostatic in nature,
such as the interactions a-lysé0- 8, -GluP0/Asp 94 and
ay-LysB2-81-Aspd7.  Ancther prominent interaction
imvolves the polar contact a-5erd9/Ser52-5]-AsnB0.
Hydrophobic contacts, which are individually weaker
than an electrostatic or polar contact, yet in HbS imeo ve
several residues at once and are in sum of noteworthy
magnitude and involve a larger contact area, are com-
pletely missing in the HbA dimers. This implies that
the electrostatic/polar interprotein contacts in the HbA
dimers are strong enough to prevent the HbA proteins
to dissociate from each other, yet they are too local to
avoid protein recrientations in the dimer.

4 | CONCLUSIONS

We studied different aspects of the human sicke
hemoglobin beginning with the conformational dynam-
ics of its monomeric units and finishing off with the ag-
gregation into decamers and an analysis of the under-
lying protein-protein interactions. At each point, the
wild-type hemoglobinwas studied alongside to provide
a reference system for interprefing the observations
from the sickle hemoglobin structure and, crucially, for
shedding light on the structural effects of the disease-
causing GluéWal mutation. Our investigation revealed
that this mutation kicks off effects that may not be di-
rectly obvious. We uncovered that the mutation leads
to an increase in the overall structural rigidity of the
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sickle hemoglobin monomeric and dimeric assemblies.
The g-globin chains in parficular were observed to ex-
hibit diff erences in flexibility between the sickle and the
wild-type hemoglobin, with the former's 5-globin chain
being more stable. The involvernent of this particular
chain in reported aggregate contacts indicates that even
aslight stabilization of this chain could contribute to the
difference between pathologic aggregation observed in
sickle hemoglobin and the absence of it inthe wild type.
Our analysis also revealed a stabilization of the Hisé3-
Fe®* coordination as a result of the GlusVal mutation
that may play a role in the reduced O binding by sickle
hemogblobin.

From the aggregation simulations we identified some
previously reported residue contacts and new ones that
are likely involved in the early phase of the HbS poly-
merization process. In particular, the aggregation sim-
ulations resulting in an HbS decamer and the in-depth
analysis of the HbS dimers composing the decamer rein-
force the importance of the lateral contact formed be-
tween f-Valé and ' -PheB5/LeuB8 of the interacting
HbS protein. Importantly, this hydrophobic interaction
gives rise to a number of further hydrohobic and polar
residue-residue contacts, involving §-Thrd/Pro5/Ser9
and f'-AlT70/Asp7 3/ThrB4/ThrB7. In addition, there
is a particularly stable electrostatic interaction that is
in direct neighborhood surrounding the contact area in-
volving g-Valé, namely the g-lysl17-8-Glu%0 contact.
Only the sum of these interactions creates a stable con-
tact area around the g-Valé-g"-PheB5S/LeuBB interac-
tion. This ocbservation is not in full agreement with the
previous conclusion that the presence of g-Vals is less
important for the HbS polymerization than the absence
of A-Glué*. From comparing our HbS and HbA sim-
ulation results we deduce that both the absence of §-
Glué and the presence of §-Vals are important for HbS
aggregation. The absence of §-Glué allows the contact
between g-lys17 and g -Glu?0 to be formed, as in HbA
the B-Glué residue being close to 8-Lys17 prevents the
latter to get close to B'-Glu®0. A similar conclusion was
reached by Galamba®® and would explain why HbA is
able to polymerize in asimilar fashion as HbS at high salt
(1.5 M potassium phosphate) concentrations 82272827

which screens the repulsion between B-Glué and 8-
Glu?0. The presence of §-Vals, on the other hand, al-
lows a networ kof contacts to be established around the
well-known §-Valé-g"-PheB5/LeuB B interaction. With
regard to HbA we conclude that it is also able to form
aggregates, yet involving mainly axial contacts that are
not sufficient in terms of number and strength to lead
to stable, long-lived HbA aggregates.

Taken together we have presented important struc-
tural information about sicke hemoglobin structure and
aggregation, which we believe will be important in the
search for novel aggregation inhibitors for the treatment
of sickle cell disease. Here, in addition to targeting the
hydrophobic HeS-HBS interaction invalving 8-Vals, one
could additionally aim at interrupting the electrostatic g-
Lys17-p8"-Glu®0 contact.
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inthe 300 ns CG-MD simulation; Figure 51: evolution of
the His-Fe?* distances in one of the 300 ns AA-MD sim-
ulations of the HbS and HbA monomer; Figure 52 com-
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AL-MD simulation of the HbS dimer; Figure 53: analysis
of the 250 ns AA-MD simulations of the back-mapped
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Table S51: Residue-residue contacts between the HbS proteins composing the HbS dimer obtained
during the first 200 ns and last 100 ns of the all-atom MD simulation.

First 200ns Last 100ns
Nr. [Chain |Residue |Chain® |Residue Chain |Residue Chain® |Residue
1 B1 Thr 87 B4 Val 6 B1 Thr 87 B4 Val 6
2 B1 Thr 87 B4 Ser9 B1 Thr 87 B4 Ser9
3 B1 Thr 84 B4 Val 6 B1 Thr 84 B4 Val 6
4 B1 Thr 87 B4 Ala 13 B1 Thr 87 B4 Ala 13
5 B1 Thr 87 B4 Ala 10 B1 Thr 87 B4 Ala 10
6 B1 Glu 90 B4 Lys 17 B1 Glu 90 B4 Lys 17
7 B1 Glu 90 B4 Ala 13 B1 Glu 90 B4 Ala 13
a8 B1 Asp 79 a4 His 50 B1 Asp 79 a4 His 50
9 B1 Asn 80 a4 Ser49 B1 Asn 80 a4 Ser 49
10 |p1 Asp 79 a4 Ser49 B1 Asp 79 a4 Ser 49
11 |B1 Asn 80 a4 His 50 B1 Asn 80 a4 His 50
12 |B1 Lys 144 |B4 Glu 121 B1 Lys 144 B4 Glu 121
13 |B1 Gly 69 B4 Pro 5 - - - -
14 |B1 Ala 70 B4 Pro 5 - - - -
15 |B1 Phe 85 B4 Pro 5 - - - -
16 |1 Ala 70 B4 Val 6 - - - -
17 |B1 Phe 85 B4 Val 6 - - - -
18 |1 Leu 88 B4 Val 6 - - - -
19 |1 Gly 83 B4 Pro 125 - - - -
20 |p1 Leu 91 B4 Ala 13 - - - -
21 |p1 Pro125 |B4 Gly 83 - - - -
22 [P Leu 88 B4 Ser9 - - - -
23 |p1 Val 67 B4 Pro 5 - - - -
24 |B1 Asn 80 a4 Leu 48 - - - -
25 |1 His 77 B4 Glu7 - - - -
26 |1 Asp 73 B4 His 2 - - - -
27 [P Asp 94 B4 Lys 17 - - - -
28 |- - - - B2 Asn 80 a4 Tyr 24
29 |- - - - B2 Asn 80 a4 His 20
30 |- - - - B2 Thr 84 a4 His 112
31 - - - - B1 Lys 144 B4 Lys 120
32 |- - - - B1 Glu 90 B4 Lys 120
33 |- - - - B2 His 20 B4 Lys 120
M4 |- - - - B2 Asp 79 B4 Lys 120
35 |- - - - B2 Val 1 B4 Lys 12

2R84 = B2'; a4 = a2’; - = contact not present
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Table S2: Average binding free energies and decompaosition into the contributions (including
standard errors of the mean) calculated with the MM/PBSA method applied to the 300 ns all-atom
MD simulation of the HbS dimer. Energies were averaged for the first 200 ns and last 100 ns of that
simulation, using a time interval of 1 ns between the snapshots. All energies are in kJ/mol. In rows
3 and 4 the interaction energies within the binding site (BS) including all residues within 10 A of the

HbS-HbS interface are provided. Strongly attractive interactions are highlighted in bold.

System/Engery AE, AEcou A Gpssar AGesnpoinr AGuina

HbS-1 to HbS-2; 0-200 ns A78.3+19 2282+105 | 2167x122 22504 2443+ 125
HbS-1 to HbS-2; 200-300 ns A416+4.2 3176+301 | 6142:254 23.7+0.8 131.0+ 16.4
Hb$S-1:BS to HbS-2:BS; 0-200 ns 166217 B08+95 183.7 £+ 6.3 223+0.3 56+ 6.8
Hb$S-1:BS to HbS-2:B5; 200-300 ns 128240 | -64BB:304 | 5133:231 235+07 2849 +13.3
B to a2'; 0-200 ns 41012 T56+47 739+60 54202 48,0+ 6.0
B to a2'; 200-300 ns 326+1.8 256+65 69.3+87 4603 61+85
B to B2°; 0-200 ns 131816 85.0+9.7 1717+ 85 18.0+0.3 £29+88
B1 to B2'; 200-300 ns 43718 4709+265 | 373.0+188 -10.4+0.3 A50.8 £+ 11.5
B2 to a2’; 200-300 ns E2T7+34 421+6.0 379+93 T4%05 £42+91
B2 to a2’; 200-300 ns A0.7+09 A100£105 | 1312+101 30x02 76+88
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Table S$3: Residue-residue contacts between the HbS proteins composing the HbS dimer obtained
during the coarse-grained MD simulation.

Nr. Chain® Residue Chain® Residue
1 B1 Lys 65 p4 His 2

2 B1 Asp 73 p4 His 2

3 B1 Gly 69 p4 Val 1

4 B1 Gly 69 p4 Pro 5

5 B1 Gly 69 p4 Val 6

6 B1 Gly 69 p4 Val 6

7 B1 Ala 70 p4 Val 6

8 B1 Phe 85 p4 Val 6

9 B1 Leu 88 p4 Val 6
10 B1 Leu 88 p4 Ala 10
11 B1 Leu 88 p4 Val 11
12 B1 Leu 88 p4 Ala 13
13 B1 Leu 91 B4 Ala 10
14 B1 Leu 91 p4 Ala 13
15 B1 Leu 91 p4 Leu 14
16 B1 His 92 p4 Lys 17
17 B1 Phe 85 p4 Pro 125
18 B1 Thr 87 p4 Phe 118
19 B1 Thr 87 p4 Phe 121
20 B1 Thr 87 p4 Pro 125
21 B1 Thr 87 p4 Val 126
22 B1 Leu 88 p4 Pro 125
23 B1 Leu 88 p4 Val 126
24 B1 Leu 88 p4 Ala 129
25 B1 Leu 91 p4 Val 126
26 B1 Asp 73 p4 Lys 132
27 B1 Leu 91 p4 Val 126
28 B1 Leu 91 p4 Phe 118
29 B1 His 77 a4 Lys 40
30 B1 His 77 a4 Pro 37
N B1 Asp 79 a4 Lys 40
32 B1 Asp 79 a4 Leu 34
33 B1 Asp 79 a4 Pro 37
34 B1 Asn 80 a4 Leu 34
35 B2 Asp 79 a4 Lys 56
36 B2 Asn 80 a4 Val 55
37 B2 Asn 80 a4 Ser 52
38 B2 Gly 83 a4 His 50

sS4



39 B2 Gly 83 a4 Ser 52

40 B2 Thr 4 a4 His 112
41 B2 Pro 5 a4 His 112
42 B2 Pros a4 Leu 113
43 B2 Val 1 p4 Glu 121
44 B2 His 2 p4 Glu 121
45 B2 Leu 3 p4 Glu 121

sp4=p2; a4 = a2

S5
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ABSTRACT

Sickle cell disease is characterized by a single point mutation that involves the substitution of glutamic
acid at position 6 to valine (E6V). This substitution in turn leads to the polymerization of sickle hemoglobin
(HbS). The HbS aggregation causes the distortion of concave shaped red blood cells (RBC) into a
crescent shape and anemia. In this present work, we aim to identify prospective HbS aggregation
inhibitors using state of art computer aided drug design (CADD) techniques. To this end, we first
screened a library of small molecule compounds including natural products, FDA approved drugs,
non-FDA drugs and investigational drugs against the crystal structure of HbS. This was followed by
ensemble docking that incorporates receptor dynamics. A total of 100 ligand-HbS complexes identified
via docking were then selected for molecular dynamics simulations. By applying a range of parameters
such as the ability of the ligands to form specific contacts with the Val6 binding site residues, fluctuation
of the ligands in the binding site, proximity of the ligands to the binding site and lipophilicity, a total of 16
ligands were identified. The 16 best performing compounds will then be subjected to cell based assays
and in vitro experiments to determine their HbS-aggregation inhibitory activities.

1 Introduction

One of the most common monogenic disorders that affect humans worldwide is sickle cell disease (SCD)!.
SCD results from a single point mutation in the sixth position of the § hemoglobin chain which leads to the
replacement of charged glutamic acid with hydrophobic valine (E6V)%>. Under deoxygenated conditions,
the mutated hemoglobin which is found in individuals with sickle cell diseases (HbS) polymerizes, thereby
leading to the distortion of the flexible biconcave disk-like shaped red blood cells into a crescent shape.
This, in turn, leads to clinical features observed in SCD patients such as several episodes of acute illness,
hemolysis, organ and tissue damage, sore muscles, weakness, and most times premature deaths?%2.
SCD is particularly common in many tropical countries, especially in sub-saharan Africa, India, and the
Middle East, where malaria is or was common, as well as in any population with significant immigrant
populations from these regions. This is due to their heterozygote advantage against various forms of
malaria®®. Worldwide, it is reported that about 4.4 million people suffer from SCD and about 43 million
people carry the sickle cell trait®. According to a recent study, approximately 305,800 babies were born
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with SCD in 2010, of which two-thirds were bomn in Africa, and that number could rise by 25% by 2050
to approximately 404,200'%11. About 40,000 children born with sickle cell are estimated to be born in
India yearly, 10,000 in the Americas, 10,000 in the Middle East, and 2,000 in Eurnpeu. In Europe, the
United States, and Jamaica, newborn screening programs have proven that the early detection of sickle
cell anemia, especially during the first Syears of life, can help in the reduction of morbidity and mortality
rates'*16, SCD is the first disease that was studied at a molecular level and one of the most studied
diseases in the world, and SCD research of the disease is filled with several efforts that have helped in the
understanding of the diseases better'’. Recently, the disease is increasingly gaining recognition worldwide
as a global health problem as a result of its high morbidity and mortality rates'®.

Researchers in both the academic field and pharmaceutical industries have revived efforts to provide
a cure/ treatment for SCD'®'?. The majority of the attempts at finding new treatment/therapy for the
management of SCD have focused on using small molecules”” and larger molecular weight peptides’! to
inhibit HbS polymerization because the HbS molecule is very important in the development of the disease.
An example is the recently approved Voxelotor, whose mechanism of action involves the prevention of
deformed red blood cells from polymerizing; studies have shown that it increases the production of normal
hemoglobin in patients aged 12 and older”>%. In some parts of the world, e.g. the United States, stem
cell transplant and gene therapy are being used for the treatment of SCD?*. Another disease-modifying
therapy used for SCD is red blood transfusion. The US Food and Drug Administration (FDA) approved
the use of L-glutamine which reduces red blood cell oxidant injury to prevent acute pain experienced by
SCD patients 5 years of age and older'®%. Since 1998, hydroxyurea has been approved for the treatment
of SCD by the FDA: it has been shown to reduce the mortality in sickle cell disease. The mechanism of
action involves the increase in the production of fetal hemoglobin (HbF) and a decrease in the production
of HbS in patients”®2%, Most of these treatments will not be available to SCD patients in developing
countries for several years due to socio-economic and medical barriers. Therefore, there is an urgent need
to develop cheap, yet effective medicines that are also readily available in developing countries®”. Towards
this end, various research efforts have focused on identifying potential leads and treatments from plant
pmductsm. The leaves of Terminalia catappa, Carica papaya, Parquetina nigrescens, Citrus sinensis,
Persia Americana, Zanthoxylum zanthoxyloides, and Cajanus Cajan seeds are among the few plants that
are commonly used in Nigeria and other African countries for the management of SCD*32,

In recent years attempts have been made to introduce rational methods of lead discovery to identify
antisickling activities in plant products; these represent an interesting shift from a traditional method
of investigation that relies exclusively on ethnomedicinal knowledge. Of note is the 2017 research
investigation by Olubiyi et al*>. As a proof of concept for this approach, the authors employed a
combination of virtual screening and antisickling experiments to identify inhibitors of HbS polymerization
from a list of FDA -approved drugs™. Drugs found to strongly inhibit sickle red blood cells (RBC) sickling
in the work include glipizide, praziquantel, losartan, and ketoprofen. In a follow-up investigation, using a
3,000-strong library of natural products of Nigeria origin, the group again employed virtual screening as
well as experimental antisickling and polymerization inhibitory assays in search of plants with the potential
to inhibit sickle RBC sickling”. Top in the list of computationally identified plants were Catharanthus
roseus, Rauvolfia vomitoria, Hoslundia opposita, Lantana camara and Euphorbia hirta. And after
subjecting these to experimental assays that utilized hemoglobin polymerization inhibition and sickling
reversal tests, sickling reversal levels of up to 68.50 % were obtained for H. opposita. Here, we present an
experimental identification of novel antisickling compounds guided by a rigorous computational protocol
that combines high throughput virtual screening with explicit solvent molecular dynamic (MD) simulations
of multiple HbS-inhibitor binary complexes. The computer aided drug design (CADD)-identified best
performing HbS binders were subjected to both cell and in-vitro HbS inhibition capabilities. The screened
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compounds include drugs approved by the U.S. Food and Drug Administration (FDA) or other authorities
(NFDA), investigational drugs, with possible drug repurposing for the treatment of SCD in mind. Previous
MBD simulations in our group revealed a number of secondary contacts as crucial for HbS aggregation
with interactions involving BA70, BF85, and BL88 playing major roles (Figure 1)**. For this reason, we,
therefore, limited the docking screening in the work reported here to an interaction cavity on multiple
HbS structures (both crystal structure and MD-generated) defined by these three critical amino acids.
The structure is a homotetramer with two interacting tetrameric units; each tetramer contains two & and
Bglobin subunits®>. Two adjacent -globin chains from two homotetramer form contacts, with f-globin
subunit from one tetramer donating a convex Val6 knob which fits into a concave hydrophobic cleft from
the §-globin of the other tetramer.

Figure 1. Crystal structure of HbS (PDB entry 2HBS) and the Val6 binding sites. (A) Cartoon
representation of HbS consists of the eight subunits, with chain B1 in green (opaque) and chain B’ mauve
(opaque). Val6 is shown in yellow ball and stick representation and A70, F85, and L88 are shown in cyan
but using blue for N atoms and red for O atoms. (B) Zoom into the Val6 binding site of HbSH

2 Materials and Methods

2.1 Ligand library

The ligand library employed for the virtual screening contains small molecular compounds (molecular
weight generally < 1000 g/mol) of natural origin, FDA drugs, investigational drug compounds, and
other approved Non-FDA drugs (i.e. drugs approved by regulatory authorities of other countries). The
major reason for including ligands from multiple sources in our library is to ensure decent coverage of
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diverse chemical classes*®. For the compounds of natural origin, a total number of 145,963 compounds
downloaded from the ZINC database were included*’—". Using the DataWarrior software® we computed
drug-likeness for all compounds and selected 65,038 druglike natural products for the virtual screening
steps. We skipped the drug-likeness computation step for the approved drugs category composed of the
FDA (2,101) and the non-FDA drugs (10,107). This produced a ligand library with 77,246 structural
models mostly collated from the ZINC database’’".

2.2 Target HbS macromolecule

First, the X-ray crystallographic structure of dimerized human deoxygenated HbS (mutation E6V) was
downloaded from the RCSB website*!, solved at 2.05 A and with the Protein Databank Access code
2HBS™. The B-globin chain B with the hydrophobic cleft composed of BA70, BF85, and BL88 was
extracted and employed in the present work as the receptor model. To account for receptor flexibility, we
employed an RMSD-based geometric clustering protocol performed on a 300 ns explicit solvent molecular
dynamics trajectory of the solvated sickle hemoglobin with the HbS crystal structure as the starting
conformation. With an RMSD cut-off of 0.5 nm, 6 clusters were identified from which the representative
coordinates of the four most populated clusters were selected for docking. Following the same protocol as
that of the x-ray crystal structure, the f-globin chain B in each structure was extracted and employed for
docking.

2.3 High throughput virtual screening protocol targeting HbS-aggregation

We carried out the screening in two phases. In the first phase, the ligand library was screened against
the crystal structure of HbS and in the second phase, the four MD-generated HbS cluster structures were
employed as the receptor. Using the AutoDock tool*>**, a grid box was generated and centered atx, y, z
coordinates of 20.007 A, 44.453 A, 31.458 A corresponding to the hydrophobic cleft that the Val6-bearing
globin chain binds to. This cleft is defined by some amino acid residues including BA70, BF83, and SL8S.
Polar hydrogen atoms and partial charges were added to the receptor structure after which they were saved
as PDBQT files. PDBQT files were also generated for each ligand in the virtual library, after which the
library was docked using Autodock Vina** against the prepared HbS receptor structure (the §-globin chain
B extracted from the crystal HbS structure). The docking protocol treats the ligand structure as flexible
while keeping the receptor molecule rigid. After the first round of screening against the crystal structure,
using an energy cut-off of -9.0 kcal/mol, a total of 6,930 compounds of natural origin were identified. In the
case of the FDA and non-FDA (including investigational drugs) drugs, we employed a -8.0kcal/mol energy
cut-off to obtain 290 and 1,497 virtual hits, respectively. In total the first virtual screening round yielded
8,717 virtual hits which would later be employed in the second phase of screening. To incorporate protein
dynamics, we employed an ensemble docking approach* where in addition to the crystal structure, the
four cluster structures from HbS MD simulations were employed. We successfully utilized this approach
in our recent work for identifying potent experimentally validated inhibitors of the SARS-CoV2 main
protease enzyme>®. A docking grid was generated for each of the four MD-generated HbS conformations
(see Table S1) and using Autodock vina**, the 8,717 virtual hits from the first screening were docked
into the hydrophobic cleft in each of the four MD-generated HbS conformers. The computed affinity
scores were then averaged for each ligand over the four receptor structures and the same energy cut-offs
described above were used for the respective ligand classes. This yielded a total of 747 virtual hits( 27
FDA drugs, 214 non-FDA, and investigational drugs, and 506 natural products). To further reduce the
number of identified hits we computed the interaction distance of the ligand from the Val6 hydrophobic
binding site; this was done by calculating the minimum distance between the ligands and the binding site
amino acids. The top 100 compounds were selected for explicit solvent MD simulations to probe their

416



stability.
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Figure 2. Flowchart of the approach employed in this work

2.4 Post-screening MD simulations

2.4.1 Simulation flow

To investigate their stability in the Val6 binding site we subjected the complexes formed between the 100
virtual hits and the HbS molecule to atomistic MD simulation. Generalized AMBER force field (GAFF)*
parameters were generated for selected ligands in accordance with the protocol employed in our previous
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work*"#_ The MD sampling of the 100 HbS - ligand complexes was performed using GROMACS 2018*°
and AMBER 14SB forcefield™” and the TIP3P water model’'. The simulations were initially carried out
for 20 ns for each HbS - ligand complex. Using various quantities such as the root mean square deviation
of the ligand RMSD ligand» the distance between ligand and the binding site (dgs), and logP values, we
assessed the stability of the ligands in the binding sites. Of the 100 ligands, 59 were selected based on
these criteria, and their trajectories extended to 100 ns. The best performing ligands based on the MD
results were subsequently selected for in vitro HbS aggregation inhibitory and antisickling tests.

2.4.2 Analysis and Visualization software

Visualization of the protein-ligand structures was done using Visual Molecular Dynamics (VMD) soft-
ware”~. Figures analysing ligand properties were made with DataWarrior*”, the protein-ligand interactions
were analyzed and plotted with LigPlot+>*>*. The analysis of the simulations was also realized using
various tools of the GROMACS package™ while the resulting data was plotted using Xmgrace®. Figure 2
provides an overview of the approach used in this work as a flow chart.

3 Results and Discussion

In this work, we have employed both CADD and experimental approaches in search of compounds that
are capable of inhibiting the aggregation of HbS, we focused our attention particularly on existing drugs
to reduce the amount of time needed for the drugs to be ready clinically. Natural products, which exhibit
a wide range of pharmacophores and a high degree of stereochemistry create a great source of possible
hits. The protocol adopted here is similar to that followed by [37,48] in search of potential inhibitors for
SARS-COV-2 main protease.

Druglikeness

s SR

I
200 300 400 500 600 700
Molecular weight g/mol

Figure 3. Distribution of ligands of natural origin based on drug-likeness.
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3.1 Filtering of the Compounds of natural origin

Figure 3 shows the distribution of the compounds of natural origin based on drug-likeness, any compound
that falls in the positive range (a total of 65,038) is said to be drug-like while those in the negative range
are not drug-like. Selecting the drug-like compounds eliminates the need to spend computing resources
investigating molecules with structurally inherent inability to cross biological membranes.
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Figure 4. Distribution of the top 8,717 compounds selected from virtual screening against HbS. (A) A
3D plot of the compounds showing the distribution across ligand classes, in terms of the chemical
structure of compounds, molecular weight (MW), and AG. The ligand library consists of FDA-approved
drugs, non-FDA, investigational drugs, and natural products. (B) Distribution of the compounds in terms
of binding free energies and molecular weight (g/mol).

3.2 High throughput virtual screening of the ligand library

As described in the methods section, the screening was carried out in two phases. Following the first
screening, an energetic cutoff (AG < -9.0kcal/mol for compounds of natural origin and AG < -8kcal/mol
for the existing drugs) was exerted to select the most promising ligands yielding a total of 8,717 compounds.
The extent to which compounds from each database contribute to the top performing 8,717 compounds
was analyzed (Figure 4A). From the analysis, the compounds from the natural products database dominate
which is not surprising because the majority of the screened compounds are natural products. The
physicochemical properties of the selected compounds were also analyzed. From Figure 4B it can be seen
that compounds that fulfilled the energetic cut-off chosen have molecular weights varying from 200 to
almost 900 g/mol with most having a molecular weight of 200 to 500 g/mol. From this figure, it is seen
that there is no definite relationship between the molecular weight of the compounds and the binding free
energy strength. Therefore, we decided not to prioritise our filtering based on physicochemical properties.
The top hits were also analysed for the dominant chemical fragments, and most of the fragments found are
present in commercially available drugs. The resulting compounds from the first screening were employed
for the ensemble docking. After the screening, the AG value of each compound was obtained by averaging
over the four HbS conformations. A total of 747 ligands that fulfilled the energetic cutoffS was selected.
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These ligands were further streamlined to 100 based on their minimum distance to the binding site. The
full list of the top 100 compounds chosen for in-silico validation is provided in Table S2.

3.3 Binding of the top three predicted compounds from each class

Here, we discuss the binding of the best three predictions from each class of the compounds employed in
virtual screening, and further information about these compounds is provided. LigPlot+ [54,55] was used
to analyze the protein-ligand interactions.

Compound 1:The compound is a natural product with ZINC ID (ZINC05433944) and MW 487 .56g/mol.
This ligand is buried within a side of the binding site of the receptor where it is able to form hydrophobic
contacts with several residues, some of these contacts include Leul06, Gly 107, Vall34, Alal38, Val67,
and Lys66. The pose also allows for hydrophobic contacts with Ala70, Leu88, and Phe85 as well as other
amino acid residues in the Val6 binding site vicinity.

Compound 2: The ZINC database compound (ZINC01322039) is a natural product with MW
385.4g/mol. Unlike compound 1, this compound forms a hydrophobic contact with only one of the Val6
binding site residues, Ala70. It also establishes hydrogen bonding contacts with the His92 side chain.

Compound 3: This molecule is a natural product with ID (ZINC08952578, MW 508.578 g/mol).
Similar to compoundl, this compound is able to establish extensive contacts that are mostly hydrophobic
in nature with the active site residues. Some of these contacts include Leu96, Leul06, Val98, Phed?2,
Leu28, Asp73,

Lys66, His92 and His63. The pose of this compound in the active site allows for hydrophobic contacts
with only two out of the three Val6 binding site residues namely Ala70 and Leu88.

Compound 64: This compound with ZINC ID ZINC000098209140 and MW 356.389 g/mol) is an
investigational drug. Similar to compound 3, this 5-ringed compound establishes hydrophobic contacts
with Ala70 and Leu88. The compound relies solely on non-polar contacts without any indication of
hydrogen bonds.

Compound 65: This compound with ZINC ID ZINC000034074273 is also an investigational drug.
Similar to compound 64, this compound also contains 5 rings and it forms extensive contacts that are
mostly hydrophobic in nature including a critical contact with Ala70. The three fluorine atoms form
hydrophobic interactions with Phe 103 and Leul06.

Compound 66: OnoRS-411, also known as Pranluksat is a cysteinyl leukotriene receptor-1 antagonist
used for the treatment of allergic rhinitis and asthma symptoms. Pranluksat forms multiple hydrophobic
contacts involving 13 residues, including the three Val6 binding site residues; Ala70, Leu88, and Phe83,
and neighboring residues, e.g. Asp73 and Thr84.

Compound 92: Erivedge (MW: 421.3g/mol with generic name Vismodegib) is used to treat patients
with locally advanced basal cell carcinoma. In interacting with the receptor (HbS), Erivedge forms
hydrogen bond interaction with the side chain of His92 and several hydrophobic contacts, including
critical contacts with Leu88 and Ala70 but not Phe85.

Compound 93: This compound is an FDA-approved drug, Nilotinib is a kinase inhibitor used for
the treatment of Chronic Myeloid Leukemia (CML). Nilotinib just like the other compounds, also forms
extensive hydrophobic contacts with all three hydrophobic residues in the Val6 binding site, as well as
other hydrophobic residues that have been identified for other compounds. No hydrogen bond contact
interaction is found here.

Compound 94: This is an approved drug called Lumacaftor, and it is sold under the brand name
Orkambi; it is used in combination with Ivacaftor for the treatment/ management of cystic fibrosis.
Lumacaftor has a characteristic 3-ring system that fits comfortably within the hydrophobic cavity. Similar
to the contact found in Erivedge, Lumacaftor also forms a hydrogen bond with His63 side chain, while
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also maintaining a hydrophobic contact with only one of the three of the Val6 binding site residues as well
as most other contacts that have been identified for other representative compounds.

Figure 5. The binding poses of the top nine compounds 1, 2, 3, 64, 65, 66, 92, 93, 94. These compounds
were chosen based on their binding free energy values AG and their proximity to the Val6 binding site
residues as indicated by these plots. The same protein and ligand representation, as well as color scheme
as in Figure 1 is used.

3.4 In-silico validation of selected ligands using MD-simulation

While molecular docking allows for the estimation of ligands that fit well into the HbS-Val6 binding
site and might indicate that these compounds are good binders, MD simulation allows us to differentiate
between the good and bad binders by taking into consideration the dynamics of the systems. The stability
of the top-performing compounds identified via virtual screening was investigated by carrying out an
atomistic MD simulation on the prospective HbS inhibitors. This study starts with 100 independent MD
simulations for the ligand-HbS complexes for an initial 20 ns. Of this number, 63 are of compounds of
natural origin, 9 FDA-approved drugs and 28 are either non-FDA/investigational (NFDA/INV) drugs. In
order to select the compounds that will be extended to the next simulation phase, the criteria listed below
were exerted:

1. The Root Mean square deviation of the ligand (mean RMSD ligand < 4.5 A}.

2. The distance of the ligand to the Val 6 binding sites (dgs < 4.5 13‘}.

3. LogP value of the ligands (logP > 2).

The first two parameters were computed for only the last 5 ns of the MD simulation, out of the 100
compounds, 61 ligands fulfilled both the distance and RMSD criteria. These resulting 62 ligands were
further filtered based on their logP values (see Figure6). In total 59 ligands were selected, i.e. these
ligands stayed bound within the last 5 ns of the 20 ns simulations, for which the MD simulations were then
subsequently extended to 100 ns. For the complexes extended to 100 ns, the last 25 ns of the trajectories
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Figure 6. The distribution of ligands in terms of mean RMSDj;ga04, (dps and LogP (color). RMSD and
distance cut-off of < 4.5 A were chosen to determine the ligands for the extension of the MD simulations
to 100 ns. 61 ligands met the chosen cutoff and were further filtered based on LogP. 2 out of the 61
ligands recorded logP value of less than 2.

were employed for analysis, applying criteria slightly different from the one above was used for the
selection of the ligands that will be further tested in-vitro. The criteria are listed below:

1. RMSD of the ligand (mean RMSD j;g3nq < 3 A cut-off)

2. Distance of the ligand to the binding site (dgs< 3 A cut-off)

3. Reducing scaffold/ structural redundancies.

4. ADME ( absorption, distribution, metabolism, and elimination) predictions to identify compounds
that are likely to efficiently penetrate the gastrointestinal (GI) epithelial barrier.

3.5 Filtering based on 20 ns MD simulation

3.5.1 Ligand flexibility (RMSD)

To quantify the flexibility and reorientation of the ligands that remained in the binding site within the
simulation time, we computed the RMSD of the ligands for the last 5 ns of the 20 ns MD simulation. A
high RMSD value usually indicates instability of the ligands in the binding site. Average RMSDyjgan4
cut-off of < 4.5 A was chosen to differentiate between good and bad binders and also to streamline the
number of compounds that will be extended to 100 ns. The values obtained for the selection library
vary from 1.6 A to 18.4 A. Out of the 100 ligands, only 5 compounds recorded RMSDjjiggng mean values
above 9 A namely Idronoxyl (INV, 18.4 A), Ono-rs 411 (NFDA, 13.0 A), N-Desmethyleletriptan (NFDA,
12.0 A), ZINC08792371 (NP, 9.9 &), and Nilotinib (FDA, 9.8 A). Some compounds that featured in the
top binders list according to AG obtained from docking met the cut-off chosen here. Examples of these
compounds include Erivedge (2.74), Linsitnib (1.9 A), ZINC01322039 (1.67 A), ZINC05433944 (3.4
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f\), and ZINC08952578 (1.95 f\). Only one compound in the FDA class recorded a mean RMSD value
above the catchment RMSD cut-off. Nilotinib, Ono-rs 41, and idronoxyl, which were identified to belong
to the best binders via docking studies, display very high flexibility in the binding site, with an RMSD
value way above the 4.5 A cut-off chosen. In addition to these three compounds, there are also some other
ligands with RMSDj;g5n9 value above the cut-off mark of 4.5 A that showed great binding affinity energy
values during the virtual screening. This highlights the importance of including structural dynamics when
searching for prospective inhibitors. These include but are not limited to, ZINC4083487 (8.0 ﬁi} which
was part of the best 10 compounds in the natural products class, the investigational drug Equol (7.8 A) and
Adozelesin (5 A).

3.5.2 Distance between the ligand and Valé Binding site

To identify the best binding ligands based on 20 ns MD simulations, another criterion that was put into
consideration is the distance between the ligand and any of the residues in the Val6 binding site. To
identify these compounds that are in close proximity with the binding site a cut-off of 4.5 A mean distance
to the binding site was chosen. The majority of the compounds recorded mean distance values rangin
between 2-4.5 A. Some compounds such as Idronoxil recorded a very high mean distance value of 12.25
which is not surprising because it also showed high flexibility in the binding site and recorded the highest
ligand RMSD value of 18.4 A. Other compounds that recorded very high mean distance values include

N-Desmethyleletriptan with 6.1 A and investigational drug ZINC000068205 with a mean distance of 6.4
A.

3.5.3 Lipophilicity (LogP) values of the ligands

Lipophilicity that is commonly referred to as LogP is a parameter employed in drug design due to its
influence on absorption, distribution, permeability, as well as the routes of drug clearance. A total of
62 compounds that satisfied the RMSD and distance criteria described above were further filtered for
their lipophilicity. Of the 61 compounds, only two of the compounds namely Genistein and Verubecestat
recorded a logP value less than 2, meaning they have very low lipophilicity. In total 59 compounds were
selected for the simulation extension, indicating that all these ligands stayed bound to the binding site and
also have very high lipophilicity which makes them very good hit candidates.

3.6 Filtering based on 100 ns MD simulation

3.6.1 Ligand flexibility and Distance to the Valé binding site

To identify the best binding ligands based on 100 ns simulations, the RMSD of the ligand (RMSDyigand)
and the distance (dgs) between all the ligands simulated and the Val6 binding sites were computed using
the last 25 ns of the 100 ns simulation. In addition to these, the ligands were also filtered based on scaffold
redundancies after sorting-based dgs. A cut-off of 3 A was chosen for both the mean RMSDyigand and dgs.
The mean RMSDyjgaqg ranges between 1.3 A and 6.7 A and the mean dys range between 1.5 Aand54A.
Out of the 59 ligands simulated, 45 ligands fulfilled the mean dgg cut-off of 3.0 A. These 45 ligands were
now sorted based on their RMSDyj;gznq and reducing the structural and scaffold redundancies. The criteria
for the mean RMSD);g4,4 cut-off, and scaffold /structural redundancies reduction were fulfilled by 19 out
of the 45 ligands.

3.6.2 ADME predictions

After reducing the number of choices/ possibilities of potential HbS-aggregation inhibitors/ligands to a
sufficiently small library of 19 ligands, the top binders were further analyzed to identify compounds that
are likely to efficiently penetrate the GI epithelial barrier by performing ADME predictions using the
swissADME webtool’’. ADME predictions would give an indication of compounds that can cross the

11116



plasma membrane. After performing the ADME predictions, the 19 ligands were further narrowed down
to 16 ligands which will be further tested experimentally for their prospective HbS-aggregation inhibitory
capabilities.

Conclusion

Using a rigorous computer aided drug design approach, we have collated and screened a ligand library
of 77,246 compounds in search of compounds that are capable of binding to HbS and preventing its
polymerization. The ligand library consists of compounds from natural origin, FDA drugs, non-FDA drugs
and investigational drugs. To ensure the diversity of chemical classes, we decided to include ligands from
different sources. After an initial molecular docking we identified a number of compounds with impressive
energetic values but we did not limit the selection of our top compounds to their energetic values. The
compounds were also evaluated for their ability to form contacts with any of the three residues (fA70,
PL8S and FF85) that make up the Val6 binding site. The analysis of the top hits revealed that they belong
to different chemical classes and most chemical fragments present in them are present in commercially
available drugs.

The protein-ligand complexes of the top 100 compounds identified via molecular docking were further
subjected to explicit solvent MD simulations to validate their stability in the Val6 binding site. In total,
we identified 16 ligands that fulfill all the criteria chosen to differentiate the poor binders from the good
binders. Out of the 16 ligands identified, 13 of them belong to the natural product class, 2 are FDA
approved drugs and 1 is an investigational drug. The top 16 ligands identified via the computational
approach will be tested experimentally to validate their inhibitory activities. We believe that the findings
presented in this work will be of importance in the development of novel therapeutics for sickle cell
disease.
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Table S1. Showing the docking grid measurements generated for the X-ray crystallographic
structure and each of the four MD-generated HbS conformations.

Struciure Dimensions [A]

X Y Z
X-ray 42.00 34.00 20.00
Cluster 1 62.00 40.00 40.00
Cluster 2 46.00 38.00 18.00
Cluster 3 48.00 44.00 24.00
Cluster 4 60.00 36.00 40.00




Table S2. List of the top 100 compounds. These compounds include FDA-approved drugs,
other drugs, natural products. The average DG values for the four representative structures of
HbS obtained from MD simulation and the distance between the ligands and the valé binding
site residues are also presented are average values obtained. The compounds highlighted in
bold are discussed in more detail in the text.

S/N |Accession ID Compound name AG [kcal/mol] des [A]
Natural Products
1 ZINC05433944 — -9.45 2.26
2 ZINC01322039 — -9.25 2.31
3 ZINCO08952578 — -9.53 2.34
4 ZINCO0B792157 — -9.13 2.39
5 ZINC0B918447 — -9.18 2.42
6 ZINC03844548 — -9.05 2.48
7 ZINC0B918505 — -9.08 2.52
8 ZINC08792251 — -9.08 2.55
9 ZINC4083487 — -9.08 2.55
10 | ZINCD8792168 — -9.83 2.56
11 ZINC08792190 — -9.20 2.57
12 | ZINC08792170 — -9.30 2.58
13 | ZINC12604545 — -9.05 2.58
14 | ZINCD4042527 — -9.40 2.59
15 |ZINCDB792130 — -9.40 2.62
16 |ZINCDB792274 — -9.10 2.65
17 |ZINCDG167717 — -9.38 2.68
18 |ZINC13403038 — -9.38 2.68
19 |ZINCD4235407 — -9.18 2.69
20 |ZINC12B65606 — -9.15 2.70
21 |ZINC12865643 — -9.12 2.70
22 |ZINC08792371 — -9.03 2.70
23 |ZINCO08918448 — -9.25 2.75
24 |ZINCO02114520 — -9.18 2.75
25 |ZINCO02117398 — -9.23 2.76
26 |ZINCO0B8792280 — -9.25 2.76
27 |ZINCO6090657 — -9.13 2.78
28 |ZINCO02121309 — -9.70 2.78
29 |ZINCO06197814 — -9.25 2.79
30 |ZINCO0B8792234 — -9.13 2.79




31 |ZINCO08918416 — -9.40 2.80
32 |ZINCO09660050 — -9.30 2.83
33 |ZINC12661757 — -9.18 2.84
34 |ZINC13403731 — -9.38 2.85
35 |ZINC12865846 — -9.43 2.88
36 [ZINCO02113346 — -9.00 2.89
37 |ZINCO08792205 — -9.15 2.90
38 |ZINCO08792140 — -9.23 2.91
39 |ZINCO06111574 — -9.08 2.91
40 |ZINC02120287 — -10.15 2.96
41 |ZINC03846509 — -9.48 2.97
42 |ZINC08792253 — -9.20 2.97
43 |ZINC08918358 — -9.13 2.97
44 |ZINCO06111661 — -9.63 2.98
45 |ZINC01900623 — -9.70 2.98
46 |ZINC12902247 — -9.20 2.98
47 | ZINC12900597 — -9.13 2.98
48 |ZINC02117462 — -9.13 2.99
49 |ZINC02126533 — -9.38 2.99
50 |ZINC11867167 — -9.10 3.00
51 |ZINC32124125 — -9.03 3.01
52 |ZINC08394882 — -9.48 3.02
53 |ZINCO09660108 — -9.13 3.03
54 |ZINCO08792129 — -9.05 3.04
55 |ZINCO03846626 — -9.20 3.05
56 [ZINCO00057871 — -9.18 3.05
57 |ZINCO08792362 — -9.05 3.05
58 |ZINCO06030653 — -9.23 3.06
59 |ZINCO03190441 — -9.58 3.06
60 [(ZINC09660168 — -9.13 3.06
61 |ZINCO09660049 — -9.53 3.06
62 |(ZINCO01898162 — -9.80 3.06
63 |ZINCOD0000102175 — -9.13 3.07
Non-FDA and investigational drugs
64 |ZINCO000098209140 — -8.18 2.30
65 |ZINC000034074273 — -9.33 2.36
66 |ZINCO000015919406| Ono-Rs 411 -8.08 2.43




67 |ZINC000100071817 | Linisitinib -8.80 2.44
68 |ZINCD00001491943 | Idronoxil -8.00 2.48
69 |ZINC000068205235 — -8.05 2.56
70 |ZINCO0D0003806113 — -8.35 2.63
71 |ZINC000018710085 | Chir-265 -8.10 2.69
72 |ZINCO000059749972 | Radotinib -8.95 2.70
73 |ZINCO000043204100 — -8.75 2.71
74 |ZINC000100037101 | Clofazimine -8.00 2.75
75 |ZINCD00022940637 | Bafetinib -8.38 2.76
76 |ZINCO000018825330 | Genistein -8.00 2.83
77 |ZINCD00006117750 | Desmethylazelastine |-8.23 2.88
78 |ZINCO000003818809 — -8.05 2.85
79 |ZINC000004214704 | Tariquidar -8.70 2.85
80 |ZINCO000000388661 | Equol -8.03 2.91
81 |ZINCD000001482077 | Gliquidone -8.03 2.91
82 |ZINCO000096170454 — -8.45 2.91
83 |ZINCO00003780340 | Hypericin -8.48 2.92
84 |ZINC000000597434 | Blonanserin -8.03 2.94
85 |ZINCO000072316409 — -8.25 2.96
86 |ZINC000003922429 | Adozelesin -9.15 2.98
87 |ZINCO000002047214 — -8.20 2.99
88 |ZINCO000077287124 | N-Desmethyleletriptan |-8.13 3.01
89 |ZINCO000144542146 | Verubecestat -8.00 3.03
90 |ZINCO000013831791 | Ptcl24 -8.03 3.07
91 |ZINCO000043208634 | Omipalisib -8.13 3.08
FDA drugs

92 |ZINCO000040899447| Erivedge -8.15 2.64
93 |ZINCO000006716957| Nilotinib -8.63 2.61
94 |ZINCO000064033452| Lumacaftor -9.18 2.75
95 |ZINC000068202099 | Erismodegib -8.45 2.77
96 |ZINC000035328014 | Ibrutinib -8.25

97 |ZINC000011679756 | Eltrombopag -8.69 2.83
98 |ZINCO000005733652 | Diosmetin -8.18 2.84
99 |ZINCO000004175630 | Orap (Pimozide) -8.55 3.02
100 [ZINC000011681534 | Nebivolol -8.38 3.07
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Figure S1. The interactions of the top 3 compounds from each class plotted with Ligplot+.
Hydrogen bonds are indicated by orange dashed lines between the atoms involved and the




donor-acceptor distance is also written in orange and is given in A, while the residue that
forms hydrogen bond with the ligand is also shown in orange. Hydrophobic interactions are
represented by gray arcs with spokes radiating towards the ligand atoms they contact. The
contacted atoms are shown with spokes radiating back.



3.3 In silico Identification of D-peptide Inhibitors
of Sickle hemoglobin (HbS) Polymerization.

Declaration

This chapter was excerpted in parts from a review published in Molecules 24(24),
4551 (2019) by the authors Olujide O. Olubiyi, Maryam O. Olagunju, Birgit Strodel:
Rational Drug Design of Peptide-Based therapies for Sickle Cell Disease. Copyright
(© 2019 by the authors.

Introduction

Peptide systems, short peptides in particular, have already been employed as poten-
tial inhibitors of protein aggregation in a number of pathological conditions involv-
ing protein aggregation [212-217). The advantages associated with the use of short
peptides include low overall toxicity resulting from the compatibility of peptide in-
hibitors with living tissues as opposed to small molecule inhibitors. Furthermore,
the high chemical diversity, selectivity, and potency associated with peptide-based
inhibitors are versatile, making them viable start-off points in drug discovery cam-
paigns. With regard to protein aggregation in particular, peptide inhibitors, be-
cause of their chemical and structural composition, can offer good fits capable of
interacting with protein surfaces sufficiently large to disrupt the process of protein
aggregation [218]. In spite of these benefits associated with the use of peptides in
therapeutics, it should be noted that they are often associated with poor pharma-
cokinetics relating to short half-life and low oral bioavailability [219, 220]. Because
of the presence of peptidases, peptide drugs are rapidly degraded and cleared in dif-
ferent body compartments, leading to insufficient exposure of the target system to
the administered drug. Available approaches for handling these challenges include
the use of D-amino acids or non-natural residues, chemical modifications such as
protecting the terminals with appropriate chemical groups (e.g., acetylating the N-
terminal and amidating the C-terminal), eyclization, and incorporation of organic
molecules in the peptide side chains [221-224]. Since these approaches alter the
physicochemical attributes of the peptide, they can also be useful in improving the
membrane partitioning of the peptide drugs. In practice, peptide penetration across
cellular barriers has been accomplished via the incorporation of groups facilitating
membrane crossing, like positively charged amino acids [225-227] or ligands (e.g.,
sugars), for recognition of membrane receptors [228]. The latter approach has been
suceessfully employed to improve both the stability and the intestinal absorption of
peptide drugs [229-231]. In the area of cancer drug delivery, where peptide-based

chemotherapeutic agents are routinely required to be delivered to intracellular tar-
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gets, increasing levels of success are being recorded with the development of inno-
vative techniques like the use of cell-penetrating peptides, viral based-vectors, and
nanoparticle-based systems [232-234]. It is expected that these new developments
can be leveraged upon in delivering peptide-based HbS inhibitors into the intracel-
lular compartment of RBCs.

One of the oldest ideas driving the design of HbS aggregation inhibitors relies
on the acknowledgment of the causal role played by the Glu6Val 3-globin muta-
tion on disease development. Many of the earliest reported efforts sought to obtain
compounds with the right combination of hydrophobicity, shape, and charge com-
plementarity that, in principle, can bind within or in the immediate vicinity of the
cavity formed by 3'Phe85, #'Leu88 and 5'Ala70, at the same time, possess charged
groups oriented outwards. This outward projection is to prevent SVal6 of an in-
coming [-globin chain from binding as part of the lateral contact in HbS polymer.
While the nature of 3Val6 binding site would seem to place an upper limit on the
molecular size of prospective inhibitors capable of binding to this site, in reality,
conflicting reports have been published by different groups working on amino acid-
derived inhibitors. In the late 19708 and early 1980s, Rich and co-workers examined
short peptide inhibitors (up to pentapeptides) of HbS aggregation based on the
belief that amphipathic nature was required to inhibit the polymerization of deoxy-
genated HbS [235, 236]. Out of the peptides examined, the lowest minimal inhibitor
mole ratio (MIMR) of peptide to HbS necessary to prevent HbS polymerization was
found for N-terminally succinylated (Phe)3, (Phe)3-Arg, and (Trp)2 (Table 4.1),
where succinylation in each case served to enhance peptide solubility, or to modu-
late net charge, or both. It is, however, important to note that the concentrations
of the peptides employed in these works were too high to be of any direct benefit in
a clinical setting: The best inhibitory effects were achieved with peptide/HbS mole
ratios of about 10. While structural data were lacking to categorically conclude
on structure—activity relationship (SAR), the reported pattern of inhibition showed
inhibitory activity increasing with peptide chain length. This could point to the fact
that the nature of HbS—HbS interaction surface requires sufficiently large inhibitors
to effectively disrupt erucial amino acid interactions. It is thus likely that more
potent peptide inhibitors will be achieved with peptide lengths longer than those
screened in these studies [235, 236). Interestingly, a similar trend was observed with
peptide inhibitors of amyloid-3 aggregation, whereby highly potent aggregation in-
hibitors were achieved with 12-amino acid peptides, while shorter ones lacked this
property [212-214]. In fact, a phage display work by Hanson et al. in 2013 suc-
cessful identified a highly potent 12-residue peptide (Hb-B10, sequence CHNLLPT-
PWWCA) with a micromolar range (21 pmol/L) binding affinity for hemoglobin
[237]. Even though the intention was not to target HbS polymerization but to aid
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the clearance of circulating hemoglobin, the outcome of this research shows that
indeed it is possible to obtain peptide-based systems with a HbS binding affinity

required for clinical intervention.

Table 3.1: Short peptides with the best demonstrated inhibitory activity identified
in [121,122], given as the minimal inhibitor mole ratio (MIMR) of peptide to HbS

necessary to prevent HbS polymerization. The values are means + standard error.
“Suc” stands for succinyl: -OOC—(CH2),—CO-.

Peptide MIMR.
Suc-(L-Phe)-(L-Phe)-(L-Phe) 9.5 £ 0.5
Suc-(L-Phe)-(L-Phe)-(L-Phe)-(L-Arg) 10.0 + 1.0
Sue-(Ln-Trp)-(L-Trp) 10.0 £ 0.5
Suc-(L-Trp)-(L-Phe) 125 £ 0.5

The work of Kubota and Yang was similarly founded on the special importance
of the Val6 residue during HbS polymerization by designing oligopeptides to mimic
the N-terminal segments of the S-globin chain of Hb [238]. The idea behind this
approach is that such peptides would interact with the FPhe85/3Leu88/3Ala70
pocket (but only if the sequence was taken from HbS), or any other complemen-
tary binding site, and thus inhibit HbS polymerization. The tested peptides were
indeed found to exhibit significant HbS aggregation inhibitory attributes, with the
g hexapeptides of the N-terminal end of both HbA (sequence VHLTPE) and HbS
(sequence VHLTPV) molecules reported to increase the minimum gelling concen-
tration (MGC) by about 75% [238]. The MGC is the concentration of HbS required
to form a gel (or polymer), which is about 9.5 g/dL in the absence of peptide in-
hibitors, and an aggregation inhibitor is expected to increase this value. The highest
inhibitory activities were obtained at peptide/heme mole ratios of between 2 and
2.5. Considering that there are four heme molecules per hemoglobin, this translates
to a peptide/hemoglobin ratio of 8 to 10, which is in the MIMR range reported by
Rich et al. [235, 236] and listed in Table 1. These concentrations, like those reported
in [235, 236, are too high to have any clinical applicability. Truncating the length of
the oligopeptides below six residues significantly reduced the inhibitory effect, which
seems to suggest that the 31 ¢ hexapeptides might indeed interact with the FVal6
binding site on the S-globin chain [238]. According to the authors, hexapeptides,
but not shorter oligopeptides, are likely to preserve the secondary structure neces-
sary to provide the complementary shape needed to interact with the FVal6 binding
site. The lack of structural data, however, makes this interpretation of the exper-
imental outcome, at best, speculative; it is possible that the peptides interacted
at other sites of the HbS molecule. Hexapeptides mimicking both HbA and HbS
N-terminal segments produced similar inhibitory effects, while increasing the pep-
tide length beyond six did not improve activity, although shorter peptides were less
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effective. Interestingly, in a separate work, it was observed that longer oligopeptide
inhibitors involving sequences i 12 (sequence VHLTPVEKSAVT), 35 13 (sequence
LTPVEKSAVTA), 34 & (sequence TPVEK), and 34 10 (sequence TPVEKSA) of HbS
promote HbS polymerization [239], as they decrease the solubility of HbS [240]. The
susceptible balance between peptide sequence, length, and structure for the capa-
bility to inhibit HbS polymerization is also demonstrated in a more recent work
[241]. Akbar et al. studied the effects of 15-, 11-, 7-, and 3-mer peptides derived
from one of the helices of the S-globin chain of hemoglobin. In the case of the
15-mer peptide, the sequence comprised the S-globin residues 6579 with sequence
KKVLGAFS[H/L]GLAHLD, where, at position 73, the FHis73 and fLeu73 muta-
tions were included instead of the native SAsp73, as, in HbS, these mutations were
previously observed to inhibit HbS aggregation [242]. The shorter peptides with
3, 7, and 11 residues failed to inhibit polymerization, suggesting the importance
of secondary structure and multiple contact points for the observed inhibitory ac-
tivity. For the longer peptide, it was found that the SHis73 15-mer peptide more
significantly inhibited polymerization compared with the SLeu73 15-mer peptide.
The SHis73 15-mer peptide is believed to interact with fThr4 and thus disrupt
the hydrogen bonding between SThr4 and 5'AspT73, and also hydrophobic interac-
tions involving FVal6 due to its spatial proximity. However, it should be mentioned
that a peptide/HDbS ratio of 3:1 was needed to obtain a noteworthy delay in HbS
polymerization [242]. While it is likely that different hemoglobin binding sites were
employed by these peptides, they represent about 70% improvement in potency over
the peptides studied in earlier works [235, 236, 238]. The outcomes of the different
experiments suggest that there is no simple relationship between peptide length and
HbS polymerization inhibition.

In this present work, a rational approach that combines virtual screening with
explicit solvent MD simulations, was used to identify prospective D-enantiomeric
peptides that are capable of inhibiting HbS polymerization. We decided to focus on
screening D-peptides in this study due to the advantages they offer over L-peptides
in terms of high resistance to degradation by human proteases [243], stability, and
good bioavalaibiliy [244]. D-peptides might therefore perform better than L-peptides
as therapeutics. This approach is recently being used in developing new therapeutics
for several diseases such as, but not limited to HIV/AIDs and Alzheimer’s diseases
[245, 246]. Here, we screened a library of 1,000 ten amino-acid long D-peptides
against both the crystal structure of HbS and the MD-generated structures. The
protocol employed here is the same as the protocol used in our previous study to
identify prospective inhibitors against HbS aggregation from a library consisting of
natural products, FDA approved drugs and non-FDA approved and investigational
drugs (see chapter 3.2).
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Materials and Methods

Peptide Library Generation A peptide library consisting of 1,000 ten amino-
acid L-peptides was generated in total. To create the pdb files for the L-peptides,
Python [247] was used to generate peptide sequences. Sequences were generated
from the P10 to the P1 position. A temporary glutamine residue was used as a
place holder at the beginning and end of each sequence. Using the Python library
'PeptideBuilder’ [248] and the BioPython package [249] and Pymol [250] the se-
quences were then converted into pdb files. The glutamine used as a place holder
was edited and replaced with capping groups. The N and C terminus were capped
using acetyl group (ACE) and N-methyl amide (NME) group, respectively. After
generating the peptides in a linear conformation, to obtain relaxed conformations
for each peptide, MD simulation was carried out on each for 20 ns using GROMACS
2018 [251] and the CHARMM36 force field [252]. This was followed by cluster anal-
ysis using the GROMACS option ‘gmx cluster’, with a cutoff of 0.25 nm, and the
center of the most populated cluster was then chosen for further analysis. After the
MD simulation, the isomer configuration of each peptide was changed form L to D
by flipping the signs of the x-coordinates for all atoms in a pdb file of an L-peptide
to create the corresponding D-peptide [253]. The 1000 resulting D-peptides were

assembled in a library.

Virtual Screening The docking screening was carried out in two phases. First,
the peptides were docked against the hydrophobic cleft of 3-globin chain B of the
HbS erystal structure composed of FAla70, SPhe85 and SLeu88. This was followed
by re-screening of the peptides against 4 MD generated HbS structures. After the
first phase of docking, an energetic cut-off of —5.5 keal/mol was exerted, i.e. all
compounds that have a binding energy value AG of < —5.5 keal/mol were selected
and moved to the second phase of the virtual screening. In the second phase of
screening, an ensemble docking approach using the 4 MD structures was employed
[254]. This was carried out in order to account for receptor flexibility because
molecular docking treats the ligand as flexible while the receptor is kept rigid. This
approach was utilized successfully in a recent work in our group for identifying
inhibitors of the SARS-CoV-2 main protease enzyme [255, 256]. Using Autodock
Vina, all the identified hits from the first screening were docked against the 3 globin
chain B of the four MD generated HbS conformers. After the virtual screening, the
computed energy values were averaged for each peptide over the four HbS structures.
An energy cut-off of < —4.5 keal/mol was chosen. In order to further streamline
the number of identified hits, the minimum distance between the peptides and the
Val6 binding site was calculated and then averaged over all the four MD-generated

structures. The top hits were then selected for explicit solvent MD simulations to
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further probe their stability in the Val6 binding sites.

MD simulations To investigate the stability of the selected peptides obtained via
virtual sereening in the Val6 binding site, the peptide-HbS complexes were subjected
to atomistic MD simulation. The MD sampling of the peptide-protein complexes
were carried out using GROMACS 2018 [251], the CHARMM36 forcefield [252] and
the TIP3P water model [257]. The protein-peptide complexes were inserted into a
dodechaderon box, with a distance of at least 1.2 nm between the complex and the
nearest box surfaces. The systems were solvated after which ions were added to
both neutralize the system and achieve an NaCl concentration of 100 mM. Energy
minimization was carried out on the systems using a steepest decent algorithm. This
was followed by MD equilibration of the systems and, due to the size of the peptide-
protein systems, the equilibration runs was carried out in two phases. In the first
phase, the NVT equilibration was carried out for 100 ps, at a temperature T of
310 K using the velocity rescaling thermostat [258]. In the second phase, an NpT
ensemble was realized by using the Nose-Hoover thermostat [259, 260] together with
the Parrinello-Rahman barostat [261-263]. The pressure was adjusted to 1 bar while
a temperature of 310 K was maintained during that 1 ns MD simulation. After the
equilibration step, production runs were carried out for each system for an initial
20 ns. The LINCS algorithm [264] was used to constrain all bond lengths and the
equations of motions were solved using the leapfrog algorithm with a time step of
2 fs. After the initial 20 ns, using two quantities, namely the RMSD pia of the
peptide and the distance between the peptide and the binding site (dss), we assessed
the stability of the protein-peptide complexes. The peptides that fulfilled the cut-off

criteria chosen were selected and their trajectories were extended to 100 ns.

Analysis and Visualization All complexes were visualized using Visual Molec-
ular Dynamics (VMD) [265]. All the peptide-protein complex MD simulations were
analysed using the GROMACS 2018 package [251] and the data plotted using XM-
GRACE [266].
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Figure 3.1: Distribution of the top 441 peptides in terms of AG, molecular weight
and clogP wvalue identified after virtual screening against the erystal structure of
HbS.
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3.3.1 Results and Discussion

A peptide library of 1000 D-peptides was generated and screened to identify possible
inhibitors of HbS polymerization. To this end, we performed both docking against
the [ globin chain B extracted from the crystal structure of HbS, which was followed
by ensemble docking. A subset of these initial peptides identified by molecular
docking were then further studied by carrying out MD simulations, to account for
dynamical changes and check for the stability of the identified peptides in the Val 6
binding site.

Virtual Screening of the D-peptide Library As explained above, the screen-
ing was carried out in two phases. Following the first screening, AG values were
sorted to identify better and poorer binding peptides. An energetic cutoff of AG
—5.5 keal /mol was chosen to select the most promising peptides yielding a total of
441 compounds. We analyzed the physicochemical properties of the selected com-
pounds using Data Warrior software [267]. Figure 3.1 shows the relationship between
the molecular weight, binding strengths (AG) and clogP of all the top hits. From
this figure, it can be seen that all the top hits have very large molecular weights
within the range of 1070 to 1402 g/mol and the clogP values ranges from 0 to -7.
Large molecular weights are present in all of the predicted peptides, which is not
surprising because peptides are generally known for having high molecular weight in
comparison to small molecules. Many of the compounds with logP values between
-3 and -7 have AG values of -5.5 and -6.3 keal /mol while the ones with smaller clogP
values have better binding energy. It should be recalled that LogP is an important
in the determination of drug-likeness of a compound. According to Lipinski’s rule
of 5, an oral drug should have a LogP value <5, ideally between 1.35 - 1.8 for good
oral and intestinal absorption[268]. We decided not to prioritize filtering based on
physicochemical properties such as the molecular weight, clogP values that are used
when predicting oral bioavailability of drugs, since the focus of the present study
is to identify peptides that are capable of binding to the hydrophobic amino acid
residues in the Val6 binding site. From the figure, it is seen that there is no clearly
defined relationship between the binding strengths and molecular weight.

To account for the influence of Hexibility of the receptor in the peptide binding,
the resulting 441 peptides selected from the initial screening against the crystal
structure of HbS were employed for ensemble docking. The AG value obtained for
each peptide were averaged over the four HbS conformations and and a total of
323 peptides that fulfilled the energetic cutoff were selected. To further streamline
the number of peptides that will be tested further and to identify the peptides
that interact intimately with the Val 6 binding site, we calculated the distances
between the bound peptides and the Val6 binding site residues for the resulting 323

100



peptides and averaged over the four confirmations. The values per peptide were
then employed in ranking the screened library and selecting the best peptides for
further analysis. In total, 61 peptides were selected for in silico validation using MD
simulation.

In zilico Validation of Selected Peptide-protein Complexes using MD
simulations We carried out MD simulations to observe the changes in the dy-
namics of the protein-peptide complexes and investigate the stability of the top
performing peptides identified via docking in the Val6 binding site over time. A
similar approach was used in identifying small molecules capable of inhibiting HbS
polymerization in a previous study (chapter 3.2). The MD study starts with 61 in-
dependent simulations for the protein-peptide complexes initially for 20 ns, several
analyses were performed in order to differentiate the gpood binders from the poor
binders, and all the peptide-protein complexes that fulfill the eriteria chosen were
then extended to the next phase of simulation. The following criteria were used for
the selection compounds that were extended to 100 ns. (a) the Root Mean Square
Deviation of the peptide (mean RMSD, 440 < ?ﬁL], (b) the distance of the peptide
to the Val6 binding site (dy.) < 5.5 JSL). These analyses were performed for only
the last 5 ns of the simulation. Out of the 61 peptides that were tested with the
initial simulations, 21 peptides that fulfilled the chosen criteria were subsequently
extended to 100 ns. After the 100 ns simulation of the peptide-protein complexes,
the same analyses were performed to select suitable peptides (hits) that will be used
for further analysis. Only the last 25 ns of the the 100 ns of the trajectories were
employed for analysis.
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Filtering based on 20 ns MD simulations

Peptide detachment

Molecular docking gives an idea of whether a compound fits well in the binding site
of the potential target, and therefore might qualify as a good binder. In order to
properly differentiate a good binder from a bad binder, it is therefore necessary to
investigate the dynamics of such compounds using MD simulations [256] and not rely
on only static analysis [269]. During the initial 20 ns MD simulation, some of the
peptides did not remain in close proximity to the binding site by displaying very high
distance values, which raises the question of whether the peptides remained bound
to the binding site. In order to answer this question, we calculated the distance
between the center of mass (COM) of the peptide and the COM of the binding site
of HbS (dcowm). The binding site was defined by the three eritical amino acid residues
(GPhe85, fLeul8 and FPhe70) that are crucial for HbS aggregation identified in our
previous MD simulation study. For a peptide to actually be considered detached, a
peptide must have a dogy greater than 18 A for a total of 2 consecutive ns. This
criterion is applied to the whole of the trajectory instead of just the last 5 ns of the
simulation. As seen in Figure 4.2, where the dqqy is plotted for a few peptides, four
peptides are revealed as detaching from the binding site. AMLNESFRVY is leaving
the binding site already at about 5 ns, while for AMLNEFCKVY, AMLNQHLRVY
and AMLNMHLRVY, the deon remained below 18 A for the first 5 ns. For two of
the four peptides, once detached they did not return to the binding site during the 20
ns of the simulation. For comparison, four peptides that recorded the lowest dogy
values are also shown. Interestingly, AMLNEELEAY was already identified via
docking among the ligands with the smallest distances to the binding site residues.

Peptide flexibility

To determine the flexibility of the peptides within the binding site, the Root Mean
Square Deviation (RMSDeptide) Was calculated for all the peptide-HbS complex
conformations of the last 5 ns of the each trajectory by comparing them to the
starting conformation of the MD simulation. Here, a cut-off of 7 A was chosen
to differentiate between good and bad binders and further reduce the number of
peptides extended to 100 ns. The choice of a relatively higher cut-off is because
of possible re-adjustement of the binding poses generated via docking to adapt to
conformational changes in the Val6 binding site as a result of dynamical forces
[256]. The mean RMSD values obtained for the peptide library ranges from 2 A
to 68.4 A. The results obtained here for the mean RMSD peptide AT€ TIOL consistent
with the results of the earlier study (chapter 3.2). In the previous study, values
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ranging from 1.6 A to 18.4 A were obtained for FDA-approved drugs, investigational
drugs and natural products. This shows that peptides are generally more flexible
in the binding site in comparison to organic molecules. Of the 61 compounds, 26
peptides (42%) recorded a mean RMSD value over 10 A and only 21 (34%) of the
61 compounds fulfilled the mean RMSD ;4. cut-off chosen here. Interestingly,
some of the peptides previously identified as the top binders in the initial virtual
screening display poor dynamical characteristic, i.e. high flexibility in the binding
site with mean RMSD values above the catchment RMSD cut-off of 7 A, examples
include AMLNKFFKAY (8.8 A), AMLNQHFKAY (14.5 A), AMLNRIFEAY (16.9
A), AMLNRFIRAY (32.4 A), AMLNTHCKAY (19.2 A). These results indicate the
significance of incorporating structural dynamics when searching for prospective
inhibitors for HbS. Nonetheless, some of the top binders identified via molecular
docking were also observed to have low flexibility in the binding site with RMSD
values falling below the RMSD cut-off, examples are AMLNEGLEAY (2.5 JSL) and
AMLGTGCYVY (4.0 A).
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Figure 3.2: The distance between the COMSs of selected peptides and the binding
site residues. The distance is shown for the four detaching peptides. The cutoff
distance at 18 A is indicated by a black line. For comparison, the distances of the
peptides displaying the smallest d coun is also shown.
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Distance between the peptide and binding site

To identify the best binding peptides based on 20 ns MD simulations, another cri-
terion that was put into consideration is the distance between the peptide and any
of the residues in the Val6 binding site (dy.). The distances are defined as mini-
mum distances between peptide and the group of residues in the Val6 binding site
over the last 5 ns of the MD simulations. To identify these peptides that are in
close proximity with the binding site, we set a cut-off of 5.5 A mean distance. In
the previous study, a cut-off of 4.5 was chosen to identify such compounds. The
mean distance values obtained for the selection library ranges from 2.1 A to 19.4 A,
with the majority of the peptides recording mean distance values between 2.1 A to
4.5 A. The results obtained here are very consistent with what was obtained from
the previous study with the selection library also recording mean distance values
ranging from 2 A to 18.4 A. Examples of compounds that recorded very high mean
distance value above 10 A include, but are not limited to AMLNEFCKVY (19.4
A), AMLNQHCKVY (12.6 A), AMLNKFIKAY (12.7 A). These high mean distance
values obtained are not surprising because these compounds also showed very high
flexibility in the binding site and recorded very high RMS5D values.
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Figure 3.3: The distance between the COM of AMLNKHLRAY and the binding site
residues. The cutoff distance af 18 A is indicated by a dotted black line.
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Filtering based on 100 ns MD-simulations

Peptide detachment

After applying the various cut-offs using the last 5 ns of the initial 20 ns MD simu-
lations, the remaining 21 peptides that fulfilled the cut-offs were simulated for 100
ns to identify peptides that bind best to the binding site. The same cut-off chosen
to identify peptides that detached from the binding site in the initial 20 ns was also
applied here. During these 100 ns long simulations, three peptides detached from
the Val6 binding site. One out of the three peptides started to visibly detach from
the binding site at about 40 ns but returned to the binding site shortly after . It
moved away from the binding site again at about 60 ns and never returned till the
end of the simulation (see Figure 3.3). This observation of peptide still detaching
even after 45 ns - 65 ns emphasizes the importance of a more detailed screening of
compounds identified via docking and initial 20 ns MD simulation by extending the
simulations.

Peptide flexibility and distance to the binding site

To identify the best binding peptides based on 100 ns simulations, the RMSD of
all the 21 peptides (RMSDeptiqe) simulated and their distances to the Val6 binding
site were computed using the last 25 ns of the 100 ns simulation. The mean d;.
ranges between 2.2 A and 11.2 A and mean RMSD,opti0. between 3.9 A and 28.2 A.
In comparison to our earlier study with organic molecules, the values obtained were
smaller with the RMSDy;0,4 values ranging between 1.3 A and 6.7 A and the mean
dp. was between between 1.5 A and 5.4 A. This shows that the compounds screened
in the earlier study contained compounds with very low RMSD and distance values.
This results suggest a higher affinity of the ligands to the binding site and are thus
probably better binders than the peptides studied here. It further supports the
assumption of a higher flexibility of the peptides compared to the ligands used in
the earlier study. Of all the 21 peptides, 4 peptides did not stay in close proximity
to the binding site (corresponding to 19% of the total peptides simulated) namely;
AMLNWGIRAY (6.3 A), AMLNKHLRAY (8.0 A), AMLGMHFRVY (8.2 A) and
AMLGTGCKVY (11.2 A). The criterion for the mean RMSDpptige cutoff is fulfilled
by 11 (52% of the 21 peptides). In total 11 compounds met the two criteria chosen.

105



Interaction of peptides with the binding site residues

The interaction energy E;, composed both Coulomb and Lennard-Jones (LJ) ener-
gies of the peptides with the three Val6 binding site residues was calculated. The
total interaction energy (K ps) was calculated by summing the Eiy ajam0, Eint phess
and E;y 1euss. The interaction of the peptide to Ala70, Phe85 and Leu88 are deter-
mined based on a cutoff of -4 KJ/mol. From the 21 peptides simulated, 7 peptides
formed contacts with only Leu88, 8 peptides with only Ala70, 3 peptides formed con-
tacts with only Phe85 and only one peptide formed contacts with all three residues.
However, some of the peptides did not interact with any of the these three critical
residues and 5 out of these 7 peptides that did not form any contacts with the erit-
ical residues recorded very high mean RMSD ;4. and dy,, values. Interestingly, 4
of the resulting 11 peptides identified as good binders earlier based on their RMSD
and distance to the binding site values did not interact with any of the residues
resulting in a total of 7 peptides in our library. The binding poses of these peptides
in the Val6 binding site, along with their sequences is shown in Figure 3.4.
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Figure 3.4: The binding poses of the top seven peptides with their respective se-
quences. The same protein and ligand representation, as well as color scheme as in
Figure 1 in chapter 3.2 is used.
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Conclusion

Over the years, computer aided drug design (CADD) has proven to be an effective
way of identifying or developing new therapeutics for different diseases and thus, is
very important in the drug discovery process. In this present work, CADD tech-
niques were employed in identifying prospective D-enantiomeric peptides that are
capable of inhibiting HbS polymerization. To this end, a virtual library of 1000
D-peptides was constructed and screened for their prospective HbS polymerization
inhibitory abilities. The methodology adapted here was successfully used to identify
inhibitors of the main protease enzyme, 3CLpro of the SARS-CoV-2 [256]. After an
initial docking of the peptides against both the crystal structure of HbS and MD
generated structures, a total of 61 peptides were identified. The selected peptides
were then further employed in MD simulations to validate their stability in the bind-
ing site for an initial 20 ns. Subsequently, several analyses such as RMSD . tide, Qi
and dggy were performed to assess various binding properties of the peptides and
streamline the number of peptides that would be extended to 100 ns MD simulation.
In total, 21 peptides that met the criteria chosen after this initial MD simulation
were simulated for 100 ns. A total of 11 peptides were identified that fulfilled the
selection criteria chosen. The interaction energy of the selected peptides with any
of the three critical residues present in the Val6 binding site was also analysed and
we identified 7 peptides. In comparison to the results obtained in the earlier study,
the values obtained here are significantly higher, i.e. the organic molecules screened
significantly outperformed the peptides. It should be mentioned here that 3 orders
of magnitude more small molecules were screened, i.e. the peptide screening done
here is just a start of a larger initiative. 20'° ten amino acid long peptides would be
possible. 107 times more than the library screened here.

In order to validate the results obtained from the CADD approach employed
here, the top peptides identified should be subjected to both cell-based and in vitro
assays to determine the inhibitory activities of these peptides experimentally. We
expect that the findings presented here serves as a good starting point in identifying
novel antisickling agents with potential of being applied clinically for treating sickle
cell disease.
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Chapter 4
Conclusions

Owver the years, several diseases have been linked to protein aggregation, examples
include Alzheimer’s disease and Parkinson’s diseases, amyotrophic lateral sclerosis,
frontotemporal dementia, Huntington’s disease as well as sickle cell disease (SCD)
[270-272]). Omn a molecular level, aggregation of proteins is a result of electrostatic
and hydrophobic interactions mediated by water. This balance is exemplified by
sickle hemoglobin (HbS) which is a mutant of normal hemoglobin (HbA)[273] where
a single substitution of glutamic acid to valine at the sixth position (E6V) of the
HbA 3 chains causes the agegregation of deoxygenated HbS responsible for SCD. The
Hydrophobic attraction between the substituted valine and hydrophobic residues
[3AlaT0, FLeul8 and FPhe85 encourages aggregation. This E6V mutation is believed
to provide the shape and charge necessary to kick-start the aggregation process of
hemoglobin.

Despite the fact that SCD is extensively studied and one of the most common
genetic diseases worldwide, the treatment options awvailable do not fully address
the complex molecular manifestations of the disease. There is therefore an urgent
need to develop effective, affordable and readily available drugs for the treatment
of SCD. In order to develop new treatments for SCD, it is necessary to under-
stand the structural and conformational basis of HbS aggregation and the role that
the E6V mutation plays in the aggregation process. As a result of computational
modeling and molecular dynamies (MD) simulations, we are able to study aggrega-
tion processes that are too rapid to be studied experimentally. Furthermore, they
have been highly effective at simulating various motions within protein structures.
In this thesis, using MD simulations we studied different aspects of both wild-type
hemoglobin (HbA) and human sickle hemoglobin (HbS). These simulations were per-
formed to probe the structural changes characterising the HbS aggregation paths,
and also to identify protein-protein interaction hot-spots between HbS molecules,
which were prioritised in search of HbS aggregation inhibitors. Using a rigorous

computer guided approach that combines high throughput virtual screening with
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explicit solvent MD simulations we identified a number of compounds whose ability
to establish contacts with critical val6 binding site residues of HbS suggests them
as good starting point for the design of inhibitors of HbS aggregation.

In chapter 3.1, several aspects of human sickle hemoglobin was studied along with
the wild type hemoglobin as reference to reveal the structural effect of the Glu6Val
mutation. We started with the conformational sampling of their monomeric units
and ended with aggregation studies up to decamers and analysing the underlying
protein-protein interactions. From our investigation, it was revealed that Glu6Val
mutation starts with effects that may not be directly obvious. We found that the
HbS both in monomeric and dimeric form is overall more rigid in comparison to the
HbA and this is as a result of the mutation. Specifically, the 5-globin chains of the
HbS exhibited less flexibility than that of the HbA. Stabilization of the His 63-Fe*
coordination which might play a role in the reduced binding of HbS to oxygen was
also uncovered through our investigations. Through our analysis of the protein-
protein contacts of each dimer extracted from the aggregated decamer, we identified
both new and previously reported protein-protein contacts. Our investigations fur-
ther reinforces the importance of the lateral contacts formed between hydrophobic
FVal6 and the hydrophobic residues F'Phe85/Leu88 present in the neighbouring
[#'-globin chain. In addition to these hydrophobic interactions, we discovered that
electrostatic interactions involving SLys17 and F'Glu90 also play a major role in
aggregation. From our simulations comparing HbA with HbS we concluded that
both the presence of Val6 and absence of Glu6 are important for the ageregation of
HbS. In HbA, the closeness of the 3Glu6 residue present to FLys17, prevents the
latter from interacting with 5'Glu90. In contrast, the presence of GVal6 in HbS
permits the establishment of a network of contacts around the Val6 binding site.
However, this observation is not fully consistent with an earlier study by Ghatge et
al.,[69] in which they found that the presence of FVal6 was less important than the
absence of FGlu6 for polymerization of HbS. For the wild type hemoglobin ( HbA),
it was concluded that it is also able to form aggregates but the ageregates formed are
neither stable nor long-lived due to the presence of mainly axial contacts. From our
study, we suggest that in the search for therapies that are capable of disrupting HbS
aggregation, in addition to targeting hydrophobic interactions involving 5Val6 and
[#'Ala70, f'Leu88 and f'Phe85, one could also aim at interrupting the electrostatic
interactions involving SLys17 and #'Glu90 .
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Based on our initial findings in chapter 3.1, we identified a number of secondary
contacts erucial in the HbS aggregation process with interactions involving mutated
[Val6 and 5'Ala70, 'Leu88 and 5'Phe8&5 playing a major roles. For this reason, we,
therefore, limited the docking screening work reported in chapter 3.2 to an interac-
tion cavity on multiple HbS structures (both crystal structure and MD-generated)
defined by these three critical amino acids.

It is erucial to identify compounds that are suitable for binding to a drug target as a
first step in drug discovery. Using a rigorous Computer aided drug design (CADD)
method that combines high throughput virtual sereening with explicit molecular dy-
namic (MD) simulations we identified prospective compounds capable of disrupting
these interactions thereby inhibiting HbS polymerization. This method was success-
fully employed in a previous study in search of prospective inhibitors of the SARS-
CoV-2 main protease enzyme [255, 256]. We started by building a virtual library
that consists of 77,246 organic molecules from different sources such as natural ori-
gin, FDA approved drugs, non-FDA approved drugs and investigational drugs. We
then performed an initial virtual screening of these compounds against the crystal
structure of HbS, the top compounds were identified mainly based on their ener-
getic values. The analysis of the physicochemical properties revealed that there is
no definite relationship between the molecular weight of the top compounds and
the binding free energy strength with most having a molecular weight between 200-
900 g/mol. In order to incorporate protein dynamics, we screened the top 8,717
compounds identified against four MD-generated structures of HbS from previous
MD simulations in chapter 3.1. At this stage, we decided to prioritize not only the
energetic values but also the contact of the compound with at least one of the three
residues present in the Val6 binding sites, namely; 8'Ala70, 3'Leu88 and 3'Phe85.
This yielded a total of 100 ligands for which their HbS-ligand complexes were then
subjected to MD simulations to validate their stability in the HbS Val6 binding site.
The MD simulations results revealed the importance of including structural dynam-
ics when searching for prospective binders for a drug target and not simply relying on
docking results. We first performed an initial 20 ns MD simulation of the complexes,
after which we incorporated various parameters, such as, the distances between the
ligand and the residues in the Val6 binding site, and the RMSD of the ligands. In
total 61 ligands were identified. Even though, MD simulations allow identification
of ligands that bind well to a receptor, they do not account for how the compounds
reaches its drug target. It is necessary for an effective drug to cross the lipid bilayer.
An important measure for determining the cell permeability is the log P. Therefore,
we calculated the LogP values of these 61 ligands. A total of 59 compounds satis-
fying all the calculated parameters were identified, for which MD simulations were
extended to 100 ns. Using the last 25 ns of the trajectories after the 100 ns MD
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simulations, we applied two additional eriteria in addition to RMSD and Distances;
reduction of structural redundancy in the compounds identified and prediction of
ADME (Adsorption, Distribution, Metabolism, and Elimination). ADME predic-
tions help in identifying compounds that are likely to penetrate the gastrointestinal
(GI) barrier efficiently. They are very important in predicting how a chemical com-
pound is processed by a living organism. In total, 16 compounds met all the chosen
criteria of which 13 of them are natural products, 2 are FDA-approved drugs and
1 is an investigational drug. These 16 compounds identified via CADD approach
will be further probed experimentally (via in vitro and cell based assays) to validate
their potential HbS- aggregation inhibitory properties.

The idea of using D-peptides to inhibit protein aggregation in diseases is not
novel. D-peptides therapeutics are recently being developed against the treatment
of several protein-aggregation disease such Alzheimer’s disease. In chapter 3.3, fol-
lowing similar approach used in chapter 3.2, we built a virtual library consisting
of 1000 D-peptides which were then screened for their prospective HbS polymeriza-
tion inhibitory abilities. We decided to focus on D-peptides due to the advantages
they offer over L-peptides in terms of resistance to degradation by human pro-
teases. A comparison was made between the peptides studied here and the small
molecules from the earlier study. After thorough analysis, we identified a total of 7
D-enantiomeric peptides with prospects of being able to bind to HbS and inhibit its
aggregation. From our investigations, we observed that the peptides were relatively
more flexible in the Val6 binding site recording considerably higher RMSD values
in comparison to the organic molecules screened. We concluded that the organic
molecules outperformed the peptides. It should however be noted that we screened
a lot more organic molecules and the peptide screening here is merely a beginning
of a larger initiative. As a final assessment of the results obtained here using var-
ious in silico methods, the inhibitory activity of the best performing peptides can
be experimentally determined by using in vitro methods. In conclusion, we expect
that the findings presented in this thesis will be of importance in the development

of novel therapeutics for managing SCD.
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