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i

Summary
Artin stacks are important objects in algebraic geometry. They usually arise in the

context of moduli problems. Roughly speaking, they are a generalization of schemes and

allow objects to have extra automorphisms. The main goal of the thesis is to compute

cohomology of certain Artin stacks.

Mumford [M64] computed the Picard group of the moduli stack of elliptic curves

(denoted M1,1) over a field k whose characteristic p > 3. Later, Fulton and Olsson

[FO10] computed the Picard group of M1,1 over a general base scheme S, where S is

either reduced or 2 is invertible on S.

Using the close relations between elliptic curves and genus one curves over general

base schemes and the results above, we computed the Picard group of the moduli stack

of genus one curves over any base field, and give a geometric description of the stack of

genus one curves.

Furthermore, by using the machinery of cohomological descent and spectral se-

quences, we compute certain cohomology groups of some classifying stacks.

Cohomology of certain Artin stacks
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Chapter 1

Introduction

One of the fundamental quesitons in algebraic geometry is when a functor from the cat-

egory of schemes to the category of sets is representable. A functor can parametrize im-

portant information of schemes, for example, its Picard group or its closed subschemes.

Most of the cases, the given functor is not representable, but in some cases, it is. An

example is that the functor that parametrizes elliptic curves or curves of genus one, due

to the existence of automorphisms is not representable.

To cope with this, we use the language of stacks. In [SGA I], Grothendieck gave

basic ingredients of stacks, namely descent theory. Stacks are natural generalizations

of sheaves of sets. And roughly speaking, they are objects that we can glue local data

to obtain global information. In the famous paper [DM69], Deligne-Mumford proved

that the moduli space of curves of genus at least 2 is irreducible. Later, Artin [A74]

introduced algebraic stacks. And similar to the case of schemes, we can define the

notions of sheaves and cohomology groups on algebraic stacks.

Mumford [M64] showed that, when the characteristic of the base field is not 2 or 3,

the Picard group of the moduli stack of elliptic curves, denoted M1,1 is Z/12Z. Later,

Fulton-Olsson [FO10] showed that when the base scheme S is either reduced or 2 is

invertible on S, then Pic(M1,1) ∼= Z/12Z × Pic(A1
S). Shin [S19] computed a certain

cohomology of algebraic stacks, including classifying stack of an elliptic curve, classify-

ing stack of diagonalizable group schemes, the Brauer group of the moduli stack of an

elliptic curves, and some Gm-gerbes.
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Motivated by these computations, in this thesis, we compute cohomology group of

certain algebraic stacks. Our main results are

Theorem 1.0.1. Over any base field k, the Picard group of the moduli stack of genus one

curve M1,0 is Z/12Z.

Moreover, we also prove that M1,0 is a classifying stack over M1,1.

Theorem 1.0.2. The moduli stack stack of genus one curve M1,0 is an algebraic stack, and

it is isomorphic to the stack BM1,1E, where E is the universal elliptic curve over M1,1.

Later, by using the techniques of cohomological descent, we prove a generalization of

a result in [S19]

Theorem 1.0.3. Let A be an abelian variety, and BA the classifying stack of A-torsors,

then H2(BA,Gm) ∼= Br(k)⊕Pic0(A), where Pic0(A) ⊂ Pic(A) is the group of numercally

trivial invertible sheaf on A.

The thesis is organized as follows. In the second chapter, we will review important

notions, namely sheaves on sites, algebraic spaces, descent and stacks. At the end of the

chapter, we will introduce Artin stacks and Deligne-Muford stacks, and as an important

example, we prove classifying stacks are Artin stacks.

The third chapter is the main core of the thesis, there we recall about elliptic curves,

curves of genus one over fields, and their properties in families. We shall prove that

the moduli stack of elliptic curves M1,1 is a Deligne-Mumford stack. Using this result,

we prove that M1,0 is an Artin stack. And also in this chapter, we compute the Picard

group of M1,0 over any base field, and prove that it is isomorphic to the classifying stack

BM1,0E, where E is the universal elliptic curve over M1,1.

In the fourth chapter, we will introduce the notion of cohomological descent and

present how it is related to classical theory of cohomology of groups. And at the end of

the chapter, we will use the machinery to compute cohomology of certain Artin stacks,

including classifying stack of constant group schemes, classifying stack of the additive

group scheme, and the classifying stack of an abelian variety.

Acknowledgement. I would like to thank many people who have helped me a lot

during the time I was working on the thesis. First and foremost, I would like to send my
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Chapter 2

Background

In this chapter, we will review the theory of descent and stacks. We will also introduce

the notions of Artin and Deligne-Mumford stacks. And in the last section, we will discuss

about classifying stack, an important class of Artin stacks.

2.1 Sites and sheaves on sites

During the section, we will recall the definition of Grothendieck topology and examples.

We will fix a category C, whose fiber products exist, and a base scheme S.

Definition 2.1.1. A Grothendieck topology on C is a set T of families of morphisms {Ui →

U}i in C such that

• Any isomorphism of C is in T .

• Assume that {Ui → U}i and {Uji → Ui}j are in T for all i, then {Uij → U}i,j is in T .

• Let V → U be any morphism in C and {Ui → U}i is in T , then {Ui×U V → V } is in T .

Such family {Ui → U}i in T is called a covering. And C with a Grothendieck topology T

defined above is called a site.

This defintion is mainly motivated for the theory of sheaves on the category of

schemes with different Grothendieck topology. There are some important examples

of Grothendieck topology we can look at.
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Example 2.1.2. Let X be a topological space. Let XZar be a category consists of open

subsets of X and morphisms are inclusions. A family of morphisms {Ui → U} in XZar is

a covering if
⋃

i Ui = U . We note that in this case the fiber product Ui ×U Uj is just the

intersection Ui ∩ Uj. And it is a routine to check XZar is indeed a site, which is called

the Zariski site.

Example 2.1.3. We will define the Zariski site on (Sch /S) as follows. A family of mor-

phisms {Ui
ϕi−→ X} in (Sch /S) is a covering if each ϕi is an open immersion of schemes,

and
∐

i Ui → X is surjective. Because an isomorphism is an open immersion, and open

immersion is stable under base change and composition, we obtain the Zariski site on

(Sch /S).

Example 2.1.4. We will define the etale site on the category (Sch /S). A family of

morphisms {Ui
ϕi−→ X}i in (Sch /S) is a covering if for all i, ϕi is etale, and

∐
i Ui → X is

surjective. The axioms of Grothendieck topology is easy to check because isomorphism

of schemes is etale, and etale morphism is stable under base change and composition.

Example 2.1.5. We recall that a morphism of schemes f : Y → X is said to be fppf

if f is surjective, flat and locally of finite presentation. We can define the fppf site on

(Sch /S) as follows. A family of morphisms {Ui
ϕi−→ X}i is a covering if for all i, ϕi is fppf

and
∐

i Ui → X is surjective.

Remark 2.1.6. Because an open immersion is etale and an etale morphism is flat and

locally of finite presentation, we can see that the fppf topology is finer than the etale

topology, which is finer than Zariski topology. It means that for fppf or etale topology,

we can have more "open" sets.

We will next define our main notion of this chapter.

Definition 2.1.7. Let C be a site, a sheaf of sets on C is a (contravariant) functor F :

C→ (Sets), such that for any covering {Ui → U}i the following diagram

0→ F (U)→
∏
i

F (Ui) ⇒
∏
i,j

F (Ui ×U Uj)

is exact.

Cohomology of certain Artin stacks



6 Chapter 2. Background

Say another words, F is a sheaf if and only if for any tuple ui ∈ F (Ui) such that the

restriction of ui and uj on F (Ui×U Uj) are the same for all i, j, then there exists a unique

u ∈ F (U) such that ui is the restriction of u on Ui. As we will see, the definition above

is a generalization of sheaves on topological spaces.

Example 2.1.8. Let X be a topological space and XZar the Zariski site. A functor

F : XZar → (Sets) is a sheaf if and only if for any open covering {Ui → U}i on XZar and

any ui ∈ F (Ui) such that ui|Ui∩Uj
= uj|Ui∩Uj

then there exists a unique u ∈ F (U) such

that u|Ui
= ui.

Example 2.1.9. In this example, we will prove that the moduli functor of elliptic curves

is not a sheaf in general. An elliptic curve over S is a scheme E together with a structure

morphism f : E → S such that f is flat, proper of finite presentation, together with a

section s : S → E and fibers over geometric points of S are elliptic curves. For now, we

assume that S = Spec k is a spectrum of a field. Let us consider the following functor

M1,1 : (Sch /k)→ (Sets) sending a k-scheme X to isomorphism classes of elliptic curves

over X. Let us fix two elliptic curves E1, E2 over k such that they are not isomorphic

over k, but isomorphic over ksep. Actually, there is an finite, seperable extension of l of

k such that E1,l
∼= E2,l. We can see Spec l → Spec k is an fppf covering, but M1,1(k) to

M1,1(l) is not injective, because E1, E2 are different in M1,1(k) but they have the same

image in M1,1(l). This implies that M1,1 is not a sheaf.

Among functors from C to (Sets), there is an important class consisting of repre-

sentable functors. Let X be an object in C, we denote hX : C → (Sets) the functor

sending any object Y in C to the set HomC(Y,X). In the next example, we will see that

representable functors are sheaves on Zariski topology over Sch /S.

Example 2.1.10. Let (Sch /S)Zar be the Zariski site on Sch /S, and X be an object.

Consider the functor hX : (Sch /S) → (Sets) defined by Y 7→ HomSch /S(Y,X). We shall

prove that hX is a sheaf on (Sch /S)Zar. Let U be a scheme and (Ui)i an open covering

of U . Let f : U → X be a morphism, we can see that f is uniquely determined by the

restrictions f |Ui
: Ui → X. Moreover, if for each i, there is a morphism fi : Ui → X such

that fi|Ui∩Uj
= fj|Ui∩Uj

for each i, then we can glue fi to obtain a morphism f : U → X

Cohomology of certain Artin stacks
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such that f |Ui
= fi. And this yields representable functors are sheaves with respect to

the Zariski topology.

An important result of Grothendieck (see e.g. [FGAE, Theorem 2.55]) is

Theorem 2.1.11. Representable functors are sheaves with respect to the fppf topology on

Sch /S.

2.2 Algebraic spaces

The theory of algebraic spaces was developed by Artin in order to form quotients by

group actions. Quotients by group actions do not always exists as schemes. One possible

solution for this is to enlarge the category of schemes. In this section, we will recall basic

notions of algebraic spaces. As usual, we will fix a category C with fiber product.

Definition 2.2.1. Let F,G,H be contravariant functors from C to Sets, and f : F → H,

g : G→ H be natural transformations. The fiber product F ×H G is defined to be

(F ×H G)(U)
def
= {(a, b) ∈ F (U)×G(U)|fU(a) = gU(b)}

for all object U of C.

It can be checked that F ×H G is indeed a functor from C to Sets, and it is the fiber

product in the category of functors from C to Sets with morphisms are natural transfor-

mations.

Definition 2.2.2. Let F,G be two functors from C to Sets, and f : F → G a natural

transformation. We say that f is relative representable if for all object T in C and all

natural transformation g : hT → G, the fiber product hT ×G F is representable by an

object in C.

Example 2.2.3. Let T, U, V be objects in C and f : hT → hV , g : hU → hV be natural

transformations. Then by Yoneda’s lemma, there are corresponding morphisms f : T →

V, g : U → V (by abusing of notations) in C, and it can be seen that hT ×hV
hU is

representable by T ×V U .

Cohomology of certain Artin stacks



8 Chapter 2. Background

Definition 2.2.4. Let P be a property of morphisms in C such that isomorphism in C

verfies P, and P is stable under base changes and compositions. Let f : F → G be a

representable natural transformation between two functors F,G. We say that f verifies P

if for all object T in C and all natural transformation g : hT → G, the induced morphism

from X to T verifies P, where X is object of C representing hT ×G F .

We note that by Yoneda’s lemma, X is unique up to a unique isomorphism and iso-

morphisms in C verify P, so the definition above is well-defined.

Example 2.2.5. Let us consider the category (Sch /S). Let f : X → Y be an fppf (etale,

open immersion,...) morphism. Because fppf morphism is stable under base change,

we can see that the corresponding natural transformation hX → hY is fppf (etale, open

immersion,...).

Lemma 2.2.6. Let F : C→ (Sets) be a functor such that the diagonal natural transforma-

tion ∆ : F → F×F is representable, then for any object T in C, any morphism f : hT → F

is representable.

Proof. The statement is equivalent to say that for any object V in C and any natural

transformation g : hV → F , hT ×F hV is representable. The pair (f, g) induces a natural

transformation f × g : hT×V
∼= hT × hV → F × F .

By assumption, the fiber product hT×V ×F×F F is representable. And by definition,

for all object U in C, we have

(hT×V ×F×F F )(U) = {(a, b, c) ∈ hT (U)× hV (U)× F (U)|fU(a) = gU(b) = c}

And the latter is exactly (hT ×F hV )(U). Hence, hT ×F hV is representable.

With the notation as the lemma above, and by Definition 2.2.4, it is clear in the

context what we mean by properties of the morphism T → F .

Definition 2.2.7. An algebraic space over a scheme S is an etale sheaf F : (Sch /S) →

(Sets) such that

• The diagonal ∆ : F → F × F is representable.

• There is a scheme U and a surjective, etale morphism U → F .

Cohomology of certain Artin stacks
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Example 2.2.8. Let U be a scheme, then by Grothendieck’s theorem that every scheme

is an fppf sheaf (Theorem 2.1.11), hU is an etale sheaf. Moreover, because U and U ×U

are schemes, the diagonal morphism is clearly representable. The identity morphism

id : U → U gives a surjective etale map to U from a scheme. Hence, a scheme is an

algebraic space.

2.3 Etale equivalence relations and a non-trivial exam-

ple of algebraic spaces

In this section, we will give an equivalent definition for algebraic spaces. This will help

us construct a non-trivial example of algebraic spaces. Throughout the section, we will

fix a base scheme S. Let A be a set, we recall that an equivalence relation on A is a

subset R ⊆ A× A such that

(i) For all a ∈ A, (a, a) ∈ R.

(ii) For all a, b, c ∈ A such that (a, b) ∈ R, (b, c) ∈ R then (a, c) ∈ R.

(iii) For all a, b ∈ A such that (a, b) ∈ R then (b, a) ∈ R.

Definition 2.3.1. Let R,U be schemes. A pre-relation defined by R on U is a morphism

j : R→ U ×S U of schemes. A pre-relation j is said to be

(i) a relation if j is a monomorphism.

(ii) a pre-equivalence relation if for any S-scheme T , the image of jT : R(T )→ U(T )×

U(T ) is an equivalence relation.

(iii) j an equivalence relation if j is a relation, and a pre-equivalence relation.

Let j be an equivalence relation difined by R on U . For any S-scheme T , we define ∼T

the equivalence relation on U(T ) induced byR(T ), i.e. a ∼T b if and only if (a, b) ∈ R(T )

for all a, b ∈ U(T ). Let U/R be the etale sheaf associated to the presheaf (Sch/S)op →

Sets by sending any S-scheme T to the set U(T )/ ∼T . It follows directly from the

definion that

Cohomology of certain Artin stacks



10 Chapter 2. Background

Lemma 2.3.2. With the assumption as above, we have

1. As functors, U ×U/R U ∼= R.

2. R U U/R is a coequalizer diagram.

The second statement of the lemma above is a special case of the following observa-

tion, whose proof can be found in [SP, Sites and sheaves, Lemma 11.3].

Lemma 2.3.3. Let F,G be two sheaves from (Sch /S)→ Sets and α : F → G a surjective

sheaf map, then there is a coequalizer diagram F ×G F F G.

We are now ready to see the connections between algebraic spaces and equivalence

relations.

Proposition 2.3.4. Let F be an algebraic space, and U f−→ F a surjective, etale covering

from an S-scheme U , and R def
= U ×F U , then

(i) The map R→ U ×S U defines an equivalence relation.

(ii) The induced maps R s,t−→ U are etale.

(iii) The diagram R U F is coequalizer.

Proof. Because F is an algebraic space, R is a scheme, and R(T ) = (U ×F U)(T ) =

{(a, b)|a, b ∈ U(T ), f ◦ a = f ◦ b}. Moreover, the canonical morphism R → U ×F U is

monomorphism, and it can be seen that R defines an equivalence relation on U . For

the second statement, because U → F is etale, the base change U ×F U → U is etale as

well. Finally, the coequalizer in (iii) follows directly from the previous lemma.

Definition 2.3.5. Let F be an algebraic space over S, and U → F an etale covering,

R an equivalence relation on U , then R is said to be an etale equivalence relation if the

induced maps s, t : R → U are etale. We say that U is a presentation of F if there is an

etale equivalence relation R on U and F ∼= U/R.

According to Lemma 2.3.3 and Proposition 2.3.4, we obtain

Proposition 2.3.6. Let F be an algebraic space over S, U → F an etale covering, and R

an equivalence relation on U , then (U,R) is a presentation of F if and only if R ∼= U ×F U .

Cohomology of certain Artin stacks
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Proof. Assume that (U,R) is a presentation of F , i.e. F ∼= U/R. By (1) of Lemma

2.3.2, we obtain U ×F U ∼= R. Conversely, assume that R ∼= U ×F U , then according

to Proposition 2.3.4, R U F is a coequalizer diagram, and by (2) of

Lemma 2.3.2, R U U/R is also a coequalizer diagram, and this yields

F ∼= U/R.

The next theorem is the main ingredient to construct algebraic spaces. A proof can

be found in [SP, Algebraic Spaces, Theorem 10.5].

Theorem 2.3.7. Let U be a scheme over S, and R an etale equivalence relation, then U/R

is an algebraic space, and (U,R) is a presentation of F def
= U/R.

Let G be an abstract group acting freely on a scheme U , with an action is a morphism

from R =
∐

σ∈G U to U ×S U given by sending (σ, x) to (σx, x), for all g ∈ G. We will

prove that R defines an etale equivalence relation on U .

Proposition 2.3.8. The quotient G\U def
= U/R is an algebraic space.

Proof. By the theorem above, it is sufficient to prove that R defines an etale equivalence

relation on U . We will first prove R defines an equivalence relation by showing that

it is a relation and a pre-equivalence relation. By definition of free group actions, the

morphism
∐

σ∈G U → U × U is a monomorphism, and this implies R is a relation on U .

Furthermore, the condition of pre-equivalence relation is easy to check. And we obtain

that R is an equivalence relation on U . Moreover, the two maps s, t : R =
∐

σ∈G U → U

are clearly etale, where s sends (σ, x) to σx and t sends (σ, x) to x, because R is disjoint

union of U . And the statement now follows from the theorem above.

Example 2.3.9. Let k be a field of characteristic 0. For any n ∈ Z, we can define

an automorphism +n of k(x) by sending x 7→ x + n. This defines an injective map

Z → Aut k(x). And it follows that the action of Z to Spec k(x) is free, and we can form

an algebraic space F := Z\ Spec k(x), due to Proposition 2.3.8. Assume F is a scheme,

consider an etale surjective covering Spec k(x) → F (Theorem 2.3.7). Looking at the

fiber product Spec k(x) ×F Spec k(x) =
∐

n∈Z Spec k(x), which is not quasi-compact.

Assume that F is affine, then the fiber product above would be affine, but as we pointed

out, it is not quasi-compact, and hence, F cannot be affine. Topologically, F is just

Cohomology of certain Artin stacks



12 Chapter 2. Background

a one-point space. Take the point in F , because F is a scheme, there exists an open

affine neighborhood SpecR of this point, pulling this neighborhood back through the

quotient map Spec k(x) → F , we obtain the fiber product would be affine, which is a

contradiction. Hence, there is no affine neighborhood of the point of F , and F is not a

scheme.

Example 2.3.10. We can construct geometric examples of algebraic spaces as follows.

We can start with a scheme X and two closed points x, y on X such that they have the

same residue field and they do not have a common affine neighborhood. And we glue

x and y by defining an etale equivalence relation. Then the quotient defined by that

gluing is an algebraic space, and it is not a scheme. We refer to [S21] for more details.

2.4 Descent data and stacks

As we saw earlier, sheaves on sites are generalizations of schemes. But there are im-

portant functors that fail to be a sheaf. Usually, there are two ways to cope with that.

The first one is to sheafify these functors, but it sometimes is difficult to capture useful

information after sheafification. Also, because our sheaves are valued in sets, which

means we have to kill possible automorphisms. The second solution is the notion of

stacks, where we allow the existence of automorphisms, and in many cases, we can just

keep our naive functors, as in the case of moduli functor of curves. To define what a

stack is, we need to review the notion of descent datum. Throughout the section, we

will fix a category C. We will first recall about fibered categories and the equivalence of

the definition of a fibered cateogry and a pseudo functor.

Definition 2.4.1. A category over C is a pair (F, p), where F is a category and p : F → C

is a functor.

Definition 2.4.2. Let (F, p) be a category over C, an arrow ϕ : ψ → η in F is said to

be cartesian if for any arrow α : ζ → η in F, and any h : p(ζ) → p(ψ) in C such that

p(ϕ) ◦ h = p(α), then there exists only one θ : ζ → ψ such that h = p(θ), and ϕ ◦ θ = α.

Definition 2.4.3. Let (F, p) be a category over C, we say that F is a fibered category over

C if for any arrow f : U → V in C and any η in F such that p(η) = V , there exists ψ in F
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and ϕ : ψ → η a catersian arrow such that p(ϕ) = f .

Definition 2.4.4. Let (F, p) be a fibered category over C, for any U in C, we can define

the fiber over U , denoted F(U), which consist of objects in F such that they map to U

via p, and morphisms in F(U) are morphisms in F that maps to idU in C via p.

The definition of fibered categories is equivalent to the definition of pseudo functor

below [FGAE, Section 3.1.3].

Definition 2.4.5. A pseudo functor on C consists of the following data

• For each object U of C, there is a category ΦU .

• For each arrow f : U → V in C, there is a functor f ∗ : ΦV → ΦU .

• For each object U in C, there is an isomorphism of functors ϵU : id∗
U
∼= idΦU .

• For each pair of arrows U
f−→ V

g−→ W , there is an isomorphism of functors αf,g :

f ∗g∗ ∼= (gf)∗ from ΦW to ΦU .

And these data are required to satisfied these conditions

• For an arrow U
f−→ V in C and η is an object in ΦV , we have αidU ,f = ϵU(f

∗η) and

αf,idU = f ∗ϵV η.

• Whenever we have arrows U
f−→ V

g−→ W
h−→ T , and an object θ in ΦT , we have

αgf,h(θ) ◦ αf,g(h
∗θ) = αf,gh(θ) ◦ f ∗αg,h(θ)

from f ∗g∗h∗θ to (hgf)∗θ.

Example 2.4.6. We associate each scheme X the category QCoh(X) of quasi-coherent

sheaves on X. And for each morphism of scheme X
f−→ Y , we associate the pullback

functor of sheaves f ∗ : QCoh(Y )→ QCoh(Y ). This defines a pseudo functor QCoh over

(Sch). And this defines a category QCoh fibered over (Sch).

From now on we will fix a site C with fiber products and a category F together with a

functor p : F → C.
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Definition 2.4.7. For any covering {Ui → U}i in C, we define the category of descent

datum F({Ui → U}i) consisting of objects of the form (ξi, ϕij)i,j where ξi ∈ F(Ui) and ϕij

is an isomorphism from pr∗1ξi to pr∗2ξj in F(Ui×U Uj) such that pr∗13ϕik
∼= pr∗23ϕjk ◦pr∗12ϕij

in F(Ui ×U Uj ×U Uk). Let (ψi, ϕij) and (ηi, φij) be two descent datum, we define a

morphism between them is a family of morphism αi : ξi → ηi such that for all i, j, we

have φij ◦ pr∗1αi
∼= pr∗2αj ◦ ϕij. Say another words, those αi make the following diagram

commute

pr∗1ξi pr∗1ηi

pr∗2ξj pr∗2ηj.

pr∗1αi

ϕij φij

pr∗2αj

For any covering {Ui → U}i in C, there is a canonical functor F(U) → F({Ui → U}i)

by sending any object ξ to (ξ|Ui
, id), where id is the identity morphism of ξ|Ui×UUj

.

Definition 2.4.8. We say that F is a stack over C if for any covering {Ui → U} in C, the

canonical functor above is an equivalence of categories.

There are important examples of stacks we will consider.

Proposition 2.4.9. Let F be a sheaf of sets on C, then F can be seen as a stack over C.

Proof. We can view F as a category fibred over C with the identification between F(U)

and F (U) for all object U in C, and all arrows are identity morphisms. Let {Ui → U}i
be a covering in C then F({Ui → U}i) consists of (ξi, ϕij)i,j where ξi ∈ F(Ui) and ϕij is

the identification between pr∗1ξi and pr∗2ξj since arrows in sets are just identities. Now,

because F is a sheaf, we have the following exact sequence

0→ F(U)→
∏
i

F(Ui) ⇒
∏
i,j

F(Ui ×U Uj).

And this yields the canonical functor F(U) → F({Ui → U}i) is a bijection of sets. This

implies F is a stack.

Corollary 2.4.10. Schemes are stacks in the fppf topology. Algebraic spaces are also stacks.

Proof. By Theorem 2.1.11, schemes are sheaves with respect to the fppf topology. This

yields by the previous proposition that schemes are stacks. For algebraic spaces, by

defintion, they are sheaves. The conclusion follows directly from the previous proposi-

tion.
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Example 2.4.11. (Stack of quasi-coherent sheaves in the Zariski topology) Let us de-

note QCoh the category over (Sch) whose fiber over a scheme X is the category of

quasi-coherent sheaves on X. Let {Ui → X}i be an open covering of X. By gluing

properties of sheaves, given a quasi-coherent sheaf F on X is equivalent to give a fam-

ily (Fi, ϕij)ij where Fi is a sheaf on Ui and ϕij is an isomorphism between Fi|Ui∩Uj
and

Fj|Ui∩Uj
such that for all i, j, k, we have ϕik = ϕjk ◦ ϕij on Ui ∩ Uj ∩ Uk. And this is clear

that QCoh({Ui → X}i) consists of these (Fi, ϕij). This implies that QCoh is stack over

(Sch)Zar.

Remark 2.4.12. It is proved by Grothendieck, for a proof, see e.g. [FGAE, Theorem

4.23] that QCoh is also a stack over (Sch)fppf .

2.5 Hom sheaves and an equivalent defintion of stacks

In this section, we will give an equivalent definition of stacks. That is very useful to

prove if fibered category over (Sch /S) is a stack. For example, we will see its applica-

tions in the next chapter when we prove that the moduli problem of elliptic curves are a

Deligne-Mumford stack and the moduli of genus one curves are Artin stacks. As usual,

we will fix a site C and a category F over C.

Definition 2.5.1. We say that F is a prestack over C if for any covering {Ui → U}i in C,

the canonical morphism F(U) to F({Ui → U}i) is fully faithful.

Lemma 2.5.2. F is a prestack over C if and only if for all covering {Ui
fi−→ U}i, and all ψ, η

in F(U) together with a morphism αi : f
∗
i ξ → f ∗

i η, such that pr∗1αi = pr∗2αj on F(Ui×UUj),

then there exists a unique morphism α : ξ → η in F(U) such that αi = f ∗
i α.

Proof. The family of morphisms (αi)i defines a morphism of two descent datum (f ∗
i ξ, id)

and (f ∗
i η, id). Because the functor is fully faithful, there exists a unique morphism

α : ξ → η such that αi = f ∗
i α.

Let U be an object of C, we denote C/U the category whose objects are morphisms

V
f−→ U in C. A morphism between V

f−→ U and W
g−→ U is a morphism h : V → W in C
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such that f = g ◦ h. For an object U in C, and two objects ξ, η in F(U). We define the

following functor

Hom(ξ, η) : C/U → (Sets)

sending Hom(ξ, η)(V
f−→ U) to HomF(V )(f

∗ξ, f ∗η).

Proposition 2.5.3. F is a prestack over C if for any object U in C and any ξ, η in F(U),

the functor Hom(ξ, η) defined above is a sheaf.

Proof. Assume that for all object U in C and all objects ξ, η in F(U), Hom(ξ, η) is a sheaf,

then in particular, for an arrow U
id−→ U in C/U , we have an exact sequence for any

covering {Ui → U}i in C

0→ HomF(U)(ξ, η)→
∏
i

HomF(Ui)(f
∗
i ξ, f

∗
i η) ⇒

∏
i,j

HomF(Ui×UUj)(f
∗
ijξ, f

∗
ijη)

where fij : Ui ×U Uj → U is the composition of fi ◦ pr1 = fj ◦ pr2. And the fact that

this sequence is exact is exactly the condition of the lemma above, and this yields F is a

prestack over C. The converse is basically the same by the lemma above again.

Definition 2.5.4. A descent datum (ξi, ϕij)i,j of F({Ui → U}i) is said to be effective if it is

an image of an object from F(U) via the canonical functor from F(U) to F({Ui → U}i).

Using the proposition above, we obtain the following equivalent defintion of a stack.

Proposition 2.5.5. Let F be a category over C, then F is a stack over C if and only if

• For all object U in C and all objects ξ, η of F(U), Hom(η, ξ) is a sheaf.

• All descent datum is effective.

Proof. It is just a consequence of the proposition above.

2.6 Deligne-Mumford stacks and Artin stacks

In this section, we will define the notions of Artin stacks and Deligne-Mumford stacks.

Definition 2.6.1. An Artin stack X over S is a category X over (Sch /S) with the fol-

lowing properties
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2.7. Torsors and principal bundles 17

• X is a stack over (Sch /S) fibred in groupoids.

• The diagonal morphism ∆ : X→ X× X is representable by algebraic spaces.

• There exists a smooth surjection U → X from a scheme.

We note that the second condition is equivalent to say that for any algebraic spaces

U, V over X, the fiber product U ×X V is algebraic space. And this makes sense the third

condition, i.e. we require that there exists there exists a scheme U over X such that for

any algebraic space V over X, the morphism U ×X V → V is smooth, surjective.

Example 2.6.2. In the next chapter, we will see that the stack M1,0 of curves of genus

one is an Artin stack.

Example 2.6.3. Let G be a smooth group scheme over S, in the next section, we will

see that the classifying stack BG is an Artin stack over S.

Definition 2.6.4. A Deligne-Mumford stack X over S is a category X over Sch /S with

the following properties

• X is a stack over (Sch /S) fibred in groupoids.

• The diagonal morphism ∆ : X→ X× X is representable by algebraic spaces.

• There exists a etale surjection U → X from a scheme.

Example 2.6.5. In the next chapter, we will prove that the stack M1,1 of elliptic curves

is a Deligne-Mumford stack.

2.7 Torsors and principal bundles

Throughout the section, we will fix a base scheme S and a topology τ ∈

{Zariski, etale, fppf} in (Sch /S). We will introduce the notions of torsors and and prin-

cipal bundles. We refer to [O, Section 4.5] for further details.

Definition 2.7.1. Let G be a group scheme, a principal G-bundle over B (or a principal

homogeneous space over B) is a pair (X, π : X → B) where X is a scheme with an action

Cohomology of certain Artin stacks



18 Chapter 2. Background

from G, and the morphism π : X → B is a covering and G-invariant, i.e. π(σx) = π(x)

on points, such that the morphism

G×B X −→ X ×B X (σ, x) 7−→ (x, σx)

is an isomorphism.

Definition 2.7.2. Let G be a sheaf of groups on (Sch /S)τ , a torsor over G is a sheaf F

together with an action µ : G× F → F such that

(i) For all scheme U , there exists a covering {Ui → U} of U such that F(Ui) ̸= ∅ for

all i.

(ii) The morphism of sheaves

G× F −→ F × F (σ, f) 7−→ (f, σf)

is an isomorphism.

From the defintion, it is clear that the second condition is equivalent to the action of

G on F is simply transitive.

Lemma 2.7.3. Let G be a group scheme, and (X, π : X → B) is a principal G-bundle over

B, then X is a G-torsor over B.

Proof. It is sufficient to check the first condition of the definition of torsors. Because

X → B is a covering, for any scheme U over B, {UX → U} is a covering, and there is a

canonical projection pr2 : UX → U making X(UX) ̸= ∅.

Definition 2.7.4. Let (X1, π1 : X1 → B), (X2, π2 : X2 → B) be principal G-bundles over

B, a morphism between them is a G-equivariant map between B-schemes. Similarly, a

morphism between G-torsors is a G-equivariant morphism of sheaves.

From the definition and the lemma, we obtain the following faithful functor between

two categories

{Principal G-bundles over B} −→ {G-torsors over B} (X, π : X → B) 7−→ X

This proposition tells us that when G is a smooth group scheme, the two categories

are equivalent with respect to the etale topology [O, Remark 4.5.7].

Proposition 2.7.5. The functor above is an equivalent of categories if G is a smooth group

scheme over S, and τ is the etale topology on (Sch /S).
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2.8. Quotient stacks and classifying stacks 19

2.8 Quotient stacks and classifying stacks

As usual, throughout the section, we will fix a base scheme S, a smooth group scheme

G over S and an S-scheme X with an action from G.

We denote [X/G] a category fibered over (Sch /S)et whose objects over a scheme B

are of the form (B ← E → X), where E → B is a principal G-bundle, and E → X is

G-equivariant morphism.

A morphism between (B ← E → X) and (B′ ← E ′ → X) are morphisms B → B′ and

E → E ′ making the following digram

B E

X

B′ E ′

commute, where the left square is cartesian.

Proposition 2.8.1. The category [X/G] over (Sch /S)et is an algebraic stack.

Proof. It is clear from the definition that [X/G] is fibered in groupoid. We will check

that

(i) The Isom sheaf is representable (cf. Proposition 2.5.5).

(ii) All descent datum is effective.

(iii) There is a smooth covering of [X/G] from a scheme.

For the first statement, let B be an S-scheme, and ξ, η two objects of [X/G](B), where

ξ = (B ← E
f−→ X) and η = (B ← E ′ f ′

−→ X). Then IsomB(ξ, η) ̸= ∅ if and only if

E = E ′ and f = f ′. And in this case, IsomB(ξ, η) is completely determined by morphism

π : E → E such that π = f ◦ π.

Now, G(E) acts on X(E) and over E, G and E are isomorphic. And hence, such a

morphism π is exactly an element in G(E) that fixes f . Hence, IsomB(ξ, η) is repre-

sentable by the stabilizer of f , which is a scheme. And this proves the first statement.

For the second statement, let B be an S-scheme and {Bi → B} an etale covering and

Ei → Bi are principal G-bundles such that the cocycle condition holds. In particular, Ei
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are G-torsors, and we can glue Ei as sheaves to get a sheaf E over B such that E is a

B-torsor. Because G is smooth over S, and we are in etale site, such a G-torsor is indeed

a principal G-bundle over B.

Finally, for the third statement, there is a morphism X → [X/G] that sends any X-

scheme U to the trivial principalG-bundle (U,G×U,X) where the morphismG×U → X

sends (σ, u) to σf(u) on points. It is G-equivariant with the left translation action of G

on itself. We will show that this morphism is smooth.

Let B → [X/G] be a morphism given by (B ← E → X), then (X ×[X/G] B)(B′) is

characterized by ϕ : EB′ ∼= GB′, and such an isomorphism ϕ is determined by a section

B′ → EB′ (because the principal bundle EB′ is trivial if and only if it has a section).

Hence, the fiber product above is just HomB′(B′, EB′), and this yields X ×[X/G] B is

representable by E, which is smooth over B, since G is smooth over S. Therefore,

[X/G] is an algebraic stack over (Sch /S)et.

Definition 2.8.2. When X = S and the action of G on S is trivial, then [S/G] is called

the classifying stack, denoted BSG. When the context is clear, we denote BG the classi-

fying stack of G.
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Moduli of elliptic and genus one curves

In this chapter, we will review the theory of elliptic curves and curves of genus one in

absolute and relative settings. Furthermore, we also define the category of family of

genus one curves and prove it is an algebraic stack.

3.1 Elliptic curves

Elliptic curves are important objects in algebraic geometry and number theory. An el-

liptic curve is an abelian variety of dimension 1, which can be described by an explicit

equation. Throughout the section, we will fix a base field k.

Definition 3.1.1. An elliptic curve E over k is a smooth, proper, geometrically integral

scheme of dimension one over k with a k-rational point such that H1(E,OE) = 1.

We note that it is not immediate from the definition that an elliptic curve E over k

is a group scheme. We will prove this later in our third section. By Riemann-Roch’s

theorem, there is a bijection between E(k) and Pic0(E), where Pic0(E) is the abelian

group of linearly equivalent classes of degree zero divisors on E. If we denote O the

k-rational point of E, then the bijection above can be defined as follows

E(k) −→ Pic0(E), P 7−→ [P ]− [O]

And this bijection defines the group law on E(k). Again, by Riemann-Roch theorem,

the divisor 3[O] is very ample on E, and we can define an embedding of E into P2
k.
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This embdding will give us the explicit equation defining E. More presecily, when 2, 3

is invertible in k, any elliptic curve E over k is of the homogeneous form

y2z = x3 + axz2 + bz3

for some a, b in k such that ∆ = 4a3 + 27b2 ̸= 0, with a k-rationl point O = (0, 1, 0). We

note that the condition on ∆ is equivalent to say the equation x3 + ax+ b = 0 does not

have double roots in k, otherwise the curve will be singular. Over C, an elliptic curve

can be defined as the quotient of C by a lattice of rank 2 over Z. We will next prove that

the automorphism group of an elliptic curve is finite.

Proposition 3.1.2. Assume that 2, 3 is invertible in k, where k is algebraically closed, then

for any elliptic curve over k, Aut(E) is either Z/2Z, Z/4Z or Z/6Z.

Proof. Assume that our elliptic curve E is given by y2 = x3 + ax+ b. Any automorphism

of E induces an automorphism of H0(E,OE(nO)), where n = 1, 2, 3; and hence, is of the

form (x, y) 7→ (cx+d, ex+ fy+ g), which also satisfies the equation of E. By comparing

coefficients, we obtain d = e = g = 0, and c3 = f 2. Denote u the square root of e in k,

then c = u2, f = u3, then any automorphism of E is of the form x′ = u2x, y′ = u3y.

And this yields u4a = a and u6b = b. If both a, b ̸= 0, then u2 = 1, and in this case

Aut(E) ∼= Z/2Z. If a = 0, then b ̸= 0 (because of the condition on ∆), and in this case,

u6 = 1, and Aut(E) ∼= Z/6Z. Finally, if b = 0, then u4 = 1, and Aut(E) ∼= Z/4Z.

When the characteristic of k is 2 or 3, the computation is more complicated, but it is

still true that Aut(E) is finite. We refer to [Silverman, Apendix A] for the proof.

Example 3.1.3. Over C, the automorphism of the curve y2 = x3 + 1 is cyclic of order 6,

generated by (x, y) 7→ (ζ2x, ζ3y), where ζ is the 6th primitive root of unity in C.

Example 3.1.4. Let p be a prime such that p ≡ 1 mod 4. By Euler’s criterion [IR,

Theorem 1, Chapter 5], −1 is a square in Fp. Denote ω the 4th-primitive root of 1 in

Fp. Consider the curve (E) : y2 = x3 + x over Fp. The automorphism group of E

is isomorphic to Z/4Z, and generated by (x, y) 7→ (−x,−ωy). This automorphism is

defined over Fp.
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Next, we will discuss about twists and torsors over elliptic curves and their relations

to Galois cohomology. One hopes to obtain the similar correspondence in the relative

setting, by replacing the absolute Galois group by etale fundamental group, but this

does not hold true. More details for relative settings will be discussed later.

3.2 Recollections on relative effective Cartier divisors

In this section, we will review the theory of relative Cartier divisor, which is needed to

study sections of family of curves. Throughout the section, we will fix a base scheme S,

and an S-scheme X.

Definition 3.2.1. Let D ⊂ X be a closed subscheme, we say that D is a relative Cartier

divisor if D is flat over S, and the ideal sheaf OX(−D) is an invertible OX-module.

Locally, when S = SpecR, X = SpecA, any such Cartier divisor D is the zero locus of

of some f ∈ A, such that f is non-zero divisor in A, and A/fA is flat over R.

Let D be a relative Cartier divisor, we have the following exact sequence of OX mod-

ules

0→ OX(−D)→ OX → OD → 0

Tensoring with OX(D) we obtain

0→ OX → OX(D)→ OD ⊗OX
OX(D)→ 0

And there is a canonical section l of OX(D), which is the image of the section 1 of OX ,

and we can recover D as the zero locus of l.

Conversely, let (L, l) be a pair, where L is an invertible sheaf on X, and l is a section

of L, such that we have the following exact sequence of OX modules

0→ OX
×l−→ L→ L/OX → 0

and L/OX is flat over S. Then we can obtain an effective Cariter disvisor as the zero

locus of l and L = OX(D). And this yields
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Proposition 3.2.2. Given a relative effective Cartier disisor on X is the same as to be given

a pair (L, l) where L is an invertible sheaf on X, and l is a section of L, such that

0→ OX
×l−→→ L→ L/OX → 0

is exact and L/OX is flat over S.

There are some useful properties of effective Cartier divisors.

Proposition 3.2.3. The following statements holds:

(i) Let D1, D2 be relative effective Cartier divisors on X, then so is D1 +D2.

(ii) Let T be any scheme with a structure morphism f : T → S, and D is an effective

Cartier divisor on X, then f ∗
TD is an effective Cartier divisor on XT over T .

Proof. For (i), we note that locally, if D1 (respectively D2) is given by f1 ∈ A (resp.

f2 ∈ A), then D1 +D2 is the zero locus of f1f2. For (ii), we can use the presentation of

D by the pair (L, l), then f ∗
TD is characterized by the pair (L⊗OS

OT , l ⊗ 1).

To check if a closed subscheme of X is an effective Cartier divisor, we can reduce to

the absolute case.

Lemma 3.2.4. Assume that S is locally Noetherian and X is flat of finite presentation over

S. Let F be a coherent sheaf on X, flat over S, then F is flat over X if and only if for all

geometric point SpecΩ→ S, FΩ is flat over XΩ.

Proof. It is the fiber by fiber criterion of flatness, and we refer to [SP, Lemma 37.16.4]

for the proof.

We now come to the main result of this section.

Proposition 3.2.5. Assume that S is locally Noetherian, X is flat of finite presentation

over X. Let D be a closed subscheme of X flat over S, then D is a relative effective Cartier

divisor if and only if for all geometric points SpecΩ → S, DΩ is a effective Cartier divisor

on XΩ over SpecΩ.

Proof. The only if part follows from the previous proposition that relative effective

Cartier divisors behave well under pull back.
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We will now prove the if part. From the exact sequence

0→ OX(−D)→ OX → OD → 0

where OD and OX is S-flat. By [SP, Lemma 17.8], OX(−D) is also flat over S. Because

OD is flat over OS, we obtain

0→ OX(−D)⊗OS
Ω→ OX ⊗OS

Ω→ OD ⊗OS
Ω→ 0

is also exact. And there is also an exact sequence

0→ OX(−DΩ)→ OXΩ
→ OD|SpecΩ → 0

Comparing the first terms, we obtain OX(−D) ⊗OS
Ω ∼= OX(−DΩ), which is invertible

OXΩ
-module. By the previous lemma, OX(−D) is a flat OX-module.

We will next prove that OX(−D) is coherent. For this, it is sufficient to reduce to

the affine settings, where S = SpecR, with R is Noetherian, and X = SpecA, where

A ∼= R[x1, ..., xn]/(f1, ..., fm) and D = SpecR′. The surjection R onto R′ implies R′ is of

finite presentation over R.

The diagram R→ A→ R′ has R→ R′ is of finite presentation and R→ A is of finite

type. This yields, by [SP, Lemma 10.6.2] that A → R′ is of finite presentation, and this

immediately implies that the ideal sheaf defining R′ is finitely generated as A-module.

And this yields OX(−D) is a coherent OX-module.

Now, because OX(−D) is both flat and coherent, it is a locally free OX-module, and

the hypothesis on geometric fibers implies that OX(−D) is an invertible OX-module.

From the definition, D is a relative effective Cartier divisor.

3.3 Families of curves

In this section, we will define families of curves over a base scheme. Furthermore,

we will give some characterizations of relative effective Cartier divisors in this setting.

Throughout the section, we will fix a base scheme S.

Definition 3.3.1. A family of curves over S is a pair (C, f), where C is a scheme over S,

f : C → S is flat, proper, of finite presentation, and all geometric fibers of f are smooth

curves.
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From the definition, because C is of relative dimension one over S, and f is proper,

any section of f defines a closed immersion of S into C.

Proposition 3.3.2. Let (C, f) be a family of curves, then any section σ : S → C of f

defines a relative effective Cartier divisor, denoted [σ].

Proof. Because f : C → S is proper, and in particular, separated, and idS = f ◦ σ is a

closed immersion, σ is a closed immersion. And this yields [σ] is closed in C and flat

over S.

Because f is of finite presentation, we can reduce to the case S = SpecR is Noetherian

[EGA IV, 8.9.1 and 11.2.6.1]. Applying Proposition 3.2.5 for geometric points of S will

give us the statement.

Proposition 3.3.3. Let (C, f) be a family of curves, then any relative effective Cartier

divisor on C is finite, flat, of finite presentation over S. Conversely, any closed subscheme

of X that is finite, flat, of finite presentation over S defines a relative effective Cartier

divisor on C.

Proof. Let D ⊂ C be a relative effective Cartier divisor, then D is flat over S by defi-

nition. Moreover, reducing to the case S = SpecR is Notherian, gives us D is of finite

presentation. Finally, for finiteness, because D → S is proper, it is sufficient to show

that the map is quasi-finite, but it is clear when we reduce to the case S = Spec k: any

effective Cartier divisor of C/k is given by a finite sum of closed points.

For the converse, by Proposition 3.2.5, we can reduce to the case S = SpecΩ, where

Ω is an algebraically closed field. And in this case, any effective divisor on C is defined

by a finite sum of closed points, which are clearly flat, finite, of finite presentation over

Ω.

By this proposition, Zarisky local on S, say S = SpecR, then Γ(D,OD) is a locally

free R-module of finite rank. This rank is defined to be the degree of D. There is an easy

characterization of a relative effective Cartier divisor of degree one.

Proposition 3.3.4. Any section σ of f defines an relative effective Cartier divisor of degree

one. Conversely, any relative effective Cartier divisor of degree one give a section of f .
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Proof. The first assertion is clear because such σ defines a closed immersion from S to

C. For the converse, if D is a relative effective Cartier divisor of C, the composition

D → X → C is an isomorphism, and the inverse map defines a section of f .

3.4 Families of elliptic curves

Family of elliptic curves is a generaliztion of elliptic curves over fields. We will prove in

this section, such a family gives us a group scheme over the base scheme, and will give

examples for family of elliptic curves. As usual, we will fix a base scheme S.

Definition 3.4.1. A family of elliptic curves over S is a triple (E, f, 0), where E is a

scheme over S, f : E → S is proper, flat of finite presentation, with all geometric fibers

of f are smooth curves of genus one, and 0 is a section of f .

We will now prove the main result of this section.

Theorem 3.4.2. Let (E, f, σ) be a family of elliptic curves, then E is a group scheme over

S. Moreover, there exists a unique group structure on E such that for any scheme T , and

any T -points P,Q,R in ET (T ), we have P +Q = R if and only if there exists an invertible

sheaf L0 on T and an isomorphism of invertible sheaf on ET

OX(P )⊗ OX(Q)⊗ OX(−0) ∼= OX(−R)⊗ f ∗
TL0.

Proof. We denote Pic1E/S(T ) the set of isomorphism classes of invertible sheaf L on XT

such that fiber by fiber, L is of degree one, modulo the equivalent relation L ∼ L⊗f ∗
TL0,

where L0 is an invertible sheaf on T .

The core idea is to prove the bijection between Pic1E/S(T ) and ET (T ), defined by

ET (T ) 7−→ Pic1E/S(T ), P 7−→ OX(P )

If such bijection exsists, then for any point P,Q in ET (T ), the invertible sheaf OX(P )⊗

OX(Q) ⊗ OX(−0) is fiberwise of degree one invertible sheaf. And there exists a unique

R in ET (T ), such that

OX(P )⊗ OX(Q)⊗ OX(−0) ∼= OX(−R)⊗ f ∗
TL0.
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Denote Pic0E/S(T ) the group of isomorphism classes of invertible sheaf L on XT such

that fiber by fiber, L is of degree 0, modulo the subgroup of the form f ∗
TL0, where L0

is an invertible sheaf on T . Then there is a bijection between Pic1E/S(T ) and Pic0E/S(T )

defined by

Pic1E/S(T ) −→ Pic0E/S(T ), L 7−→ L⊗ OX(−0)

And this gives us the bijection between ET (T ) and Pic0E/S(T ), and the induced group

structure is exactly what we described in the statement.

In short, it is sufficient for us to prove that the map

ET (T ) 7−→ Pic1E/S(T ), P 7−→ OX(P )

is bijective. Because we can replace T by S, and ET by E, it is enough to prove there is

a bijection between E(S) and Pic1, where Pic1 denotes Pic1E/S(S).

Now, take any invertible sheaf L on E in Pic1, we want to construct a section of

E(S), i.e. the inverse of the map above. By Proposition 13, it is sufficient to construct a

relative effective Cartier divisor of degree 1 corresponding to L.

Because E is of finite presentation over S, we can again reduce to the case S = SpecR

is Noetherian. The sheaf R1f∗L vanishes. In fact, at geometric points SpecΩ → S,

R1f∗L|SpecΩ = (R1f∗L)Ω = H1(EΩ,L) = 0 because degL = 1 > 2gEΩ
− 2 = 0. And

by [M74, Corollary 3, p. 53], f∗L is locally free of rank one, because over geometric

points, it is of rank one. Hence, Zarisky locally, we can choose l ∈ Γ(S, f∗L) such that it

is an OS basis of L. Note that we also have Γ(E,L) = Γ(S, f∗L). Consider the morphism

of sheaves OX
×l−→ L, we will prove that it is injective and the quotient L/O is flat over

S. We now need to use a result in [EGA IV, Part 3, Proposition 11.3.7], that stated

Lemma 3.4.3. Let i : A→ B be a ring homomorphism of finite presentation, u :M → N

is a morphism between B-modules, then the following are equivalent:

(i) u is injective and coker(u) is flat over A.

(ii) For all q ∈ SpecB, p = i−1(q), the induced morphism id⊗u : k(p)⊗AM → k(p)⊗AN

is injective.

By using this, we can reduce to the case S = Spec k, E is an elliptic curve over

k, H0(E,OE) = k and l is now a k-basis, and in particular, non-zero. This yields,

by the lemma above that OE
⊗l−→ L is injective, and L/O is flat over S. Hence, by
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characterization of relative effective Cartier divisor (Proposition 3.2.2), the pair (L, l)

defines a relative effective Cartier divisor. Moreover, it is of degree one because of the

hypothesis on fibers. By Proposition 3.3.4, it defines a section of f .

It is clear from the construction that the maps E(S)→ Pic1 and Pic1 → S are inverse

of each other. And we now obtain a bijection between them.

3.5 Γ1(N)-structure on family of elliptic curves and its

representability

In this section, we will introduce an important moduli problem, which is called Z/NZ

level structure on families of elliptic curves. As we will see, it will be a finite, flat cover of

M1,1. WhenN is invertible over the base scheme, this cover is etale. The full generalities

for level structures can be found in [KM]. Here we will only discuss what we need for

our applications. Throughout the section, as usual, we will fix a base scheme S and

E/S a family of elliptic curves.

Proposition 3.5.1. Let [N ] : E → E be the multiplication by N morphism on E. Then

[N ] is finite, flat of degree N2. The kernel E[N ] of [N ] represents the following functor

T 7→ HomGrp(Z/NZ, ET (T ))

Moreover, if N is invertible on S, then [N ] is etale.

Proof. Because E is proper over S, the morphism [N ] is automatically proper. For the

rest, it is sufficient to reduce to the case S = Spec k. The theory of elliptic curves over

fields yields [N ] : E → E is flat of degree N2 and the fiber at 0 has at most N2 points.

The equality occurs if and only if N is invertible on k, and this is equivalent to say [N ]

is etale.

For the representability of E[N ], take any ϕ ∈ HomGrp(Z/NZ, ET (T )), then ϕ(1) ∈

E[N ](T ), and for the inverse map, for any σ ∈ E[N ](T ), we can define a homomorphism

of group 1 7→ σ from Z/NZ to ET (T ). It is clear that they are funtorial and inverse of

each other.

We will next define the notion of points of exact order N .
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Definition 3.5.2. A section P ∈ E(S) is said to be a point of exact order N if D =∑N−1
i=0 [iP ] is of degree N and D is a subgroup scheme of E.

Example 3.5.3. Take S = Spec k, and P is a point of order N on E(k). The divisor

D = [0] + [P ] + ...[(N − 1)P ] can be seen as the abelian group generated by P . It is of

degree N , and a subgroup scheme of E. This follows that P is a point of exact order N

by the definition. Conversely, if P is a point of exact order N , then D is killed by N . It

then follows that P itself is killed by N , and because D is of degree N , the order of P is

exactly N in E.

Proposition 3.5.4. Assume N is invertible on S, and P is a point of E(S) then the follow-

ing are equivalent

(1) P is of exact order N .

(2) For every geometric point SpecΩ of S, PΩ is a point of exact order N in EΩ.

(3) For every geometric point SpecΩ of S, PΩ is a point of order N in E(Ω) (c.f. example

above).

(4) The effective Cartier divisor D =
∑N−1

i=0 [iP ] is finite etale over S.

(5) The map Z/NZ → E(S) sending 1 7→ P defines a closed embeding of the constant

group scheme Z/NZ→ E, which identifies Z/NZ with the closed subscheme
∑N−1

i=0 [iP ].

Proof. (1) implies (2) is clear, since the degree of D =
∑N−1

i=0 [iP ] is stable under base

change, and moreover D is a subgroup scheme of E implies that DΩ is a subgroup

scheme of EΩ. Next, (2) and (3) are equivalent from Example 3.5.3. Assume (3) holds,

then over any geometric point SpecΩ→ S, DΩ is finite etale over SpecΩ. It then follows

that D is also finite etale over S. And thus, (3) implies (4).

The morphism (Z/NZ)S → E sending 1 to P always factor through D. And this

yields a morphism (Z/NZ)S → D. To check if it is an isomorphism, we can reduce to a

geometric point SpecΩ→ S. Over there, (Z/NZ)Ω → DΩ is an isomorphism if and only

if all points in DΩ are distinct, i.e. DΩ is finite etale over Ω. This is also equivalent to

say D is finite etale over S. Hence, we obtain the equivalence between (4) and (5).

Finally, (5) implies (1) is clear, since (Z/NZ)S is of degree N over S and it is a closed

subgroup scheme of E by the assumptions of (5).
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By the proposition above, we obtain the following equivalent definition for points of

exact order N .

Definition 3.5.5. A homomorphism ϕ : Z/NZ→ E(S) is said to be a Z/NZ-structure if

D =
∑N−1

i=0 [ϕ(i)] is a relative effective Cartier divisor of degree N and D is a subgroup

scheme of E.

Lemma 3.5.6. Assume that ϕ : Z/NZ → E(S) is a Z/NZ-structure, then ϕ(1) is a point

of exact order N . Conversely, if P is a point of exact order N in E(S), then there is a

Z/NZ-structure ϕ defined by ϕ(1) = P .

Proof. It is clear from the definitions.

Equivalently, we also have the following criterion for Z/NZ structure on E.

Proposition 3.5.7. Let ϕ : Z/NZ→ E(S) be a group homomorphism, then the following

are equivalent

(1) ϕ is Z/NZ-structure.

(2) For every geometric point SpecΩ of S, ϕΩ : Z/NZ → E(Ω) is Z/NZ structure on

EΩ.

(3) For every geometric point SpecΩ of S, the induced homomorphism ϕΩ : Z/NZ →

E(Ω) is injective.

(4) The effective Cartier divisor D =
∑N−1

i=1 [ϕ(i)] is finite etale over S.

(5) ϕ defines a closed immersion of the constant group scheme Z/NZ to E which identi-

fies Z/NZ with the divisor
∑N−1

i=0 [ϕ(i)].

Consider the functor Γ1(E/S,N) defined by

T 7−→ {Z/NZ− structures on ET/T}

We will prove that Γ1(E/S,N) is representable by a closed subscheme of E[N ]. To do

this, we need the following

Lemma 3.5.8. Let D be an effective Cartier divisors on E/S. Then there exists a closed

subscheme Z ⊂ S such that for any scheme T , DT is a subgroup scheme of ET if and only

if the structure morphism T → S factors through Z. And the formation of Z commutes

with arbitrary base change S ′ → S.
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Proof. We will first prove the following claim.

Claim. Let D,D′ be two effective Cartier divisors on E/S, then there exists a unique

closed subscheme Z of S, such that Z is universal for the relation D′ ≤ D in the following

sense: for any S-scheme T , D′
T ≤ DT if and only if the structure morphism T → S factors

through Z. Moreover, the formation of Z is compatible with base change.

Proof of the claim. Assume D is represented by the pair (L, ℓ), then LD′ is an invertible

sheaf on D′. Because of Proposition 3.3.3, D′ is finite, flat of finite presentation over

S. Locally on S, say S = SpecR, the rank of D′ over S, say n, is exactly the rank of

H0(OD′ ,LD′) as R-module. Let (e1, ..., en) be a basis of this module.

Now, the condition D′ ≤ D is equivalent to say that D′ also vanishes on ℓ. Because

ℓ can be uniquely expressed ℓ = f1e1 + ... + fnen, for fi ∈ R. Therefore, the condition

ℓ = 0 can be read as f1 = f2 = ... = fn = 0, which defines a closed subscheme of SpecR.

And we have done the proof of the claim.

We now come back to the proof of the lemma. We first recall that D is a closed

subgroup scheme of E if

1. The zero section factors through D, i.e. [0] ≤ D.

2. D is stable under inversion i defined on points as P 7→ −P , i.e. i(D) = D,

3. For all S-scheme T , and for all f1, f2 ∈ D(T ), m(f1, f2) is also in D(T ).

For the first two conditions, by the claim above, they are universal on a closed sub-

scheme of S, and it is sufficient to prove the last condition is also universal on a closed

subscheme of S.

Let W = D ×S D with canonical projections p1, p2 to D. We will first show that last

condition is satisfied if and only if m(p1, p2) ∈ D(W ). The only if part is clear. Now,

assume that m(p1, p2) ∈ D(W ). For any S-scheme T , and any f1, f2 in D(T ), there exists

a unique morphism θ : T → D making the following diagram commute

D T D

W

f1 f2

θ
p1 p2

And m(f1, f2) = m(p1 ◦ θ, p2 ◦ θ) = m(p1, p2) ◦ θ, where the last identity follows from

the functorial property of group schemes: for any group scheme G and any morphism
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of schemes θ : T → T ′, the induced map G(T ′) → G(T ) sending f → f ◦ θ is a group

homomorphism, i.e. m(f1 ◦ θ, f2 ◦ θ) = m(f1, f2) ◦ θ for all f1, f2 in G(T ′). Now, since

m(p1, p2) ∈ D(W ), it follows that m(f1, f2) is in D(T ).

Next, we note that a morphism f : T → E from an S-scheme T factor through D if

and only if [fT ] ≤ DT . Therefore, m(p1, p2) ∈ D(W ) if and only if [m(p1, p2)W ] ≤ DW .

Now, we apply the claim, and conclude that the last condition is also universal on a

closed subscheme of S.

Using this, we can prove

Proposition 3.5.9. Assume that N is invertible in S, then Γ1(E/S,N) is representable by

a scheme, which is finite and etale over S.

Proof. Denote S ′ = E[N ], we will prove that Γ1(E/S,N) is representable by a closed

subscheme of S ′. From the definition, we can see that Γ1(E/S,N) is a subfunctor of

S ′. Moreover, since S ′ represents the functor HomGrp(Z/NZ, E(−)), there is a universal

homomorphism ϕuniv : Z/NZ→ E(S ′) corresponding to id : S ′ → S ′. By the proposition

above, ϕuniv defines a Z/NZ-structure on S ′ because over geometric points, ϕuniv is

an embedding of groups Z/NZ → Z/NZ × Z/NZ. Let D =
∑n−1

i=0 [ϕuniv(i)] be the

corresponding Cartier divisor on ES′. It is a finite, etale subgroup scheme of S ′ of order

n. It then follows by the previous lemma that there exists a closed subscheme Z of S ′

such that for any S ′-scheme T, DT is a subgroup scheme of ET if and only if the structure

T → S ′ factors through Z. It is now clear that Z represents Γ1(E/S,N).

Because S ′ = E[N ] is finite of finite presentation over S, Z is also finite of finite

presentation over S. Hence, for etaleness, it is sufficient to prove Z is formally etale

over S. Let T be any scheme, and T0 its closed subscheme such that the ideal sheaf

defined T0 is nilpotent. Let ϕ0 : Z/NZ → E(T0) be a Z/NZ-structure on ET0/T0, we

have to prove that ϕ0 extends uniquely to ϕ : Z/NZ → E(T ) such that ϕ defines a

Z/NZ-structure on ET/T .

By the hypothesis, ϕ0 defines a homomorphism from Z/NZ→ E[N ](T0). And because

E[N ] is etale, this extends uniquely to ϕ : Z/NZ → E[N ](T ). To show that ϕ defines

a Z/NZ-structure, it is sufficient to reduce to the case E is an elliptic curve over an
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algebraically closed field Ω. But over there, ϕ and ϕ0 are the same, because a field

has (0) as the only ideal. And this follows that Z is formally etale over S, and hence,

etale.

3.6 Rigidity

Let E,E ′ be two elliptic curves over a connected base scheme S. Let f : E → E ′ be

an isogeny. f induces a homomorphism f ∗ : Pic0E′/S → Pic0E/S sending L 7→ f ∗L.

Because there is an isomorphism from E/S is to Pic0E/S, which is compatible with group

structures, f t = f ∗ defines a homomorphism in the other direction E ′ → E.

Proposition 3.6.1. Let N = deg f , then the following hold:

(1) deg f t = N ,

(2) f ◦ f t = [N ]E′ and f t ◦ f = [N ]E.

(3) Let g : E → E ′ be another isogeny, then (f + g)t = f t + gt

Moreover, if E ′ = E, then the following holds:

(3) There exists an integer, called the trace of f , denoted tr(f), such that f+f t = [tr(f)].

(4) Inside the endomorphism ring of E, f is a root of the polynomial X2 − tr(f)X +

deg f = 0.

(5) We have an inequality tr(f)2 ≤ 4 deg f .

Proof. By Drinfeld’s rigidity results [KM, Theorem II.2.4.1 and II.2.4.2], we can reduce

the theorem to the case of elliptic curves over a field. The reduction in details can be

found in [KM, Theorem 2.5.1]. When S = Spec k, we refer to [Sil, Chapter III].

The next corollary will tell us that, indeed, the moduli problem Γ1(E/S,N) is rigid,

for N ≥ 5.

Corollary 3.6.2. Let ϵ : E → E be an automorphism of family of elliptic curves, and G a

subgroup scheme of E of degree N over S. When N ≥ 5, then ϵ induces the identity on G

if and only if ϵ = id.

Cohomology of certain Artin stacks



3.7. M1,1 is a Deligne-Mumford stack 35

Proof. Assume that ϵ induces the identity on G, we obtain ϵ− 1 kills G. If ϵ ̸= id, ϵ− 1 is

an isogeny of E, and its kernel contains G. We then obtain deg(ϵ − 1) ≡ 0 mod N . By

the proposition above, we have

deg(ϵ− 1) = (ϵt − 1)(ϵ− 1) = 1− tr(ϵ) + 1 ≡ 0 mod N

And this yields tr(ϵ) ≡ 2 mod N . Because tr(ϵ)2 ≤ 4, deg ϵ = 4, and N ≥ 5, this shows

tr(ϵ) = 2, and ϵ satisfies (ϵ − 1)2 = 0. Because ϵ ̸= id, (ϵ − 1)2 is an isogeny and hence,

non-zero, a contradiction. This show ϵ = id.

3.7 M1,1 is a Deligne-Mumford stack

In this section, we will define the category of elliptic curves and prove it is a Deligne-

Mumford stack. Throughout the section, we will fix a base scheme S and an integer

N ≥ 5, which is invertible on S.

We denote (Aff /S) the category of affine schemes over S, and M1,1 a category over

(Aff /S). Objects of M1,1 are of the form (E, f, T, 0), where T is an affine scheme,

and (E, f, 0) is a family of elliptic curves over T . Given two objects (E, f, T, 0) and

(E ′, f ′, T ′, 0), a morphism between is a pair (g, h) where g : E → E ′ and h : T → T ′ are

morphisms of algebraic spaces such that the diagram

E
g //

f
��

E ′

f ′

��
T

h // T ′

is Catersian, and E
(g,f)−−→ E ′ ×′

T T is an isomorphism of family of elliptic curves over T ′.

This is a category with a functor M1,1 → (Aff /S) sending (E, f, T, 0) to T .

Definition 3.7.1. A moduli problem for elliptic curves is a contravariant functor P :

M1,1 → Sets. P is said to be relatively representable if for all family of elliptic curves

(E, f, T ′, 0), the functor T 7→ P(ET , fT , T, 0) is representable, denoted PE/T ′. P is

said to be rigid if the group Aut(E/T ) acts freely on P(E/T ) for all family of elliptic

curves E over T . P is said to be representable if there exists a family of elliptic curves

(EP, f,M(P), 0) such that for all family of elliptic curves E over T , there is functorial

isomorphism P(E/S) ∼= HomM1,1(E/S,EP/M(P)).
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Example 3.7.2. The functor Γ1(N) sends (E, f, S, 0) 7→ {Z/NZ− structures on E/S} is

a moduli problem for elliptic curves. It is rigid and relatively rerepsentable by a scheme

Z, where Z is a closed subgroup scheme of E[N ] and is finite, etale over S.

Definition 3.7.3. Let P be a relatively representable moduli problem of elliptic curves,

P a property of morphism of schemes, we say that P is P over M1,1 if PE/T is P over T

for all family of elliptic curves E/T .

From the definition, we can see that Γ1(N) is finite, etale over M1,1. The following

theorem will tell us Γ1(N) is representable.

Theorem 3.7.4. Let P be a relatively representable moduli problem for elliptic curves,

which is affine over M1,1. Then P is representable if and only if it is rigid.

Proof. We will describe the main ideas for the proof of this theorem. Details can be

found in [KM, Theorem IV.4.7.0]. Because our moduli problem is rigid, it is sufficient

to prove the representable results on Z[1/2] and Z[1/3] and then glue them over Z[1/6].

We first need the following

Claim. Let P,P′ be moduli problems of elliptic curves such that P is representable and

P′ is relative representable then the product P× P′ is representable.

Proof of the claim. Assume that P is represented by (EP,M(P)). Then for all object

(E, T ) in M1,1, (P × P′)(E/T ) consits of all pairs (ϕ, ϕ′) where ϕ : E/T → EP/M(P) is

a morphism in M1,1 and ϕ′ : E/T → P′ is a morphism of functor. Because P′ is relative

representable, we have P′(E/T ) = P′
EP/M(P)(T ). If we denote P′′ = P′

EP/M(P), then ϕ′

defines a morphism T → P′′ of functors. Denote E ′′ = EP ×M(P) P
′′, we then obtain the

following commutative diagram

E ′′ ×P′′ T E ′′ EP

T P′′ M(P).

Because all three squares are cartesian, we obtain E ′′ ×P′′ T is exactly E. We thus

obtain a morphism from E/T to E ′′/P′′ in M1,1. Conversely, any morphism from E/T

to E ′′/P′′ in M1,1 will give us a morphism from E/T to EP/M(P), and also a morphism

from E/T to P′ by the diagram above. We can thus conclude that the product P× P′ is

representable by E ′′/P′′.
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We now come back to the proof of the theorem. Assume that our original moduli

problem is P′, we need to find a moduli functor P with the following conditions:

1. P is representable, finite and affine over M1,1.

2. There is a finite group G, such that for every family of elliptic curves E/T , the

scheme PE/T is a finite etale principal homogeneous space over G.

Then P′ is represented by (P×P′)/G, and the family of elliptic curve over this base is

the descent of E ′′ (notations as in the proof of the previous claim).

Now, over Z[1/2], we choose P as the Legendre family, G = GL2(F2) × {±1} [KM,

II.2.2.9], and over Z[1/3], we choose P as the naive level three structure, G = GL2(F3)

[KM, II.2.2.10].

So, in particular, for N ≥ 5, Γ1(N) is representable. We will use this to prove that

M1,1 is a Deligne-Mumford stack.

Theorem 3.7.5. The category M1,1 is a Deligne-Mumford stack over (Aff /S)fppf .

Proof. The fact that M1,1 is a stack follows from a statement: descent of elliptic curves

is effective [R, XI.3.1]. To prove the stack M1,1 is Deligne-Mumford, we will prove that

• The diagonal morphism ∆ : M1,1 → M1,1 ×S M1,1 is representable by an algebraic

space.

• There is an etale surjective morphism U →M1,1, where U is a scheme.

To prove the first fact, take any T in (Aff /S), any morphism from T to M1,1 ×M1,1

is given by a pair (E1, T, f1, 0), (E2, T, f2, 0), where f1 : E1 → T and f2 : E2 → T are

family of elliptic curves. The fiber product (M1,1 ×M1,1×M1,1 T ) over some affine scheme

B is exacly{(
(E,B, f, 0), g : B → T

)
, (E,B, f, 0) ∼= g∗(E1, T, f1, 0) ∼= g∗(E2, T, f2, 0)

}
And this is Isom(X1, X2)(B). By [SP, Proposition 98.4.3], the Isom sheaf is representable

by an algebraic space. And it follows that the diagonal is representable.

For the second fact, let (EN , f, Z, 0) be the elliptic curve represents the functor

(E, f, s, 0) 7→ {Z/NZ − structures on E/S}. Consider the morphism Z → M1,1 de-

fined by EN . For any affine scheme B and any morphism B →M1,1 defined by a family
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of elliptic curves E over B, the fiber product Z ×M1,1 B over a scheme T is exactly

HomM1,1(ET , (EN)T ) = {Z/NZ− structures on ET/T}. By Proposition 3.5.9, Z ×M1,1 B

is finite, etale over B. Hence, Z is an etale covering of M1,1.

3.8 Curves of genus one

In this section, we will review the theory of genus one curves. Roughly speaking, a

genus one curve is an elliptic curve without a chosen rational point. Throughout the

section, we will fix a base field k.

Definition 3.8.1. A curve of genus one C over k is a smooth, proper, geometrically

integral scheme of dimension one over k such that H1(C,OC) = 1.

Due to Riemann-Roch’s theorem, a curve of genus one can also be characterized in

term of its trivial dualizing sheaf. For a curve of genus zero or at least two, we can

easily deduce it is projective by its dualizing sheaf, which is non-trivial. More presicely,

if gC = 0, ωC is of degree -1 and ω⊗−1
C defines a very ample invertible sheaf, and if

gC ≥ 2, ω⊗3
C is very ample. For the case of an elliptic curve with a rational point O, the

invertible sheaf OX(3[O]) is very ample.

Proposition 3.8.2. Let C be a curve of genus one over k, then C is projective over k.

Proof. Because C is quasi-compact, there exists a closed point P ∈ C. This closed point

defines a Weil divisor of C and it corresponds to an effective Cartier divisor, because

C is smooth. The associated invertible sheaf OC(P ) is of positive degree, and hence,

ample. By Riemann-Roch’s theorem, for sufficiently large n, OC(P )
⊗n is very ample,

and it follows that C is projective.

There is more general result, that stated any proper (not necessarily smooth) curve is

projective. We refer to [SP, Lemma 33.42.4]. Examples of genus one curve are mainly

from cubic curve: by the genus-degree formula, any smooth, projective curve of degree

d in P2
k has genus (d−1)(d−2)

2
.

Example 3.8.3. Let K = k(x0, x1, x2) be the field of rational functions over k of charac-

teristic not 3 in 3 variables. Consider a projective curve (C) : x0X
3 + x1Y

3 + x2Z
3 = 0
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over K. Due to partial derivatives, the curve is non-singular. Furthermore, it does not

have K-rational point, because if it does, then x0, x1, x2 are algebraically dependent

over k.

The example above gives us a cubic curve that has no rational points. Constructing

such a curve over Q is difficult. Over a finite field Fq, we will show that a genus one

curve C always have Fq-points. Recall the Hasse-Weil’s bound [Sil, V.1.1]

|#C(Fq)− (q + 1)| ≤ 2
√
q.

If #C(Fq) is empty, then q + 1 ≤ 2
√
q, which never happens because q ≥ 2. Hence, a

curve of genus one always have rational points over finite field. Next, we will see how

to construct a curve of genus one on P3.

Example 3.8.4. Let H ⊂ Pn be a hypersurface of degree d, then the adjunction formula

yields

ωH = (ωPn ⊗ OPn(H))|H = OH(−n− 1 + d)

Let X = H1 ∩ ... ∩ Hr ⊂ Pn be a complete intersection of hypersurface H1, ..., Hr of

degree d1, ..., dr. Using the adjunction formula inductively, we obtain

ωX = OX(−n− 1 + d1 + ...+ dr)

If we want X to be a curve of genus one, we first choose r = n − 1, and because a

genus one curve is characterized by its trivial dualizing sheaf, we can choose d1, ..., dn−1

such that d1 + ... + dn−1 = n + 1. When n = 3, a cubic curve in P3 can be constructed

by the complete intersection of two hypersurface of degree 2. For n ≥ 4, because di ≥ 1

for all i, there exists exactly two indices i, j such that di = dj = 2, and the rest are 1.

And hence, we can always reduce to the case of complete intersection of two quadratic

surfaces in P3
k.

Example 3.8.5. We can also construct a curve of genus one as a curve of type (2,2) of

P1× P1. More precisely, denote X = P1× P1 with canonical projections p1, p2 : X → P1.

We denote OX(2, 2) = p∗1OP1(2) × p∗2OP1(2), and Z the corresponding closed subscheme

of X with the canonical embedding i : Z → X.
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There is an exact sequence of sheaves on X

0→ OX(−Z)→ OX → i∗OZ → 0

The long exact sequence yields

0 // H0(X,OX(−Z)) // H0(X,OX) // H0(X, i∗OZ)

α0

oo H1(X,OX(−Z)) // H1(X,OX) // H1(X, i∗OZ)

α1

oo H2(X,OX(−Z)) // H2(X,OX) // H2(X, i∗OZ) // 0

Because a closed embedding is an affine morphism, we have Rqf∗OZ = 0 for all q > 0

[H, Exercise 4.1, Chapter III]. And by Lerray’s spectral sequence, there exists a spec-

tral sequence E such that E2
p,q = Hp(X,Rqf∗OZ) converges to Hp+q(Z,OZ), we have

Hp(X, f∗OZ) ∼= Hp(Z,OZ) for all p. Because X is integral, we have H0(X,OX) = k.

For any quasi-coherent sheaves F,G on P1, the Kunneth’s formula [SP, Lemma 33.29.1]

yields

Hn(X, p∗1F ⊗ p∗2G) ∼=
⊕

p+q=n

Hp(P1,F)⊗Hq(P1,G)

When F = G = OP1, we have H1(X,OX) = 0 and H2(X,OX) = 0 because for all i ≥ 1,

H i(P1,OP1) vanish. And the long exact sequence above becomes

0→ H0(X,OX(−Z))→ k → H0(Z,OZ)→ H1(X,OX(−Z))→ 0

and

0→ H1(Z,OZ)→ H2(X,OX(−Z))→ 0

Riemann-Roch theorem for P1 yields

h0(P1,OP1(n)) = max{0, n+ 1}, h1(P1,OP1(n)) = max{0,−n− 1}

By Kunneth’s formula, we have OX(−Z) = OX(−2,−2), and therefore,

H0(X,OX(−Z)) = 0, H1(X,OX(−Z)) = 0 and h2(X,OX(−Z)) = 1. This yields by

the long exact sequence that h0(Z,OZ) = 1 and h1(Z,OZ) = 1. This shows that Z is a

curve of genus one in P1 × P1.
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3.9 Families of genus one curves

We can also define the relative version of genus one curves. Throughout the section, we

will fix a base scheme S.

Definition 3.9.1. A family of curves of genus one is a pair (C, f) where C is an algebraic

space over S and f : C → S the structure morphism such that f is proper, flat of finite

presentation, and all geometric fibers of f are smooth curves of genus one.

Example 3.9.2. Let R = k[x0, x1], where k is a field of characteristic p ̸= 3. We consider

the curve (C) : x0X
3
0 + x1X

3
1 +X3

2 = 0 over SpecR = A2
k. By taking partial derivatives,

we can see that the only singular fiber of (C) is at (0, 0). Hence, (C) is a curve of genus

one over A2
k \ {(0, 0)}.

Furthermore, one can also define the stack of genus one curve. We denote (Aff /S)

the category of affine schemes over S, and M1,0 a category over (Aff /S). Objects of M1,0

are of the form (C, f, T ), where T is an affine scheme, and (C, f) is a family of genus

one curve over T . Given two objects (C, f, T ) and (C ′, f ′, T ′), a morphism between is a

pair (g, h) where g : X → X ′ and h : S → S ′ are morphisms of algebraic spaces such

that the diagram

C
a //

f
��

C ′

f ′

��
S

h // S ′

is Catersian. This is a category with a functor M1,0 → (Aff /S) sending (C, f, T ) to T .

We shall prove in the next section that M1,0 is an algebraic stack.

Remark 3.9.3. Given an algebraic space C, if there exists an affine scheme B with a

morphism f : C → B such that (C, f) is a family of curves of genus one over B, then B

is unique, up to isomorphism. More precisely, if such B, f exist, because f : C → B is

proper, smooth with integral geometric fibers, we have f∗OC
∼= OSpecB [EGA III, 7.8.6].

And this yields Γ(C,OC) ∼= Γ(B,OSpecB) = B.

3.10 The algebraicity of M1,0

In this section, we will prove M1,0 is a stack over (Aff /S)fppf .
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Proposition 3.10.1. The category M1,0 is a stack over (Aff /S)fppf .

Proof. From the definition of morphisms in M1,0, we can see that it is a category fibered

in groupoids over (Aff /S)fppf . We now prove that all descent datum are effective. Let

U be a scheme over S, and {Ui → U} an fppf covering. Let ((Ci, fi), ϕij) be a descent

datum, i.e. (Ci, fi) are family of curves of genus one over Ui, and ϕij : Ci|Ui×UUj
→

Cj|Ui×UUj
are isomorphisms for all i, j satisfying the cocycle condition. By [SP, Lemma

79.11.3], that says every descent datum for algebraic spaces is effective, we obtain an

algebraic space (C, f) over U such that fi : Ci → Ui is the restriction of f : C → U to

Ui. By descent of morphisms of algebraic spaces [SP, Chapter 72], f is flat, proper of

finite presentation, and all geometric fibers of f are smooth curves of genus one. We

therefore see that all descent datum is effective. We will next prove that for any family

of genus one curves C1, C2 in M1,0(U), Hom(C1, C2) is a sheaf, but it is clear because for

any covering {Ui → U}, and any ϕi ∈ Hom(C1|Ui
, C2|Uj

) such that ϕi and ϕj agree on

Ui×U Uj, we can glue to obtain a morphism ϕ from C1 to C2. By Proposition 2.5.5, M1,0

is a stack.

To prove the algebraicity of the stack M1,0, we will prove that

• The diagonal morphism ∆ : M1,0 →M1,0×SM1,0 is representable by algebraic spaces.

• There is a smooth surjective morphism U →M1,0, where U is a scheme.

To prove the first fact, take any T in (Aff /S), any morphism from T to M1,0 ×M1,0 is

given by a pair (X1, T, f1), (X2, T, f2), where f1 : X1 → T and f2 : X2 → T are family of

curves of genus one. The fiber product

(M1,0×M1,0×M1,0T )(B) = {(X,B, f), g : B → T, (X,B, f) ∼= g∗(X1, T, f1) ∼= g∗(X2, T, f2)}

And this is exactly Isom(X1, X2)(B). By [SP, Proposition 97.4.3], the Isom sheaf is repre-

sentable by an algebraic space. And this yields the diagonal morphism is representable.

For the second fact, it is an easy consequence of the following facts

• The stack M1,1 is a Deligne Mumford stack over (Aff /S)fppf .

• The forgetful functor M1,1 →M1,0 is representable, surjective and smooth.
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The first fact was proved in our earlier section. For the second fact, take any scheme

B in (Aff /S) and a morphism from B →M1,0. By Yoneda’s lemma, such a morphism is

given by a family of curves C of genus one over B. The fiber product B ×M1,0 M1,1 over

some affine scheme T is {(E, T, f, σ), E ∼= CT}. It means over T , CT is a family of elliptic

curve, and this is characterized by a section from T → CT . This yields the fiber product

above over T is exactly HomT (T,CT ), and hence, the product is representable by C.

Now, because C → B is smooth, proper, by definition, the forgetful functor M1,1 →M1,0

is smooth and proper. By the discussion above, we have

Theorem 3.10.2. The category M1,0 over (Aff /S)fppf is an Artin stack.

We note that M1,0 is not a Deligne-Mumford stack, because over an algebraically

closed field k, the automorphism group of a genus one curve is not finite. For details,

we refer to [V89, p. 666].

3.11 The Picard group of M1,0

In this section, we will compute the Picard group of M1,0. Mumford [M64] showed that

over an algebraically closed field k with characteristic p ̸= 2, 3, the Picard group of the

stack M1,1 is Z/12Z. Later, Fulton and Olsson [FO10] show that over a base scheme S,

where either 2 is invertible on S or S is reduced, then

Pic(M1,1) ∼= Z/12Z× Pic(A1
S)

We recall that if f : C → S is a family of genus one curves, then R1f∗OC is an

invertible sheaf on S [M64, Section 5]. When S is spectrum of a field k, then the global

sections of R1f∗OC is exactly H1(C,OC), which is a vector space of dimension 1 over k.

Because higher direct images behaves well under pull back (by flat base change theorem

[SP, Lemma 30.5.2]) and composition, this defines an invertible sheaf Λ on M1,1, which

is called Hodge bundle. In [FO10], the Hodge bundle is defined to be f∗Ω
1
C/S, but

by Grothendieck-Serre duality [Hi, Theorem 2.1.1], they are dual of each other. And

Fulton and Olsson [FO10] showed that over a base field, Λ is the generator of the group

Pic(M1,1).
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Lemma 3.11.1. The forgetful functor f : M1,1 → M1,0 is representable, and moreover

f∗OM1,1 = OM1,0.

Proof. The first part of the lemma is already proved in the previous section. For the

second part, if f : C → S be a proper, flat morphism with integral geometric fibers,

then f∗OC = OS [EGA III, 7.8.6], and this implies that f∗OM1,0 = OM1,1.

As a corollary, we have f∗Gm = Gm. The category of abelian sheaves on an algebraic

stack is an abelian category with enough injectives. Apply Grothendieck’s speactral

sequence to the composition of functor f∗ : Ab(M1,0)→ Ab(M1,0) and the global section

functor Γ : AbSh(M1,0) → Ab. Using the five terms exact sequence [Weibel, 5.8.3], we

have

0→ Pic(M1,0)→ Pic(M1,1)→ H1(M1,0, R
1f∗Gm)→ H2(M1,0,Gm)→ H2(M1,1,Gm)

It means the pull back map f ∗ : Pic(M1,0) → Pic(M1,1) is injective. According to the

definition, f forgets the section, and the invertible sheaf Λ is defined independently

from the section, Λ is in the image of f ∗. And this yields Pic(M1,0) = Z/12Z.

We conclude this section by the following

Theorem 3.11.2. Over a field k, the Picard group of M1,0 is Z/12Z, and it is generated by

the class of the Hodge bundle.

3.12 A geometric description of M1,0

In this section, we give a geometric description of the stack M1,0. We recall that over

fields, there are close relations between curves of genus one and elliptic curves. Namely,

if C is a curve of genus one over k, then Pic0C/k is an elliptic curve E over k, and more-

over, C is an E-homogeneous space. This observation holds true in relative settings.

Proposition 3.12.1. M1,0 is isomorphic to the classifying stack of elliptic curves, i.e.

M1,0
∼= BM1,1E, where E is the universal elliptic curve over M1,1.

Proof. Let g : C → S be any curve of genus 1, we denote Pic1C/S the subspace of PicC/S,

such that locally it is given by line bundle of degree 1 on geometric fibers of g. By the

proof of Theorem 2.4.2, C ∼= Pic1C/S. Furthermore, if g has a section, then C ∼= Pic0C/S.
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We recall, over a scheme S, objects of BM1,1E are pairs (C,E), where E is an elliptic

curve over S, and C is an E-torsor. One can build a morphism, over a base scheme S

ρ : M1,0(S) −→ BM1,1E(S)

C 7−→ (C,Pic0C/S)

This morphism is well-defined, since C ∼= Pic1C/S and Pic1 is a Pic0-torsor. Conversely,

let E be an elliptic curve over a scheme S, and C is an E-torsor, then C is indeed a curve

of genus 1 over S. It is because if we take an fppf covering C → S, then C → C ×S C

has the diagonal section, and C ×S C becomes an elliptic curve over C. By descent,

properness, smoothness of C/S can be deduced. For any geometric point SpecΩ → S,

CΩ is an EΩ-torsor. And this follows by the classical result that CΩ is a curve of genus 1.

And one can define

ψ : BM1,1E −→M1,0(S)

(C,E) 7−→ C

Because E ∼= Pic0E/S whenever E/S is an elliptic curve, we can easily check that ψ,

and ρ are indeed quasi-inverse of each other. And that finishes our proof.
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Cohomological Descent and

Applications

In this chapter, we will recall the construction of cohomology of groups, and also the

machinery of cohomology descent and its applications in computing some cohomology

groups of certain algebraic stacks.

4.1 Group cohomology

We will recall definitions and constructions of group cohomology in this section.

Throughout the section, we will fix a group G.

Definition 4.1.1. A G-module is an abelian group M together with a map G×M →M

sending (g,m) to gm satisfying

• For all σ, τ ∈ G and m ∈M , σ(τm) = (στ)m.

• For all m ∈M , 1Gm = m.

• For all m1,m2 ∈M and σ ∈ G, σ(m1 +m2) = σm1 + σm2.

There are typical examples of G-modules we can look at.

Example 4.1.2. Let k be a field, and K/k a Galois extension with Galois group G.

Obviously, K× is a G-module.
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Example 4.1.3. Let M be an abelian group, then M is indeed an Aut(M)-module,

where Aut(M) is the group of automorphisms of M .

The category of G-modules is an abelian category, and in the first subsection, we will

construct the cohomology groups of a G-module via cohain complex. The main goal of

the section is to prove that cohomology of groups form universal delta functors.

4.1.1 Cochain description of group cohomology

In this subsection, we will define group cohomology via cochain complex. The main

result of this section is to prove that group cohomology form a delta functor, in the

sense of Grothendieck [G57]. Throughout this subsection, we will fix a G-module M .

Denote

Ci(G,M)
def
= {φ : Gi →M}

the set of all maps from Gi →M , for i ≥ 0. This set comes with a natural abelian group

structure defined by (φ1+φ2)(σ1, ...σi) = φ1(σ1, ..., σi)+φ2(σ1, ..., .σi). Let φ ∈ Ci(G,M),

we have the differential map di : Ci(G,M)→ Ci+1(G,M) is defined as

(diφ)(σ1, ..., σi+1) = σ1φ(σ2, ..., σi+1)+
i∑

j=1

(−1)jφ(σ1, ...σjσj+1, ..., σi+1)+(−1)i+1φ(σ1, ..., σi)

Lemma 4.1.4. The following diagram

0
d−1

−−→ C0(G,M)
d0−→ C1(G,M)

d1−→ ...

is a complex.

Proof. We shall prove that for all n ≥ 0, dn+1 ◦ dn = 0. For any φ : Gn →M , we define

ϕj(σ1, ..., σn+1)
def
=


σ1φ(σ2, ..., σn+1) j = 0

(−1)jφ(σ1, ..., σjσj+1, σn+1) 1 ≤ j ≤ n

(−1)n+1φ(σ1, ..., σn) j = n+ 1

Moreover, we can also define

ϕji
def
=


σ1ϕj(σ2, ..., σn+2) i = 0

(−1)iϕj(σ1, ..., σiσi+1, ..., σn+1) 1 ≤ i ≤ n+ 1

(−1)n+2ϕj(σ1, ..., σn+1) i = n+ 2
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This then yields

(dn+1 ◦ dn)(φ)(σ1, ..., σn+2) =
n+1∑
j=0

n+2∑
i=0

ϕji(σ1, ...., σn+2)

We shall prove that for 0 ≤ j ≤ n + 1, j + 1 ≤ i ≤ n + 2, ϕji + ϕi−1,j = 0. The result

will follow if we write down ϕij as a (n + 2) × (n + 3) matrix and cancel out each pair

(ϕji, ϕi−1,j) till j = n+ 1, i = n+ 2.

Assume first that 1 ≤ j ≤ n, i > j + 1, then a direct computation shows that

ϕji(σ1, ..., σn+2) = (−1)i+jφ(σ1, ..., σjσj+1, ..., σiσi+1, ..., σn+2)

and

ϕi−1,j = (−1)i+j−1φ(σ1, ..., σjσj+1, ..., σiσi+1, ..., σn+2)

And this yields gji + gi−1,j = 0. The remaining cases follows similarly.

The previous lemma shows that, for all i ≥ −1, Im di ⊂ ker di+1, and we define

H i(G,M)
def
= ker di/ Im di−1(i ≥ 0)

And H i(G,M) is called the i-th cohomology group of M . There is an easy observation on

H0.

Lemma 4.1.5. We have H0(G,M) = {m ∈M |σm = m, ∀σ ∈ G}.

Proof. There is a bijection between M and C0(G,M) defined by m 7→ φm, where

φm(1G) = m. The differential map d0 : C0(G,M) → C1(G,M) is defined by

(d0φm)(σ) = σφm(1G) − φ(1G) = σm −m. This then follows that ker d0 = H0(G,M) =

{m ∈M |σm = m, ∀σ ∈ G}.

We will next describe the functorial properties of group cohomology in terms of dif-

ferential maps.

Lemma 4.1.6. Let f : M → N be a G-module homomorphism, then the induced map

f i : Ci(G,M)→ Ci(G,N) sending φ to f ◦ φ satisfying diN ◦ f i = f i ◦ diM .

Proof. Let φ : Gi →M be a map. We have

(di ◦ αi)(φ)(σ1, ..., σi+1) = di(α ◦ φ)(σ1, ..., σi)
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= σ1(α ◦ φ)(σ2, ..., σi+1)−
i∑

j=1

(−1)j(α ◦ φ)(σ1, ...σjσj+1, ..., σi) + (−1)i+1(α ◦ φ)(σ1, ..., σi)

= α ◦ diφ(σ1, ..., σi) = (αi+1 ◦ di)(φ)(σ1, ..., σi)

Lemma 4.1.7. Assume

0→M
ι−→ N

π−→ P → 0

is an exact sequence of G-modules. Then the induced diagram

0→ Ci(G,M)
ιi−→ Ci(G,N)

πi

−→ Ci(G,P )→ 0

is also exact.

Proof. It is not difficult to check that the induced map ιi is injective and πi is surjective.

Moreover, because π ◦ ι = 0, it follows that πi ◦ ιi = 0, i.e. Im ιi ⊂ kerπi. Now, let

φ : Gi → N be a map such that π ◦ φ(σ1, ..., σi) = 0 for all (σ1, ..., σi) ∈ Gi. We have

φ(σ1, ..., σi) ∈ kerπ = Im ι. We define a map ϕ : Gi → M such that ϕ(σ1, ..., σi) = m

where m ∈ M satisfying φ(σ1, ..., σi) = ι(m). The map ϕ is well-defined and this shows

that kerπi ⊂ Im ιi. Hence, the induced sequence is also exact.

We shall prove that cohomology of groups form delta functors, whose definition will

be recalled.

Definition 4.1.8. Let A,B be abelian categories. A delta functor is a collection of addi-

tive functors T = {T i}i≥0 from A to B and for each short exact sequence in A

0→M → N → P → 0,

a family of morphisms {δi}i≥0 such that there is an exact sequence in B

...→ T i(M)→ T i(N)→ T i(P )
δi−→ T i+1(M)→ T i+1(N)→ T i+1(P )

δi+1

−−→ ...

Moreover, if there is another exact sequence

0→M ′ → N ′ → P ′ → 0

in A such that there is a commutative diagram
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0 M N P 0

0 M ′ N ′ P ′ 0

then there exists morphisms in B making the the following diagram commute

0 T 0(M) T 0(N) T 0(P ) T 1(M) ...

0 T 0(M ′) T 0(N ′) T 0(P ′) T 1(M ′) ...

δ0

δ0

The delta functor T is said to be universal if for any given delta functor S and any given

natural transformation from T 0 to S0, then for each i, there exists a unique natural

transformation from T i to Si such that for any short exact sequence

0→M → N → P → 0

in A, the diagram

0 T 0(M) T 0(N) T 0(P ) T 1(M) ...

0 S0(M ′) S0(N ′) S0(P ′) T 1(M ′) ...

δ0T

δ0S

is commutative.

We are now ready for the main result of this subsection.

Proposition 4.1.9. Assume 0 → M → N → P is an exact sequence of G-modules, then

there exists homomorphisms δi(i ≥ 0) making the diagram

0→ H0(G,M)→ H0(G,N)→ H0(G,P )
δ0−→ H1(G,M)→ H1(G,N)→ H1(G,P )

δ1−→ ...

exact. Moreover, the construction is natural, in the sense that if we have another exact

sequence

0→M ′ → N ′ → P ′ → 0

such that there are morphisms

0 M N P 0

0 M ′ N ′ P ′ 0

Cohomology of certain Artin stacks



4.1. Group cohomology 51

then there exists homomorphisms making the diagram

0 H0(G,M) H0(G,N) H0(G,P ) H1(G,M) ...

0 H0(G,M ′) H0(G,N ′) H0(G,P ′) H1(G,M ′) ...

δ0

δ0

Say another word, cohomology of groups forms delta functors.

Proof. By Lemma 4.1.6 and Lemma 4.1.7, for all j ≥ 0, there is a commutative diagram

diagram

0 Cj(G,M) Cj(G,N) Cj(G,P ) 0

0 Cj+1(G,M) Cj+1(G,N) Cj+1(G,P ) 0

where rows are exact. By taking the corresponding sequence of cokernels (j = i − 1)

and kernels (j = i+ 1), we get the following commutative diagram

Ci(G,M)/ Im diM Ci(G,N)/ Im diN Ci(G,P )/ Im diP 0

0 ker di+1
M ker di+1

N ker di+1
P

where rows are exact. Now, by snake lemma, we obtain the following exact sequence

H i(G,M)→ H i(G,N)→ H i(G,P )
δi−→ H i+1(G,M)→ H i+1(G,N)→ H i+1(G,P ).

The naturality of this construction is a consequence of Lemma 4.1.6 and the existence

of {δi}i≥0.

4.1.2 Projective resolutions and universal property of cohomology

of groups

In this subsection, we will prove that the cohomology of groups defined earlier form the

universal delta functors. Firstly, we will see how cohomology of groups can be deduced

from a projective resolution of the trivial G-module Z. Using this, we can prove that the

higher cohomology of co-induced modules vanish.

Denote Pr the free Z-module generated by tuples (σ0, ..., σr), where σi ∈ G. We define

a map dr : Pr → Pr−1 by sending (σ0, ..., σr) 7→
∑r

i=0(−1)i(σ0, ..., σ̂i, ..., σr). And it can

be seen that
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...
dr+1−−→ Pr

dr−→ Pr−1
dr−1−−→ ...

d2−→ P1
d1−→ P0

d0−→ Z→ 0 (*)

is a complex of G-modules, where G acts trivially on Z, and G acts diagonally on Pr.

Lemma 4.1.10. The complex (*) is exact.

Proof. From the definition, we can see that d0 is surjective, and this shows P0
d0−→ Z→ 0

is exact. Furthermore, it is a routine to check that dr−1 ◦ dr = 0. Fix σ ∈ G, let us

define the map er : Pr → Pr+1 defined by (σ0, ..., σr) 7→ (σ, σ0, ..., σr), then it can be seen

easily that dr+1er + er−1dr = idPr . And so, α ∈ ker dr implies that dr+1 ◦ er(α) = α, i.e.

α ∈ Im(dr+1). So, the sequence above is exact.

A homomorphism of abelian groups φ̃ : Pr → M is in HomG(Pr,M) if and

only if σφ̃(σ0, ..., σr) = φ̃(σσ0, ..., σσr). And the map induced from HomG(Pr,M) to

HomG(Pr+1,M) is exactly drφ̃ def
= φ̃ ◦ dr. Explicitly,

(drφ̃)(σ0, ..., σr+1) = (φ̃ ◦ dr)(σ0, ..., σr+1) =
r+1∑
i=0

(−1)iφ̃(σ0, ..., σ̂i, ..., σr+1)

We denote

C̃r(G,M)
def
= HomG(Pr,M) = {φ̃ : Gr+1 →M |σφ̃(σ0, ..., σr) = φ̃(σσ0, ..., σσr)}

And the map d̃r : C̃r(G,M) → C̃r+1(G,M) is defined to be φ̃ 7→ drφ̃. On the other

hand, we will prove that

Lemma 4.1.11. There is a bijective map ϕr between C̃r(G,M) and Cr(G,M) defined by

φ(σ1, ..., σr)
def
= φ̃(1, σ1, σ1σ2, ..., σ1...σr), for all σ1, ..., σr ∈ G. Moreover, dr◦ϕr = ϕr+1◦d̃r.

Proof. Assume that φ̃1(1, σ1, ..., σ1...σr) = φ(σ1, ..., σr) = φ̃2(1, σ1, ..., σ1...σr), for all σi ∈

G, for all σi ∈ G. If we let τi
def
= σ−1

i−1σi, then

φ̃1(σ0, ..., σr) = σ0φ̃1(1, σ
−1
0 σ1, ..., σ

−1
0 σr) = σ0φ̃1(1, τ1, ..., τ1...τr) =

= σ0φ(σ
−1
0 σ1, σ

−1
1 σ2, ..., σ

−1
r−1σr) = σ0φ̃2(1, σ

−1
0 σ1, ..., σ

−1
0 σr) = φ̃2(σ0, ..., σr)

So we get φ̃1 = φ̃2. Now, take any φ : G→M , we have to define φ̃ ∈ C̃r(G,M), such

that φ̃(1, σ1, ..., σ1...σr) = φ(σ1, ..., σr). We define

φ̃(σ0, ..., σr)
def
= σ0φ̃(σ

−1
0 σ1, ..., σ

−1
r−1σr)
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And it is easy to check that φ̃(1, σ1, σ1σ2, ..., σ1...σr) = φ(σ1, ..., σr). Moreover,

σφ̃(σ0, ..., σr) = σσ0φ̃(σ
−1
0 σ1, ..., σ

−1
r−1σr)

And φ̃(σσ0, ..., σσr) = σσ0φ(σ
−1
0 σ1, ..., σ

−1
r−1σr). And hence, φ̃ ∈ C̃r+1(G,M). The identity

dr ◦ ϕr = ϕr+1 ◦ d̃r is easy to check.

We thus get an important

Corollary 4.1.12. For any G-module M , there are isomorphisms

Hr(HomG(P•,M)) ∼= Hr(G,M)

for all r ≥ 0.

Next, we will define co-induced modules and prove that their higher cohomology

vanish.

Definition 4.1.13. Let N be an abelian group, we define CoInd(N) the set of all maps

φ : G→ N .

We can equip CoInd(N) a structure of a G-module by defining (σφ)(τ)
def
= φ(τσ) and

(φ1 + φ2)(σ)
def
= φ1(σ) + φ2(σ).

Lemma 4.1.14. Let M be a G-module and M0 its underlying abelian group, then there is

an embedding from M into CoInd(M0).

Proof. Let m ∈ M , we can define φm : G → M0 defined by φm(σ)
def
= σm for all σ ∈ G.

Consider the map M → CoInd(M0) defined by m 7→ φm. It can be checked easily that

this is an injective G-module homomorphism.

There is also an important property of co-induced modules.

Lemma 4.1.15. Let M be a G-module and N an abelian group, then there is a canonical

isomorphism of groups

HomG(M,CoInd(N)) ∼= HomZ(M0, N)
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Proof. Let α :M0 → N be a homomorphism of abelian group, we define a map β :M →

CoInd(N) by α(m)(σ)
def
= β(σm). It is easy to check that β is indeed a homomorphism

of G-modules. Conversely, let α : M → CoInd(N) be a G-module homomorphism. We

can define β :M → N by β(m)
def
= α(m)(1G).

Remark 4.1.16. The previous lemma says that the forgetful functor from G-mod to Ab

has a right adjoint CoInd(−).

Now, if M is a co-induced module, say M = CoInd(N) for some abelian group N .

From the complex

0→ HomG(P0,M)→ HomG(P1,M)→ ...

we thus get by Lemma 4.1.15 an isomorphism complex

0→ HomZ(P0, N)→ HomZ(P1, N)→ ...

This yields by Corollary 4.1.12 that Hr(G,M) ∼= Hr(HomZ(P•, N)), which is Extr(Z, N).

Because Z is clearly a free Z-module, the r-th ext-group vanishes for r ≥ 1. And we

hence obtain the following

Theorem 4.1.17. The cohomology of groups satisfies the conditions of universal delta

functors.

Proof. By Proposition 4.1.8, cohomology of groups form delta functors. By Grothendieck

[G57, Proposition 2.2.1], it is sufficient to prove that for any G-module M , there is an

embedding M into a G-module N such that H i(G,N) vanish for all i ≥ 1. By Lemma

4.1.14, we can choose N to be CoInd(M0), where M0 is the underlying abelian group of

M . And it follows by our earlier remarks that H i(G,CoInd(M0)) vanish for all i ≥ 1.

4.2 Coholomogical descent

Cohomological descent is a standard technique to compute cohomology of an algebraic

stack, when we know explicitly its smooth covering. We refer to [O, II.4] or [SP, Chapter

84] for standard references on cohomology descent. The discussion in [BR] is also

helpful. During the this and the next section, arrows in spectral sequences of the first

page are (p, q)→ (p+ 1, q), and arrows in second page are (p, q)→ (p+ 2, q − 1).
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We recall that a simplicial object X• in a category C is a functor from ∆→ C, where ∆

is the category of ordered sets of the form [n]
def
= {0, 1, ..., n} and morphisms are order

preserving maps. We can define the notions of sheaves and cohomology on simplicial

object X•.

Let Xn be the object of C defined by the image of [n] in ∆, a sheaf on X• is a collection

of sheaves on Xn such that they are compatible with morphisms in ∆. By [SP, Lemma

84.2.9], there is a resolution for the constant sheaf Z on X•, and this is similar to the

projective resolution of Z we discussed in Section 4.1.2:

...→ ZX2 → ZX1 → ZX0 → 0.

And by using some results from spectral sequences of double complexes, we obtain

the following spectral sequence for any abelian sheaf F on X•

Ep,q
1 = Hq(Xp,F|Xp)⇒ Hp+q(X•,F). (4.1)

If we add the object {−1} into the category ∆ with the unique morphism from {−1}

to [n], then the image S of {−1} into the category C is called the augmentation of X•.

In C, there exists a morphism from Xn to S induced from the map of simplicial sets. Let

S• be the constant simplicial object respect to S, then those morphisms from Xn to S

induce a morphism a : X• → S•. Therefore, there is a natural pullback functor

a∗ : Sh(S)→ Sh(X•)

and its adjoint a∗. We say that the adjoint pair (a∗, a∗) is a morphism of cohomological

descent if the natural functor

id→ Ra∗ ◦ a∗

in D+(S), the derived category of bounded above complexes of abelian sheaves on S,

is an isomorphism. If this is the case, then for any abelian sheaf F on S, we have

Hn(X•,F|X) ∼= Hn(S,F), and the spectral sequence (4.1) descents to

Ep,q
1 = Hq(Xp,F|Xp)⇒ Hp+q(S,F)

There are several conditions for cohomological descent, we refer to [BR] or [O, II.4] for

more details. We now come to the main theorem of the section.
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Theorem 4.2.1 (O. 2.4.26). Let X be an algebraic stack over (Sch /S)fppf , and X a sheaf

on (Sch /S)fppf , such that there exists a covering π : X → X. Denote Xn the (n + 1)-fold

product X ×X ...×X X, then for any abelian sheaf F on X, there is a spectral sequence

Ep,q
1 = Hq(Xp,F)⇒ Hp+q(X,F)

Furthermore, when X = [X/G] is a quotient stack for some group scheme G over S, then

the spectral sequence in the second page satisfies

Ep,q
2 = Hq(G,Hp(X,F))⇒ Hp+q([X/G],F)

4.3 Cohomology of BG, G is a constant group scheme

To compute the cohomology of BG, we will use the results of the previous section.

Applying Theorem 4.2.1 to the covering Spec k → BG, where G is a constant group

scheme over k, F is a quasi-coherent OX-module, we obtain

E0,0
2 = H0(G,H0(Spec k,F|Spec k)) = H0(G,F|Spec k)⇒ H0(BG,F)

Because E0,0
2 = E0,0

∞ is already stable, we obtain that H0(G,F|Spec k) ∼= H0(BG,F).

Consider two following functors

F1 : OX-mod −→ Ab F 7−→ H0(X,F),

F2 : OX-mod −→ Ab F 7−→ H0(G,F|Spec k),

where OX-mod is the category of quasi-coherent OX-modules, Ab is the category of

abelian groups. The functor F1 is clearly left exact, and the functor F2 is the composition

of

F 7→ F|Spec k 7→ H0(Spec k,F|Spec k) 7→ (H0(Spec k,FSpec k))
G.

MoreoverR0F1 = R0F2, this yields, by the theory of δ-functor, that their derived functors

are the same. Hence, we obtain H i(X,F) ∼= H i(G,F|Spec k) for any quasi-coherent OX-

module F.
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4.4 Cohomology of BGa

We can use the same technique to compute the cohomology of BGa. Looking at the

zeroth row in the first page, we have

H0(Spec k,Gm) −→ H0(Ga,Gm) −→ H0(Ga ×Ga,Gm) −→ · · ·

Because G×p
a is indeed Ap

k, and Γ(Ap
k,Gm) = k×. We then have for p is odd, dp is an

isomorphism, and for p is even, dp is the zero map.

The first row of the first page is

H1(Spec k,Gm)→ H1(Ga,Gm)→ H1(Ga ×Ga,Gm)→ · · ·

We recall that the Chow group CHi(X) of a variety X is defined to be the group of i-

dimensional cycles modulo the group of i-th cycles rationally equivalent to zero. And

CHn(Gp
a) = 0 except when n = p, and this yields H1(Gp

a,Gm) = A1(Gp
a) is trivial. Now,

Theorem 4.2.1 again yields H2(Spec k,Gm) = H2(BGa,Gm).

4.5 Cohomology of BA

In [S19], the author computed the cohomology of classifying stack of an elliptic curve.

Using the same method, we obtain the cohomology of the classifying stack of an abelian

variety.

Theorem 4.5.1. Let A be an abelian variety, and BA the classifying stack of A-torsors,

then H2(BA,Gm) ∼= Br(k)⊕Pic0(A), where Pic0(A) ⊂ Pic(A) is the group of numercally

trivial invertible sheaf on A.

Proof. There is a canonical identification between Spec k×k A
×p and Spec k×BA ...×BA

Spec k (p+ 1 times) via

(x, a1, ..., ap) 7→ (a1...apx, a1...ap−1x, ..., x)

Using this, we obtain

Ep,0
1 = H0(A×p,Gm) = Γ(A×p,OA×p)× = k×
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Because there is a section from Spec k → A, the complex

0→ E0,0
1 → E1,0

1 → ...

is acyclic. And this yields E3,0
2 = 0.

Next,

E1,1
1 = H1(A,Gm) = Pic(A), E2,1

1 = H1(A×2,Gm) = Pic(A× A)

Moreover E0,1
1 = H1(Spec k,Gm) = 0, by Hilbert theorem 90. The arrows on the first

page is as follows

E0,1
1 → E1,1

1 → E2,1
1

We obtain E1,1
2 = ker(Pic(A) → Pic(A × A)). This map is induced from simplicial

maps between A × A → A via the identification above, and it is m∗ − p∗1 − p∗2. By

definition, the kernel of this map is Pic0(A). Because the arrow on the second page is

E−1,2
2 → E1,1

2 → E3,0
2 and because E3,0

2 = 0, we can see that E1,1
2 is already stable and it

is Pic0(A).

Finally, the composition Spec k → BA → Spec k is the identity. And this yields

H2(Spec k,Gm) appears in the direct summand of H2(BA,Gm), and the other is E1,1
2 =

Pic0(E). And E0,2
1 = H2(Spec k,Gm) = Br(k).
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