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III. Abstract 

PlaF is an integral inner membrane phospholipase A1 (PLA1) from 

Pseudomonas aeruginosa that modulates the membrane glycerophospholipid 

(GPL) composition and thus promotes the virulence of P. aeruginosa. 

Interestingly, PlaF can exist as both monomer and dimer, but only the monomeric 

form shows the enzymatic activity. It is well established through experiments that 

the activity of PlaF is regulated by a dimer-to-monomer transition followed by 

monomer tilting in the membrane. However, how do substrates reach the active 

site for hydrolysis and how the characteristics of the tunnels connecting the active 

site govern the activity, specificity, and regioselectivity of PlaF for GPL substrates 

remains unknown. In this study, I combined all-atom molecular dynamics (MD) 

simulations together with configurational free energy calculations to identify 

access pathways of substrates to the active site of PlaF. Among the major 

outcomes, supported by experimental collaboration this study identifies a distinct 

tunnel that is involved in the PlaF activity. The preferable access of GPLs with the 

sn-1 acyl chain first is in excellent agreement with the demonstrated PLA1 activity 

of PlaF. Further, the favorable free-energy of binding of the medium-chain GPLs 

is related to the acyl chain length specificity of PlaF, determined by structural 

features of the tunnels. Unbiased MD simulations revealed egress routes for fatty 

acid (FA) products, which transports them to the dimer interface, and likely lead 

to the fatty acid-triggered dimerization, explaining how products mediate 

feedback-regulation of PlaF. These atomistic-level studies enhance our 

understanding of the activity regulation of PlaF and its specificity toward GPL 

substrates. Taken together, this study opens up opportunities for developing 

potential drugs that inhibit PlaF to combat P. aeruginosa virulence during 

infection. 
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IV. Zusammenfassung  

PlaF aus Pseudomonas aeruginosa ist eine integrale Innenmembran-

Phospholipase A1 (PLA1), welche die Zusammensetzung der Membran-

Glycerophospholipide (GPL) verändert und damit die Virulenz von P. aeruginosa 

fördert. Interessanterweise kann PlaF sowohl in monomeren als auch in dimeren 

Konfigurationen existieren, die Aktivität wurde jedoch nur im monomeren Zustand 

nachgewiesen. Es ist durch Experimente gut belegt, dass die PlaF-Aktivität durch 

einen Dimer-zu-Monomer-Übergang, gefolgt von einem Kippen des Monomers in der 

Membran, reguliert wird. Wie genau jedoch Substrate das aktive Zentrum erreichen 

und wie die Charakteristika der Tunnel die Aktivität, Spezifität und Regioselektivität 

von PlaF für natürliche GPL-Substrate bestimmen, blieb bisher ungeklärt. In dieser 

Studie habe ich All-Atom-Molekulardynamik-Simulationen (MD) mit Berechnungen 

der freien Konfigurationsenergie kombiniert, um Zugangswege von GPL-Substraten 

zum aktiven Zentrum von PlaF zu identifizieren. Als eines der wichtigsten 

Ergebnisse, unterstützt durch experimentelle Zusammenarbeit, beschreibt diese 

Studie einen Tunnel, der die Aktivität von PlaF mitbestimmt. Der bevorzugte Zugang 

von GPLs mit der sn-1 Acylkette zuerst steht in hervorragender Übereinstimmung 

mit der nachgewiesenen PLA1-Aktivität von PlaF. Des Weiteren steht die günstige 

freie Bindungsenergie der mittelkettigen GPLs im Zusammenhang mit der 

Acylkettenlängenspezifität von PlaF, die durch strukturelle Merkmale der Tunnel 

bestimmt wird. Unbeeinflusste MD-Simulationen ergaben Austrittswege für 

Fettsäureprodukte, die sie zur Dimer-Grenzfläche transportieren und wahrscheinlich 

zur fettsäuregetriggerten Dimerisierung führen, was erklärt, wie die Produkte die 

Feedback-Regulation von PlaF vermitteln. Diese Studien auf atomistischer Ebene 

verbessern unser Verständnis der Aktivitätsregulation von PlaF und seiner Spezifität 

gegenüber GPL-Substraten. Insgesamt eröffnet diese Studie Möglichkeiten für die 

Entwicklung potenzieller Medikamente, die PlaF hemmen, um die Virulenz von P. 

aeruginosa während einer Infektion zu bekämpfen.
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1. Introduction 

The bacterium Pseudomonas aeruginosa is a frequent cause of 

nosocomial infections (1), affecting various subpopulations of 

immunocompromised patients. It is a versatile opportunistic pathogen and 

causes infections in both mammalian and non-mammalian hosts (2). Recently, 

the World Health Organization (WHO) included P. aeruginosa along with 

Acinetobacter baumannii and members of Enterobacteriaceae in the critical list 

of antibiotic-resistant “priority pathogens” (3) for which there is an immediate need 

for research and development initiatives related to new antibiotics. The 

pathogenicity of this bacterium mainly relies on cell-associated and extracellular 

virulence factors (4) (chapter 2.1). Among those virulence factors, 

phospholipases (5, 6) are particularly important as they contribute to an integral 

role in infections through hydrolysis of cellular glycerophospholipids (GPLs) (7). 

Depending on substrate’s hydrolysis site, various classes of phospholipases are 

distinguished (8). Among these classes, the phospholipase A1 (PLA1) hydrolyze 

the GPLs at the sn-1 position into lysoglycerophospholipid (LGPL) and fatty acid 

(FA) (9, 10) (chapter 2.2). 

By forming a bilayer, GPLs maintain the vital permeability barrier for cells 

and organelles (11), while membrane-bound LGPLs can impair membrane 

integrity in Gram-Negative bacteria (12, 13). GPLs (14) and LGPLs (15, 16) can 

regulate both the function and stability of the membrane proteins. Interestingly, 

biofilm formation as well as the growth phase transitions in P. aeruginosa results 

from the modification of membrane GPL composition (17, 18). FAs belong to the 

diffusible signal factor family (DSF) and are regarded as signal molecules 

because they can diffuse through cell membranes and contribute to the regulation 

of diverse biological functions in various Gram-Negative pathogens (19). In P. 

aeruginosa, DSFs promote biofilm formation and antibiotic resistance (20, 21). 

Moreover, relative amounts of GPLs are associated with FA composition in the 
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membrane, which allows them to thrive in a wide range of environments (17) 

(chapter 2.2). Increased tolerance of P. aeruginosa to antimicrobial peptides in 

the lungs of cystic fibrosis (CF) patients is a notable manifestation of such an 

interspecies signaling (20). Hence, enzymes with PLA1 activity can be important 

therapeutic targets. Recently, an enzyme with this function has been identified in 

P. aeruginosa. 

This enzyme is a membrane-associated α/β-hydrolase PA2949, also 

called PlaF, from P. aeruginosa (22). PlaF is a cytoplasmic, integral, inner 

membrane (IM) protein with the catalytic domain in the periplasmic space. PlaF 

exhibits PLA1 activity that decreases with increasing length of the substrate’s acyl 

chains, ranging from C12 to C18 (23). Interestingly, higher PLA1 activity was 

observed for LGPL substrates compared to GPL substrates of the same acyl 

chain length (24). This indicates that not only the length of the acyl chains but 

also the number of acyl chains of the substrates influence the activity profile of 

PlaF. The knockout studies show a defined role of PlaF in the membrane GPL 

homeostasis, as it reduces biofilm formation (23) (chapter 2.3). This suggests 

PlaF as a virulence factor and a potential drug target of P. aeruginosa for which 

the regulation mechanism needs to be understood. 

Interestingly, crosslinking and micro-scale thermophoresis experiments 

show that PlaF is active only in the monomeric configuration, even though it can 

exist as both monomer and dimer (23). The crystal structure of PlaF, Protein Data 

Bank (PDB) id: 6I8W (25, 26) reveals that the homodimer is formed by 

interactions between the transmembrane (TM) and juxtamembrane (JM) regions. 

The structure of the PlaF homodimer contains co-crystallized endogenous 

ligands, including the FAs myristic acid (MYR) and undecanoic acid (UND) 

(Figure 1A). Interestingly, these FAs are in vivo products co-purified with PlaF 

(23) and are found non-covalently bound to the active site cavity of the respective 

chains (26). In a recent collaboration, it was found that the active site of PlaF is 

connected to the surface with three distinct tunnels, which form a T-shaped cleft 
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(23). The structure was further studied and described to show how the activity of 

PlaF is regulated by product-feedback inhibition and a dimer-to-monomer 

transition followed by monomer tilting in the membrane (23). Interestingly, these 

tilting motion orients one of the tunnels of the active site cleft perpendicular to the 

membrane plane (Figure 1B), seemingly facilitating direct access of substrates 

into the active site cleft from the membrane (24) (see chapter 2.4 for detailed 

information). By contrast, in the dimer configuration, the opening of the active site 

cleft is more than 5 Å away from the membrane interface (Figure 1A) (chapter 

2.4). 

 

Figure 1: Orientation of PlaF in the inner membrane. A) In dimeric PlaF, the active site tunnel 

(black box) is located > 5 Å above the membrane. Blue spheres represent the co-crystallized 

products, myristic acid in chain A of dimeric PlaF (left) and undecanoic acid in chain B of dimeric 

PlaF (right) within the active site tunnel. B) Chain A of the dimeric PlaF in the tilted state; this 

configuration allows direct contact of the active site tunnel to the membrane interface. Blue 

spheres represent the co-crystallized PlaF product myristic acid. The upper leaflet of the 

membrane faces the periplasm (red), while the lower leaflet faces the cytoplasm (blue). Figure 

adapted from ref. (24). 

From previous studies, however, it was not clear how substrates/products 

reach/leave the active site before/after hydrolysis and how the characteristics of 

the active site tunnels determine the activity and specificity of PlaF for medium-

chain substrates. Therefore, in the presented study, I have first identified the main 

tunnels which connect the active site of PlaF to its surface (chapter 2.5). To 
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obtain substrate access pathways along the identified tunnels, I used steered 

molecular dynamics (sMD) simulations (chapter 2.6). To evaluate the most 

energetically favorable pathway for substrate access, umbrella sampling 

simulations (US) were performed along with potential of mean force (PMF) 

computations (chapter 2.7). The obtained results were used to calculate the 

binding free energy of the substrate-PlaF binding. The findings were further 

validated by site-directed mutagenesis experiments and the activity profile of 

PlaF was re-determined (chapter 2.8). To identify the role of different tunnels and 

possibly the egress route of PlaF products, a set of unbiased all-atom MD 

simulations was also performed. 

The results map out a distinct tunnel in PlaF for substrate access and 

suggest egress routes for the products. The outcomes of this study shall enhance 

our understanding related to the specificity and activity of the novel PLA1, PlaF. 
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2. Background 

In this chapter, I will first describe the organism, P. aeruginosa. Then, I will 

review the enzyme class of phospholipases in general and discuss the clinical 

significance of bacterial phospholipases. Next, I will describe the biochemical and 

structural properties of a membrane-bound novel phospholipase, PlaF, as it forms 

the basis of my work. Later, I will introduce the methods and techniques which I 

considered to: 1) identify and analyze the tunnels connecting the active site to 

the surface, 2) simulate the substrate access along the identified pathways, and 

3) compute the energetics of substrates access along the pathways of PlaF. In 

the last subsection, I will describe the methods that aided me to link my 

computations to experimental studies. 

2.1 Pseudomonas aeruginosa, a medically relevant bacterium 

Pseudomonas aeruginosa is a motile, rod-shaped Gram-Negative 

bacterium and was first described by pharmacist Carle Gessard in his study 

entitled ‘On the blue and green coloration of bandages’ in 1882 (27). This 

characteristic ‘blue-green’ pigmentation is attributed to a phenazine derivative 

pyocyanin, which is produced by P. aeruginosa. The name, Pseudomonas is 

derived from two Greek words: Pseudo (false) and monas (single unit); 

aeruginosa (greenish-blue) is derived from a Latin word, aerūgō which means 

‘rusted copper’ (28). 

P. aeruginosa commonly inhabits water, soil, and vegetation. It can be 

grown easily in a variety of conditions and temperatures. An optimal temperature 

for the growth of P. aeruginosa is 37 °C, however, it can survive a broad range of 

temperatures: from 4 °C to 42 °C (29). P. aeruginosa is capable of causing both 

acute and chronic infections in humans, often nosocomial, affecting primarily 

immune-compromised patients, including those with CF, cancer, diabetes, burn 

injuries, and acquired immunodeficiency syndrome (AIDS) (28, 30, 31). It is not 

only a frequent cause of pneumonia in hospitalized patients (32), 
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immunocompromised hosts, and patients with CF (33), but also a common cause 

of community-acquired infection (34) and is responsible for substantial healthcare 

costs and resource utilization (32, 35). P. aeruginosa is often resistant to many 

classes of antibiotics (30), posing a high risk of morbidity and mortality (36). This 

raised concern in the WHO for an immediate need of initiatives for novel 

therapeutics (3). 

The pathogenicity of P. aeruginosa lies in its ability to produce cell-

associated (flagellum, pili, alginate/biofilm, lipopolysaccharides) and extracellular 

(proteases, phospholipases, exotoxins, rhamnolipids, pyocyanin) virulence 

factors (4). The production and secretion of these virulence factors are to some 

extent regulated by a type of cell-to-cell signaling, popularly called “quorum 

sensing” (37, 38). With the dynamic production and secretion of these virulence 

factors, understanding the pathogenicity of P. aeruginosa seems to be a complex 

issue (39). Therefore, identifying novel anti-virulence strategies is needed for 

future treatment of P. aeruginosa infections (40). 

One of the reasons for the increased survival of P. aeruginosa is the 

formation of multicellular biofilms (also referred to as aggregates). Biofilm 

formation generally involves four phases. In the first phase of development, 

bacteria adhere with the help of pili and flagella to the biotic surface or onto an 

abiotic surface like plastic, metal, or glass (Figure 2A). Type IV pili and flagella, 

being the first point of attachment, are essential components for the maturation 

of biofilms (41, 42). Gradually, the attachment of P. aeruginosa gets stronger by 

producing an extracellular matrix. The second phase starts within 24 hours, and 

microcolony formation occurs over multiple rounds of cell division, resulting in 

increased expression of pili and secretion of the components of the extracellular 

matrix (Figure 2B). This results in a strong association between the cells and the 

adherence of cells to the surface, which provides enhanced protection of cells 

from the environment. The third phase starts in the next 24 - 72 hours of 

attachment, where the growth of cells, together with the extracellular matrix, 
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continues, leading to the formation of a mature biofilm structure (Figure 2C). The 

fourth phase usually starts after 48 hours of attachment, and includes quorum-

sensing, physical disruption force on pili (42). Eventually, the cells located on the 

outer surface of the biofilm colony become motile and disperse out (Figure 2D). 

This way, biofilms aid bacterial growth by protecting them against adverse 

environmental conditions, including physical and chemical stressors. For this 

reason, biofilm-specific therapies against P. aeruginosa infections are required 

(43). 

 

Figure 2: Steps involved in the formation of biofilm. A) Adhesion of P. aeruginosa on the 

surface with the help of the flagellum and pili, B) Increased numbers of pili and formation of 

extracellular matrix results in microcolony formation, C) Continued formation of extracellular 

matrix and growing bacterial cells leads to maturation of biofilm, D) External factors influence the 

dispersal of mature biofilm. Figure adapted from ref. (43). 

The features of biofilm, like the extracellular matrix formation, strong 

adhesion to the surface, and the overall biofilm structure are important 

contributors to antibiotic resistance, but cannot be regarded as sole factors 

leading to it (44, 45). Notably, the outer membrane of P. aeruginosa has 12-100 

times lower permeability than that of Escherichia coli (46, 47). Hence, its outer 

membrane acts as a selective barrier to the uptake of antibiotics, for example, β-

lactams (47) and thus contributes to its intrinsic antibiotic resistance (30). Among 
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the other important factors involving the pathogenesis of P. aeruginosa are 

phospholipases, which I will discuss now. 

2.2 Bacterial phospholipases in pathogenesis 

Phospholipases are a class of enzymes that hydrolyze GPL substrates at 

specific ester bonds. Involved in GPL metabolism, phospholipases differ 

considerably in structure and function and can be classified according to the 

specific ester bond they cleave (Figure 3). The physiological relevance of 

phospholipases includes their role as a) digestive enzymes, b) in membrane 

maintenance and remodeling, and c) regulating cellular mechanisms, for 

example, creation of bioactive lipid molecules used in signal transduction (8). 

Phospholipases are classified as acyl hydrolases [PLA1, phospholipase A2 

(PLA2), phospholipase B (PLB), lysophospholipase A1/2 (LysoPLA1/2)], and as 

phosphodiesterases [phospholipase C (PLC) and phospholipase D (PLD)] (8). 

Figure 3: Specificity of the phospholipases. PLA1, PLA2, and PLC hydrolyze the ester bonds 

at the sn-1(1), sn-2(2), sn-3(3) sites, respectively. PLD hydrolyzes the other phosphodiester bond. 

PLB acts on both sn-1 and sn-2 ester bonds. LysoPLA can either cleave the ester bond at sn-1, 

sn-2, or both, when one or the other acyl chain is missing. R1 and R2 represent the acyl chain of 

the GPL, while R3 represents the headgroup. Figure adapted from ref. (8). 

In pathogenesis, phospholipases appear to be key virulence factors, by 

contributing to bacterial survival and interfering with the cellular signaling 
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cascades (7). Over time, scattered information on bacterial phospholipases and 

their putative role in disease continues to accumulate (48). Bacterial 

phospholipases have been reported to have a diverse role in disease, which 

includes triggering of bacterial entry, endosomal lysis, and cytolysis, to 

modulating the local immune response and stimulating cytokine secretion (7). 

Furthermore, bacteria are known to produce membrane-associated 

phospholipases (7), the hydrolysis products of which can modulate membrane 

fluidity, permeability, and overall membrane integrity (49, 50). 

Compared to bacterial PLCs (48, 51), PLAs are less studied for their role 

in disease (7), but during the last decades, evidence on their involvement in 

bacterial invasion and pathogenesis has been significantly increased (49, 52-54). 

Particularly PLA1 appears as an emerging therapeutic target because of its 

involvement in cellular functions associated with pathogenesis in humans (8). 

PLA1 hydrolyze the GPLs at the sn-1 position to produce LGPL and FA (Figure 3, 

Figure 4). 

Figure 4: Hydrolysis products from PLA1. On PLA1 hydrolysis, a 2-acyl-lysophospholipid and 

a corresponding fatty acid is released from the phospholipid substrate. 

The products of PLA-catalyzed hydrolysis play major roles in innumerable 

cellular processes. As of LGPLs, they are inverted cone-shaped molecules, share 
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the physical characteristics of detergents, and destabilize the membranes 

integrity, thus potentially contributing to the disruptive effects (13). LGPLs are also 

described as potent chemotactic molecules (55, 56). Moreover, increased LGPL-

to-GPL ratios in ulcer patients could be attributed to the activity of an outer 

membrane PLA in Helicobacter pylori, OMPLA (12). The stimulating role of 

human PLA-derived LGPL has been prominent in prostate tumor development by 

prolonging the openings of TRPM8 ion channel (57). TRPM8 channel provides 

access to Ca2+ and, therefore, is necessary for prostate cancer cells to survive 

and grow (58). Overall, LGPLs have pathophysiological significance and are 

regarded as potential biomarkers for the diagnosis of certain diseases, including 

ovarian cancer (59-62), neurological (63), and cardiovascular (64, 65) disorders. 

As of FAs, these were described as signal molecules of the DSF family for 

the first time in a plant pathogen, Xanthomonas campestris (66). Although the 

signaling cascade of the DSF family has been extensively studied in X. 

campestris, these signals are not limited to the genus Xanthomonas (67). 

Signaling molecules from the DSF family passively diffuse through cell 

membranes and can thus regulate diverse biological functions in a variety of 

Gram-negative bacteria (19). In P. aeruginosa, DSFs promote biofilm formation 

and antibiotic resistance (20, 21, 68). Consequently, DSF signaling interference 

provides new opportunities to control bacterial disease in both plants and animals 

(69). 

Overall, it is well demonstrated that PLAs are attractive therapeutic 

targets. 

2.3 PlaF is a PLA1, a virulence factor of Pseudomonas aeruginosa 

PlaF from P. aeruginosa is a PLA1, and a virulence factor. Identified as α/β-

hydrolase PA2949, PlaF was recently cloned, expressed, purified, and 

enzymatically characterized (22). Interestingly, PlaF has a profound role in 

regulating the membrane GPL homeostasis (23). While investigating the 
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hydrolytic function of PlaF on both artificial and natural GPL substrates, it was 

found that PlaF has PLA1 activity and no PLA2 activity (23). The substrate 

specificity of PlaF is similar to other phospholipases, and relies both on the head 

group as well as the acyl chains (7). The activity of PlaF decreases with 

increasing length of the substrate’s acyl chains from C12 to C18 (23, 24), with a 

higher preference for LGPL, compared to the GPL substrates. In addition, the 

substrate’s head groups also influences PlaF activity (23, 24). 

Moreover, native PlaF was absent in the soluble fraction containing 

cytoplasmic and periplasmic proteins but was found co-localized with the 

membrane protein XcpQ (23). The XcpQ secretin is found in P. aeruginosa as an 

essential component of the type II secretion system (T2SS) (70, 71). PlaF was 

further found to be a cytoplasmic integral membrane protein of P. aeruginosa. A 

cellular localization model suggests that PlaF is anchored to the inner membrane 

with a single N-terminal TM helix, while having its catalytic C-terminal domain 

situated in the periplasmic space (23) (further structural details discussed in 

chapter 2.4). 

  A Drosophila melanogaster infection model was used for a comparative 

study of PlaF as a virulence factor of P. aeruginosa. Flies were infected using the 

needle-pricking method, as described previously (39, 72). The profiles of the host 

(D. melanogaster) response toward P. aeruginosa with PlaF wild-type (PlaFWT) 

and P. aeruginosa lacking the entire plaf gene (Δplaf) were determined. There 

was a remarkable difference in the survival rates of the flies. The majority (~80 %) 

of flies infected with PlaFWT died, while Δplaf was almost avirulent. Moreover, 

these knockout studies revealed that Δplaf reduces biofilm formation and impairs 

flagella-mediated swimming motility, suggesting PlaF as a virulence factor of P. 

aeruginosa (23). To understand and rationalize how the PlaF activity is regulated, 

the X-ray crystal structure was resolved. 
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2.4 Structure of PlaF, dimerization and its orientation in the membrane 

Crosslinking and micro-scale thermophoresis experiments revealed PlaF to 

be only active in the monomeric form, although it exists as both a monomer and 

a dimer (23). Further analysis indicates that likely PlaF does not contribute to 

virulence by affecting the key metabolism of P. aeruginosa, but by hydrolysis of 

membrane GPLs (23). With PlaF being anchored to the cytoplasmic membrane, 

it is not in direct contact with the host cell, suggesting that there is some unknown 

mechanism for the PlaF-mediated virulence that needs to be investigated. 

To understand the molecular mechanism of PlaF-mediated virulence of P. 

aeruginosa, the crystal structure of PlaF, PDB id: 6I8W (25, 26), was determined 

and refined at a resolution of 2.0 Å. The solved structure is an asymmetric 

homodimer with two chains, PlaFA and PlaFB. During the crystallization process, 

MYR and UND are co-crystallized in PlaFA and PlaFB, respectively (Figure 1). 

Interestingly, these FAs are natural products co-purified with PlaF (23) and are 

found non-covalently bound to the active site cavity of the respective chains (26). 

The structure reveals that the homodimer is stabilized by interactions of the N-

terminal residues that form the TM (residues 5 – 27) and JM (residues 28 – 38) 

regions (Figure 5). The catalytic domain of the enzyme adopts a canonical α/β-

hydrolase fold (73) and consists of eight-stranded β-sheets surrounded by eight 

α-helices, of which three α-helices form a distinct lid-like domain that covers the 

active site (Figure 5). Further analysis revealed that the deeply buried active site 

of PlaF is connected to the surface by three distinct tunnels, forming a T-shaped 

cleft that is compatible with the binding of bulky GPL substrates (23). 
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Figure 5: Crystal structure of PlaF as an asymmetric homodimer with bound endogenous 

FA products. The PlaF dimer crystal structure is composed of two asymmetric monomers (i.e., 

PlaFA and PlaFB). The catalytic α/β-hydrolase domain of PlaF is situated in the periplasmic space 

and comprises eight α-helices (red) and eight β-sheets (yellow). The catalytic domain is anchored 

to the cytoplasmic membrane via a juxtamembrane helix (orange) and a transmembrane helix 

(green). Three α-helices form the lid domain (blue) and show putative interactions with the 

membrane interface. The endogenous FA (magenta spheres) and the exogenous ligands, octyl 

glucoside (gray spheres), are found in both chains of the PlaF dimer. Structure information 

retrieved from PDB id: 6I8W. 

The structure information was further used to describe how PlaF activity is 

regulated by product-feedback inhibition. Together with biochemical analysis, it 

was interesting to note that the dimerization site of PlaF, V33 is connected to the 

catalytic residue, S137, via a MYR-mediated interaction network, suggesting that 

FA products can facilitate dimerization (23). Inhibition assays with FAs comprising 

10 – 14 carbon atoms show strong inhibition of PlaF activity at mM 

concentrations, while the ones with shorter or longer FAs show moderate to weak 

inhibition. Further, crosslinking experiments revealed an increased number of 

dimeric PlaF (di-PlaF) in the presence of FAs (23). Taken together, these findings 
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suggest a putative role of FAs in dimerization and thus in the function of PlaF. 

To investigate if the PlaF activity is regulated by the dimer-to-monomer 

transition, the activity was measured at varying concentrations of PlaF. 

Interestingly, the activity of PlaF at high concentrations is reduced by 96%, 

compared to that at low concentrations. These findings, together with the micro-

scale thermophoresis measurements, strongly support that the PlaF activity is 

regulated by a reversible dimerization process at high concentrations of PlaF 

(23). Considering the energetics of monomer association, it was found that the 

PlaF in P. aeruginosa preferentially exist as t-PlaF, and the equilibrium shifts 

toward the di-PlaF on increasing the PlaF concentrations (23). Having the 

membrane-disruptive effect, an increase in concentration of PlaF in P. aeruginosa 

is not harmful to the cells, as it decreases the activity of PlaF (23). 

Interestingly, the active sites of the di-PlaF already acquires catalytically 

active configurations, indicating that the structural re-arrangements of the active 

sites is not required for PlaF activation (23). Therefore, to investigate the 

structural dynamics on the time scale, unbiased MD simulations of various 

configurations of PlaF embedded in a membrane bilayer were performed. The 

results from 2 µs long simulations indicate that in all 20 replicas (i.e., 10 replicas 

per PlaF monomer), the tilted configurations of PlaF (t-PlaFA/B) remained tilted, 

while non-tilted configurations (s-PlaFA/B) tilted in 8/10 and 6/10 replicas for s-

PlaFA and s-PlaFB respectively. Moreover, on calculating the energetics of 

monomer tilting, it was found that the tilted state of PlaF is energetically preferred 

over the non-tilted state (23). Orientating various configurations of PlaF in 

membrane reveals interesting information that reconciles with dimer-to-monomer 

transition in activity regulation. As a dimer, the active site cleft is not accessible 

to GPL substrates from the membrane (Figure 1A). In contrast to this, the 

monomer PlaF tilts, allowing a tunnel from the active site cleft to make direct 

contact with the membrane interface (Figure 1B). This likely favors the direct 

access of substrates from the membrane. 
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  To summarize, from experiments we have identified two possible 

mechanisms of regulations to PlaF activity. 1) The kinetic inhibition studies with 

increasing concentration of FA, which reveals that FA products of PlaF regulate 

the function of PlaF by inducing dimerization. 2) The microscale thermophoresis 

experiments suggest that the activity of PlaF depends on the concentration of 

PlaF. At high concentrations, PlaF forms inactive dimers, but, at low 

concentrations, PlaF is active as the active site tunnel orients toward the 

membrane interface. The findings provide plausible support for the dimerization-

based activity regulation in PlaF. However, the exact mechanism of 

substrate/product access/egress to/from the active site deserves further 

investigation. 

2.5 Role of protein tunnels and their identification tools 

Proteins are complex biomolecules that contain a variety of clefts, grooves, 

protrusions, and cavities in the interior (74). These cavities form a functional 

volume of the respective enzyme and can be used for the transport of water 

molecules, ions, and supply the substrates to, and evacuate the products from 

the active site of the enzyme (74). Such cavities are termed tunnels or channels, 

and their diverse roles and mechanisms in the transport of the aforementioned 

substances have been well-reviewed (75). 

In the scientific literature, the terms tunnel and channel are frequently used 

interchangeable (76). However, a channel usually refers to a pathway that passes 

through the entire protein, has both sides open to the surrounding solvent, and is 

not interrupted by an internal cavity (76). In contrast, a tunnel is usually a pathway 

that connects the protein surface with one or more internal cavities (76). The 

geometry, physicochemical properties, and the dynamics of protein tunnels play 

an essential role in regulating the traffic to and from deeply buried active sites 

into the solvent in a large variety of proteins (74, 75, 77). Such tunnels thus 1) 

regulate the substrate specificity and selectivity, 2) prevent cellular damage by 

the uncontrolled release of toxic intermediates, and 3) control the enzymatic 
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reaction through hydration and dehydration of the active site (74). 

Together with this, protein tunnels can perform several other functions, as 

shown by an analysis of pathways in 4,306 enzymes, which revealed that over 

64 % of the studied enzymes contain on average two tunnels that connect the 

active site to the external environment and are longer than 15 Å (77). These 

tunnels vary in the amino acid residue composition (Figure 6) and hence facilitate 

enzyme-substrate recognition. This corroborates the essential role of such active 

site tunnels in the biological function (77). 

 

Figure 6: Variation in amino acid composition in different regions of the enzyme and 

tunnel. The residues found more often than average in different regions of an enzyme (gray) 

structure are depicted. Names of the residues are colored based on their side chain features (see 

the key). Figure adapted from ref. (77). 

Characteristics of the protein tunnels have a significant role in enzyme 

activity. However, how do the tunnel characteristics influence the access of 

substrate or egress of products from PlaF remains uninvestigated. Since the 

protein dynamics and the features of the transport pathways may change 

significantly over time (78-81), a single static structure is not sufficient for tunnel 
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identification and analysis (76). Moreover, considering a static structure for the 

aforementioned purpose carries further pitfalls: transient tunnels might be 

overlooked or biologically irrelevant tunnels might be considered for closer 

analyses (74, 76, 82). To overcome this and obtain the characteristics of the 

pathways for a given protein (79-85), an ensemble of protein conformations 

obtained from NMR experiments, a set of crystal structures, and/or MD 

simulations can be used (74). Among the tools that allow the identification of 

pathways from MD ensembles are HOLE (v2.2) (86), MOLE (v2.0) (87), MolAxis 

(88), and CAVER (v3.0) (76). Among these, CAVER is particularly interesting, as 

it includes essential tunnel clustering together with a comprehensive analysis of 

tunnels from molecular ensembles (89). It is widely used for the identification and 

analysis of protein tunnels and is available in several implementations for users 

with varied experiences and expectations (74, 89). 

To understand the loading mechanism of substrates into PlaF, first, I 

identified and analyzed the tunnels emerging from the active site of PlaF by using 

CAVER (v3.0), considering both static structures and the ensembles from 

unbiased MD simulations of PlaF from previous study (23), described in chapter 

2.4. In the next step, I have identified different modes of substrate access in PlaF. 

2.6 Steered molecular dynamics simulations 

To identify different modes of substrate access across the tunnels of PlaF, I 

used sMD simulations (90). sMD is a type of biased simulation that allows 

exploring biological processes such as ligand binding and unbinding and the 

conformational dynamics of biomolecules on time scales that are not accessible 

to conventional MD simulations (90). One of the first studies to employ sMD 

provided an expanded understanding of receptor-ligand binding in the avidin-

biotin complex in 1997 (91). Furthermore, sMD simulations have proven useful in 

studies on the activity of acyltransferases (92), the ligand unbinding from proteins 

(91, 93-95), monobody-protein interactions (96), DNA-histone interactions (97), 

extraction of lipids from the membrane (98), and the transport of sugar molecules 
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(99) or ions via membrane proteins (100, 101). Overall, sMD has been described 

as an important tool in rational drug design (102). 

sMD allows one to study the transitions between equilibrium states in 

biological processes, as those rare events are associated with barrier crossings 

and are rarely observable at MD time scales (103). sMD closely resembles 

experimental techniques (104-106) that are based on the application of 

mechanical forces to molecules, for instance, atomic force microscopy (AFM), 

optical tweezers, bio-membrane force probes, surface force apparatus 

experiments to study the binding features, and mechanical properties of the 

biomolecules and their response to external stimuli (107). 

In sMD simulations, time-dependent external forces are applied on one or 

more atoms, commonly referred as sMD atoms. These atoms can correspond to, 

e.g., the head group atoms of the GPL substrate being extracted from the 

membrane bilayer, or a molecule that has to be unbounded from the binding site 

of an enzyme, or can comprise a set of residues from a lid domain being analyzed 

for conformational dynamics of a particular protein. For sMD simulations, the 

direction of the applied force is chosen in advance (103). Generally, there are two 

ways in which one can set up the simulations, either with constant-velocity pulling 

or with constant-force pulling (103, 108). The principle of these two methods have 

been described in Figure 7. 

In the constant-velocity method, sMD simulates the action of a moving AFM 

cantilever on a protein, and the sMD atom, or the center of mass (COM) of a 

group of atoms, is attached to a dummy atom with the help of a harmonic restraint 

(virtual spring), so that the dummy atom is moving at constant velocity (Figure 7) 

(103). 
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Figure 7: Principle of constant-velocity and constant-force sMD. A) In constant-velocity sMD, 

the sMD atom(s) (shown as a red sphere) is (are) linked to a dummy atom (blue sphere), with a 

virtual spring. The dummy atom has a linear motion as a function of the time t, with the virtual 

spring enforcing the sMD atom(s) to follow it. B) In constant-force sMD, there is no dummy atom. 

Constant force (green arrow) is applied to the sMD atom(s) in the same direction at each time 

step. Figure adapted from ref. (108). 

During the process, the force experienced between the two atoms (i.e., the 

sMD atom and dummy atom) is defined using the Equation 1 and Equation 2: 

�⃗� =  −𝛻𝑈     (Equation 1) 

𝑈 =  
1

2
𝑘 [𝑣𝑡 − (𝑟 −  𝑟𝑜)  ∙  �⃗⃗�]2               (Equation 2) 

Here, �⃗� represents the force, and 𝑈 is the potential energy. The spring 

(force) constant 𝑘 is to keep the group of atoms harmonically restrained. The time 

is represented as t, pulling velocity as 𝑣, and the pulling direction as �⃗⃗�. The 𝑟 is 

the actual position of the sMD atom(s) and 𝑟o is the original position of the sMD 

atom(s). 

The choice of spring constant and pulling velocity has to be carefully 

considered (103). The spring constant should be high enough so that the local 
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unbinding potential is efficiently sampled, but must not be too high, since 

otherwise, the measured force will be dominated by noise (103). Likewise, the 

pulling velocity should be similar to experiments, but still computationally feasible 

(103). In other words, the chosen velocity for sMD should be the smallest velocity 

that allows to perform long enough simulations to see the desirable biological 

process, for instance, folding pathway or binding/unbinding of ligands (103). 

Compared to constant-velocity, in the constant-force method, there is no dummy 

atom or virtual spring. Instead, a fixed, constant force in the direction defined by 

the vector(s) is applied to the sMD atom(s) at each time step (Figure 7) (103). 

Interestingly, sMD resembles the method of US (109-111), in a way that it 

enhances the sampling of a particular degree of freedom in a biomolecular 

system (103). Although sMD results in non-equilibrium simulations, the 

equilibrium properties, for example the free energy of the two states of a system, 

can be determined using Jarzynski’s relation (112, 113) described in Equation 3. 

𝑒−𝑊/𝑘𝐵𝑇̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 𝑒−∆𝐹/𝑘𝐵𝑇              (Equation 3) 

Here, ∆𝐹 is the free energy difference between two states, which is 

connected to work 𝑊 done on the system; 𝑘𝐵 is the Boltzmann constant and 𝑇 is 

the temperature of the system. As described in Jarzynski’s relation, the work done 

is related to the free energy difference between starting and end states of the 

sMD simulation. The application of Jarzynski’s relation is comparable to the US 

approach in terms of efficiency (113). The sMD method has several advantages 

over the US method and one of them is that the structural coordinates are 

generated in sMD that can be directly used for sampling simulations. In contrast, 

this is directly not feasible using US method, and the coordinates of the starting 

structures needs to be generated beforehand. Yet, US is a general method, and 

can be applied to a variety of systems (103). 

Using Jarzynski’s equality, sMD can be directly used to determine PMF 

(113). However, this method suffers from insufficient sampling convergence of the 
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membrane bilayer (114) and hence PMFs obtained for systems involving 

membrane are non-reliable. Interestingly, applying US along pathways identified 

by sMD simulations is an effective way of calculating PMF (115). Therefore, in 

this study, using sMD simulations, I have first determined low free energy 

pathways for substrate access to PlaF. Then, I have considered these pathways 

to define the reference points for subsequent US simulations. 

2.7 Free energy computation from umbrella sampling simulations 

US simulation (109) is a widely used method to compute the PMF and has 

demonstrated a great advantage over other free energy methods, like free energy 

perturbation, or thermodynamic integration simulations (110). US can be applied 

to a variety of systems (103), with some recent successful applications from our 

research group including the determination of energetics that leads to the 

opening-closing motion of nucleotide-binding domain of pyruvate phosphate 

dikinase (116), TM helix association in integrins (117), and the dimerization of G-

protein coupled bile acid receptor TGR5 (118). In my studies using US 

simulations, I have calculated the energetics of substrate extraction from the 

membrane and their loading into the deeply buried hydrolysis site within PlaF. 

A PMF describes the free energy 𝐹 as a function of a reaction coordinate 

𝜉 according to Equation 4, below (119). 

𝐹(𝜉) =  −𝑘𝐵𝑇 ln[𝑃(𝜉)] +  𝐶            (Equation 4) 

  Where 𝑘𝐵 is the Boltzmann constant, 𝑇 is the temperature, 𝑃(𝜉) is the 

probability of the system along the reaction coordinate, and 𝐶 is a constant used 

for normalization. The reaction coordinate can be one-dimensional or 

multidimensional (110, 111) and represents conformational variables like 

distances or angles (120). 
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In the first step, one needs to generate a series of configurations along the 

reaction coordinate (Figure 8A), of which some serve as the starting 

configurations for US windows (Figure 8B). These configurations characterize the 

intermediate steps involved in the process to be investigated. For each umbrella 

window, independent MD simulations are performed. 

Figure 8: Umbrella sampling method for potential of mean force computations. In the first 

step, starting (reference) configurations (blue spheres) are generated along the reaction 

coordinate. During umbrella sampling simulations, selected configurations are restrained by 

harmonic potentials, allowing adjacent umbrella windows along the reaction coordinate to overlap. 

In the last step, the free energy profile (PMF) can be obtained by unbiasing and recombining the 

overlapping distributions using WHAM. 

During the simulations, umbrella potentials allow the sampling of statistically 

improbable states, which are not accessible through conventional unbiased MD 

simulations. By restraining the umbrella windows to the reference points, the 

biasing potentials along the reaction coordinate thus drive the system from one 
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thermodynamic state to another (110); for instance, binding or unbinding of 

ligands from proteins, which can often reach time scales inaccessible to 

conventional MD simulations (103). For each window, the bias potential 𝜔𝑖(𝜉) 

keeps the system close to the reference points 𝜉𝑖
𝑟𝑒𝑓

of the respective umbrella 

window 𝑖. These potentials can be in any functional form; however, for simplicity, 

harmonic bias potentials (Equation 5) of the strength (i.e., force constant) 𝐾 are 

used (110, 120). 

𝜔𝑖(𝜉) =  𝐾 2⁄  (𝜉 − 𝜉𝑖
𝑟𝑒𝑓

)2                    (Equation 5) 

The obtained distributions from the sampling simulations are then used to 

calculate the change in the free energy profile for each umbrella window (110, 

111, 120). However, the umbrella windows are needed to be combined and the 

biasing potential that was introduced in the previous step (Equation 5) has to be 

removed (109) (Figure 8C). For this, the weighted histogram analysis method 

(WHAM) (121, 122) is one of the most reliable approaches (111). To obtain 

unbiased distributions, WHAM uses Equation 6. 

𝑃(𝜉)𝑖
𝑢𝑛𝑏𝑖𝑎𝑠𝑒𝑑 = 𝑃(𝜉)𝑖

𝑏𝑖𝑎𝑠𝑒𝑑 𝑒𝑥𝑝 (− 𝜔𝑖(𝜉)

𝑘𝐵𝑇
) 〈𝑒𝑥𝑝 (

𝜔𝑖(𝜉)

𝑘𝐵𝑇
)〉            (Equation 6) 

where 〈 〉 represents the ensemble average. 

To obtain the global distribution, the potential, 𝑃(𝜉)𝑖
𝑢𝑛𝑏𝑖𝑎𝑠𝑒𝑑 of the individual 

umbrella windows is then recombined with WHAM by calculating a weighted 

average of the distributions of the individual windows using Equation 7 (110). 

𝑃(𝜉)𝑢𝑛𝑏𝑖𝑎𝑠𝑒𝑑 = ∑ 𝑃𝑤𝑖𝑛𝑑𝑜𝑤𝑠
𝑖 (𝜉)𝑖

𝑢𝑛𝑏𝑖𝑎𝑠𝑒𝑑 𝑝𝑖(𝜉)             (Equation 7) 

Where the weight 𝑝𝑖(𝜉) is fulfilling the condition ∑ 𝑝𝑖
 
 (𝜉) = 1 and calculated from 

Equation 8. 
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𝑝𝑖(𝜉)  = 𝑁𝑖 𝑒𝑥𝑝 (−
𝜔𝑖(𝜉) + 𝐹𝑖

𝑘𝐵𝑇
)               (Equation 8) 

Where 𝑁𝑖  is the total number of steps sampled and, 𝐹𝑖 is the free energy constant 

computed from Equation 9. 

𝑒𝑥𝑝 (−
 𝐹𝑖

𝑘𝐵𝑇
)  = ∫ 𝑃(𝜉)𝑢𝑛𝑏𝑖𝑎𝑠𝑒𝑑  𝑒𝑥𝑝 (−

𝜔𝑖(𝜉)

𝑘𝐵𝑇
) 𝑑𝜉            (Equation 9) 

As the global (unbiased) distribution 𝑃(𝜉)𝑢𝑛𝑏𝑖𝑎𝑠𝑒𝑑 enters Equation 9 and the 

free energy constant 𝐹𝑖 enters Equation 7 via Equation 8, Equations 7-9 have to 

be iterated self-consistently until convergence is achieved (110). 

2.8 Experimental relation to computations 

On the one hand, experimental findings are the source of motivation to 

perform computer-based simulations, because they can extract such details that 

are not accessible to experiments. On the other hand, computer simulations are 

based on theoretical models, vary from experimental conditions and time scales, 

and therefore, it is essential to establish the connection with experiments. Such 

relations validate the computations and improve the understanding of the 

investigated system (123). 

2.8.1 Relating PMF to experiments 

Although the PMF cannot be measured experimentally, the free energy 

difference between the two states of the lipid in the solvent and in the membrane 

can be related to the experimentally measured critical micelle concentration 

(CMC) (124). The CMC can be related to an excess chemical potential using 

Equation 10. 

𝜇 −  𝜇0 = 𝑅𝑇 ln (
𝐶𝑀𝐶

55.5
)                 (Equation 10) 

       

𝜇 −  𝜇0 is the excess chemical potential, R is the gas constant, T is the 

temperature, and CMC has been converted to mole fraction units. The CMC 
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values are obtained from the experimental studies. 

2.8.2 Absolute binding free energy from computed PMF 

To relate the computed PMFs with the experiments, I have also determined 

the absolute binding free energy of substrates to PlaF using an approach 

modified from Chen and Kuyucak (125). Here, the computed PMF from US 

simulations was integrated along the reaction coordinate to calculate an 

association (equilibrium) constant 𝐾𝑒𝑞 using Equation 11. 

𝐾𝑒𝑞 =  𝜋𝑟2 ∫ 𝑒−𝐸(𝜉)  𝑘𝐵⁄ 𝑇𝑚𝑒𝑚𝑏𝑟𝑎𝑛𝑒

𝑎𝑐𝑡𝑖𝑣𝑒_𝑠𝑖𝑡𝑒
𝑑𝜉          (Equation 11) 

Where the 𝑟 in the factor 𝜋𝑟2 corresponds to the maximum bottleneck 

radius of the respective tunnel, determined by CAVER analysis; 𝜋𝑟2 is the cross-

sectional area of the tunnel, 𝐸(𝜉) is the PMF at a specific value of the reaction 

coordinate, 𝑘𝐵 is the Boltzmann constant, and T is the temperature at which the 

simulations were performed. 𝐾𝑒𝑞 was then transformed to the mole fraction scale 

𝐾𝑥, taking the number of lipids 𝑁𝐿 per membrane volume 𝑉 into account via 

Equation 12. 

𝐾𝑥 = 𝐾𝑒𝑞
𝑁𝐿

𝑉
               (Equation 12) 

𝐾𝑥 was then used to determine the difference in the free energy between 

the bound and unbound state (∆𝐺b
° ) of a single substrate molecule using Equation 

13. 

∆𝐺𝑐𝑜𝑚𝑝
° = −𝑅𝑇 𝑙𝑛(𝐾𝑥)                  (Equation 13) 

2.8.3 Blocking access of PlaF substrates 

Transport of ligands from the outer environment to the deeply buried active 

site is an important event in the activity mechanism of enzymes (126). Naturally, 

such transportations are facilitated by the tunnels. Therefore, the characteristics 

of the tunnels, when modified, have a substantial impact on the function and 

activity of the enzyme (74, 126-132). Particularly, when bottleneck residues are 
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substituted with bulkier tryptophan residues, this reduces the radius of the 

tunnels, influencing the normal passage of ligands (128). On the positive side, 

such modifications can aid in understanding the catalytic mechanism of an 

enzyme. 

Therefore, to validate my PMF computation and thus the identification of 

substrate access route in PlaF, I first identified substitution sites using the analysis 

from CAVER. The tunnel-lining residues corresponding to these substitution sites 

were then used for small-to-tryptophan substitutions using FoldX (133), and the 

stability of the PlaF variants was evaluated in terms of the change in free energy 

(ΔΔG) with respect to the wild-type (134). Substitutions with an average ΔΔG > 3 

kcal mol-1 are considered destabilizing (135) and were not further pursued for 

biological evaluation. To further check if the proposed substitutions will block the 

substrate access, tunnels were re-calculated in the PlaF variants using CAVER.
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3. Scope of the thesis 

P. aeruginosa has been described as a medically relevant bacterium and its 

pathogenesis relies on the hydrolysis products from virulence factors like 

phospholipases (see chapters 2.1, 2.2). Recently, PlaF, a novel phospholipase 

bound to the cytoplasmic membrane was identified as a significant virulence 

factor from P. aeruginosa. Interestingly, the activity of PlaF is higher for single 

acyl-chained LGPL substrates than two-acyl chained GPL substrates. Moreover, 

the length of acyl chains of the substrates also influences the activity of PlaF. 

Experiments show that a high concentration of PlaF molecules results in 

dimerization, which is also confirmed by the crystal structure of PlaF as a 

homodimer. However, PlaF is only active in the monomeric form. Coupling the 

experiments with MD simulations revealed that the activity of the monomeric PlaF 

depends on its orientation to the membrane, which differs in the di-PlaF (see 

chapters 2.3, 2.4). Compared to di-PlaF, monomeric PlaF re-orients in the 

membrane such that the tunnel connecting the active site comes in direct contact 

to the membrane interface allowing access of substrates (Figure 9). 

 

Figure 9: Dimer-monomer transition of PlaF. A) At high concentrations, PlaF molecules form a 

dimer. When a dimer is oriented to the membrane, the active site tunnel (black box) is 

located > 5 Å above the membrane interface. B) Chain A from the PlaF dimer, oriented as in the 

dimer. The entrance of the tunnel is located > 5 Å above the membrane interface. C) At low 

concentrations, the PlaF monomer re-orients and tilts toward the membrane; this configuration 

allows the direct contact of the active site tunnel to the membrane interface. Blue spheres 

represent the co-crystallized fatty acid molecules in respective chains of PlaF. Figure adapted 

from ref. (23). 
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However, from the above studies it remains unclear: 

1. How many tunnels connect the deeply buried active site of PlaF to the 

external environment? 

2. How do substrates from the membrane reach the active site of PlaF? 

3. How do the characteristics of the tunnels determine the activity and specificity 

of PlaF for medium-chain substrates? 

4. How do products leave the active site after hydrolysis? 

5. How is the PlaF activity regulated via monomer-dimer equilibrium? 

To enhance our understanding of the mechanisms of PlaF activity, and find 

the answers to the above-mentioned questions, I have first identified the tunnels 

that connect the active site of PlaF to its surface. Then, I have identified preferred 

access pathways of substrates in PlaF using sMD simulations, US simulations, 

and PMF computations. Computed results were also related to experiments. 

Particularly, site-directed mutagenesis experiments performed by the Jaeger 

lab† support the computational findings of this study. To identify the preferred 

egress pathway of the PlaF products, I have performed unbiased MD 

simulations. 

 

 

 

 

 

†The experimental work was performed by Christoph Heinrich Strunk under the supervision of 

Karl-Erich Jaeger and Filip Kovačić in the Institute of Molecular Enzyme Technology, Heinrich 

Heine University Düsseldorf, and the Forschungszentrum Jülich GmbH, 52425 Jülich, Germany. 
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4. Materials and methods 

This chapter was taken from the following peer-reviewed publication:  

“Substrate Access Mechanism in a Novel Membrane-Bound Phospholipase A of 

Pseudomonas aeruginosa Concordant with Specificity and Regioselectivity” 

Sabahuddin Ahmad, Christoph Heinrich Strunk, Stephan N. Schott-Verdugo, 

Karl-Erich Jaeger, Filip Kovacic, and Holger Gohlke 

Journal of Chemical Information and Modeling, 2021, 61 (11), 5626-5643 

DOI: 10.1021/acs.jcim.1c00973 

Reprinted with permission from the Journal of Chemical Information and 

Modeling. Copyright © 2021, American Chemical Society. 

4.1 Identification of the access tunnels 

Tunnels emerging from the active site of PlaF were identified using CAVER 

3.0 (76). The COM of the catalytic residues S137 and H286 was defined as the 

starting point of the search, from which the possible connections of the tunnels to 

the bulk solvent were identified. The catalytic residue D258 was not included in 

this search criteria since its side chain is distant from the catalytic site. Probe and 

shell radii of 2 Å and 6 Å were used, respectively. The probe radius of 2 Å is 

slightly larger than the van der Waals radius of a phosphorous atom (i.e., 1.8 Å), 

present in every PlaF substrate to be investigated. 

4.2 Starting structure preparation 

The crystal structure of PlaF is available from the PDB (25) (PDB id: 6I8W) 

(26). The last five residues of the C-terminus were missing in the structure and, 

hence, were added using MODELLER (136). The starting configuration of PlaF 

for MD simulations was prepared by embedding chain A of the PlaF dimer in a 

tilted configuration (t-PlaFA) into a lipid bilayer membrane consisting of 75% 1,2-

dilauroyl-sn-glycero-3-phosphorylethanolamine (DLPE) and 25% 1,2-dilauroyl-

sn-glycero-3-phosphoglycerol (DLPG). The tilted configuration of PlaF embedded 
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in the membrane was predicted by the Positioning of Proteins in Membrane 

(PPM) method (137). The head group composition of the membrane closely 

resembles that of the inner membrane of Gram-Negative bacteria (11, 138, 139). 

The prepared structure was used to investigate the loading mechanism of DLPG 

or DLPE into t-PlaFA. Furthermore, loading of 1,2-distearoyl-sn-glycero-3-

phosphoglycerol (DSPG) and an LGPL, 1-myristoyl-2-hydroxy-sn-glycero-3-

phosphoglycerol (2LMG), were also investigated. For that, t-PlaFA was 

embedded into a membrane consisting of ~10% of DSPG and 2LMG in the upper 

leaflet. The GPL composition in the lower leaflet of these systems is the same as 

that used for investigating DLPG and DLPE. The systems were prepared and 

solvated using CHARMM/GUI (140) or PACKMOL-Memgen (141). A distance of 

at least 15 Å between the protein or membrane and the solvent box boundaries 

was used. To obtain a neutral system, counter ions were added that replaced 

solvent molecules. The size of the resulting systems was ~140,000 atoms. 

Systems excluding t-PlaFA, but including one of the GPL substrates (i.e., 

DLPG) and one of the LGPL substrates (i.e., 2LMG), were also prepared to 

compare and decipher the energetics of lipid extraction from the membrane into 

solvent. Considering the orientation and position of t-PlaFA in the membrane, one 

can safely assume that only substrates located in one leaflet will contact the 

catalytic domain of t-PlaFA and, hence, have direct access. Therefore, the 

composition of one leaflet was slightly modified to reflect the inclusion of the 

selected substrate. For this, a ratio in the upper leaflet of 6:2:1 for DLPE, DLPG, 

and the respective substrate was used. Using PACKMOL-Memgen, the bilayer 

system was prepared, solvated, and necessary counter ions were added. The 

minimum water distance from the membrane surface to the solvent box 

boundaries was increased to 35 Å to leave enough space between the substrate 

and the membrane surface and avoid interactions with periodic images during the 

extraction. Box dimensions in the x and y axes were set to 70 Å, resulting in 

systems comprised of ~50,000 atoms. 
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4.3 Simulated extraction of substrates from the membrane 

MD simulations were performed using the GPU implementation of the 

AMBER 16 molecular simulation package (142, 143), employing the ff14SB force 

field for the protein (144), the Lipid17 force field for the lipids (145-147), and the 

TIP3P water model (148). The SHAKE algorithm (149) was used to constrain 

bond lengths of hydrogen atoms to heavy atoms, enabling a time step of 2 fs. 

Long-range electrostatic interactions were considered using the Particle Mesh 

Ewald (PME) algorithm (150). The system was energy-minimized by three mixed 

steepest descent/conjugate gradient calculations with a maximum of 20,000 

steps each. First, the initial positions of the protein and membrane were 

restrained, followed by a calculation with restraints on the protein atoms only, and 

finalizing with a minimization without restraints. The minimized system was then 

gradually thermalized in two stages. Initially, the temperature was increased from 

0 K to 100 K under NVT conditions, then from 100 K to 300 K under NPT 

conditions at 1 bar, using a Langevin thermostat (151). The equilibration process 

continued for 5 ns, before starting with production simulations. As usual in 

membrane MD simulations, the NPT ensemble was used, allowing the membrane 

to accommodate along the trajectory (152). For US simulations, the pressure was 

maintained using an anisotropic Berendsen barostat (153), while for the rest of 

the simulations a semi-isotropic Berendsen barostat (153) was used, coupling the 

membrane (x-y) plane with the constant-surface-tension dynamics. All analyses 

were performed by using CPPTRAJ (154). Unless otherwise stated, molecular 

visualization was performed with PyMOL (155) and VMD (156). The Movie maker 

module within Visual Molecular Dynamics (VMD) was used to illustrate the acyl 

chain termini of lipids reaching the membrane interface and the access of 

substrates into PlaF. 

To extract a substrate molecule from the membrane into one of the access 

tunnels, I selected the lipid that was closest to the entrance and pulled it from the 

membrane through the tunnel to the active site of PlaF, using constant-velocity 
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sMD simulations (see chapter 2.6). Pulling simulations at low velocities are 

recommended for small polar molecules (157) and large lipids (158) to calculate 

free energy profiles. At the lowest pulling rates, lipids have time to adapt to 

energetically favorable conformations during the extraction process (158). In a 

recent study investigating GPL binding to phospholipase A2 (PLA2), a constant 

pulling velocity of 5 Å ns-1 was used (159). For the extraction of substrates, I 

considered all three possibilities by which a substrate may enter a tunnel: either 

the head group or one of the two tails. Depending on the type of head group, 

phosphatidylglycerol (PG) or phosphatidylethanolamine (PE), each substrate 

was pulled by its oxygen or nitrogen atoms at a constant velocity of 1 Å ns-1 using 

a force constant of 5 kcal mol-1 Å-2. When pulling at the tail, the terminal carbon 

atom of the respective acyl chain was used. 

Each tunnel was divided into several segments connected through virtual 

points formed by the COM of amino acids lining the respective tunnel. The 

number of virtual points depends on the length and shape of the respective 

tunnel. The virtual points guided the extraction of substrates such that the 

substrates followed the path of the respective tunnel. In addition, to obtain a low-

energy pathway, an adaptive biased sMD (AsMD) protocol was implemented. For 

this, 50 replicas for each pulling simulation were carried out, and the work 

required was computed as a function of the reaction coordinate. The computed 

work was further related to free energy difference between two states of the 

pulling simulation applying Jarzynski’s relation (Equation 3; see section 2.6) 

(112). The replica closest to the Jarzynski’s average (112) was considered to 

describe the lowest free-energy pathway and provided the starting point for the 

next pulling stage. Trajectories further away from that pathway were removed. 

This procedure results in faster convergence of PMF profiles, decreasing the 

overall computation needed (160). 

For the systems without t-PlaFA, the substrates were extracted with the 

same pulling velocity and spring constant, as mentioned above. However, to 
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avoid edge effects, a substrate in the middle of the membrane was located. For 

this extraction process, the reaction coordinate was the distance between the 

head atom of the pulled substrate and COM of phosphorous atoms of the lipids 

in the opposite leaflet. Furthermore, to determine the free energy minimum of the 

phospholipids in the membrane more accurately, the substrate was first pulled 

into the membrane (~3 Å), before pulling it out of the membrane. 

4.4 Umbrella sampling and potential of mean force calculations 

To understand the substrate access mechanism in PlaF and to identify 

preferential substrate access tunnels, PMFs were computed based on US (109) 

(see chapter 2.7), taking structures from the sMD simulations as starting points. 

As a reaction coordinate, the COM distance of the three oxygen atoms of the 

glycerol moiety in the substrate to the COM of residues S137 and H286 (only Cα 

atoms) of the active site was used. This reaction coordinate was also taken for 

all other systems for it describes the essential aspects of the structural 

transformation during substrate access. Consecutive positions of the substrates 

from the membrane to the active site as determined by pulling simulations were 

considered reference points for US, with each position corresponding to one 

umbrella window. To achieve sufficient overlap between the umbrella windows, 

distances between reference points of ~1 Å were used along the reaction 

coordinate. The length of individual tunnels and the size of acyl chains for 

respective substrates vary. Therefore, for sampling the access of different 

substrates, different numbers of windows were required for each tunnel. Selected 

positions of the lipid in the tunnel were restrained by harmonic potentials, using 

a force constant of 5 kcal mol-1 Å-2. To achieve sufficient convergence of the PMF 

profile, each window was sampled for 300 ns, of which the last 100 ns were used 

to calculate the PMF. Distance values were recorded every 2 ps and processed 

with WHAM (121, 122). To estimate the PMF error, the data was separated into 

blocks according to the maximum calculated autocorrelation time of 20 ns. The 

correlation time was obtained for the complete trajectory, excluding the first         
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20 ns of sampling data for equilibration. The last 100 ns of sampling data was 

split into five blocks of 20 ns each, a PMF profile was calculated for each block 

with WHAM, and the error at each PMF point was calculated as the standard 

error of the mean. 

Similarly, for systems without t-PlaFA, trajectories obtained by pulling 

simulations were used to set up US simulations. Umbrella windows were 

extracted at distances of 1 Å from the starting point of the pulling simulation until 

the substrate was not interacting with the membrane anymore. The selected 

positions of the lipid were restrained by harmonic potentials, using a force 

constant of 5 kcal mol-1 Å-2 and as the reaction coordinate the distance of the 

COM of the three oxygen atoms of the glycerol moiety of the substrate to the 

COM of phosphorous atoms of the lower membrane leaflet. Each window was 

simulated for 100 ns at constant pressure (1 bar) and temperature (300 K) 

conditions until convergence was achieved. The first 20 ns of simulation data was 

discarded. WHAM (121, 122) was used to calculate the PMF. The PMFs were 

evaluated for convergence by checking the change in the free energy profile with 

the increase in sampling time at every 10 ns. Furthermore, histograms of sampled 

configurations were visually inspected for sufficient overlap between the 

neighboring umbrella windows; otherwise, the iterative cycle in WHAM fails to 

converge and the free energy profiles have discontinuities. 

4.5 Absolute binding free energy from computed PMF 

The absolute binding free energy of substrates to PlaF was determined from 

the computed PMF using an approach modified from Chen and Kuyucak (125). 

The PMF was integrated along the reaction coordinate using equations 11,12,13 

(see chapter 2.8.2). For the PMF integration, the maximum bottleneck radius of 

the respective tunnel was determined by a CAVER analysis. 

4.6 Blocking access of the PlaF substrates 

To corroborate predicted access tunnels for PlaF substrates, I intended to 
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block these by small-to-tryptophan substitutions of tunnel-lining residues. To do 

so, I have identified possible substitution sites from the previous CAVER 

analyses, taking into account the tunnels’ bottleneck radii and lengths. For these 

analyses, the same trajectory used to search for tunnels in t-PlaFA was 

considered. Finally, 4-5 amino acids within each tunnel were selected for 

substitutions. 

In the first step, all the amino acids except glycines and prolines within        

3 Å of individual tunnels and oriented toward a tunnel were considered. In turn, 

residues with an outward orientation were disregarded as a substitution there will 

likely not block the tunnel. Furthermore, as the TM and JM helix was found to be 

important for both the dimerization and the activity of PlaF (23), residues of these 

helices were excluded. Finally, the catalytic residues S137, D258, and H286 and 

other residues of the active site were disregarded to avoid affecting the activity of 

PlaF. 

The selected residues of each tunnel were substituted to tryptophan using 

FoldX (133), and the stability of the PlaF variants was evaluated in terms of the 

change in free energy (ΔΔG) with respect to the wild-type (134). Single amino 

acid substitutions were performed 10 times for each proposed residue of each 

tunnel, and the results were averaged. If the average ΔΔG > 3 kcal mol-1, the 

substitution is considered destabilizing (135) and was not further pursued. To 

check if the proposed substitutions will block the tunnel, the bottleneck radius of 

the variant tunnels was re-calculated using CAVER. As done earlier, the probe 

radius was set to 2 Å. If no tunnel was identified with this criterium, the probe 

radius for tunnel search was reduced until the tunnels started to appear again. 

4.7 Egress of PlaF products 

To determine the egress pathways of PlaF products, a system with a 2LMG 

substrate was considered. The final snapshot at 300 ns of the US simulations of 

the window with the substrate close to the active site was considered as the 
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starting structure for unbiased MD simulations. 2LMG was cleaved into the 

products: MYR and PGR (phosphatidylglycerol from lysophospholipid, 2LMG), 

without altering the orientation of each product within the tunnels. Atomic partial 

charges for the products were derived according to the restraint electrostatic 

potential fit (RESP) procedure (161), as implemented in Antechamber (162). 

Geometry optimizations and subsequent single-point calculations were 

performed with Gaussian (163) at the Hartree-Fock level with the 6-31G* basis 

set. Force field parameters for the products were taken from the general amber 

force field for organic molecules (GAFF, version 2) (164). The prepared system 

was then minimized, thermalized, and equilibrated using the protocol described 

for MD simulations (see chapter 4.3). 12 replicas of production MD simulations 

of 3 µs length each under NPT conditions were performed. The distance of the 

2LMG products to the entrance of each tunnel was computed for each replica.
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5. Results 

This chapter was taken from the following peer-reviewed publication:  

“Substrate Access Mechanism in a Novel Membrane-Bound Phospholipase A of 

Pseudomonas aeruginosa Concordant with Specificity and Regioselectivity” 

Sabahuddin Ahmad, Christoph Heinrich Strunk, Stephan N. Schott-Verdugo, 

Karl-Erich Jaeger, Filip Kovacic, and Holger Gohlke 

Journal of Chemical Information and Modeling, 2021, 61 (11), 5626-5643 

DOI: 10.1021/acs.jcim.1c00973 

Reprinted with permission from the Journal of Chemical Information and 

Modeling. Copyright © 2021, American Chemical Society. 

5.1 Access pathways to the catalytic site in PlaF 

The crystal structure of PlaF revealed three pronounced tunnels, forming a 

large, T-shaped active site cleft. This cleft is compatible with binding bulky GPL 

substrates (23). However, the structural dynamics of biomolecules may lead to 

variations in the tunnel shape (165). Therefore, I have reanalyzed trajectories 

from 10 replicas of unbiased MD simulations of 2 µs length for each of the 

systems di-PlaF, PlaFA, PlaFB, and t-PlaFA from a previous work (23) using 

CAVER (76). CAVER is a program for analyzing and visualizing tunnels and 

channels in protein structures (89). 

I have primarily focused on t-PlaFA because the tilted structure is likely the 

catalytically active form (23). Three tunnels were identified that connect the active 

site of t-PlaFA to its surface like in the crystal structure (Figure 10) (23): Tunnel 1 

(T1) and tunnel 2 (T2) point toward the membrane, and tunnel 3 (T3) opens to 

the periplasmic space > 15 Å above the membrane (Figure 10). T1 and T2 

converge close to the active site and connect to T3. In the crystal structure, T1 

contains MYR (chain A) and UND (chain B), which are hydrolysis products of 

GPL substrates with C14 and C11 acyl chain(s), respectively. 
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Figure 10: Clusters of tunnels identified in t-PlaFA ensembles. Three major tunnel clusters 

connect the catalytic site (black dashed circle) of PlaF to the protein surface. Tunnels T1 and T2 

point toward the membrane; tunnel T3 is located > 15 Å above the membrane, with its opening 

pointing into the periplasmic space. 

Table 1: Characteristics of tunnel clusters identified from unbiased MD simulations of t-PlaFA 

using CAVER. 

Tunnel 
cluster 

Occurrence a,b Maximum 
bottleneck radiusc 

Average 
bottleneck radiusc 

Average 
lengthc 

T1 30.45 3.18 2.28 27.08 

T2 21.80 2.95 2.21 23.75 

T3 27.75 3.13 2.29 15.16 
a Snapshots in which the tunnel is identified with respect to the total number of snapshots, in %. 

b Data calculated with a probe radius of 2.0 Å. 

c In Å. 

T1 is the longest tunnel (Table 1) and was open more often than the other 

two tunnels (Table 1). The tunnel radii fluctuate between 2 Å and 5 Å depending 

on the location in the tunnel and the simulation length (Figure 11). The average 

bottleneck (narrowest part of the tunnel) radius of all tunnels is 2.26 ± 0.02 Å 

(mean ± standard error of the mean), which is close to the radius of glycerol (2.74 

Å) (166), an essential component of all GPLs, but smaller than the radius of DLPG 

(~4.4 Å) deduced from the lipid’s area-per-lipid (APL) (167). 

For comparison, tunnels in monomeric PlaFA, PlaFB and the two chains of 

di-PlaF show open occurrences of ~20% to ~5% (Table 2), indicating no marked 

differences between monomeric and di-PlaF. 
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Figure 11: Properties of tunnels identified in t-PlaFA ensembles. Profiles of selected tunnel 

clusters T1-T3 were evaluated as to radius and distance from the active site during MD 

simulations of  2 µs length (see color scale). Each line represents the tunnel profile of a single 

snapshot. Black dashed lines mark the average length of tunnels in their respective cluster. T1 is 

the longest and T3 is the shortest of all the three tunnels. 

Table 2: Characteristics of tunnels identified in PlaFA, PlaFB, and di-PlaF using CAVER. 

a Snapshots in which the tunnel is identified with respect to the total number of snapshots, in %. 

b Data calculated with a probe radius of 2.0 Å. 

c In Å. 

Tunnel Occurrencea,b Average lengthc 

Monomer Dimer Monomer Dimer 

PlaFA PlaFB di-PlaFA di-PlaFB PlaFA PlaFB di-PlaFA di-PlaFB 

T1 9.12 6.07 3.30 5.55 25.72 23.90 41.07 23.81 

T2 18.35 5.07 18.45 5.02 23.97 22.35 23.89 22.20 

T3 16.80 6.25 21.30 5.80 15.84 16.16 15.52 15.78 
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As a conclusion from these results, the active site of PlaF is connected to its 

surface with three tunnels. In the t-PlaFA configuration, only T1 and T2 allow direct 

access of GPL or LGPL substrates from the membrane. 

5.2 GPL and LGPL substrate extraction into solvent and acyl chain mobility 

For probing the energetics of GPL and LGPL substrate extraction from the 

membrane into the solvent, I have first computed the free energy profile for DLPG 

and 2LMG extraction. This serves as reference points for the energetics that 

would be obtained for substrate access in PlaF. DLPG and 2LMG were chosen, 

as for these substrates, PlaF shows the highest activity (23, 24). 

Applying sMD simulations, the substrates were pulled out of the membrane 

with their head group first, applying a constant velocity of 1 Å ns-1, until the 

hydrophobic tails do not interact anymore with the membrane surface. Once in 

the solvent, the hydrophobic chains curl in order to minimize their exposure to 

water. 

The differences in the PMF between the states in the solvent and in the 

membrane are ~13 ± 0.1 kcal mol-1 for DLPG and ~8 ± 0.3 kcal mol-1 for 2LMG 

(Figure 12A). Converged PMFs of extraction of the substrates were obtained after 

~40 ns of US simulation time per window (Figure 12B), which also resulted in 

sufficient overlap between the reaction coordinate distributions of neighboring 

windows (Figure 12C). 
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Figure 12: Extraction of PlaF substrates from the membrane. A) PMF profiles of selected 

substrates, DLPG (left) and 2LMG (right). B) Convergence plot indicates sufficient sampling time 

for the two substrates, DLPG (left) and 2LMG (right); convergence of profiles starts around 40 ns; 

at 100 ns, the PMF profiles are converged for both the substrates. C) Histograms indicate 

sufficient overlap among the umbrella windows of DLPG (left) and 2LMG (right) using a force 

constant of 5 kcal mol-1 Å-2; the median overlap is 4.13% and 4.10% for DLPG and 2LMG, 

respectively. The gray box in A and B indicates the section of the reaction coordinate where the 

substrate loses interaction with the membrane surface. 

Unfortunately, the PMF cannot be measured experimentally. However, the 

free energy difference between the two states of the lipid in the solvent and in the 

membrane can be related to the experimentally measured CMC values using 
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Equation 10, as discussed in section 2.8.1 (124). The CMC values were obtained 

from previous studies (168, 169). The determined excess chemical potential for 

DLPG and 2LMG is 11.69 kcal mol-1 and 7.60 kcal mol-1, respectively. These 

values are within chemical accuracy (170, 171) to those obtained from the PMF. 

 For access to T3, substrates would need to leave the membrane and pass 

through the water phase, which makes this route energetically unfavorable. 

Hence, T3 was not considered for further analysis. As T1 and T2 are immersed 

in the hydrophilic membrane surface (Figure 13A), access of GPL and LGPL 

substrates to the tunnels via the head groups is plausible. However, the tunnels’ 

diameters are much smaller than that of the GPL lipid (see above). To explore the 

possibility that lipids access via their acyl chain instead, I have probed how 

frequently the terminus of a GPL’s acyl chain can reach the membrane interface. 

The probability distribution of GPL’s acyl chains with respect to the coordinate 

perpendicular to the membrane (z-coordinate) was determined during the last    

40 ns of 300 or 100 ns long MD simulations for membrane bilayers with or without 

t-PlaFA, respectively (Figure 13A). Tails from both the upper and lower leaflet were 

considered. Positive z-coordinate values indicate that a tail moves toward the 

water-membrane interface of its leaflet; negative values indicate that it moves 

toward the interface of the opposite leaflet. The peak of the probability 

distributions is at z  2 Å indicating the mobility of lipid termini within the leaflet 

(Figure 13A, see also movies M1 and M2). The interface of the simulated 

membrane is at z  10 Å (Figure 13B). Notably, the cumulative probability of 

finding an acyl chain terminus at z > 10 Å is 1.5 % and 1.0 % for systems with or 

without PlaF, respectively. Hence, there is a finite likelihood that acyl chain termini 

can reach the entrances of T1 and T2. This result is also supported by the 

electron density profiles of the membrane components (Figure 13B). 
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Figure 13: Distribution of acyl chain termini from GPLs and corresponding density profiles. 

A) To investigate the distribution of acyl chain termini during unbiased MD simulations, (i) a system 

with t-PlaFA (upper) and without t-PlaFA (lower) was considered. In t-PlaFA, the tunnels T1 (blue) 

and T2 (yellow) are immersed into the head group region of the upper leaflet. (ii) With the bilayer 

center positioned at  0 Å (broken red line), the z-coordinate distance was measured for each 

acyl chain terminus during MD simulations of 40 ns. Tails from both upper as well as the lower 

leaflet were considered. For both systems, the acyl chain termini can reach the membrane 

interface, located around 10-15 Å from the bilayer center (please see section B for the electron 

density profile). For a system with t-PlaFA, the tail termini go as high as 20 Å, close to the entrance 
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of access tunnels (broken blue lines) which are at z = 19.07 ± 1.42 Å for T1 and z = 17.94 ± 1.07 

Å for T2. For system without t-PlaFA, the termini reach 16 Å of the z-coordinate. Not only the acyl 

chain termini go up to the membrane surface, but can also go beyond the bilayer center along the 

negative z-coordinate. Black curve represents an example, where the acyl terminus of selected 

lipid reaches the membrane interface (please see the movies M1 and M2 corresponding to this 

event for the systems with and without t-PlaFA respectively; to access the movies, please scan 

the QR-code on the bottom right of the Figure). iii) Probability density plot (brown curve) shows 

that the distribution of acyl chains shifts toward the positive z-coordinate, indicating that tails of 

GPLs can reach the membrane interface. The cumulative probability (broken black curve) of 

finding an acyl chain terminus at z > 10 Å is 1.5 % and 1.0 % for system with and without t-PlaFA 

respectively. B) The electron density profile was measured and compared for the two systems. 

Differences in the profiles are due to GPLs and water replaced by t-PlaFA. 

As a conclusion from this result, for t-PlaF, the access route of substrates to 

T3 is energetically unfavorable. By contrast, acyl chain termini of GPL lipids can 

reach the entrances of T1 and T2 during the time scales of the MD simulations. 

5.3 Access modes of GPL and LGPL substrates into PlaF 

As a prerequisite to computing the energetics of substrate access to the active 

site of PlaF, I aimed to identify favorable access modes. I have applied sMD 

simulations (90) to pull the substrates inside T1 and T2 via head access first or 

tail access first (Figure 14). The closest substrate to the tunnel entrance was 

chosen for sMD simulations. The terminal oxygen and nitrogen atom of PG or PE 

head groups, respectively, was considered for head access pulling. For tail 

access, the terminal carbons of respective acyl chains were considered (Figure 

14). Substrates from the membrane were initially pulled through consecutive 

virtual points in T1 or T2 using four or five steps, respectively (Figure 15A, Table 

3). However, pulling with terminal atoms leaves the cleavage site of the substrate 

distant to the catalytic S137 (Figure 15B). Therefore, the substrates were further 

pulled into T3, using three additional steps (Figure 15A). Depending on the 

access mode, the sn-1 or sn-2 sites of respective substrates were further pulled 

toward the nucleophilic OH group of the catalytic S137 (Table 3). Finally, this 

resulted in pulling pathways subdivided into eight and nine steps for T1 and T2, 

respectively (Table 3). 



  Results 

  45 
 

 

Figure 14: Illustration of the substrate access in t-PlaFA. A) Investigated GPL substrates, 1,2-

dilauroyl-sn-glycero-3-phosphoglycerol (DLPG), 1,2-dilauroyl-sn-glycero-3-

phosphorylethanolamine (DLPE), 1,2-distearoyl-sn-glycero-3-phosphoglycerol (DSPG) and 

LGPL substrate, 1-myristoyl-2-hydroxy-sn-glycero-3-phosphoglycerol (2LMG). B) Possible 

modes by which a GPL can access a tunnel (indicated with black arrow): with its head (green 

spheres represent the C atoms) first (i), tail 1 (yellow spheres represent the C atoms) first (ii), or 

tail 2 (orange spheres represent the C atoms) first (iii). Please see the movies M3-M8 

corresponding to the DLPG access in t-PlaFA via head, tail 1 and tail 2 access respectively; to 

access the movies, please scan the QR-code on the top right of the Figure. C) PlaF is embedded 

in a membrane consisting of DLPE (head group C atoms as blue spheres) and DLPG (head group 

C atoms as green spheres) at a ratio of 3:1. The DLPG closest to the entrance of T1 (acyl chains 

colored) is shown while being loaded by its head, in the direction marked with a blue arrow. A 

segmented path was considered for substrate access. T1 was segmented into four parts, and T3 

into three parts, which are used as pulling points in sMD simulations. Depending on the access 

mode, in the last pulling step, the sn-1 or sn-2 site of the substrate is further pulled toward the 

nucleophilic OH group of the catalytic S137, resulting in total eight steps. A similar approach was 

used for T2 (Figure 15A). D) For the first segment of T1 (i.e., A1), the work done (black dotted 

lines) during 50 independent replicas of sMD simulations to pull the DLPG from the membrane is 

plotted against the reaction coordinate. The coordinates of the replica with the work-versus-

reaction coordinate profile closest to the Jarzynski’s average (red line) are considered for pulling 

in the next segment. 



Results 

46 
 

 

Figure 15: Substrate access pathway. A) Pulling points for substrate access in PlaF: using sMD 

simulations, substrates are first pulled out of the membrane to A1 (for T1, blue spheres) or B1 (for 

T2, yellow spheres). Red spheres correspond to pulling points lining T3. Substrate pulling through 

T1 involves points A1 to A7, while pulling through T2 involves points B1 to B8. T2 merges into T1 

after A3; both follow a common path toward T3 across A4/B5. Catalytic residues are represented 

as cyan sticks. B) Requirement of T3 for substrate access: when pulled with terminal atoms, the 

sn-1 site of the substrate remains several Angstroms away from the catalytic S137 and, hence, 

needs to be further pulled into T3. Since the tunnels are almost straight, the reaction coordinate 

monotonically decreases as the substrate approaches the active site from the membrane. 

Table 3: Pulling points across the tunnels for sMD simulations. 

T1 pulling pointsa,b Amino acid residues T2 pulling pointsa,c Amino acid residues 

A1 V30, P205, L206 B1 A24, S102 

A2 E34, F192 B2 L27, N225 

A3 G72, L214, V287 B3 D76, F192, N225 

A4 F71, D161, F192 B4 A73, V199, A221 

A5 M138, L184, H286 B5 F71, D161, F192 

A6 M138, F174 B6 M138, L184, H286 

A7 K170, Q234, Y236 B7 M138, F174 

A8d S137 B8 K170, Q234, Y236 

   B9d S137 
a Pulling points are COM of corresponding amino acid residues. 

b For T1, A1-A4 are components of T1, and A5-A7 are components of T3. 

c For T2, B1-B4 are components of T2, B5 is a component of T1, and B6-B8 are components of T3. 

d For S137 of A8/B9, the OH group of the nucleophile was considered as a pulling point. 

As a reaction coordinate, the distance between the pulled atom of a substrate 

and the consecutive virtual point was used. For each step, I repeated the pulling 

50 times and computed the work done as a function of the reaction coordinate. 

By applying Jarzynski’s relation (Equation 3) (112), the work was related to the 

free energy difference between the two states of the pulling simulation. The sMD 

trajectory whose work-versus-reaction coordinate profile is closest to the 
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Jarzynski average was considered most favorable (Figure 14D). Its endpoint 

provided the starting point for the sMD simulations in the next part of the pulling 

pathway. As a result, the access pathway is close to the lowest-free energy 

pathway of substrate access to the catalytic site. Overall, this approach is the 

reversed version of sampling unbinding trajectories of ligands from proteins 

before applying Jarzynski’s relation (107, 160, 172) but uses piecewise sMD 

simulations along the pathway to account for the curvilinear tunnels. A total of 

~27 µs of sMD simulation time was used for either tunnel in t-PlaFA (Table 4). 

Table 4: Overview of sMD simulations for the substrate access through T1 and T2 in t-PlaFA. 

Tunnel Substrate 
Mode of 
access 

Per 
access 

simulation 
timea 

Number 
of 

replicas 

Total 
simulation 

timeb 

Per 
substrate 
simulation 

timeb 

T1 

DLPG 

head ~46 50 ~2.30 

~8.80 tail 1 ~62 50 ~3.10 

tail 2 ~67 50 ~3.35 

DLPE 
tail 1 ~60 50 ~3.00 

~6.00 
tail 2 ~60 50 ~3.00 

DSPG 
tail 1 ~66 50 ~3.30 

~6.75 
tail 2 ~69 50 ~3.45 

2LMG 
head ~51 50 ~2.55 

~5.00 
tail 1 ~49 50 ~2.45 

T2 

DLPG 

head ~57 50 ~2.85 

~10.25 tail 1  ~70 50 ~3.50 

tail 2 ~78 50 ~3.90 

DLPE 
tail 1 ~54 50 ~2.70 

~5.75 
tail 2 ~61 50 ~3.05 

DSPG 
tail 1 ~63 50 ~3.15 

~6.15 
tail 2 ~60 50 ~3.00 

2LMG 
head ~52 50 ~2.60 

~5.30 
tail 1 ~54 50 ~2.70 

a In ns. 

b In s. 

The activity of PlaF for GPL decreases with the increasing lengths of the acyl 

chain between C12 and C18, irrespective of the type of head group, PG or PE 

(23). In addition, the number of acyl chains in a substrate also influences the PlaF 

activity, with LGPLs yielding a higher activity than GPLs (24). Hence, I chose 

DLPG with which PlaF is most active (23), DLPE, DSPG, and 2LMG, for 



Results 

48 
 

generating access modes (Figure 14A). Figure 14 exemplarily shows illustrations 

of the three access types for DLPG. Work-versus-reaction coordinate profiles for 

all pulling simulations related to DLPG access are shown in Figure 16 for T1 and 

Figure 17 for T2. Based on the computed PMF to evaluate the energetics of the 

access modes (see the next chapter), only tail access was considered for sMD 

simulations of the other GPL substrates (Figure 18). For 2LMG, head and tail 

access were considered for sMD simulations. 

 

Figure 16: Work distributions (black lines) obtained from 50 replicas of sMD simulations to pull 

DLPG across T1 via (A) head, (B) tail 1, and (C) tail 2. For each mode of access, DLPG is first 

pulled out of the membrane to point A1. A replica closest to Jarzynski’s average (red line) was 
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considered as the starting point for the next pulling, A1 → A2. This pulling continues until A7, after 

which the sn-1/sn-2 of DLPG is further pulled to the nucleophilic OH group of the catalytic S137. 

The reaction coordinate denotes the distance to the target point. 

 

Figure 17: Work distributions 

(black lines) obtained from 50 

replicas of sMD simulations to 

pull DLPG across T2 via (A) 

head, (B) tail 1, and (C) tail 2. 

For each mode of access, 

DLPG is first pulled out of the 

membrane to point B1. A replica 

closest to Jarzynski’s average 

(red line) was considered as the 

starting point for the next 

pulling, B1 → B2. This pulling 

continues until the pulling point 

B8, after which the sn-1/sn-2 of 

DLPG is further pulled to the 

nucleophilic OH group of the 

catalytic S137. The reaction 

coordinate denotes the 

distance to the target point. 
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Figure 18: Work distributions (black lines) obtained from 50 replicas of sMD simulations to pull 

(A) DSPG via tail 1, (B) DLPE via tail 1, and (C) 2LMG via head (D) 2LMG via tail 1 across T2. 

Each substrate was first pulled out of the membrane to point B1. A replica closest to Jarzynski’s 

average (red line) was considered as the starting point for the next pulling, B1 → B2. This pulling 

continues until the pulling point B8, after which the sn-1 of respective substrate is further pulled 

to the nucleophilic OH group of the catalytic S137. The reaction coordinate denotes the distance 

to the target point. 

As a conclusion from this result, there are seven access modes of GPL and 

two of LGPL substrates into t-PlaFA that were generated for T1 and T2, resulting 

in 18 access modes in total. 

5.4 Potentials of mean force of DLPG access modes 

PMFs were computed from US simulations (109) and post-processing with 

WHAM (121, 122) to evaluate the energetics of substrate access for the access 

modes described in the previous chapter (Figure 14). As a reaction coordinate, 

the distance between the COM of the three oxygen atoms of the glycerol moiety 

in the substrate to the COM of Cα atoms of the catalytic residues S137 and H286 

was used. Residue D258 was not included in the reaction coordinate, as its side 
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chain is distant from the active site (Figure 15A). As the tunnels are almost 

straight, the reaction coordinate monotonically decreases as the substrate 

approaches the active site from the membrane (Figure 15B). Initially, the focus 

was on the US simulations for the best PlaF substrate (23), DLPG. PMFs were 

calculated for the three access modes of DLPG across either tunnel, T1 and T2. 

The PMFs were evaluated for convergence, excluding the first 200 ns of 300 ns 

sampling time. PMFs were found converged by 300 ns, yielding a maximal 

difference of ~1 kcal mol-1 as to a PMF computed from 280 ns per window (Figure 

19). The median overlap between the reaction coordinate distributions of 

neighboring windows was sufficient (≥ 4.8% and 3.5% for T1 and T2, 

respectively) Figure 20. 

 

Figure 19: Convergence of PMFs for substrate access of DLPG. PMFs were computed every 

20 ns for the range of 220-300 ns (see legend) of umbrella sampling simulations per window for 

T1 (left) and T2 (right). The first 200 ns of the sampling simulations were considered for 

equilibration and removed for every system. The gray box indicates the location of the active site. 

Overall, 300 ns of umbrella sampling per window are sufficient to achieve converged PMFs. 
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Figure 20: Distribution of reaction coordinate values obtained by umbrella sampling for DLPG 

access via T1 (left) and T2 (right). A force constant of 5 kcal mol-1 Å-2 was used to restrain the 

positions of DLPG to the reference point of an umbrella window, which resulted in distributions 

with a median overlap of at least 4.84% and 3.47% for T1 and T2, respectively. 

The PMFs of DLPG access modes show marked differences (Figure 21A). 

Access with the head first is the least favorable for both T1 and T2, resulting in 

steep PMFs with free energy barriers of 11 and 9 kcal mol-1 (Figure 21A), in 

contrast to tail access. Most of the residues within a radius of 3 Å in T1 and T2 

have either a neutral non-polar side chain, which likely facilitates tail access to 

the active site of PlaF. Furthermore, access with either one of the two tails first is 

more favorable in T2 than T1 (Figure 21A). Finally, access with tail 1 first in T2 is 

most favorable and results in no free energy barrier until the substrate reaches 

the active site (Figure 21A). As the two acyl chains of DLPG are identical, these 

results suggest that their connection with the glycerol moiety causes differences 

in how the lipid interacts with the tunnel, which may explain how PlaF achieves 

regioselectivity to exert its PLA1 function. 
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Figure 21: Potential of Mean Force profiles for DLPG access. (A) PMFs of three access 

modes (head, tail 1, tail 2; see Figure 14B) of DLPG in T1 (blue curve) and T2 (yellow curve). For 

both tunnels, access with tail 1 first yields the lowest free-energy barriers to reach the active site. 

Furthermore, DLPG access into T2 with tail 1 first is overall the most favorable. The catalytic site 

is marked with a gray box. Insets within the plots illustrate the different DLPG access modes into 

the respective tunnels. (B) States during DLPG access via tail 1 through T2, shown on the right, 

are marked in the PMF profile (left). The gray box corresponds to the integration limits used to 

calculate Keq (Equation 11) to determine ΔGo
comp (see inset). State i: The starting position of DLPG 

(in the membrane). State ii: Tail 1 reaches the surface of the membrane close to the entrance of 

T2. State iii: Tail 1 enters inside T2, while tail 2 remains within the membrane. State iv: sn-1 site 

of tail 1 reaches the catalytic site. 

To validate the obtained results, I have then computed the absolute binding 

free energy of DLPG to PlaF from the PMF for tail 1 access in T2, ∆Gcomp
°  =               



Results 

54 
 

-2.89 ± 1.46 kcal mol-1 as described in the section 2.8.2 using Equation 13. 

Assuming that product formation is slower than substrate dissociation from an 

enzyme, the Michaelis constant Km is equal to the dissociation constant KD of the 

enzyme-substrate complex (173, 174). Under this assumption, from Km =        

7.612 ± 1.907 mM for DLPG in PlaF (175), the experimental binding free energy 

∆Gexp
°  = -3.07 ± 0.30 kcal mol-1 at T = 303 K is calculated, which is within chemical 

accuracy (176) of ∆Gcomp
° . 

I have also computed ∆Gcomp
°  for the other five access modes of DLPG as 

described in the section 2.8.2 using Equation 13. The lowest ∆Gcomp
°  among all 

six modes was obtained for tail 2 access in T1 (Table 5). However, the PMF profile 

(Figure 21A) reveals that the configurational free energy minimum is not situated 

close to the active site but in the middle of T1. Here, one of the tails is still in the 

membrane, while the other is being loaded into the tunnel. If the PMF profile is 

integrated with two separate parts, first, a negative free energy for tail access into 

the tunnel results, followed by a positive free energy to reach the active site. This 

suggests that this access mode cannot yield a catalytically active configuration. 

For the other four access modes, ∆Gcomp
°  > 0.96 kcal mol-1 (Table 5). These 

findings corroborate tail 1 access of DLPG in T2 as the most likely access mode. 

Table 5: Overview of computed absolute binding free energy of DLPG to t-PlaFA from PMF. 

Systema T1HG T1T1 T1T2 T2HG T2T1 T2T2 

∆𝑮𝒄𝒐𝒎𝒑
° b,c 1.81 ± 0.25 1.31 ± 0.16 -4.01 ± 0.56 1.00 ± 0.48 -2.89 ± 1.46 0.96 ± 0.27 

a Each system is represented as XXYY, where XX is name of tunnel (i.e., T1 or T2), and YY is the mode of 

substrate access (i.e., head (HG), tail 1 (T1), or tail 2 (T2)). 

b In kcal mol-1. 

c Error estimation: For each system, the last 100 ns of sampling data was split into five independent blocks 

of 20 ns each. The PMF profiles obtained were used to determine the absolute binding free energy for each 

block, and the standard error of the mean was calculated. 

 

Along the PMF of tail 1 access of DLPG in T2, four distinct states can be identified 

(Figure 21B). The two tails of DLPG are immersed in the membrane at a reaction coordinate 
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value of ~38 Å from the active site (state i). The PMF remains essentially unchanged if tail 1 

approaches the surface of the membrane and the entrance of T2 (state ii). This is concordant 

with the tail distributions along the z-coordinate during unbiased MD simulations (Figure 13), 

indicating that tail termini can reach one of the access tunnels of t-PlaFA without a 

considerable energetic cost. Once tail 1 enters T2, the PMF becomes negative (state iii), 

indicating that way of DLPG access is favorable. Finally, at ~8 Å of the reaction coordinate, 

the PMF has a global minimum (state iv). There, tail 1 is located in T3, and the acyl moiety 

at the sn-1 position of DLPG is close to the catalytic S137 of PlaF (Figure 21 and Figure 22B) 

such that a nucleophilic attack can commence. 

Figure 22: DLPG access to 

the catalytic site of t-PlaFA. 

DLPG accessing t-PlaFA 

through T2 via (A) head first, 

(B) tail 1 first, and (C) tail 2 

first. Snapshots were retrieved 

after 300 ns of umbrella 

sampling at the reference 

point where the substrate’s 

cleavage site is closest to the 

active site of t-PlaFA. For tail 1, 

the sn-1 site of DLPG comes 

closest to the catalytic 

residues (shown in sticks), 

compared to other access 

modes. 
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As a conclusion from this result, T2 has been identified as the preferred 

access tunnel for DLPG in PlaF. Access with tail 1 first is most favorable there. 

This is in line with PlaF being a PLA1, which cleaves its substrates at the sn-1 

position. As of T3, it is likely essential for substrate access by allowing to 

accommodate the substrate tail to be hydrolyzed by PlaF. 

5.5 Potentials of mean force for accesses of other substrates 

Considering the results for DLPG, I have also performed US simulations for 

DSPG and DLPE only for tail 1 access. For the LGPL substrate, it has remained 

undetermined if the head or tail access is energetically favorable; hence, I have 

performed US simulations for both access modes of 2LMG. As for DLPG, T2 is 

preferred over T1, regardless of the access modes (Figure 21A). Thus, I only 

considered T2 for computing PMFs for the other substrates. Similar to DLPG, the 

PMFs converged at 300 ns of sampling time, yielding a maximal difference of 

~0.5 kcal mol-1 as to a PMF computed from 280 ns per window (Figure 23). 

Neighboring umbrella windows have a sufficient median overlap ≥ 3.2% (Figure 

24). 

 

Figure 23: Convergence of PMFs for other substrate access via T2. PMFs were computed 
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every 20 ns for the range of 220-300 ns (see legend) of umbrella sampling simulations per window 

for DSPG-tail 1 access (A), DLPE-tail 1 access (B), 2LMG-head access (C), and 2LMG-tail 1 

access (D). The first 200 ns of the sampling simulations were considered for equilibration and 

removed for every system. The location of the active site is indicated by a gray box. Overall,      

300 ns of umbrella sampling per window are sufficient to achieve converged PMFs. 

 

Figure 24: Distribution of reaction coordinate values obtained by umbrella sampling for loading 

of other substrates across T2. A force constant of 5 kcal mol-1 Å-2 was used to restrain the positions 

of substrate for (A) DSPG-head access, (B) DLPE-tail 1 access, (C) 2LMG-head access, and (D) 

2LMG-tail 1 access to the reference point of an umbrella window, which resulted in distributions 

with a median overlap of at least 3.24%. 

For DSPG and DLPE, access with tail 1 first in T2 results in pronounced free 

energy barriers of 11 and 14 kcal mol-1 (Figure 25A, B), in contrast to DLPG      

(0.5 kcal mol-1). This finding indicates that a longer acyl chain or a neutral head 

group makes substrate access to PlaF disfavorable, which coincides with lower 

PlaF activities for such substrates (23). For 2LMG, access with the tail first is 

more favorable than with the head, as for DLPG (Figure 25C, D). Furthermore, 

tail access by 2LMG leads to a free energy barrier lower by ~6.5 kcal mol-1 than 

those for tail access by DSPG and DLPE (Figure 25A, B, D), which is concordant 

with the activity profile of PlaF (23). 
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Figure 25: PMF profiles for other substrates across T2. Four systems were investigated to 

reveal the energetics of DSPG access via tail 1 (A), DLPE via tail 1 (B), 2LMG via head (C), and 

2LMG via tail 1 (D). Among these substrates, access of 2LMG via tail 1 has the lowest free-energy 

barrier. The catalytic site is marked with a gray box. 

As a conclusion from this result, the tail 1 access in T2 of GPL substrates with 

longer acyl chains or neutral head groups is disfavorable compared to DLPG 

access, in line with PlaF’s substrate specificity. For the LGPL substrate 2LMG, 

tail 1 access is also favored over head access and more favorable than DSPG 

and DLPE access. 

5.6 Energetics of substrate access into T2 in dimeric PlaF 

In di-PlaF, the orientation of the tunnels with respect to the membrane 

changes (Figure 26A), and the tunnel entrances are higher above the membrane 

interface. In this configuration, T2 is closest of all tunnels to the membrane 

interface with a distance of 7.4 ± 1.5 Å (Figure 26A). Therefore, I have computed 
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the PMF for substrate access across T2 in di-PlaF. I followed the same steps 

considered for the substrate access in monomeric PlaF (t-PlaFA) (see above). 

The tail 1 access of DLPG in di-PlaF revealed a free energy barrier of                      

13 kcal mol-1 (Figure 26B), compared to no energy barrier in t-PlaFA (Figure 21B). 

The PMF was found converged after 300 ns yielding a maximal difference of   

~0.5 kcal mol-1 as to a PMF computed from 280 ns per window (Figure 26C), and 

neighboring umbrella windows have a sufficient median overlap of 4.2% (Figure 

26C). These results indicate that substrate access via tail 1 across T2 is 

disfavorable in di-PlaF compared to that in t-PlaF, and may explain why PlaF is 

inactive in the dimeric configuration (23). 

 

Figure 26: Substrate access in dimeric PlaF. A) Among the three tunnels, T2 (yellow spheres) 

is closest to and its entrance situated at ~7 Å from the membrane interface. The entrances of T1 

(blue sphere) and T3 (red sphere) are much farther away (≥ ~12 Å) from the membrane interface, 

making substrate access into them energetically unfavorable in di-PlaF. B) The PMF of DLPG 

access via tail 1 across T2 shows a barrier height of 13 kcal mol-1 on approaching the catalytic 

site (gray box). C) Convergence plot (top) indicates sufficient sampling time; the profile converges 

at 300 ns yielding a maximum difference of ~0.5 kcal mol-1 compared to the PMF computed at 
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280 ns. The histograms (bottom) indicate sufficient overlap among the umbrella windows using a 

force constant of 5 kcal mol-1 Å-2; the median overlap is 4.2%. 

 As a conclusion from this result, PlaF is inactive in the di-PlaF 

configuration, because the substrate from the membrane has to pass through the 

solvent by ~7 Å to enter into the T2. The T1 and T3 are much farther from the 

membrane interface than T2. 

5.7 Computational costs to determine PMFs related to substrate access 

Considering the different substrates and their modes of access across the 

tunnels T1 and T2, there are 11 systems for which the PMFs were calculated 

using US simulations. Depending on the properties of the substrates, their 

position in the membrane, their access mode, and the tunnel, each system 

required a different number of umbrella windows and, hence, different amounts 

of computation costs. In total, all computations add up to ~104 µs of sampling 

simulations for the substrates investigated in this study (Table 6). 

Table 6: Setup of umbrella sampling simulations for the substrate access through T1 and T2. 

Substrate Tunnel Mode of 
access 

No. of 
windows 

Sampling 
lengtha 

Total sampling 
lengtha 

DLPGb 1 head 28 0.3 8.4 

DLPGb 1 tail 1 32 0.3 9.6 

DLPGb 1 tail 2 35 0.3 10.5 

DLPGb 2 head 34 0.3 10.2 

DLPGb 2 tail 1 37 0.3 11.1 

DLPGb 2 tail 2 34 0.3 10.2 

DSPGb 2 tail 1 32 0.3 9.6 

DLPEb 2 tail 1 26 0.3 7.8 

2LMGb 2 head 28 0.3 8.4 

2LMGb 2 tail 1 32 0.3 9.6 

DLPGc 2 tail 1 28 0.3 8.4 

a In s. 

b Considering t-PlaFA. 

c Considering di-PlaF. 

5.8 Tryptophan substitutions in T2 hamper DLPG access 

To validate the prediction that T2 is the preferred access pathway, I have 

identified residue positions in all identified tunnels that, when substituted with 
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tryptophan (Trp), should constrict the tunnel and, thus, block substrate access. 

Earlier, this strategy has been used to block tunnels of a dehalogenase and 

influence its activity by limiting the rate of product release (128). In the case of 

PlaF, the products are less bulky than the substrates, such that product release 

should be less impacted than substrate access due to constricted tunnels. 

PlaF variants were predicted subject to minimizing the structural 

destabilization due to the Trp substitution and preferring sites within the tunnels 

that influence its geometric characteristics (Table 7). I have predicted four Trp 

substitutions for T1 and five for T2 and T3 each (Table 7). With any one of these 

substitutions in place, the impacted tunnel could not be identified anymore by 

CAVER applying the previously used probe radius of 2 Å, but with a smaller probe 

radius of 1.2 Å (Figure 27). This indicates their constriction, also displayed by the 

time evolution of the tunnel profiles of the PlaF variants compared to PlaFWT 

(Figure 28). 

Table 7: Structural stability of proposed tunnel variants of PlaF determined using FoldX and 

corresponding influence on tunnel characteristics calculated with CAVER. 

Tunnel PlaF variant ΔΔGa,b 
Average bottleneck 

radiusc,d 
Average 
lengthd 

T1 N77W -0.48 2.21 27.40 

R80W 0.68 2.42 26.08 

L214W 1.13 2.15 26.84 

V290W -0.65 1.83 26.06 

T2 D74W -0.69 1.63 30.85 

R217W -0.10 1.87 24.30 

A218W 0.40 1.86 23.67 

A221W -0.11 1.82 28.26 

N225W -1.20 1.80 29.77 

T3 M166W 0.15 2.11 14.72 

L177W 0.48 2.24 14.25 

F229W -0.28 2.23 14.18 

R233W -0.50 2.16 18.54 

Y236W -0.18 2.10 13.82 

a ΔΔG = ΔGvariant – ΔGwild type. 

b In kcal mol-1. 

c Data calculated with a probe radius of 1.2 Å. 

d In Å. 
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Figure 27: Influence of tryptophan substitutions on the radius of PlaF tunnels. The tunnels 

T1 (blue), T2 (yellow), and T3 (red) are identified by CAVER with a reduced probe radius of 1.2 Å, 

instead of 2 Å used otherwise (Figure 10), showing that tryptophan substitutions (orange arrows) 

narrow the tunnels. White spheres, wherever visible, represent the origin of the search defined 

by the COM of the catalytic residues S137 and H286. 

 

Figure 28: Heat map visualizing the time evolution of the tunnel profile for the proposed 

PlaF variants with tryptophan substitutions in T1-T3. The first row represents the tunnel profile 
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for PlaFWT, evaluated from 10 snapshots, obtained at every 200 ns of 2 µs long unbiased MD 

simulations. Corresponding PlaF variants (second row onwards) were modeled 10 times for each 

of the 10 snapshots, resulting in 100 snapshots. (A) Average profile for each variant. (B) Time 

evolution of each variant, with each column corresponding to one snapshot. For PlaFWT, 

continuous snapshots correspond to the increasing time scale of 2 µs in steps of 200 ns. For other 

variants, every 10 snapshots represent a block of 10 individual profiles of models, obtained from 

a single snapshot of PlaFWT. Each block appears in the increasing time scale of 2 µs. A gray 

column indicates that the given tunnel was not identified in that particular snapshot. The color 

scale depicts the tunnel radius. 

The above described fourteen Trp variants were expressed, purified, and 

evaluated for activity at the Jaeger lab. The specific activity of each PlaF variant 

was compared with that of PlaFWT by measuring the hydrolysis of small (p-

nitrophenyl butyrate, p-NPB) and large (DLPG) substrates (Figure 29A). 

Interestingly, all five T2 variants had a significantly lower activity with p-NPB and 

DLPG than PlaFWT. In contrast, the activities of T1 and T3 variants with both p-

NPB and DLPG were similar to that of PlaFWT (Figure 29A). In another set of 

experiments at the Jaeger lab, thermostability of the PlaF variants was 

determined. Among all the variants, none showed a drastically reduced stability 

(Figure 29B). However, two T2 variants were more stable than the PlaFWT, and 

three variants were slightly less stable (2.7 - 4.2ºC), confirming that the proposed 

Trp substitutions do not largely impact the thermostability of PlaF. The 

observation that PlaF activities with DLPG and p-NPB predominantly decreased 

with Trp substitutions in T2 and that the DLPG activities decreased more (53 – 

68%) than p-NPB activities (16 – 31%) (Figure 29A) indicate that the bulky Trp 

substitutions impact passage through T2 (Figure 29C). 

As a conclusion, the biochemical studies indicate that among the proposed 

Trp substitutions introduced in the three tunnels, only those in T2 reduced lipolytic 

activity of PlaF. These results confirm that T2 is the main route for substrate 

access from the membrane to the catalytic site. 
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Figure 29: Lipolytic activity of PlaF and variants with Trp substitutions in T1-T3. A) Enzyme 

activities of purified PlaFWT and variants carrying respective substitutions measured with DLPG 

and p-NPB. Activities are normalized to the activity of PlaFWT, which was set as 100%. Results 

are means ± standard deviation of three independent measurements. Statistical analysis of was 

performed using the T-test (* p < 0.001) of normally distributed values for DLPG (n = 8) and p-

NPB (n = 9) measurements. B) The thermal stabilities of purified PlaFWT and variants were 

measured. Results are shown as a difference in the melting temperatures (ΔTm) of the respective 

PlaF variant and PlaFWT, which was 57.3 ± 0.2 ºC. Results are means ± standard deviation of 

three independent measurements, each performed with three samples. C) The tunnels, T1 - T3 

(mesh view in the center) are represented as white surfaces. The investigated amino acids are 

shown in ball-and-stick representation. Corey-Pauling-Koltun (CPK) coloring scheme was used 

to color all the atoms of residue, except for carbon atoms, which vary from pink to white and 

relates to the PlaF activity for DLPG after substituting the corresponding residue for a tryptophan. 

The PlaF activity is reduced the most if Trp substitutions involve T2. The experimental data and 

corresponding figures A, B were provided by Jaeger lab at Forschungszentrum Jülich, Germany. 
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5.9 Potential egress pathways of PlaF products 

Next, I aimed at identifying potential egress pathways for products of PlaF-

catalyzed hydrolysis. I have performed a set of unbiased MD simulations starting 

from a hydrolyzed 2LMG in t-PlaFA. The starting coordinates were taken from the 

last snapshot of the US simulations of 2LMG with tail 1 access through T2, 

considering the umbrella window where the sn-1 position of 2LMG was closest to 

the catalytic site. Then, 2LMG was cleaved into the respective products without 

changing their orientation in the tunnels (Figure 30A). This led to MYR being in 

T3 at the beginning of the simulations and the PGR (phosphatidylglycerol from 

LGPL, 2LMG) moiety pointing toward T2 (Figure 30B). 

 

Figure 30: Unbiased MD simulations of t-PlaFA with bound hydrolysis products. (A) Starting 

configuration of the 2LMG products in t-PlaFA. MYR is represented with yellow spheres, and PGR 

with green spheres. The catalytic S137, and H286 are shown as orange sticks. (B) The products 

are mapped over the respective tunnels. (C) The distance of MYR to the entrances of T1-T3 

during 12 replicas of unbiased MD simulations of 3 µs. The dashed black line depicts the chosen 

cutoff of 5 Å, with replicas that reach this cutoff marked with an asterisk. MYR reaches a distance 

≤ 5 Å to the entrance of T1 in 7 replicas, in 1 replica for T3, and in none for T2. Note that in chain A 

of the PlaF crystal structure, MYR is found in T1. 
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In 12 replicas of 3 µs length each, the products relocated within the tunnels, 

sometimes even diffusing into the solvent (PGR moiety in 2/12 replicas via T1 

and 3/12 replicas via T2; Figure 31). MYR relocated from its original position in 

T3 and approached the other tunnels of PlaF during the course of the MD 

simulations (Figure 30C). To deduce the displacement of MYR, I measured the 

distance of the carboxyl carbon to the entrance of each tunnel. A cutoff of 5 Å, 

according to previous studies (177-179), was used to identify those replicas 

where MYR reaches close to the tunnel entrance. MYR moved in 7/12 replicas to 

the entrance of T1 and in 1/12 replicas to the entrance of T3; the entrance of T2 

was not reached (Figure 30C). Interestingly, the instance of MYR reaching the 

entrance of T3 flips within T3 such that the carboxyl group points to the entrance, 

rather than to the active site as after hydrolysis (Figure 30B). Altogether, MYR 

reaches the entrance of T1 significantly more frequently than T2 (p = 0.0008), 

and T3 (p = 0.0047) (Figure 32, and Table 8). 

Table 8: Statistical testa to determine the tendency of MYR reaching the entrance of tunnels T1-

T3 in 12 replicas. 

Tunnels T3 T2 

T1  2.5981 (p = 0.0047) 3.1436 (p = 0.0008) 

T2 -1.0215 (p = 0.1539)  
a The z-score for two population proportions related to two tunnels was calculated (180-182). A cutoff of 5 Å 

was chosen to identify the tunnels where MYR reaches the entrance during 12 independent replicas of 3 µs 

long unbiased MD simulations. In 7 replicas MYR reaches T1, in 1 replica T3, but it does not reach the T2 

entrance (Figure 32). The tendency of MYR reaching the entrance of T1 is significantly higher (at p < 0.05, 

considering a one-tailed z-score test) than reaching the entrance of T2 or T3. 

As a conclusion from this result, hydrolysis products of 2LMG diffuse within 

PlaF during time scales of 3 s, sometimes also between tunnels. T1 and, to a 

lower extent, T3 are the most likely egress pathways of FAs from PlaF, although 

more sampling is required to observe actual egress. 
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Figure 31: Unbiased MD simulations of hydrolysis products inside of t-PlaFA. The distance 

(in log10 scale) of PGR to the entrance of each of T1-T3 during 12 replicas of 3 µs unbiased MD 

simulations is plotted, considering the phosphorous atom of PGR. The dashed black line depicts 

the chosen cutoff of 5 Å, with replicas that reach this cutoff marked with an asterisk. PGR reaches 

a distance ≤ 5 Å to the entrance of T1 in 5 replicas, including 2 replicas where PGR ultimately 

leaves T1 to enter into solvent. In 3 replicas, PGR comes close to the T2 entrance and exits into 

solvent. 
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Figure 32: Unbiased MD simulations of hydrolysis products within t-PlaFA. For each replica, 

three box plots represent the distance of MYR to the entrance of tunnels, T1 (blue), T2 (yellow), 

and T3 (red), during 3 µs long simulations. The corresponding distribution of data is plotted on 

the left of each box. Particularly in replica 2, 3, 4, 5, 7, 8, and 11, MYR comes within ~5 Å distance 

to the entrance of T1, compared to replica 6 where it reaches T3. MYR does not reach T2 at the 

selected cutoff of 5 Å. These observations indicate that the tendency of MYR reaching the 

entrance of T1 is significantly higher than for the other two tunnels (Table 8) and likely the egress 

route for fatty acid products from t-PlaFA. 
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6. Discussion 

This chapter was taken from the following peer-reviewed publication:  

“Substrate Access Mechanism in a Novel Membrane-Bound Phospholipase A of 

Pseudomonas aeruginosa Concordant with Specificity and Regioselectivity” 

Sabahuddin Ahmad, Christoph Heinrich Strunk, Stephan N. Schott-Verdugo, 

Karl-Erich Jaeger, Filip Kovacic, and Holger Gohlke 

Journal of Chemical Information and Modeling, 2021, 61 (11), 5626-5643 

DOI: 10.1021/acs.jcim.1c00973 

Reprinted with permission from the Journal of Chemical Information and 

Modeling. Copyright © 2021, American Chemical Society. 

Dimer-monomer transitions regulate the activity of several membrane-bound 

phospholipases, including PLA1, and PLA2 (183-190). Previously, it was shown 

that PlaF becomes active due to a dimer-to-monomer transition followed by tilting 

of the monomer in the membrane, resulting in t-PlaFA being the active 

configuration of PlaF (23). Here, I have addressed the questions of how 

membrane-bound substrates reach the active site of PlaFA and how the 

characteristics of the active site tunnels determine the activity, specificity, and 

regioselectivity of PlaF for medium-chain substrates. I performed unbiased and 

biased MD simulations and showed by configurational free energy computations 

and mutational and enzymatic studies for t-PlaFA that A) access of the two main 

PlaF substrates DLPG and 2LMG occurs most likely through tunnel T2 in a tail 

first mode, B) access of substrates with longer acyl chains or neutral head groups 

is less favorable, C) tail 1 access of DLPG and 2MLG in T2 is more favorable 

than tail 2 access, D) T3 accommodates the substrate tail to be hydrolyzed, and 

E) T1 and T3 are potential product egress pathways. 

Previous studies indicated that the characteristics of substrate access tunnels 

can have a decisive influence on enzyme-substrate specificity and activity (126, 

131, 132, 191). In t-PlaFA, I focused on T1 and T2 because only these two allow 
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direct access of GPL or LGPL substrates from the membrane in the t-PlaFA 

configuration. By contrast, to enter into T3, substrates would need to pass 

through the solvent, which is energetically unfavorable. In di-PlaF, T2 is closest 

to the membrane with a distance of 7.4 ± 1.5 Å but T1 and T3 are at a 

distance >12 Å (Figure 26A). Hence, I also investigated substrate access to T2 

in di-PlaF. 

For assessing the energetics of substrate access, first, I generated 18 

pathways, considering GPL and LGPL as substrates in T1 and T2 using sMD 

simulations. By relating the work along the reaction coordinate to the free energy 

difference between two states of the pulling simulations via Jarzynski’s relation 

and considering the endpoint of the sMD trajectory closest to the Jarzynski 

average as the starting point for the next sMD simulation, I obtained low free 

energy pathways of substrate access to the catalytic site. sMD simulations have 

been widely used to explore similar biological processes such as the loading of 

GPL substrates into human phospholipase A2 (PLA2) (159) or recognition of 

arachidonic acid by cytochrome P450 2E1 across the access channel (192). The 

pathways served for defining reference points for subsequent US simulations, 

such that distributions of sampled states sufficiently overlapped, which is 

essential to yield accurate results in PMF computations (193). Applying US along 

pathways identified by sMD simulations (115) or targeted simulations (116, 194) 

has been shown to be an effective method of computing PMF. Moreover, the 

choice of an appropriate reaction coordinate is essential for this approach (195-

197). I probed for the convergence of the PMFs by comparing PMFs generated 

from increasing lengths of US simulations and found that US times of ~300 ns 

are needed to yield PMF differences below chemical accuracy (118). Finally, the 

PMF computations were validated by comparing the computed absolute binding 

free energy of DLPG to PlaF for the most preferred access mode to an estimate 

of the experimental binding free energy. 

The PMFs revealed that tail first access through T2 is most preferred for 
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DLPG and 2LMG. This finding is in line with the geometric analysis of T2, which 

revealed a tunnel bottleneck radius about half as large as the radius of DLPG 

deduced from the lipid’s APL, which can explain why a headgroup-first access is 

disfavorable for steric reasons. Furthermore, I have shown that acyl chains of 

lipids embedded in a membrane can reach the interface region in unbiased MD 

simulations and, thus, can interact with the tunnel entrance. Such protrusions of 

lipid tails occur on a timescale of approximately 100 ns depending on the extent 

of solvent exposure (198). Tail first access of GPLs into the active site has also 

been found for Cyclopropane Fatty Acid Synthase (199). Tail first access through 

T2 is favored because of the predominant hydrophobic nature of the tunnel walls. 

By contrast, T1 contains a higher number of charged Asp and Arg residues and 

fewer neutral residues than T2, which makes tail first access there less favorable. 

In particular, the side chain of R80 protrudes into T1 at the tunnel entrance, which 

is reflected in an energy barrier of ~3 kcal mol-1 found there for tail first access. 

Modifications in tunnels that connect a buried active site to the bulk solvent 

have been shown to affect ligand binding and unbinding (128). Tunnel residues 

situated away from the active site are suitable targets for mutagenesis, as their 

replacement should not lead to a loss of the functionality of the active site (129). 

Considering this, I introduced Trp substitutions to each of the three tunnels of 

PlaF and measured the activity of these PlaF variants. The Trp substitutions 

decreased PlaF’s lipolytic activity for small and large substrates only when 

introduced in T2, which suggests that T2 is involved in substrate access. 

However, from such steady-state experiments, it cannot be excluded that the Trp 

substitutions influence product egress, too (126). 

Among the investigated substrates, higher energy barriers for access to the 

active site were found for those with longer acyl chains and neutral head groups, 

concordant with PlaF’s activity profile (23). This finding may be explained with 

differences in the energetics of GPL self-assembly, which is influenced by the 

hydrocarbon chain length and the polarity of the head group (168): Longer 
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hydrocarbon chains and less polar head groups foster self-assembly, which 

would lead to higher energy barriers for leaving this equilibrium state (124) and 

entering into PlaF. These results indicate that the energetics of access of a 

membrane GPL substrate to the active site through tunnel T2 contributes to the 

substrate specificity of PlaF. 

Furthermore, of the two constitutopic acyl chains in DLPG, access via tail 1 in 

T2 is energetically preferred over tail 2 access. If tail 1 enters first, the carbonyl 

oxy group at C1 of the glycero moiety can come closer to the nucleophilic S137 

than if tail 2 enters first (Figure 22), leading to preferential hydrolysis of the 

carboxylic ester bond at C1. Likewise, the regioselectivity of human 5-

lipoxygenase is determined by the head/tail first type orientation of its main 

substrate arachidonic acid in the active site (200): The arachidonic acid can be 

positioned in the holoenzyme active site with both head first and tail first 

orientation, but only the tail first orientation results in a configuration that yields 

5-lipoxygenating activity. These results indicate that the tail first access mode of 

a diacyl GPL substrate determines the regioselectivity of PlaF for hydrolysis of 

the acyl chain bound to the sn-1 position. 

As T3 is oriented to the membrane neither in the monomeric nor in the di-PlaF 

configuration, it likely does not contribute to substrate access. The suggested role 

of T3 is to accommodate the acyl chain of substrates before and products after 

hydrolysis. T3, with a length of ~15 Å, provides adequate space for substrates 

with medium-lengths of acyl chains and, thus, may affect the specificity of PlaF. 

Substrate tunnels that accommodate acyl chains hydrolyzed from their respective 

precursors have also been described for cholesterol acyltransferases (201). 

Likewise, lipid phosphate phosphatases harbor such a cavity, accommodating 

the substrate’s acyl chain for optimal catalysis (202). Site-directed mutagenesis 

in Candida rugosa lipase 1 revealed the role of such tunnels in determining the 

acyl chain length specificity (127). 
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As to di-PlaF, tail 1 access of DLPG across T2 revealed a free energy barrier 

of ~13 kcal mol-1 (Figure 26B), in contrast to no free energy barrier in t-PlaFA 

(Figure 21B). This high barrier may arise because of the location of T2 in di-PlaF, 

~7 Å above the membrane. Thus, substrates would need to pass through the 

solvent to enter T2. These findings indicate that di-PlaF is catalytically inactive, 

as determined experimentally (23), because of energetically unfavorable 

substrate access. 

The results from unbiased MD simulations of products suggest that T1 and, 

to a lower extent, T3 are egress pathways of FAs. As to T1, this suggestion is in 

agreement with the crystal structure of PlaF, where FAs are found in T1 (23). In 

the tilted orientation of PlaF, FAs egressing via T1 would interact with the 

membrane interface and could diffuse into it. FAs in a membrane can affect its 

fluidity and permeability and protein-lipid interactions, thereby regulating 

important cell processes including signal transduction, motility, and biofilm 

formation (203, 204). Via T3, they would egress into the periplasmic space. 

Anchored to the cytoplasmic membrane, PlaF is not a toxin targeting the host cell 

membrane but it has a direct influence on virulence adaptation of P. aeruginosa 

by modulating the membrane GPL composition (23). However, it is unknown if 

FAs released from GPLs by PlaF are targeted to the external environment as for 

example diffusible FAs involved in cell-to-cell signaling (20, 21). In this case, 

egress of FAs via T3 to the periplasm and their further passive diffusion or active 

transport would be possible (205). 

 

 

 



Conclusion and significance 

74 
 

7. Conclusion and significance 

PlaF is a novel integral inner membrane protein from P. aeruginosa, that 

shows PLA1 activity, and preferably hydrolyzes endogenous GPLs with medium-

length acyl chains; the activity of PlaF is regulated by the dimer-to-monomer 

transition. For this thesis, I have investigated with the help of (un)biased MD 

simulations, and free energy computations, the preferred access modes and 

routes for the GPL substrates into PlaF. The computations reveal a substrate 

access mechanism in good agreement with the experimental studies. 

The most relevant results are: 

1. The deeply buried active site of PlaF is connected to the surface, primarily 

with three tunnels T1-T3. Among these, only T1 and T2 are in direct contact 

with the membrane interface in the tilted configuration, while T3 opens in the 

periplasmic space. 

2. Free energy computations indicated that T2 is the preferred route for 

substrate access from the membrane. This was confirmed by site-directed 

mutagenesis experiments, where Trp substitution within the tunnels T1 and 

T3 do not influence the activity. In contrast, such substitutions in T2 grossly 

impact and reduce the lipolytic activity of PlaF by ~70%. 

3. Among different modes of access of GPL substrates, the access with tail 1 

has almost no energy barrier to the active site across T2 and is hence 

deemed to be the most favorable access mode of the substrate. This is in 

agreement with PlaF being PLA1, as it hydrolyzes its substrates at position 

sn-1. The neutral, non-polar nature of residues lining the T2 favor the tail first 

access into PlaF. 

4. T3 spans ~15 Å and has an important role in the activity of PlaF by 

accommodating the medium-length acyl chains. Together with T2, T3 

determines the specificity and regioselectivity of PlaF substrates. 

5. Unbiased simulations at the time scale of 3 µs indicate that FA products likely 
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egress from T1. Interestingly, the X-ray crystal structure of PlaF harbors 

endogenous FAs in T1. 

The mechanism of the substrate access into PlaF and the activity regulation 

has been summarized in the schematic model below (Figure 33). The described 

substrate access mechanism suggests an important role of the tunnels in 

determining the activity, specificity, and regioselectivity of PlaF for its substrates. 

However, it remains to be characterized how the PlaF-produced FAs regulate the 

PlaF activity by inducing dimer-to-monomer transitions, and how do these FAs 

reach the external environment. 

 

Figure 33: Schematic model of the mechanism of PlaF activity regulation. A) A higher 

concentration of PlaF results in the formation of an inactive dimer (23). In di-PlaF, T2 is closer to 

the membrane interface than the other tunnels at ~7 Å, which requires the substrate to pass 

through the water solvent. Hence, this configuration leads to inactive PlaF. B) At low 

concentrations, monomeric PlaF shows PLA1 activity and adopts a tilted configuration (23). In the 

tilted configuration, PlaF orients such that T1 and T2 come close to the membrane interface. 

Substrate access occurs via tail 1 into T2. The acyl chain reaches the active site (dashed black 

circle) of PlaF, but the sn-1 cleavage site is still away from the active site. Further loading of the 

acyl chain requires it to enter into T3, and the substrate is hydrolyzed. C) After hydrolysis, the 

resulting FA is in T3. i) Now, either the FA relocates into T1, with its carboxyl group toward the 

entrance, where it can interact with the membrane interface and diffuse into it. ii) Alternatively, the 

FA can flip around, such that the carboxyl group faces the T3 entrance, from where it can exit into 

the periplasmic space.
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8. Perspectives 

In this thesis, I described a potential mechanism of substrate access in the 

phospholipase PlaF from P. aeruginosa. However, there are still a few points that 

remain open and need further investigation. 

First, from the available steady state kinetics experiments, it remains 

unknown if the role of T2 is explicit for the substrate access or if it also has a role 

in product egress. The PlaF products are less bulky than the substrates, and 

therefore the constrictions from Trp substitutions should not grossly impact the 

product’s egress. Yet, pre-steady state kinetics experiments is worth considering 

to dissect the explicit role of T2 in substrate access. 

At the available time scale of product egress simulations, the actual egress 

route of the PlaF products is not clear; therefore, an extension of these 

simulations is required. Moreover, the simulations in this study represent only the 

products from LGPL substrates, while PlaF shows PLA1 activity for both LGPL as 

well as GPL substrates. Therefore, it is of great interest to set up simulations to 

understand the egress of products from GPL substrates. 

Available data from the product egress simulations suggest that FAs egress 

through T1 and to a lesser extent T3. Via T3, FAs can exit into the periplasmic 

space. However, if the exit route is T1, FAs can diffuse in the membrane and 

influence its integrity by altering the composition. Therefore, it is worth 

investigating, if this change has an impact on the energetics of PlaF dimer-to-

monomer transition and the tilted state of the monomer. 

At last, PlaF is anchored to the cytoplasmic membrane of P. aeruginosa, 

with no direct contact to target the host cell membrane. Yet, diffusible FAs can 

participate in cell-to-cell signaling and biofilm formation by migrating to the 

external environment. For this, FAs can egress via T3 into the periplasmic space, 

from where they can be further transported across the membrane. However, the 

exact mechanism involved remains unknown. 
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The atomistic-level findings of this study provide an understanding of the 

unique structural features, showing that PlaF’s function is dependent on 

monomerization followed by a global reorientation of the single-pass TM protein 

at the membrane. These results open up opportunities for developing drugs that 

inhibit PlaF and potentially decrease P. aeruginosa virulence during infections. 
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1. Two-day iGRAD workshops at Heinrich Heine University, Düsseldorf, 

Germany 

a) Career Planning in Business - How to shape your future (2019) 

b) Writing paper and Theses in the Life Sciences (2018) 

c) Get into teaching (2017); Presenting (in) Science (2017) 

2. Two-day workshop in association with Schrödinger, Inc. on Molecular 

Docking, Virtual Screening and Computational Biology at CSIR-Central 

Drug Research Institute, Lucknow, India (2016) 

E-courses: 1. Cyber-Security, Heinrich Heine University, Düsseldorf, Germany (2020) 

2. Basic training in data protection, Heinrich Heine University, Düsseldorf, 

Germany (2020) 

Conferences: 1. Oral presentation at 34th Molecular Modeling Workshop 2020, 

Erlangen, Germany (2020) 

2. Poster presentation at John von Neumann Institute for Computing 

(NIC) Symposium, Forschungszentrum Jülich, Germany (2020, 2018) 
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3. Poster presentation at CRC 1208 Conference ‘Dynamic of Membrane 

Systems’, Düsseldorf, Germany (2019, 2017) 

 

Selected list of peer-reviewed publications§: 

1) Ahmad S., Strunk C.H., Schott-Verdugo S.N., Jaeger K.-E., Kovačić F., Gohlke H.; 

Substrate access mechanism in a novel membrane-bound phospholipase A of 

Pseudomonas aeruginosa concordant with specificity and regioselectivity. Journal of 

Chemical Information and Modeling. 61 (11): 5626-5643; 2021  

2) Ahmad S.‡, Bhagwati S.‡, Kumar S., Banerjee D. and Siddiqi M.I.; Molecular modeling 

assisted identification and biological evaluation of potent cathepsin S inhibitors; Journal 

of Molecular Graphics and Modelling. 96: 107512; 2020 

3) Zafar A., Singh S., Ahmad S., Siddiqi M.I., and Naseem I.; Interaction of C20-substituted 

derivative of pregnenolone acetate with copper (II) leads to ROS generation, DNA 

cleavage and apoptosis in cervical cancer cells: Therapeutic potential of copper chelation 

for cancer treatment; Bioorganic Chemistry. 87: 276-290; 2019 

4) Dreyer I., Spitz O.⸸, Kanonenberg K.⸸, Montag K.⸸, Handrich M.R.⸸, Ahmad S.⸸ et al.; 

Nutrient exchange in arbuscular mycorrhizal symbiosis from a thermodynamic point of 

view; New Phytologist. 222 (2): 1043-1053; 2019 

5) Tandon A., Pathak M., Harioudh M.K., Ahmad S., Sayeed M., et al.; A TLR4-derived non-

cytotoxic, self-assembling peptide functions as a vaccine adjuvant in mice; Journal of 

Biological Chemistry. 293 (51): 19874-19885; 2018 

6) Ahmad S. and Siddiqi M.I.; Molecular modeling-based insights into the selective 

inhibition of cathepsin S by its inhibitor; Journal of Molecular Modeling. 23 (3): 92; 2017 

7) Khan S., Ahmad S., Siddiqi M.I. and Bano B.; Physico-chemical and in silico analysis of 

a phytocystatin purified from Brassica juncea cultivar RoAgro 5444; Biochemistry and 

Cell Biology. 94 (6): 584-596; 2016 

8) Zafar A.‡, Ahmad S.‡ and Naseem I.; Insight into the structural stability of coumestrol 

with human estrogen receptor α and β subtypes: A combined approach involving docking 

and molecular dynamics simulation studies; RSC Advances. 5 (99): 81295-81312; 2015 

9) Zafar A.‡, Ahmad S.‡, Rizvi A. and Ahmad M.; Novel non-peptide inhibitors against 

SmCL1 of Schistosoma mansoni: in silico elucidation, implications and evaluation via 

knowledge based drug discovery; PLoS ONE. 10 (5): 1-33; 2015 

§ A complete list of publication is available at https://orcid.org/0000-0002-8762-4670  

‡ First authors 
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