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Abstract
This thesis is concerned with the study of electron capture and emission dynamics of
InAs self-assembled quantum dots (SAQDs) that are embedded into a Schottky diode
structure grown by molecular beam epitaxy. SAQDs are small islands of semiconduct-
ing material in which charge carriers can only occupy a discrete density of states. The
charge state of the SAQDs is measured via the capacitance of the Schottky diode.
A sudden change in the applied voltage causes the SAQDs to either emit or capture
electrons, the time dependence of which is analyzed using Deep Level Transient Spec-
troscopy (DLTS) and Laplace DLTS (LDLTS) at different temperatures.

The goal of this thesis is to electronically measure the charge transfer dynamics of
SAQDs in doped sample structures with large distances (> 100 nm) between the quan-
tum dots and the electrodes, as commonly found in optoelectronic devices. Measure-
ments are conducted under experimental conditions that have been carefully avoided
before, where assumptions about the dominance of a single charge transfer process
can no longer be justified. First, the implementation of the inverse Laplace transform
algorithm and the details of its application to realistic measurement data is described.
Subsequently, temperature and voltage dependent measurements of the electron emis-
sion are analyzed via LDLTS and compared to results of other established methods.
Furthermore, the capture rates are measured as a function of the applied bias voltage at
T = 7K and T = 77K, where the interplay between the capture and emission dynamics
could be observed and modeled quantitatively. The model allows for the extrapolation
of the steady state electron occupancy of the SAQDs which is found to be orders of
magnitude larger than the electron distribution in the bulk material, indicating an
additional electron source filling the SAQDs. The hysteretic capacitance-voltage (CV)
behavior that has previously only been explained qualitatively could be quantitatively
predicted without modification to the model, and features in the CV trace could be
unambiguously related to the sample and SAQD properties.
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Introduction

Self-assembled quantum dots (SAQDs) are electronically zero-dimensional structures
of semiconducting material that are formed during epitaxial growth on a suitable host
substrate [1, 2]. Their dimensions are each in the order of magnitude of the Fermi
wavelength, giving rise to a discrete, atom-like density of states (DOS) that earned such
systems the name artificial atoms. In contrast to real atoms, however, SAQDs are two
to three orders of magnitude larger and the confinement potential is of different shape,
leading to a different energy spectrum with smaller level spacing [3–5]. These differences
make properties of the SAQDs electronically accessible that would be impossible to
observe or alter in real atoms, which has created interest in SAQDs for fundamental
research [6–10]. SAQDs have also proven to be suitable for practical applications,
especially in the field of optoelectronics where they are used in light emitting diodes [11]
and laser structures [12, 13] operating in the infrared range. They are also studied as
a possible way to improve the performance of solar cells [14, 15]. The fabrication
of SAQD based single photon sources [6, 16] and on-demand sources for entangled
photons [8] alongside the possible use of SAQDs as spin quantum bits [7,9] make them
interesting regarding the ongoing efforts in the miniaturization of quantum computers.
Concerning classical computation, possible SAQD-based applications are in the field
of memory devices like memristors [17] and fast memory cells [18–20] that rely on the
charge stored inside the SAQDs to represent one classical bit of information.

Depending on external parameters like temperature and bias voltage, as well as the
sample structure that defines the local potential and electric field in the vicinity of the
SAQDs [21,22], charge transfer time scales between 600 ps [23] and 104 s [19] have been
reported. Ideally, a device can be switched between such two time scales by applying
a voltage to allow for both fast writing of information as well as long storage times
without the need for the information being refreshed. The dynamics of these charge
transfers have been studied using various techniques like transconductance spectroscopy
[10, 24], which measures the influence of the charge stored inside SAQDs on a nearby
conductive channel or capacitance-voltage (CV) spectroscopy [4,5,25–28], which relies
on elastic tunneling of charge carriers between the SAQD states and the Fermi edge
inside a reservoir that is usually less than 30 nm away. Here, the dynamics are observed
as a decrease in the samples response with increasing frequency of an AC driving voltage
of small amplitude, as the SAQDs become too slow to get charged and discharged
during one cycle. In such experiments both the dynamics of the emission and the
capture process enter into the observed frequency response of the sample, giving rise
to an observable average charge transfer rate [4, 5].
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Deep level transient spectroscopy (DLTS) [29] on the other hand does not rely on
direct tunneling between the SAQDs and the Fermi edge inside a reservoir, instead
the charge inside the SAQD layer affects the junction capacitance of a p-n or Schottky
diode in which the quantum dots are embedded. This also allows for larger distances
between the quantum dots and the contacts, resembling the layout in the optoelectronic
applications [11, 12] of SAQDs. Several DLTS measurements on such systems have
been published before [30–39]. In contrast, only few Laplace DLTS [40] measurements
[41, 42] that rely on the inverse Laplace transform of (multi-)exponential capacitance
transients, which allows for a much higher rate resolution have been published. All
of these DLTS and LDLTS measurements were however limited to emission dynamics
and to temperature regimes where thermal emission is the dominating influence on the
dynamics. Only few works have studied the tunneling regime using these techniques
[43,44].

The goal of this thesis was to electronically measure the charge transfer dynamics
of SAQDs in doped sample structures with large distances (> 100 nm) between the
quantum dots and the electrodes as commonly found in optoelectronic devices [11,12].
Measurements should be conducted under experimental conditions that have been care-
fully avoided before [30–39], where assumptions about the dominance of a single charge
transfer process can no longer be justified. When advantageous, the high-resolution
LDLTS technique should be used for which a Laplace inversion algorithm suited for
typical transient data had to be implemented. A deeper understanding of the charge
transfer dynamics in such devices may help in finding ways to improve their design such
that the performance in existing fields of their practical application can be enhanced,
e.g. by increasing the intrinsic modulation bandwidth of semiconductor lasers [45,46].
The results presented in Paper 1 [47] show the first high-resolution LDLTS measure-
ments of the emission rates from the one- and two-electron state covering a continuous
temperature range from the tunneling regime into the thermal regime. A similar study
has been performed previously using conventional DLTS [44], where the resolution was
not high enough to distinguish the emission from individual charge states. The emission
rates for the one- and two-electron state obtained here could be modeled quantitatively
in the entire temperature interval including the transition from tunneling dominated
to thermally dominated emission and are in agreement with the results obtained via
the established measurement procedures in the limits of low and high temperatures,
respectively. Additionally the voltage dependence of the emission rates at T = 77K
was studied for the first time using isothermal LDLTS for the one- and two-electron
state and explained in terms of the effect of the electric field on the confinement po-
tential. Previous investigations of this effect required temperature sweeps for each bias
voltage under study [43] introducing unavoidable uncertainties compared to the direct
measurements using LDLTS.

Electrical measurements of the charging dynamics on these structures have so far been
limited to bias voltage regimes where the emission of electrons from the SAQDs is the
dominant process and the capture of electrons into the quantum dots could be neglected
[30–39]. Optical measurements of the charge capture process have been reported [48–50]
as well as indirect electronic measurements of the influence of the capture dynamics on
subsequent emission processes [37, 51]. Direct electrical measurements of the capture
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dynamics of SAQDs in these sample structures, however, have not been reported before.
Such measurements in the thermal regime at T = 77K are presented in Paper 2 [52]
where the capture dynamics were directly measured using high resolution isothermal
LDLTS. Furthermore, isothermal DLTS measurements were conducted over a large
bias voltage interval covering on the one hand regimes where either electron capture
or emission are dominant, while the other can be neglected, and on the other hand the
transition regime. In this regime the observed behavior could only be described in terms
of an effective charge transfer rate that was derived from a simple two-step charging
model. The emission rates from the one- and two-electron states obtained from said
model are in agreement with the ones measured in Paper 1, while the capture rates
showed no dependence on the charge state of the SAQDs at this temperature. In
contrast to the voltage dependence of the emission rates the capture rate was found to
increase with an increased bias voltage. This indicates that the capture dynamics are
dominated by the energetic alignment of the SAQD layer within the band structure,
rather than by the deformation of the confining potential due to the electric field.
This deformation of the potential, however, is known to be the dominant cause for the
voltage dependence of the emission rates, as discussed in Paper 1. The magnitude of
the capture rate was also found to be significantly larger than it would be expected
when assuming a thermal equilibrium between the SAQDs and the electron reservoir
at the back contact of the sample. The applied model allows for the calculation of the
charge density inside the SAQD layer as a function of time under a bias voltage with
an arbitrary time dependence. Thus, it was possible to extrapolate the steady state
occupancy of the SAQDs as a function of the bias voltage, which was found to deviate
from the occupation probability in the surrounding bulk material.

Paper 3 [53] extends the isothermal methods introduced in Paper 2 to the tunneling
regime at T = 7K. These measurements were motivated on the one hand by the more
pronounced influence of the applied bias voltages on the charge transfer rates due
to the lack of competing thermal activation rates. On the other hand the generally
slower charging/discharging times at lower temperatures allow for the observation of the
dynamics of SAQD states higher than the two-electron state, which are unobservable
at T = 77K within the experimentally accessible time scale. It was found that both
for electron emission and capture processes the signatures of the s-, p- and d-orbitals of
the SAQDs could be observed, with the charge state dependence of the emission rates
being much stronger than for the capture rates. Tunneling emission has been observed
using similar methods from the s- and p-states before [43]. The results presented in
Paper 3 are, however, the first direct electrical measurements of the capture rates at low
temperatures, covering, like in Paper 2, a large bias voltage interval where the interplay
of the capture and emission processes can in general not be neglected. As already
observed at T = 77K, the capture rates were found to increase with an increased bias
voltage indicating that also in the tunneling regime the capture dynamics are dominated
by the energetic alignment of the SAQD layer instead of the electric field effects on
the confining potential. Hence, the sign of the voltage dependence of the capture
rate does not change over the temperature range studied in this thesis. Furthermore,
it was found that the capture rate decreases with an increased electron occupancy
of the SAQDs which can be understood in terms of the Coulomb blockade [54]. The
extended model used to reproduce the results of the transient measurements at T = 7K
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could also be applied without modification to quantitatively model the CV hysteresis
that has previously been observed at quasi-continuous bias sweeps for comparable
structures [55–58] as well as in samples where the charge inside the SAQDs affects the
conductivity of nearby channels [20, 21, 56, 59–65]. The voltage and time dependent
charging state predicted from the model agrees well with the values obtained from
the experimental data and allows for a clear attribution of the features observed in a
hysteretic CV trace to the properties of the SAQDs and the sample layout.

This thesis is organized as follows. Chapter 1 introduces the fundamental concepts
of semiconductor physics relevant for this thesis, most prominently the properties of
SAQDs, the physics of the Schottky diode and the origins of capacitance transients
are discussed. Chapter 2 describes the experimental techniques used throughout this
thesis, starting with the layout of the sample structure and continuing with the cryo-
genic and electronic measurement setups used in the experiments. The relevant data
analysis techniques are presented in chapter 3. First, the working principle of the
DLTS technique is explained. Then the relevant numerics as well as the practical
details concerning the application of the Laplace inversion algorithm implemented in
this thesis are given. Within this thesis three papers concerning various hitherto not
studied aspects of the charge transfer dynamics of SAQDs have been published, which
are included in chapters 4 - 6. A conclusion and an outlook to potential research in
the future is given in chapter 7.



Chapter 1

Fundamental concepts

1.1 Quantum dots

In quantum dots, electric charge carriers are confined by a potential well in all three
dimensions on a scale that leads to a size quantization of the available quantum me-
chanical states that can be occupied by either electrons, holes or both. The relevant
length scale is the de-Broglie wavelength [66] of a particle at the Fermi edge inside the
material, which decreases with an increasing particle density n, with the exact rela-
tionship depending on the dimensionality. Hence, compared to metals, semiconductors
with their generally low particle densities are particularly well suited since size quan-
tization effects can be observed at larger scales. Since the fundamental principles of
the relevant physics in quantum dots are qualitatively identical for electrons and holes
throughout this chapter the discussion will be given exclusively for electrons.

In the most fundamental one-dimensional particle in a box scenario, where two infinitely
high and infinitely steep potential barriers confine the particle to the left and right,
one can observe that the spacing between the energy eigenvalues of the corresponding
Hamiltonian scales with the inverse square of the confining length [67].

Qualitatively this behavior can also be observed in systems with finite confinement
potentials that act in all three dimensions [67]. Such a confining potential V (~r) can be
realized by different techniques:

In colloidal quantum dots (CQD), a semiconducting material is crystallized in a suitable
solution under such conditions that the resulting crystalline grains are of appropriate
size (e.g. typically ≈ 5 nm diameter for CdSe CQDs [68]). These types of quantum
dots can be mass-produced and chemically modified to a large degree which makes
them suitable for biotechnology and medical applications [69]. They are, however, not
easy to access in purely electronic measurements.

Lithographically and electrostatically defined quantum dots can be created by locally
depleting a conductive layer using lithographically defined etched mesa structures [70]
or electrostatic gates [71], respectively. These quantum dots can be electronically
contacted using standard processing techniques and thus can be easily studied elec-
tronically. Since these types of quantum dots have to be contacted individually one
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is limited to experiments on a small number. They can, however, be positioned with
high precision to create e.g. quantum dot molecules [72].

Self-assembled quantum dots (SAQDs) [1,2] are quantum dots that are produced by self-
assembled growth of a semiconducting material on a host substrate. The criteria that
a combination of two materials has to fulfill in order to yield self-assembled quantum
dots of usable dimensions will be discussed in the following sections.

1.1.1 Self-assembled growth

Molecular beam epitaxy (MBE) [73] is used to deposit few monolayers of the SAQD
guest material on top of the host substrate. For the sample studied in this thesis the
SAQD material was InAs and the substrate GaAs, however, other combinations are
established as well, e.g. Ge dots on Si [74], GaN on AlN [75] or InP on Ga0.5In0.5P
[30]. In thin film deposition using MBE there are three growth modes that can be
distinguished:

• the Volmer-Weber growth mode [76], where deposited material forms isolated
islands on top of the substrate,

• the Frank-van der Merwe mode [77], where new material completes a monolayer
before beginning a new one such that only the uppermost layer can be incomplete,

• and the Stranski-Krastanov mode [78] where deposited material forms a few
monolayer thick wetting layer on top of which isolated islands are formed.

An illustration of the different growth modes is shown in figure 1.1.

Figure 1.1: Epitaxial growth of thin films as function of the coverage factor Θ in the
Volmer-Weber (a), Frank-van der Merwe (b), and Stranski-Krastanov (c)
mode. (Public domain)
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A material grows according to the growth mode that minimizes the total energy of
the layers that depends on surface, volume interface and strain contributions. In a
simplified model [79], Volmer-Weber growth corresponds to a situation where the en-
ergetic cost per unit area of the host material’s surface is smaller than the cost of the
guest material’s surface and the cost of the interface between host and guest material
combined. Thus, an energetic optimum is reached when as much of the host material
remains uncovered. In the opposite case when it is energetically favorable to cover as
much of the host material’s surface as possible, Frank-van der Merwe growth will take
place. Stranski-Krastanov growth takes place only when there is a lattice mismatch
between the two materials. The first layers of the guest material adapt to the lattice
constant of the host material leading to an increased energetic cost for the deposition
of the guest material close to the interface per unit area caused by the elastic strain.
Due to relaxation of the lattice strain in subsequent layers it becomes energetically
favorable to deposit new guest atoms on top of higher layers where the lattice strain
has relaxed the most. Thus, after a few monolayers known as the wetting layer island
growth can be observed.

For the combination of InAs on top of GaAs used in this thesis, the material arranges
itself in the Stranski-Krastanov mode. After the wetting layer is formed, SAQDs are
formed with a height of ≈ 8 nm and a circular base with a diameter of ≈ 30 nm. A
transmission electron microscopy (TEM) image of a representative InAs-SAQD grown
under similar conditions as the dots studied in this thesis is shown in figure 1.2.

10 nm

30 nm

(7.8 ± 0.5) nm

Wetting layer InAs-SAQD

Figure 1.2: Transmission electron microscopy image of a representative InAs-SAQD
grown under similar conditions as the dots studied in this thesis. Mea-
sured by Jean-Michel Chauveau and Arne Ludwig and included with their
permission.

The ensemble of SAQDs grown in such a way is very homogeneous in size, with measure-
ments showing a variance of only ≈ 10 % [1]. The broadening of their size distribution
due to Ostwald ripening [80] is inhibited by the growth kinetics [81,82] until the SAQD
layer is capped.
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1.1.2 The Fock-Darwin spectrum

In order to model the energy spectrum in SAQDs and its magnetic field dependence
qualitatively the Fock-Darwin spectrum [83, 84] is often used since the quantum me-
chanical equations can be solved analytically under applied perpendicular magnetic
fields B. One assumption justified by the usual shape of SAQDs is that the confine-
ment is much stronger in z-direction (the growth axis) than in x- and y-direction.
The significantly larger energy spacing due to the strong confinement in z-direction is
assumed to be strong enough that only the respective ground state can be occupied,
reducing the problem to effectively two dimensions. In the xy-plane the rotational
symmetric confinement potential

VFD(r) =
1

2
m∗ω2

0r
2 (1.1)

is defined, with m∗ denoting the effective electron mass in the SAQD material and ω0

as a scaling parameter.

From the solution of the resulting Schrödinger equation the energy eigenvalues

En,l = (2n+ |l|+ 1) ~Ω +
1

2
~ωC l (1.2)

where

Ω =

√
ω2

0 +
1

4
ω2
C (1.3)

and
ωC =

qB

m∗
(1.4)

with the positive elementary charge q can be obtained [85]. The main quantum number
n and the angular momentum quantum number l enumerate the allowed eigenstates of
the system under the constraints

l = 0,±1,±2 . . . (1.5)
n = 0,1,2, . . . ,l (1.6)

where each enumerated eigenstate is still spin-degenerate. Since all results presented
in this thesis did not involve any applied magnetic field the following discussions will
be restricted to the case B = 0. A detailed discussion of the magnetic field evolution
of the eigenstates can be found elsewhere, e.g. Refs. [85, 86].

For B = 0 it follows that ωC = 0 and thus Ω = ω0. It becomes obvious from eq.
(1.2) that for B = 0 the spectrum is degenerate with respect to the sign of l. The
resulting energy spacing in units of ~ω0 is given alongside the associated combination
of quantum numbers in figure 1.3 (left). Note that each Fock-Darwin state represented
by the quantum numbers (n,l) can be occupied by two electrons with opposite spin.
The labeling of the states along the energy axis as s-, p- and d-states stems from
the analogy of quantum dots (sometimes referred to as artificial atoms) with real
atoms and is the common way to refer to a particular SAQD state and will be used
throughout this thesis. It should be noted that, due to the broken symmetry between
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the z-direction and the xy-plane, the p-states of the Fock-Darwin spectrum together
contain only four instead of six electrons as compared to the energy spectrum of the
hydrogen atom. The missing two electrons associated with the pz orbital are, due to
the assumed strong confinement in that direction, at such high energies that they are
not considered to be bound states. For SAQDs comparable to the ones studied in this
thesis this assumption is verified by numerous experiments, e.g. Refs. [3–5].
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Figure 1.3: Fock-Darwin spectrum for spin-degenerate electrons without (left) and with
(right) Coulomb interaction.

1.1.3 Coulomb blockade

Conductive material that is embedded in a dielectric host system bears a self-capacitance
CΣ which is proportional to its radius. For small conductive islands this self-capacitance
is small and hence, when such an island is charged with one elementary charge, the
energy necessary to bring another elementary charge onto it, given by

∆ECoul. =
q2

CΣ

(1.7)

can become comparable to the quantization energy spacing ~ω0. The Coulomb blockade
energy has to be surpassed for all but the first electron to enter the SAQD. A sketch
of the resulting energy spectrum under the assumption ∆ECoul. = ~ω0/2 is shown in
figure 1.3 (right) in units of ~ω0. The degeneracies are lifted since each subsequent
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electron that enters the SAQD will have a higher energy than the one before it. The
total energy of a filled SAQD can thus be significantly higher than it would be without
the Coulomb blockade. Another consequence is that the higher SAQD states might
not be bound states anymore, resulting in a Fock-Darwin spectrum that is cut off at
higher energies. The naming conventions of the resulting energy levels are given next to
the bars representing each state. Calculations regarding the overlap of the eigenstates
of the Fock-Darwin spectrum show that the Coulomb blockade energy between two
electrons depends on their quantum numbers, with the Coulomb blockade between the
s1 and s2 states being the strongest [87].

1.2 The Schottky diode

The layer of SAQDs under study in this work is embedded into a metal/n-type-
semiconductor Schottky diode structure, see section 2.1 for the experimental realiza-
tion, that acts as a detector for the amount of charge stored in the quantum dots. The
relevant physics of an n-type Schottky junction according to the Schottky-Mott model
will be given in this section which is based upon Refs. [86, 88,89] and [79].

1.2.1 Schottky junction in equilibrium

The work required to remove a conduction electron from the metal is given by the work
function ΦM = Evac −EF , where Evac is the vacuum energy level and EF is the Fermi
energy of electrons inside the metal. The equivalent is defined in the same way for the
semiconductor side, but is of little use since for non-degenerately doped semiconductors
there are no free electrons available at the Fermi level of the semiconductor. Instead,
the electron affinity qχ = Evac −EC is used, where EC is the conduction band edge of
the semiconductor.

Before the materials are brought into contact each of them is charge neutral and each
material has a defined Fermi energy. These two levels are, in general, not identical.
Once the materials are brought into contact electrons from the conduction band of
the semiconductor will diffuse into the metal since it is energetically favorable, giving
rise to a diffusion current Idiff . These electrons will leave behind their ionized donor
atoms close to the interface, that are now no longer compensated by the donated
electrons. Thus, the semiconductor accumulates a positive net charge. Likewise, the
additional electrons on the metal side cause the build up of a negative net charge.
The volume that has now become charged is referred to as the space charge region.
The combination of metal and semiconductor as a whole remains charge neutral. The
electron concentration in a metal is large compared to the free carriers introduced by
the n-doping of the semiconductor. Thus, the positive charge on the semiconductor side
that is realized by immobile donor atoms takes up more physical space than the negative
charge of the same magnitude in the metal, that is caused by free electrons. Thus, it is
generally assumed that the space charge region exists solely on the semiconductor side
and the extension into the metal is negligible. Because the semiconductor is devoid of
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Figure 1.4: Band diagram of an n-type Schottky diode under equilibrium conditions.

free charge carriers inside the space charge region it is also called the depletion region,
with the size given by the depletion region width zd.

Since the charge distribution inside the space charge region creates an electric field,
a drift current Idrift is caused in the opposite direction of Idiff . The build up of the
space charge region will hence continue until the net current I = Idrift + Idiff becomes
zero, and the system has reached its equilibrium state.

Assuming a homogeneous doping density in the semiconductor the space charge region
can be idealized as

ρ(z) =

{
qND for z 6 zd

0 for z > zd
(1.8)

Here it is assumed that for the n-type material the acceptor density NA is negligible.
According to Poisson’s equation such a charge distribution gives rise to a linearly
varying electric field and a quadratic potential which is the cause of the upwards
bending of the energy bands of the semiconductor towards the interface. This situation
is shown in figure 1.4. Electrons going from the metal into the semiconductor face the
potential barrier ΦB = ΦM − qχ, also known as the Schottky barrier. Electrons going
from the semiconductor into the metal have to overcome the built-in-potential qVbi. It
has to be noted though, that in contrast to this ideal model the Schottky barrier in real
world devices is almost independent of the bulk material properties of the metal [90]
and instead is mostly governed by surface effects like pinning of the Fermi level by
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large densities of surface states [91,92] and has to be determined experimentally if the
exact value is needed.

1.2.2 Band structure under external bias

In the following sections voltages are applied to the metal side with respect to the
grounded semiconductor side. Once an external voltage V is applied, the space charge
region has to change to satisfy Poisson’s equation. As discussed earlier, the width of
the space charge region is negligible inside the metal. For negative bias voltages the
potential difference across the semiconductor increases and thus the width of the space
charge region has to increase. Likewise, for positive bias voltage the width of space
charge region decreases. With the size of the space charge region changing on the
semiconductor side of the interface, the electric field changes according to Poisson’s
equation and with it the drift current Idrift. The diffusion current remains unchanged
so the net current is non-zero. In the same way due to the change of the charge
distribution in the semiconductor the barrier electrons have to overcome going from
the semiconductor into the metal is changed from qVbi → q(Vbi−V ) while the Schottky
barrier ΦB they have to overcome going from the metal into the semiconductor remains
unchanged.

Thus, by applying bias voltages to a Schottky diode it is possible to tune the energetic
alignment of the material inside the space charge region. This is used throughout this
thesis where the alignment of the SAQD layer is controlled in that way. According to
Poisson’s equation, a change in the energetic alignment always comes with a change of
the local electric field strength.

Both effects are relevant for the behavior of SAQD states (see section 1.4) and can when
needed be obtained from self-consistent calculations of the band structure for different
applied bias voltages V and temperatures T [93]. These calculations do not rely on the
idealizations that were assumed in the analytical discussion of the Schottky junction
and also consider temperature dependent material properties, for instance ionization
probabilities of the donor atoms.

1.2.3 IV characteristics

It can be shown [89] that the net current that results from the imbalance of the drift-
and diffusion currents can be written as

I = AR∗ T 2 · exp

(
− ΦB
kBT

)
·
[
exp

(
q V

kBT

)
− 1

]
(1.9)

with A as the interface area, T the temperature, kB Boltzmann’s constant and R∗ the
modified Richardson constant defined as

R∗ = 120 A cm−2 K−2 · m
∗

m0

(1.10)

with the electron mass m0 and the effective electron mass of the semiconductor m∗.
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Realistic Schottky diode structures deviate from this ideal current voltage character-
istics due to e.g. interface states [94] or a non-negligible voltage dependent charge
redistribution on the metal side [95]. Inhomogeneities on the interface can lead to an
effective parallel circuit between rectifying and ohmic contacts while general bulk ma-
terial resistance and connecting wires give rise to a series resistance [96]. These effects
can be extracted from the current voltage characteristics [97] and have been found to
be negligible for the sample and the effects studied in this thesis.

1.2.4 CV characteristics

In analogy to the plate capacitor the conductive bulk material in the metal and the
semiconductor separated by the depletion region exhibits a capacitance. By replacing
the relevant terms in the well known formula for the capacitance of the plate capacitor

C = A
ε

z
(1.11)

with A now referring to the gate area, ε = ε0εr the total permittivity of the semicon-
ductor and z = zd the depletion region width one obtains [88]

CSchottky(V ) = A ·
√

ε0εrqND

2(Vbi − V )
. (1.12)

Deviations from these idealized CV characteristics can be used to obtain information
about a sample’s structure and electronic effects that influence the charge distribution
in the depletion region, see e.g. Paper 3.

1.3 Defect states

Defect states are electronic states that exist inside the otherwise forbidden band gap of
a semiconductor. Such states can be realized e.g. by crystal defects like impurities [98],
vacancies [99] or the electronic states of SAQDs [30]. The interaction of a defect state
situated at an arbitrary energy ET between the conduction band edge EC and the
valence band edge EV can happen in four ways, see figure 1.5.

Any defect state can capture/emit electrons from/into the conduction band and/or
capture/emit holes from/into the valence band. The dynamics of each process are
defined by a charge transfer rate, c for capture processes and r for emission (release).
The subscripts correspond to electrons (n) or holes (p), respectively. It should be noted
that each process changes the charge state of a defect state and thus causes a change
in the overall charge distribution of the system, which can be used to investigate these
dynamics electronically, see section 1.6.

Depending on the energetic position of the defect state within the band gap and the
free carrier densities in the conduction (n) and valence band (p) one or more of the
interactions shown in figure 1.5 can be neglected: In n-doped semiconductors where
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Figure 1.5: Interaction between defect states (empty squares) with electrons (filled cir-
cles) in the conduction band and holes (empty circles) in the valence band.
Adapted from Ref. [100].

n� p the interaction with holes is generally negligible, while the opposite assumption
holds for p-doped structures [100]. Such defect states that interact only with one type
of carriers are commonly called a trap.

The SAQD-structure investigated in this thesis is an n-type Schottky diode, hence in
the following all interactions between the SAQD states and holes are neglected.

1.4 Carrier dynamics

Given the sample layout, the discussion of the carrier dynamics associated with the
SAQD states in this section will be limited to the interaction with electrons from the
conduction band and the subscript n will be omitted. The corresponding expressions
for holes require only trivial variations. Furthermore, it is assumed that the defect
states are highly localized inside the SAQD plane at a sharply defined distance from
the Schottky gate.

1.4.1 Pure thermal activation

Under the assumption of thermal equilibrium the electron capture rate c can be written

c =
n 〈v〉
g

σ (1.13)
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where 〈v〉 is the mean thermal velocity of electrons passing the defect state, n is the
local electron density in the conduction band at the position of the SAQD layer, σ
the constant capture cross section that is to be determined experimentally and g a
degeneracy factor.

Under the assumption of thermal equilibrium throughout the sample, the electron
density n can be expressed via the effective density of states in the conduction band
NC where

n = NC · exp

(
−EC − EF

kBT

)
(1.14)

and from the principle of detailed balance the corresponding emission rate r can be
obtained [101] as a function of the temperature T

r =
NC 〈v〉 σ

g
· exp

(
−EC − ET

kBT

)
(1.15)

where kB is Boltzmann’s constant.

By inserting the definitions for the product NC 〈v〉 and defining the binding energy
Eb = EC − ET of a trap state equation (1.15) can be rewritten as [86]

ln

(
T 2

r

)
=
Eb
kB
· 1

T
− ln

(
σ · g
√

3(2π)3/2k2
Bm

∗h−3
)

(1.16)

where m∗ is the effective electron mass in the semiconductor host material. This
emission path is depicted by the third arrow from the top bottom in figure 1.6. When
measured pairs of r and T are plotted according to equation (1.16) as a function of 1/T
the binding energy Eb and the capture cross section σ can be extracted from the slope
and the y-axis intercept, respectively. The precise measurement scheme to obtain such
data will be explained in section 3.1. Such a procedure is well known as an Arrhenius
analysis [102] and is extensively used to determine trap signatures of various defects in
semiconductor structures [98].

There are, however, multiple effects that invalidate essential assumptions made to
obtain equations (1.13) and (1.15). Those relevant to the results presented in this
thesis will be discussed in the following sections.

1.4.2 Electric field effects

Vincent et al. [103, 104] have given expressions for the emission rate of electrons from
defect states that are subjected to a non-negligible electric field F . Depending on the
relative importance of the thermal activation rate and tunneling emission through an
approximately triangular barrier caused by the electric field the emission characteris-
tics can be categorized into one of three regimes: pure tunneling, thermally assisted
tunneling and pure thermal activation. In addition, the Poole-Frenkel effect [105, 106]
causes a lowering of the confining potential barrier. Figure 1.6 shows the emission
paths described in the aforementioned works and the expressions that are relevant for
the results presented in this thesis are reproduced in the following sections.
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Figure 1.6: Emission paths under the influence of an electric field F , adapted from
Ref. [107].

Poole-Frenkel effect

The binding energy of a confined state is lowered when the confining potential is tilted
due to the influence of an electric field F , causing an increased thermal emission rate.
This effect is known as the Poole-Frenkel effect [105]. The emission rate rPF due to
the barrier lowering caused by the Poole-Frenkel effect can be calculated for differ-
ent potential types (e.g. Coulomb [105, 108] or square well [109]), both for various
dimensionalities [109].

For a three-dimensional Coulomb potential one obtains

rPF
r

=
1

γ2
[exp (γ) (γ − 1) + 1] +

1

2
(1.17)

where r is the emission rate without consideration of the Poole-Frenkel effect and

γ =

√
qF

πεrε0
· q

kBT
. (1.18)

A similar expression for the square well potential relates the emission rate increase
to the geometry of a defect state [109], which in case of the SAQD sample studied
in this thesis allows for the extraction of the SAQD height from the emission rate
measurements. The application of this model and the discussion of its validity can be
found in section 3 of Paper 1.

Pure tunneling

Direct tunneling between the defect state and the free states in the conduction band
with the same energy can be assumed to be the dominant emission process at low
temperatures where thermal activation is negligible and/or high electric fields where
the barrier width becomes small. This process is depicted by the first arrow from the
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top bottom in figure 1.6. Paper 1 discusses in detail the transition from tunneling
dominated to thermally dominated emission as the temperature is increased. The pure
tunneling emission rate rtun. is independent of the temperature and given by [104]

rtun. =
qF

4
√

2m∗Eb
exp

(
−4

3

√
2m∗E3/2

b

q~F

)
(1.19)

with the binding energy Eb being the only parameter via which the properties of the
defect state enter. By externally varying the electric field strength F and measuring
the emission rate at low temperatures it is thus possible to directly obtain the binding
energy. Paper 1 and Paper 3 make use of this technique.

Thermally activated tunneling

Thermally activated tunneling occurs when electrons can be thermally excited from a
defect state into conduction band states that leak through a sufficiently thin confine-
ment barrier into the potential well. Such a process is depicted by the second arrow
from the top bottom in figure 1.6. Since the density of states in the conduction band is
continuous, the tunneling density of states leaking into the potential well is continuous
as well and the total thermally activated tunneling emission rate has to be obtained by
integrating over all energies between the defect state and the conduction band edge.
Vincent et al. [104] showed that these processes can be described by a correction factor
rV in./r to the pure thermal emission rate r (equation (1.15)), often referred to as the
Vincent factor

rV in.
r

= 1 +

∫ Eb

0

(kBT )−1 exp

(
E

kBT
− 4
√

2m∗E3/2

3q~F

)
dE (1.20)

which has to be calculated numerically, although analytical approximations exist for
defined cases [104]. In all results presented in this thesis equation (1.20) has been
solved numerically.

1.4.3 Leakage currents

The presence of leakage currents flowing through the sample during capture/emission
rate measurements increases the number of free charge carriers available for capturing
into a defect state [110]. Thus, equating the electron concentration n in equation
(1.13) with the equilibrium density of free electrons in the conduction band (equation
(1.14)) underestimates the actual carrier concentration. This underestimation has been
directly measured for the first time and discussed in section 3 of Paper 2, although the
source of the electrons could not be determined unambiguously. Thermally activated
leakage currents have also been reported [111,112] to affect measurement schemes like
DLTS (see section 3.1) which rely on the validity of the assumption that equation (1.15)
correctly models both the magnitude and temperature dependence of the emission
rate. Since even the reverse bias current of a perfect Schottky diode shows a thermally
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activated behavior with the activation energy ΦB (see equation (1.9)) an influence of
leakage currents is difficult to exclude.

1.5 Charge transients

Charge transients are caused by non-steady-state charge occupancies of defect states
that approach their steady-state. The steady-state charge occupancy of a defect state
can generally be obtained from the solution of a system of coupled differential equations
describing the occupation probability of each possible charge state. For simplicity this
section will be limited to the discussion of the simplest defect state that can either
be charged with one electron or be neutral. The transition between the two possible
charge states takes place with the rates c for charging and r for discharging. The
corresponding system of differential equations is

d
dt
w0 = +r · w1 − c · w0 (1.21)

d
dt
w1 = −r · w1 + c · w0 (1.22)

with w0,1(t) representing the probabilities of finding a defect state charged with 0 or 1
electron, respectively and w0 +w1 = 1 at all times. Solving equations (1.21) and (1.22)
for the general initial conditions w1(0) = W and w0(0) = 1−W one obtains

w0(t) =
r

r + c
− W (r + c)− c

r + c
· exp (−t(r + c)) (1.23)

w1(t) =
c

r + c
+
W (r + c)− c

r + c
· exp (−t(r + c)) (1.24)

and it immediately becomes clear that the steady state occupancies are given by

w0(t→∞) =
r

r + c
(1.25)

w1(t→∞) =
c

r + c
. (1.26)

Furthermore it can be seen that unless the initial condition equals the steady state con-
figuration W = c/(r + c) the system will undergo a transition towards the steady state
via a charge transient in the form of an exponential decay with one single observable
charge transfer rate robs. = r + c.

It should be noted that the dynamics of the system, i.e. the observable charge transfer
rate does not depend on the initial condition but solely on the individual transfer
rates c and r, whereas the amplitude of the transient depends on both. This general
behavior also holds true for more complicated systems with more than two charge states
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and is well known from the study of the dynamics of chemical multi-step reactions,
the mathematical treatment of which is identical [113]. An analytical discussion of
a system with three charge states is given in Paper 2 and a system with four charge
states is discussed and solved numerically in Paper 3. From these discussions it could
be observed that for a system with Ncs charge states the solutions wi are each sums
of Ncs − 1 exponential decays with Ncs − 1 different observable charge transfer rates
robs.,j .

A non-steady-state charge occupancy can be created by exploiting the dependencies
of equations (1.13) and (1.15) on external parameters, particularly the applied bias
voltage. In a Schottky structure the applied bias voltage strongly affects the free
electron density n and the electric field F . Suppose a preparation bias voltage Vp is
applied for a sufficiently long time tp and then abruptly changed to a measurement
bias voltage Vm at t = 0. If the transition time is small compared to the observable
charge transfer time constant for applied bias voltages in the interval V ∈ [Vp,Vm], the
system will be in a non-steady-state at Vm. The resulting charge transient can be used
to investigate the properties of the system under V = Vm.

For the simple model described via equations (1.23) and (1.24) the charge transient
can be written as

ρ(t) = −qnT · [0 · w0(t) + 1 · w1(t)] (1.27)

with the elementary charge q and the density of defect states nT . For the SAQDs
studied in this thesis nT can be identified with the area density of the quantum dots
in the SAQD layer such that ρ(t) becomes a sheet charge density.

Since the dynamics of the transient are independent of the initial conditions once
V = Vm is reached, it is independent of the choice of Vp. The amplitude of the
transient on the other hand depends on the initial conditions and thus both on the
choice of Vp and the exact time dependence of the bias voltage transition from Vp to
Vm.

1.6 Capacitance transients

Capacitance transients are the experimentally accessible manifestation of charge tran-
sients inside the active region of a rectifying electronic contact, like a Schottky junction
and have first been used to study defects in semiconductors by Williams in 1966 [114].
The introduction of Deep Level Transient Spectroscopy (DLTS) by Lang in 1974 [29]
further established capacitance transients as one of the main methods to study defect
properties [101].

Qualitatively a capacitance transient is caused by the additional time dependent charge
inside the depletion region of the Schottky diode. This charge causes the depletion
region width to change (and with it the junction capacitance according to equation
(1.12)). For n-type Schottky diodes like the structure studied in this thesis the addi-
tional negative charges inside the depletion region require more positive ionized donor
atoms, and thus a larger depletion region width, to obtain overall charge neutrality
together with the negative charges on the narrow metal side of the depletion region.



20 CHAPTER 1. FUNDAMENTAL CONCEPTS

Thus, with an increased negative charge density in the defect states, the capacitance
decreases, and vice versa.

Quantitatively the exact relationship between the charge density in defect states and
the measured capacitance is often derived assuming that the defect states are homoge-
neously distributed throughout the depletion region [114] or given in differential form
to obtain arbitrary concentration profiles from the measured data [101].

Schulz has shown [86] that for a layer of SAQDs with the corresponding electronic
states modeled via a delta-like layer of defect states at a distance zQ from the Schottky
gate the total junction capacitance can be written as

C(V,t) = εrε0A

√
qND

2 (εrε0(Vbi − V )− ρ(t)zQ)
(1.28)

with the SAQD sheet charge density ρ(t).

For ρ(t)� εrε0(Vbi − V )/zQ equation (1.28) can be linearized to

C(V,t) ≈ CSchottky(V ) ·
(

1 +
ρ(t)zQ

2εrε0(Vbi − V )

)
(1.29)

with CSchottky(V ) given by equation (1.12). For the sample studied in this thesis this
approximation is valid for low bias voltages or low occupancies but might not be valid at
high bias voltages and high amounts of charge in the SAQDs. When the approximation
is valid the measured capacitance transients dynamic can directly be evaluated as if it
were the underlying charge transient.
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Experimental techniques

2.1 Sample structure

The sample studied in this thesis is an n-type GaAs Schottky diode with a single
embedded SAQD layer at zQD = 413 nm distance from the surface. The sample was
grown using Molecular Beam Epitaxy [73] by Sven Scholz from the group of Prof. A. D.
Wieck from the Lehrstuhl für Angewandte Festkörperphysik at the Ruhr-Universität
Bochum as sample #14691. The different layers are shown in figure 2.1 (Top) and their
function will be explained in the following paragraphs. The growth sheet as provided
by the group of Prof. Wieck is included at the end of the thesis.

Starting with an un-doped GaAs single crystal 100 nm of un-doped GaAs are grown,
followed by 100 nm containing 20 periods of a GaAs/AlAs super-lattice to on the one
hand increase the smoothness of the surface and on the other hand hold off impurities
that might diffuse from the bulk material into the active regions. The super-lattice
is capped with 50 nm of un-doped GaAs on top of which the active sample region is
grown.

A layer of 300 nm degenerately Si-doped GaAs acts as the back contact of the Schottky
diode. The targeted doping density during the growth of this layer was ND,2 = 2 ×
1018 cm−3. Due to this high doping density this layer acts as a quasi-metallic electron
reservoir.

The semiconductor part of the Schottky diode is formed in part by the following 500 nm
of weakly Si-doped GaAs. The targeted doping density during the growth of this layer
was ND,1 = 2 × 1016 cm−3, a C−2 analysis [88] however revealed a net doping density
of ND,1 = 6× 1015 cm−3.

The InAs-SAQD layer is grown on top of 10 nm of un-doped GaAs in the Stranski-
Krastanov mode, see section 1.1.1. From AFM-scans over similarly grown un-capped
SAQDs it is known that the resulting quantum dots have a sheet density of nQD ≈
1014 m−2, a circular base with a diameter of approximately 30 nm and a height of
≈ 7 nm. The SAQD layer is capped with 13 nm of un-doped GaAs to provide a smooth
surface for the subsequent layer.
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Figure 2.1: Top: Layer structure of the sample studied in this thesis. The SAQDs are
represented by the red triangles. Bottom: Sketch of the band diagram on
the same scale for negative applied bias voltages.

The final layer consists of 400 nm of weakly Si-doped GaAs grown with the same
parameters as the previous doped layer. It completes the n-type semiconductor of the
Schottky structure.

The wafer is then cut into pieces of ≈ 5 mm × 5 mm. Optical lithography and metal-
ization are used to define 12 square AuCr gates (edge length 300µm each) on top of
the sample that act as the metal part of the Schottky structure. Only one is used in
the measurements, the others serve as back-up. Four indium contacts are alloyed into
the structure, one at each of the corners of the sample, to form an ohmic contact that
connects the degenerately doped back contact layer to the surface. Again, only one
is used during a measurement with the others serving as spare contacts. The In and
AuCr electrodes were processed by Charlotte Rothfuchs-Engels, at that time also part
of the group of Prof. A. D. Wieck.

Figure 2.1 (bottom) shows a sketch of the band diagram on the same scale as the layer
structure on top for negative applied bias voltages. For applied voltages V < 0V the
end of the depletion region zd lies within the 500 nm wide layer.

The sample is glued into a chip carrier using polymethylmethacrylate (PMMA) and one
AuCr and one In contact are connected to the pads of the chip carrier using gold bond
wires (bonded onto the AuCr gate and glued using silver epoxy onto the In contact).
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Figure 2.2: Photo of the sample glued into the chip carrier with connected electrodes.

Figure 2.2 shows the sample glued into the chip carrier with connected electrodes.
This way it can be easily moved between different setups suitable for measurements in
different temperature intervals.

2.2 Cryogenic setup

The results presented in this thesis required measurements at constant temperatures
for a long period of time or during temperature sweeps. Temperatures established in
the measurements range from T = 3K up to T = 100K. The relevant details of the
cryogenic setup will be discussed in the following sections.

2.2.1 Liquid nitrogen dewar

For measurements at T = 77K the sample was inserted into either a 100L or 120L
liquid nitrogen dewar, depending on availability, that is grounded via a braided copper
strip. The dewar is metallic and acts as a Faraday cage. It has two openings at the
top to allow evaporating nitrogen to escape and one where the sample is inserted. The
ventilation openings are angled and partly blocked by several metal disks with small
openings, each of which is rotated with respect to the next one to block stray light to
enter the inside of the dewar. Additionally the outlet is covered with black cloth.

The chip carrier containing the sample is inserted into a socket that is mounted on a
metal rod such that it can be inserted approximately 80 cm below the liquid nitrogen
surface. A Pt1000 temperature sensor is positioned directly besides the socket and
connected in a four wire resistance measurement setup. The anode and cathode of
the sample are connected from the socket onwards via 50 Ω impedance coax cables.
With this setup long time measurements can be conducted with a high temperature
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stability. Depending on outside temperatures measurements can be conducted for up
to two weeks with no measurable temperature increase at the sample.

2.2.2 Dilution refrigerator

To achieve temperatures below and above T = 77K a dilution refrigerator [115] from
Leiden Cryogenics was used that is pre-cooled using a pulse tube cooler [116]. The
dilution refrigerator used in this thesis uses He4 as working fluid in the pulse tube cooler
and a mixture of He3 and He4 to achieve dilution refrigeration. With the pre-cooling
due to the pulse tubes alone temperatures as low as T = 3K could be reached, while
the dilution refrigeration can reach a base temperature of 25mK.

For the measurements presented in this thesis the base temperature of the pulse tube
cooling has proven to be sufficiently low and hence the dilution refrigeration was not
used.

The sample is mounted inside of the housing of the cryostat and is shielded from
outside influences by multiple layers of Faraday shields, vacuum chambers and gold
foil to reflect heat radiation. An electric heater is thermally coupled to the interior of
the cryostat and can be used to introduce a heating power such that the temperature
can be stabilized above the base temperature. It takes approximately one day from the
beginning of the heating to the stabilization of the temperature, which is monitored
by a model CX-1010 Cernox temperature sensor from LakeShore Cryotronics that
was calibrated from T = 1.4K to T = 325K. The sensor is connected in a four wire
resistance measurement setup. The sample is mounted in a socket which is connected
via 50 Ω impedance coax cables to a vacuum feed-through.

The pulse tube cooler is driven by a compressor that can be switched on and off from a
computer to realize pre-programmed temperature sweeps. If the cryostat is warmed up
from the pulse tube’s base temperature of T = 3K by turning off the compressor and
without using the electric heater the time to reach T ≈ 100K can be up to two days,
depending on the vacuum quality in the insulation and the thermal mass inside the
cryostat. This allows for slow measurements during temperature sweeps in the interval
of interest.

2.3 Bias pulses

The bias pulses were generated using an arbitrary waveform generator (AWG) built
into the oscilloscope used to capture the capacitance transients, see section 2.5 for the
results presented in Paper 1, and in later measurements (Papers 2+3) by a separate
Keithley model 3390 AWG which offers an increased output voltage range and better
resolution.

In both cases the duty cycle, frequency as well as the HIGH and LOW values of the
pulses can be controlled remotely. The output of the AWGs was fed into an external
voltage input of the lock-in amplifier used to measure the capacitance where it is
added to the AC test signal generated by the lock-in, see section 2.4. Additionally
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the signal was connected to a second input of the oscilloscope used to capture the
capacitance transients such that the applied bias pulses could be recorded as well.
This was done to ensure that possible drifts in the constant parts of the voltage pulses
or ringing/overshooting of the AWGs did not cause effects on the samples Schottky
capacitance (see equation (1.12)) that could be misinterpreted as transient capacitance
due to charge rearrangements in the sample.

To trigger the oscilloscope recording the transients the Keithley 3390 offers a syn-
chronization output with TTL logic levels independent of the actual pulse amplitudes,
whereas for the oscilloscope’s AWG the trigger level had to be adjusted every time the
pulse voltages changed.

For transient measurements that require a high signal to noise ratio it has proven
beneficial to choose the bias pulse frequency such that subsequently recorded transients
start at an alternating phase difference of ∆ϕ = 0 + ϕ0 and ∆ϕ = π +ϕ0 with respect
to the 50Hz power line cycle, where ϕ0 is an arbitrary constant initial phase difference.
This way possible electrostatic or magnetic influences get averaged out of the recorded
transients faster. A choice of the pulse parameters to achieve this is usually possible
without deviating too much from the optimal settings for a specific measurement.

2.4 Capacitance measurements

The capacitance of the sample was measured using a HF2LI lock-in amplifier and a
HF2TA transimpedance amplifier from Zurich Instruments. All devices have been
operated in DC-coupling mode to avoid the influence of coupling capacitors in the
capacitive signal from the sample. A small AC voltage (typically with VAC = 10mV
amplitude and a frequency in the order of f ≈ 10MHz) was applied to the anode
(AuCr gate) of the sample. This AC voltage can be added to an external voltage input
via which the bias pulses are applied, see section 2.3. The cathode was connected to
the input of the HF2TA which keeps its input at a virtual ground potential.

Another AC voltage with an adjustable amplitude that is shifted by ∆ϕ = π can be
applied to a 100 pF capacitor which is connected to the same input of the HF2TA.
Doing so, a capacitive AC current offset can be subtracted from the input such that
the measurement devices can be operated in a more sensitive range. The total cable
length, via which this capacitor is connected, roughly matches the length of the cables
to the sample, such that the additional phase shift that arises due to the runtime of
the signals in the cables is matched. When no analog offset subtraction is needed the
capacitor is disconnected from the HF2TA.

The resulting AC current was converted into an AC voltage via the relationship V = ZI
where the transimpedance Z of the HF2TA can be chosen from 100 V/A to 100MV/A in
factors of 10. Z was chosen to be at most 1 kV/A since higher values cause a bandwidth
limitation [117] that is undesirable for fast capacitance measurements. The output of
the HF2TA was connected to the voltage input of the HF2LI using 50 Ω impedance
coax cables. 50 Ω impedance matching between the HF2TA and the HF2LI causes
a decrease of the measured voltages by a factor of 2 which has to be taken into ac-
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count when calculating absolute values of the capacitance. A sketch of the capacitance
measurement setup is shown in figure 2.3.
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Figure 2.3: Sketch of the capacitance measurement setup used in this thesis.

The signal is then demodulated by the HF2LI and the frequency component of interest
in the input signal is separated into an in-phase (Vx) and out-of-phase (Vy) component.
The phase shift that arises from the runtime of the signals in through the cables
can be compensated by digitally offsetting the reference phase of the demodulator.
The bandwidth of the demodulator can be controlled digitally and governs the time
resolution in the output signal. For transient measurements the bandwidth was chosen
large enough to ensure that the output signal has reached 99 % of its settling value after
one time sampling interval of the transient has passed [117]. To reduce the poor signal
to noise ratio that comes with high-bandwidth measurements the repetitive transients
can be averaged until the signal to noise ratio is acceptable.

By using complex circuit analysis it is easy to show that the capacitance of the sample
is directly proportional to the out-of-phase component of the AC current with respect
to the applied AC voltage (and with it the demodulated voltage Vy) via the relationship

C =
Iy

2πfVAC
(2.1)

which is applicable as long as the sample can be represented by a parallel circuit of a
capacitor and a resistor. This approach has proven itself to be justified for the sample
studied here.

The demodulated out-of-phase component Vy of the input voltage of the HF2LI can
be read out digitally from a computer, however, while this method works well for slow
readouts (e.g. for a CV trace) the data transfer rate has shown to be too slow to record
capacitance transients with the desired time resolution. Instead the HF2LI can output
an analogue signal sufficiently fast that is proportional to the demodulator outputs.
This signal is then captured using an oscilloscope, see section 2.5.
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2.5 Transient recording

For fast recording of the measured capacitance transients the analogue output of the
lock-in amplifier was recorded using either a PicoScope 5244B or 5444B digital oscil-
loscope from Pico Technology, depending on the availability, with a hardware voltage
resolution of 15 bits. These two models differ only in the number of input channels (2
for the 5244B and 4 for the 5444B). In any case both the output of the lock-in and the
applied bias pulse were recorded with a time resolution that matches the bandwidth
setting of the demodulator.
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Figure 2.4: Raw data from the analogue output of the lock-in amplifier as measured
with the oscilloscope at T = 77K. The data shown here consist of 20,000
time samples and represent the average of 500 identical voltage pulses. This
measurement corresponds to two pixels in figure 3(a) of Paper 2.

Figure 2.4 shows a representative transient measurement at T = 77K obtained for
analysis using the lock-in DLTS technique, see section 3.1. This method does not
require very high signal to noise ratios and thus the transient measurement can be sped
up by restricting the number of averages. Typical data that were averaged excessively
to obtain a high signal to noise ratio is shown in figure 1(c) of Paper 1.

The oscilloscopes are controlled by a computer and store the acquired data in an
internal buffer that is transferred to a PC after one waveform is recorded. It has proven
beneficial to the latency of the data acquirement process to run the software controlling
the oscilloscope (PicoScope 6 [118]) on a separate PC, where the raw recorded transient
data was also stored.
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A software was written that listens on the RS232 port for commands from the main
laboratory computer that controls the entire measurement setup (see section 2.6). It
sets the parameters of the PicoScope 6 program controlling the oscilloscope via an
inter process communication interface provided by Pico Technology accordingly. Once
a waveform measurement is completed this is also signalized via the RS232 connection.

The PicoScope 6 control program can be configured to capture multiple waveforms
subsequently, average them in the PC’s RAMmemory and only save the averaged traces
to the hard disk. This feature was always used to save memory on the disk, especially
when many transients (up to 106) need to be averaged to obtain a high signal to noise
ratio. Due to RAM limitations the practical number of transients averaged in this way is
≈ 1000 or less. Each set of 1000 transients was thus averaged and then only the average
was saved to a file. Subsequent files are indexed by an integer appended to the file name
and after the measurement is completed the individual files can be averaged as well
to obtain the final transient. In measurements where parameters like the temperature
or the pulse configuration were changed between transient recordings, this principle
stayed the same. Typical measurements require a disk space of approximately 5GB.
All transient data measured with by the oscilloscope PC is saved directly onto an
external 4TB hard drive to save time consuming file transfers when a measurement
has finished. The main computer controlling the lab equipment synchronizes the change
in parameters with the recording of the transients, see section 2.6.

2.6 Device synchronization

To synchronize the individual devices in the laboratory a program was written that
can control devices connected to the computer and operate them according to a main
script. The individual devices are in turn controlled by driver scripts that handle the
abstraction from the raw communication protocol that differs from device to device and
the exposed abstract driver functions that read/set values or change the parameters
of an instrument. The main program itself can communicate with devices that are
connected via either:

• an RS232 connection (e.g. the multimeter that read out the temperature sensors
or the compressor)

• TCP/IP (the lock-in amplifier)

• the USB-TMC protocol (the bias pulse generator)

• GPIB

• I2C

and anything that provides a C-compatible control library.

After setting the bias pulse configuration and the heating/cooling power a typical
measurement script for temperature sweeps takes care of these steps:

• read out the temperature sensors,

• start the capture of a set of transients that are meant to be averaged together
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and if multiple sweeps are planned once a certain temperature is reached:

• adjust the heating/cooling power to return to the starting temperature,

• setting the new bias pulse configuration,

• and start a new measurement.

For isothermal measurements the program only monitors the temperature sensors to
issue an alarm per email if the deviation gets too large, e.g. due to too much liquid
nitrogen having evaporated from the dewar or the cooling water supply cooling the
compressor has failed.

In this way measurements that require lots of parameter scans and/or a lot of averaging
can be carried out automatically over a course of weeks without requiring permanent
supervision. All steps of the measurement process are logged and saved alongside the
actual measurement data for future reference.

Figure 2.5 shows a sketch of the minimum setup in the laboratory required for the mea-
surements presented in this thesis. The helium compressor is not used when measuring
in the N2 dewar. Not shown are the vacuum pumps and the heater for the cryostat.
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Figure 2.5: Sketch of the minimum measurement setup for the results presented in this
thesis. The helium compressor is not used when measuring in the N2 dewar.
Not shown are the vacuum pumps and the heater for the cryostat.





Chapter 3

Data analysis techniques

3.1 Deep Level Transient Spectroscopy

Deep Level Transient Spectroscopy (DLTS) has been introduced by D. Lang in 1974 [29]
and has since become a standard technique in the study of defects in semiconductors,
see e.g. Refs. [98,101,119]. The original working principle of DLTS is to analyze a set of
capacitance transients related to emission processes recorded at different temperatures
T and to calculate the magnitude of a specific filter signal S(T ) defined by a weighting
function w(t) for each transient

S(T ) =

∫ ∞

0

C(t,T )w(t) dt (3.1)

where C(t,T ) are the sets of the recorded capacitance transients. By finding the tem-
perature where the signal calculated using the weighting function is maximized it is
possible to obtain one pair of values of the relationship τ(T ). At the maximum of
the signal the dominant apparent lifetime τ in the transients matches the reference
value τmax (commonly referred to as the rate window ), which is defined by the chosen
weighting function. Changing the parameters of the weighting function such that τmax
is changed and repeating the steps mentioned before more data points of the relation-
ship τ(T ) can be obtained and then be compared to a model. In the original proposal
of DLTS this was the simple thermally activated carrier emission described by equation
(1.16), but later works have extended the technique to more sophisticated models, e.g.
Refs. [104,110]. It should also be noted that, while the original DLTS technique relied
on a variation of the temperature, the underlying data analysis methods can be applied
to transient measurements where other parameters have been varied as well, most no-
tably the applied bias voltage during [43] and/or before the transient measurement (see
Paper 2), thus replacing the T -dependence in equation (3.1) with the respective voltage
Vm and/or Vp. There are many possible choices for the weighting function w(t) [101].
The originally proposed Boxcar and the Lock-in weighting function that was used in
this thesis will be briefly introduced in the following sections based on Refs. [29, 101]
and [120].
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3.1.1 Boxcar DLTS

The Boxcar method originally proposed by Lang [29] exclusively makes use of two data
points of each capacitance transient to calculate S(T ). The weighting function in this
case is given by

w(t) = δ(t1 − t)− δ(t2 − t) (3.2)

with Dirac’s Delta Distribution δ(t).

The effect of the weighting function is illustrated in figure 3.1.

Figure 3.1: Temperature dependence of the Boxcar signal. The DLTS signal S(T ) will
show a peak at Tmax where the effective lifetime of a defect state matches
the rate window τmax. Adapted from Ref. [29].

The relationship between the parameters of w(t) and the rate window can be derived
by taking the derivative of S(T ) with respect to τ under the assumption that C(t,T ) =
exp(−t/τ(T )) and setting this expression to zero. For the Boxcar weighting function
this procedure yields the relationship [29]

τmax =
t1 − t2

ln (t1/t2)
. (3.3)
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It is obvious that due to the limitation to only two data points per transient the
resulting value of w(t) will be strongly influenced by the signal-to-noise ratio of the
measurement data.

3.1.2 Lock-in DLTS

Miller et al. also proposed other weighting functions to obtain the dominant time con-
stant of a transient [101]. To improve the signal-to-noise ratio compared to the Boxcar
method, the corresponding weighting function has to take more than two measurement
points into account. They found that the lock-in weighting function provides a good
compromise between sensitivity and time constant resolution. It is given by

w(t) =
1

P
·





+1 0 6 t 6 P/2

−1 P/2 < t 6 P

0 otherwise
(3.4)

with the lock-in period P .

Due to the cables used in the setup which induce resistances, capacitances and in-
ductances an RLC circuit response to the bias pulses can be generated by the setup.
Additionally, due to the response of the various measurement devices to the voltage
pulses, there might be an initial section of the recorded transients that has to be
excluded from the analysis, since it is dominated by that responses rather than the
sample’s capacitance transient. In order to exclude these effects, an initial time td can
be gated off from the transient such that the weighting function becomes

w(t) =
1

P − td
·





+1 td 6 t 6 P/2

−1 P/2 < t 6 P

0 otherwise.
(3.5)

For all measurements presented in this thesis however, the response of the measure-
ment setup has been negligible even after the first time sample point in the recorded
transients and hence td = 0 for all results presented here.

Numerically the lock-in DLTS signal can thus be approximated by

S(T ) =
1

Nt



Nt/2∑

i=1

C(ti,T )−
Nt∑

i=Nt/2+1

C(ti,T )


 (3.6)

with tNt = P .

The DLTS signal S(T ) obtained by using the lock-in weighting function is qualitatively
similar to the one obtained from the Boxcar method, but since all data points of the
transients are taken into account the signal-to-noise ratio is improved. This allows for
shorter measurement times since the transients themselves do not need to be averaged
as much to yield a clear DLTS signal. In the case of temperature sweeps the shorter
measurement times per transient also increases the temperature resolution. It has to
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be noted though that the lock-in DLTS method has a slightly poorer lifetime resolution
[86,101].

In order to obtain the relationship between the parameters td and P and the rate
window τmax one has to go through the same procedure as for the Boxcar method.
However, this yields no analytical solution any more. Day et al. have discussed the
dependence of the rate window on the relevant parameters as well as on various phase
differences between the signal and the weighting function in detail [120] where they
find the approximately linear relationship τmax ≈ 0.424 · P for real time data analysis
using a physical lock-in amplifier. The data in this thesis were analyzed after an entire
transient has been digitized and the lock-in DLTS signal was calculated numerically
from these discrete data points according to equation (3.6). For these conditions the
relationship between P and the rate window τmax was calculated numerically and is
shown in figure 3.2, where a linear relationship with τmax = 0.398 · P can be observed
that deviates slightly from the result reported by Day et al..
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Figure 3.2: Numerically determined relationship between τmax and P according to
equation (3.6). The linear fit yields τmax = 0.398 · P .
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3.2 Numerical Laplace inversion

A capacitance transient C(t) can be thought of as the Laplace transform of a spectral
density function representing a distribution of rates g(r) (or time constants g(τ) =
g(r−1))

C(t) =

∫ ∞

0

g(r) exp (−rt) dr. (3.7)

From a measured transient the inverse Laplace transform then gives the spectral density
function g. This approach is called Laplace DLTS (LDLTS) and was originally proposed
by Dobaczewski in 1994 [40]. Instead of applying a filter function with a constant
rate window to a set of transients with varying dominant time constants, one single
transient with a high signal-to-noise ratio is recorded and the inverse Laplace transform
is calculated numerically. Theoretically, an inverse Laplace transform of a transient
signal which consists of a sum of exponential decays shows a set of delta peaks at the
time constants of these decays [121].

The analytical definition of the inverse Laplace transform is given by

g(r) =
1

2πi

∫ γ+i∞

γ−i∞
C(t) exp (+rt) dt, γ ∈ R. (3.8)

Algorithms based on this analytical definition of the inverse Laplace transform usually
require the input data to be continuously known in the complex plane (see e.g. Refs.
[122–125]), a condition that cannot be met by discrete sampled measurement data [121].
Instead, for discrete real valued input data g has to be obtained by solving equation
(3.7). The numerical difficulties originating from the ill-posed nature of this integral
equation make it difficult to obtain a Laplace spectrum from measured data, since
for these kind of integral equations (first kind Fredholm integral equations [121]) if
a solution exists it might not be unique and/or depend continuously on the input
data [126]. Even small contributions of generally unavoidable measurement noise in
the input data can thus lead to great variations of the solutions and if several solutions
are found they might differ to such an extend that a physical interpretation becomes
impossible, see e.g. the example by Lanczos [127].

To manage these problems several methods are known, like the Fourier transform based
Gardner Transform [128], the Truncated Singular Value Decomposition (TSVD) [126]
or the Tikhonov Regularization [129].

In the Laplace inversion code written and used during this thesis the Tikhonov regu-
larization approach was chosen. The details of the numerical Laplace inversion using
this method will be explained in the next sections.

3.2.1 Discretization

To solve equation (3.7) numerically it first has to be discretized. The time variable t
will be discretized in equidistant time steps with the step size ∆t representing the time
samples of the measured capacitance signal. Hence, the time scale can be represented
as a vector containing all time steps from t0 to tend given by
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t→ ~t =




t0
t1
. . .
tend


⇒ ~ti = t0 + i ·∆t . (3.9)

The linear spacing of the time steps is due to the digitizing process in the oscilloscope,
which captures the data with a fixed sampling rate.

Due to the expected large variation of the time constants in the measurement data (see
e.g. Ref. [36]) the spectral density function g was discretized using logarithmic spacing.
With such a spacing the conversion between the forms of g defined as a function of a
decay rate r or a time constant τ becomes trivial. In the following g will be defined in
terms of the time constant τ . The time constant grid can be represented as a vector
containing all life time steps from τmin to τmax = τmin · vNτ

τ → ~τ =




τmin · v0

τmin · v1

. . .
τmin · vNτ


⇒ ~τj = τ0 · vjτ (3.10)

where Nτ denotes the total number of grid points for the τ -axis.

Accordingly the discrete spectral density vector is defined as the continuous function
evaluated at the discrete lifetime grid points

~gj = g(τj) . (3.11)

If one defines a transformation matrix A as

A
ij

= exp
(
−~ti/~τj

)
(3.12)

it is possible to write the discrete Laplace transformation of the spectral density vector
~g as a matrix times vector product

~C = A · ~g . (3.13)

Since the final goal is to numerically obtain the inverse Laplace transform one has to
find a ~g such that the measured capacitance transient data stored in the vector ~Cm
equals the one calculated from equation (3.13).

With typical measurement parameters the transform matrix A usually has dimensions
in the range of 10,000× 300. It is a dense non-square matrix and cannot be inverted.
The naive approach is to find a spectral density vector that minimizes the mean squared
deviation

f(~g) = ‖A · ~g − ~Cm‖2
2 (3.14)

of the Laplace transform result compared to the measured data by varying ~g. Here
‖ . . . ‖2 represents the 2-norm of a vector. This is, as discussed above, impractical due
to the ill-posed nature of the problem.
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3.2.2 Tikhonov regularization

The Tikhonov regularization [129] introduces a second term to the objective function
that is to be minimized and thus penalizes unwanted aspects in the solution. The
regularized objective function then becomes [126]

freg (~g) = ‖A · ~g − ~Cm‖2
2 + ‖α ·D · ~g‖2

2 (3.15)

where D is the Tikhonov matrix, the exact choice of which determines what is consid-
ered to be unwanted aspects in the solution and α determines the relative weight of the
regularization term D ·~g compared to the Laplace transform term A·~g− ~Cm. The choice
of α is non-trivial yet crucial [126] to obtain neither under- nor over-regularized solu-
tions that exhibit too much non-physical or too little physical information, respectively.
Multiple criteria for the proper choice of the regularization parameter exist [126], e.g.
the L-criterion [130] or the discrepancy principle [131]. The approach to determine a
reasonable weighting of the regularization used throughout this thesis is explained in
detail in the supplement to Paper 1.

Common choices for the Tikhonov matrix D are the identity matrix, the forward differ-
ence operator and the squared forward difference operator [126]. Each choice penalizes
different aspects of the spectral density vector ~g:

• The identity matrix penalizes non-zero elements in ~g such that the regularization
favors sparse solutions with few time constants

• The forward difference matrix penalizes rapid changes in ~g such that the regu-
larization favors solutions with little detail in ~g

• The squared forward difference matrix penalizes curvature in ~g such that the
regularization favors solutions with few peaks

These three choices have been implemented in the code and can be selected via pre-
processor definitions. For the difference operators the boundary conditions were set to
zero, since it is expected that the solution vector is zero outside of the calculated time
constant interval. Test calculations have shown that while for transient data typical for
this thesis the forward difference operator preforms the best in terms of convergence
speed, the overall effect of the choice of the Tikhonov matrix on the results is not
dramatic. It should be noted that due to the regularization and its unawareness of
the spacing of the time constant axis the peak shape in a calculated spectrum is of no
physical meaning, the width being governed by the regularization parameter α and the
shape by the choice of the Tikhonov matrix and the time constant spacing.

3.2.3 Implementation

The Laplace inversion algorithm was implemented in the C programming language. To
implement equation (3.15) the C interface of the industry standard BLAS [132] linear
algebra library API is used. In general the BSD licensed OpenBLAS implementation is
used that aims to achieve high performance on many hardware architectures [133,134].
On the high performance computation cluster HILBERT of the university the code
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can also be used together with Intel’s MKL implementation of the BLAS API which is
highly optimized for the CPUs used there [135].

Equation (3.15) is a linear least squares problem in ~g which becomes obvious if one
rewrites it as

freg (~g) = ‖Ã · ~g − ~̃Cm‖2
2 (3.16)

where

Ã =

(
A

α ·D

)
(3.17)

and

~̃Cm =




~Cm
0
...
0


 . (3.18)

An unconstrained linear least squares system could be solved by calculating the Moore-
Penrose inverse [136,137] which is a generalization of the matrix inverse to non-square
matrices. For the problem at hand it is, however, clear that for a normalized capaci-
tance transient with a given amplitude C0 at t = 0 (corresponding to the first element
of the vector ~Cm) and C(t→∞) = 0 the condition

∑

j

~gj = C0 (3.19)

must be fulfilled. Furthermore, it is beneficial to be able to limit the solution space to
~gj 6 0 or ~gj > 0 for all j if it is known that a capacitance transient consists only of decay
contributions with that sign [126]. It was possible to make one of these assumptions for
all LDLTS results presented in this thesis. Hence, a more general purpose minimization
algorithm that can deal with such box constraints is desirable.

Thus, an established GPLv2 (or later) licensed implementation [138] of the Levenberg-
Marquardt optimization algorithm [139, 140] was used to carry out the minimization.
In accordance with its license the inverse Laplace transform algorithm implemented in
this thesis is licensed under the GNU General Public License version 3 or later.

The Levenberg-Marquardt optimization algorithm makes use of the Jacobian matrix
J of the objective function to approach a local minimum. Since the algorithm is
designed to deal with non-linear objective functions the Jacobian is re-evaluated after
each iteration. For the box-constrained linear least squares problem given by equation
(3.16) the Jacobian is a constant and can be easily identified with J = Ã. Thus,
the source code of the Levenberg-Marquardt implementation was modified to keep the
constant Jacobian in memory and not re-evaluate it during the minimization process
to increase the performance.

Due to the sparse nature of the regularization matrices D the actual calculation of
the objective function in the code is carried out according to equation (3.15) instead
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of (3.16) to be able to exploit the structure of the chosen regularization matrix for a
performance increase.

The initial guess for the spectral density vector can be either all zeros or a constant
chosen such that the resulting transient matches the initial value of the measurement.
This can be selected from the configuration file, although the choice of the initial guess
never showed any meaningful influence on the final result so far.

The resulting Laplace inversion code reads the transient data from a .csv-file and
carries out a box-constrained, regularized minimization according to equation (3.16)
for a set of α values over a logarithmically spaced time constant interval. The box
constraints, the values of α for which the calculation should be carried out and the time
constant interval on which a solution is to be searched, are defined via a configuration
file. The choice of the regularization matrix has to be made during compile time. The
resulting spectral density vector for each α value is then written to a separate .csv-file.
For testing purposes intermediate results of the spectral density vector can be piped
to Gnuplot after each iteration.

Since each calculation for a specific α value is completely independent of the other calcu-
lations these computations can be carried out in parallel. Typical inversions presented
in this thesis use approximately 300 different values for the regularization parameter
and this thus allows for a trivial parallelization on 300 CPU cores. If multiple tran-
sients from a measurement set have to be inverted with similar parameters (see Paper
1) this allows for an even stronger parallelization. The Laplace inversion code written
during this thesis can be parallelized either according to the Message Passing Interface
(MPI) standard, or by simple multiple invocation with appropriately set command line
arguments from a job scheduling system found on most high performance computing
clusters like the HILBERT.

3.2.4 Offset correction

Ideally every capacitance transient that is to be Laplace inverted is measured long
enough until the transient has decayed well below the signal to noise ratio. This
quiescent value of the capacitance is treated as an offset and subtracted from the input
data such that for Laplace inversions C(t→∞) = 0 is always true. This is necessary
since the inversion algorithm as described until now has no possibility of introducing a
constant offset other than via an infinite time constant. The time constant interval over
which the spectral density vector is calculated is, however, limited to experimentally
reasonable values that do not include excessively large (or small) values. Hence great
care has to be taken to determine and subtract the offset before the inversion.

Furthermore, especially when measuring a set of transients with varying external pa-
rameters that influence the effective time constants of the underlying processes (e.g.
the temperature sweeps in Paper 1) it is not a priori possible to set the measurement
parameters and the recording time such that all measured transients are captured up
until their saturation value.

To let the Laplace inversion algorithm deal with unknown offsets the obvious solution
would be to introduce a constant offset as an additional fit parameter for the Levenberg-
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Marquardt algorithm. This approach was taken and it was found that, unless the
offset fit parameter is box-constrained to a small interval, this introduces a too large
additional degree of freedom to the system. A too large offset can e.g. cause the
calculated transient values to be too high and consequently cause large time constants
in the solution to shift to smaller values to reduce the transients amplitudes towards
larger t. A properly chosen box-constraint does require at least some knowledge or
estimation regarding the actual offset, so this method was not found satisfactory.

Instead, a measured transient ~Cm (the exact offset of which is not known) is always
normalized such that the capacitance for the last time sample point equals to zero.
The transformation matrix A is modified to carry out the same offset subtraction on
the calculated transients and can be written as

Å
ij

= exp
(
−~ti/~τj

)
− exp (−tend/~τj) = A

ij
− exp (−tend/~τj) . (3.20)

In all expressions A is thus replaced with Å. For the Laplace inversion code this behav-
ior can be switched on or off from the configuration file. For transient measurements
where the precise offset is known it is best to disable this feature since it strongly re-
duces the influence of time constants large compared to the recording time, see figure
3.4. The points in the spectral density vector that are thus without any meaningful
influence on the minimization process can still assume non zero values, e.g. due to the
influence of neighboring points due to the regularization or residua from a non-zero
initial guess. Care has to be taken such that these artifacts are not misinterpreted as
having a physical origin. The criteria for the range of time constants which one can
expect to carry meaningful information given in section 2 of Paper 1 have proven to
provide a good rule of thumb.

To demonstrate the effect of the offset compensation test data was generated according
to

C(t) = exp

(
− t

1 s

)
+ exp

(
− t

2 s

)
+ 2 exp

(
− t

10 s

)
+ C∞ (3.21)

for different values for C∞. Each transient was normalized such that C(0) = 1 and
random noise with an amplitude of 10−3 was added. The transients consist of 104 time
samples and cover a time interval from 0 s to 10 s such that C(t) has not yet decayed
below the noise level.

The transients are shown in figure 3.3, where transients with positive offsets are shown
in red, those with negative offsets are shown in blue and the original transient without
offset is printed in bold black. It should be noted that since the transient has not yet
decayed after t = 10 s a negative offset does not necessarily imply negative values of
C(t) which makes such offset errors in measurement data less obvious.

Figure 3.4 (a) shows Laplace inversions of the test data without offset correction.
Spectra with positive offsets are shown in red, those with negative offsets are shown in
blue and the spectrum corresponding to the original transient without offset is printed
in bold black. The dotted green lines represent the time constants in the test transients.
For the unperturbed case it can be seen that for these conditions the first two time
constants τ = 1 s and τ = 2 s have merged into one peak centered roughly in the middle
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Figure 3.3: Plot of the test transients used to study the effects of offset errors in tran-
sient Laplace inversions.

of the individual time constants. The weak double peak structure is not clear enough
to reliably determine the individual constituents given the non-physical peak shape.
The peak for τ = 10 s is positioned approximately at the correct time constant.

For positive C∞ the spectrum gets broadened with contributions at larger time con-
stants affected stronger. The two small time constants have been merged into one
symmetric peak for all positive C∞. With increasing C∞ the broadening gets stronger,
consequently reducing the height of the affected peaks to maintain the correct tran-
sient amplitude according to equation (3.13). The maximum positions of the resolvable
peaks are, however, almost unaffected.

For negative C∞ even the smallest perturbation of the transient renders the resulting
spectrum useless. The amplitudes of the peaks diverge and the maximum positions
are shifted to smaller C∞. It has to be noted that the offset C∞ = −0.29, causing
the already drastic effects on the spectrum, causes no clearly identifiable feature in
the input data. This underlines that great care has to be taken when transforming
transients with unknown C∞.

Figure 3.4 (b) shows the same data Laplace inverted using the offset correction. It can
be seen that the spectra are independent of C∞ with the maximum positions of the re-
solvable peaks roughly at the correct time constants. The peaks are slightly broadened
towards larger time constants which can be explained by the aforementioned reduced
influence of time constants large compared to the recording time on the objective func-
tion. With the regularization now being the only effect influencing the spectrum at
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these time constants the optimal solution becomes an overly smooth variation towards
zero. The remaining negligible differences for different C∞ stem from the random noise
that was added resulting in small uncorrected effective offset errors on the scale of
|C∞| < 10−3.

Thus, it can be concluded that, unless the offset is known with high accuracy, the
broadening of the spectrum induced by the offset correction is preferable over the
possibly dramatic effects of a possible offset of undetermined magnitude.
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Figure 3.4: Laplace inversions of the test transients with different offset errors without
(a) and with (b) offset correction turned on. Both subfigures share the same
x-axis. The individual traces are shifted along the y-axis for clarity. The
dashed green lines represent the time constants present in the test data.





Chapter 4

Laplace DLTS on SAQDs

4.1 Context

Conventional DLTS has been used to study the emission of electrons from SAQDs in
structures similar to the one studied in this thesis [30–39]. The advantages of the
LDLTS technique are shown in detail in Ref. [40] and [141] and it has been successfully
used to study a wide variety of point defects in semiconductors, see e.g. Refs. [40,
141], or piezoelectric effects [142]. It has also been applied to quantum dot samples
[41, 86], however, the results published so far suffer from regularization problems or
were conducted in a parameter range that has also previously been accessible using
conventional DLTS.

After the first task of my thesis, the implementation of an inverse Laplace transform
algorithm, was completed, measurement data were taken with the explicit goal to
analyze them using LDLTS. It was possible to observe the isothermal electron emission
both in the tunneling regime and the thermal regime and subsequently monitor the
transition between those two regimes continuously.

The observed results could be modeled using established theories and, where applicable,
could be confirmed using conventional DLTS, establishing Laplace DLTS as a valuable
and practical technique for the study of self-assembled quantum dots. The results have
been published in a peer reviewed international journal and are included in this thesis
as Paper 1.
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4.2 Paper 1
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Laplace deep level transient spectroscopy on self-assembled quantum dots
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Self-assembled InAs quantum dots in a GaAs matrix are studied by Laplace deep level transient

spectroscopy (LDLTS). This technique is demonstrated to be complementary to the well-

established capacitance spectroscopy concepts and is particularly well suited for characterization of

quantum dot layers with large separations from conductive layers. In comparison to conventional

deep level transient spectroscopy, LDLTS can also be applied in the tunneling regime where the

lifetimes of the confined states are independent of temperature, while in the thermal regime,

LDLTS has a superior selectivity. The problems encountered hitherto with this technique are dem-

onstrated to originate from the ill-posed character of the inverse Laplace transform and can be

solved by a properly adapted choice of the regularization parameter. Published by AIP Publishing.
https://doi.org/10.1063/1.5028319

I. INTRODUCTION

Self-assembled quantum dots (SAQDs) form, under cer-

tain conditions, during the epitaxial growth of semiconductor

heterostructures.1 SAQDs have matured into a broad

research field over the past 20 years and are used in optical

devices like infrared light emitting diodes2 and lasers,3 solar

cells,4 and as single photon sources,5 as well as for the gener-

ation of entangled photons.6 In electronics, they have been

studied in relation to flash memory cells,7 to spin storage,8

and as spin quantum bits which may act as nodes in opto-

electronic quantum networks.9

It is, therefore, important to have a large repertoire of

methods available for the preparation and diagnostics of

SAQD states and their interaction with the environment. The

optical and optoelectronic techniques are complemented by

all-electronic concepts. In addition to conductance spectros-

copy,10 capacitance spectroscopy11 is a powerful tool that

provides many fascinating results such as the magnetic-field

dependence of the SAQD electron and hole states and the

corresponding wave functions,12 or the study of many-

particle spin states out of equilibrium.13 The standard capaci-

tance vs. voltage (CV) spectroscopy is based on elastic

tunneling of electrons between the SAQD states and a con-

ductive layer, which must be in close proximity ð/30 nmÞ to
the SAQD layer, in order to keep the tunneling rates suffi-

ciently large.14–16 However, in many structures, larger dis-

tances are required. In intermediate-band solar cells, for

example, the SAQD layers are embedded in the space charge

region of a p-n diode with typical widths of 1 lm.4,17 Single

photon sources, which host the SAQDs at the center of an

optical resonator, require a spacing of about a quarter of an

optical wavelength to the closest conductive layer. In struc-

tures for a conductive readout of the SAQD state, a high

mobility of the two-dimensional electron gas is helpful,

which requires a large distance in order to avoid a reduction

of the mobility by strain effects of the SAQD layer.14

Deep level transient spectroscopy (DLTS)18 overcomes

this limitation of the conventional capacitance spectroscopy

since it does not require direct tunneling between the

SAQDs and the conductive layer. Some DLTS measure-

ments on SAQD layers with large distances to the contacts

have been reported,19–28 and the activation energies of the

SAQD states were obtained from the temperature depen-

dence of the capacitance transients.29 This method, however,

has some limiting requirements. Measurements over large

temperature intervals are necessary, and the interpretation of

the data is hampered by the coexistence of thermal emission

and tunneling with a temperature-dependent weight.

Laplace-DLTS (LDLTS), which is based on an inverse

Laplace transformation of capacitance transients, is a com-

plementary technique, which offers some distinct advantages

when compared to more established characterization techni-

ques based on transport spectroscopy.30 It does not require

temperature sweeps, can be used in both the thermal and the

tunneling regime, and has a higher resolution under certain

circumstances, for example, in the study of point defects in

Si.31 Also, since the lifetime of a localized state in the

tunneling regime depends exponentially on the width of the

approximately triangular tunneling barrier, a suitable tunnel-

ing rate window can be selected via the applied bias voltage.

Furthermore, the concept is commensurate with the increas-

ingly important characterization of deep impurity levels in

SAQD samples which are known to, for example, limit the

lifetime of spin qubits and reduce the quantum efficiency.32

Thus, LDLTS is potentially a valuable and complemen-

tary experimental method to characterize samples that con-

tain SAQD layers with large distances from electrodes,

which are inaccessible using conventional CV spectroscopy

based on resonant tunneling, since it is capable of providing

separate information on electron- and hole states (in contrast

to optical methods) at a fixed temperature (in contrast to

DLTS), which also enables a separation and quantification of

thermal and tunneling contributions.

Applications of LDLTS to SAQD layers have been

scarce.31,33 In a pioneering work, Lin et al. have obtaineda)thomas.heinzel@hhu.de
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multi-peaked lifetime distributions, which could not be attrib-

uted to the SAQD states.31 They interpreted this observation

in terms of charge-dependent emission rates which hamper

the extraction of the corresponding energy spectra. Since that

time, LDLTS has essentially no longer been applied to

SAQD samples. However, it appears somewhat strange that

established capacitance-voltage measurements, as well as

DLTS, do give accurate energy spectra of large SAQD

ensembles embedded in quite similar heterostructures.

In this work, we revisit LDLTS on SAQD samples and

show that meaningful data can be obtained by this technique.

The results demonstrate that by LDLTS, the lifetimes and the

binding energies of the states of SAQDs, which are highly

decoupled from their environment in our samples, can be

studied with hitherto unprecedented resolution and accuracy

in the tunneling regime. LDLTS also offers complementary

options in the thermal regime, which are demonstrated by a

discussion of thermally assisted tunneling and by an analysis

of the emission lifetimes in the mixed regime, where tunnel-

ing and thermal emission coexist. The difficulties previously

described were encountered, but they can, at least in our

experimental implementation, be traced back to the numerics

of the inverse Laplace transformation and are avoided by

carefully selecting the regularization parameter.

The outline of the paper is as follows. In Sec. II, the lay-

out of the samples, the experimental setup, and the Laplace

DLTS algorithm are described. The experimental results and

their interpretation are given in Sec. III. The paper closes

with a summary in Sec. IV.

II. EXPERIMENTAL SETUPAND DATA ANALYSIS
METHODS

The semiconductor heterostructures that contain the

SAQDs are grown by molecular beam epitaxy. A GaAs/AlAs

short-period superlattice is grown on a GaAs single crystal

which predominantly smoothens the growth interface, but

also acts as a trap for diffusing and segregating impurities.

After an undoped GaAs spacer layer of 50 nm thickness, a

300 nm layer of highly Si-doped GaAs (doping density

2� 1018 cm�3) is grown, which acts as a back electrode. A

weakly Si-doped GaAs layer (thickness 500 nm, doping den-

sity 2� 1016 cm�3) forms the spacer between the back elec-

trode and the SAQD layer, which is grown by a conventional

Stranski-Krastanov protocol, where InAs SAQDs form on top

of an InAs wetting layer. The SAQDs have a sheet number

density of 1014 m�2, a nearly circular base area of about

30 nm diameter, and a height of approximately 7 nm. Another

weakly doped GaAs layer (thickness 400 nm, doping density

2� 1016 cm�3) finishes the heterostructure. This design

excludes CV spectroscopy based on elastic tunneling and at

the same time corresponds to typical distances between the

SAQD layer and the electrodes encountered in SAQD-based,

optoelectronic devices. The wafer is cleaved into pieces of

�25mm2 size, and optical lithography, in combination with

metallization and annealing steps, is used to define a Cr/Au

top electrode of lateral size 0.3mm� 0.3mm, as well as an

In Ohmic contact to the back electrode. The capacitor struc-

ture to be measured is formed by the top and back electrode,

the latter of which is grounded in all experiments reported

below. A cross-sectional scheme of the sample is shown in

Fig. 1(a).

The experiments are carried out at electron temperatures

between T� 3.3K and 80K in a 3He/4He dilution refrigerator.

All measurements reported below were taken on the same

sample and in the absence of magnetic fields. In Fig. 1(b), a

capacitance-voltage (CV) spectrum of the sample is shown.

An AC voltage (amplitude 10mV, frequency 7.1MHz) is

added to the DC bias voltage VG, which is applied to the top

electrode with respect to the grounded back electrode, and the

out-of-phase signal is detected with a lock-in amplifier. As VG

is increased, a characteristic increase in the capacitance is

observed, showing weakly pronounced peaks that indicate the

population of the s- and p-states of the SAQDs, respectively.

These chemical contributions to the capacitance from SAQD

states are poorly visible when compared to those obtained at

samples which are optimized for CV spectroscopy, i.e., where

the spacer between the back electrode and the SAQD layer is

about one order of magnitude thinner than in our system (see,

e.g., Refs. 12, 14, and 34). We note that in our experiments,

these spectra are independent of the excitation frequency

down to 5Hz. In comparison to conventional structures used

for CV spectra,11,12,14–16 the resonances due to the SAQD

states remain observable at much higher frequencies, which

we attribute to the doping of the spacer layer which flattens

the band at energies close to resonance, thereby decreasing

the effective width of the tunnel barrier.

Figure 1(c) illustrates our concept for the LDLTS mea-

surements. The readout state is defined by a bias voltage Vr,

FIG. 1. (a) Cross sectional schematic view of the sample layout. (b) A con-

ventional CV-spectrum of the sample, recorded at an excitation frequency of

7.1MHz. (c) A set of capacitance transients recorded in the tunneling regime

for different emission voltages. Sketches of the measurement setup and of

the bias pulse sequence are shown in the inset.
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i.e., the emission voltage at which the SAQDs emit the elec-

trons across the approximately triangular barrier into the

conduction band. Vr is chosen well below the voltage

Vs��800mV, see Fig. 1(b), at which resonance between

the s states and the back electrode is established, such that

all SAQD states are well above the Fermi level of the back

electrode. To fill the SAQD levels [process i in Fig. 1(c)], a

positive filling pulse voltage Vf is applied for a sufficiently

long time tf (typically tf 2 [50ms, 500ms]). After the filling

pulse, V returns to Vr, and the electrons leave the SAQDs by

thermionic emission [process ii in Fig. 1(c), which dominates

at higher temperatures], elastic tunneling (process iii, which

is most relevant at low temperatures) or by a combination of

both in the form of activated tunneling. These relaxation pro-

cesses have characteristic time constants which manifest

themselves in the recorded capacitance transient C(t). The
relationship between the relevant charge distributions and

the measured capacitance transients was explained in detail

by Miller et al.35

Our setup is sketched in the inset of Fig. 1(c). The bias

pulses are generated by an arbitrary waveform generator

(PicoScope 5244B digital oscilloscope from Pico Technology),

and the resulting capacitance transients are measured using a

HF2LI lock-in amplifier oscillating at f¼ 10.4MHz and a

HF2TA transimpedance amplifier with Z¼ 1 kX from Zurich

Instruments. A second AC voltage, which is shifted by a phase

of Du¼p with respect to the test voltage, is applied to a

100 pF capacitor, and the resulting current is added to the cur-

rent through the sample. By varying the amplitude of the

shifted excitation voltage, the input of the transimpedance

amplifier can be brought close to zero, which allows for tran-

sient measurements in a more sensitive range. The transients in

the out-of-phase component of the resulting current are sam-

pled with a time resolution of at least Dt¼ 100ls over a vari-
able total recording time tr, using the above-mentioned

PicoScope 5244B. All transients were averaged over several

identical pulses to achieve a decent signal to noise ratio aS/aN.
Figure 1(c) shows typical examples of the resultant averaged

capacitance transients.

We proceed by describing the algorithm for the numeri-

cal inverse Laplace transformation, where, for a given life-

time grid~s, the inverse Laplace transform vector gð~sÞ of the
normalized capacitance transient Cð~tÞ is calculated. It is

well-known that due to the ill-posed character of the inverse

Laplace transform,36 it is unreliable to obtain the results by

determining the least-squares solution of

f ð~gÞ ¼ k~C � A �~gk22; (1)

where A is the transformation kernel matrix given by

A
ij
¼ exp �~ti=~sj

� �
; (2)

and k…k2 denotes the 2-norm of the vector. This problem

can be avoided by applying the Tikhonov regularization,37

which introduces an additional term to the objective function

of the minimization process that inhibits unwanted aspects in

the solution and acts as a damping term. The expression to

be minimized is then given by38

freg ~gð Þ ¼ k~C � A �~gk22 þ ka � D �~gk22; (3)

where D is the forward difference operator with zero bound-

ary conditions acting as the Tikhonov matrix. This operator

inhibits rapid changes in the solution vector and thereby

avoids a Laplace spectrum where noise in the capacitance

transient is overrepresented. Since there is no general crite-

rion for the choice of the Tikhonov matrix for a specific

problem, this operator was chosen based on the work by

Hansen.38 For each inversion, the range of the lifetime grid

is chosen such that the solution is guaranteed to be zero at

the boundaries. This is achieved by selecting the minimum

experimentally meaningful lifetime smin smaller than the

sampling interval Dt. Also, the maximum lifetime smax to be

calculated is chosen such that the exponential decay of the

signal over the recording time is larger than the noise level.

These criteria, thus, lead to the conditions

smin < Dt; (4)

smax >
�tr

ln 1� aN=aSð Þ ; (5)

where aN and aS denote the noise and the signal amplitude,

respectively. Note that contributions of lifetimes outside

[smin, smax] bear no physical meaning and are included solely

for numerical stability.

The regularization parameter a determines the weight of

the regularization term and requires a particularly careful

selection. If a is chosen too small, the obtained lifetime dis-

tribution contains additional, physically meaningless peaks,

which emerge from noise in the original data. Too large val-

ues of a, on the other hand, would blur the real lifetime dis-

tribution. a was chosen by a criterion, which is based on the

accurate knowledge of the signal-to-noise ratio of the mea-

sured transients as described in the supplementary material.

An established implementation39 of the Levenberg-

Marquardt optimization algorithm40,41 was used to carry out

the minimization for 300 different regularization parameters

per transient.

III. RESULTS AND DISCUSSION

We begin with the results of two experiments that have

been designed to determine the plausibility and quality of

our LDLTS data. For a LDLTS study of the electron emis-

sion in the tunneling regime, which is impossible by DLTS,

capacitance transients were measured at a fixed temperature

of 3.3K after a filling pulse of Vf¼þ0.4V height and 0.1tr
duration, while the recording voltage Vr was varied. As will

be shown below, thermal emission is absent at this tempera-

ture, and tunneling is the only accessible emission channel.

The recording time tr was adjusted between 100ms and 10 s

such that the saturation of each transient could be captured.

The pulse sequences were repeated between 104 and 106

times, depending on the recording time, and the measured

capacitance transients were averaged. A subset of three such

transients is depicted in Fig. 1(c).

For each averaged capacitance transient, the inverse

Laplace transformation was calculated as outlined above.
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Examples of the corresponding Laplace spectra are shown in

Fig. 2(a). Thus, two lifetime peaks are observed within the

selected range of emission voltages, which we interpret as the

lifetimes ss1 and ss2 of the two s-states, the degeneracy of

which is lifted by the Coulomb blockade. As will become clear

below, the lifetime sp of the p-states is much shorter and can-

not be resolved under these conditions. The maxima of both

peaks shift towards shorter lifetimes as Vr are decreased.

Korol derived an expression for the emission lifetime ssi
of the Fowler-Nordheim type tunneling from a confined state

with binding energy Esi into the conduction band under the

presence of an electric field F at zero temperature T,42 which
reads

ssiðT ¼ 0;FÞ ¼ 4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m�Esi

p

eF
exp

4

3

ffiffiffiffiffiffiffiffi
2m�

p
E
3=2
si

e�hF

 !
; (6)

where m?¼ 0.067me is the effective electron mass of GaAs

and e represents the elementary charge. Since the electric

field at the quantum dot layer is determined by the applied

bias voltage, the doping densities, and the sample geometry,

this relation allows a translation of the lifetimes into binding

energies. Since, unlike homogeneously distributed defects,

all SAQDs in our sample are located at the same distance

from the back contact, the electric field F at the SAQD layer

could be determined by a one-dimensional Poisson-

Schr€odinger solver43 at a fixed temperature of T¼ 3.3K as a

function of the applied emission voltage.

The emission lifetimes ssi(F) (i¼ 1, 2) were determined

from the positions of the two peaks of the lifetime distribu-

tions. In Fig. 2(b), ssi is plotted vs. the electric field, and the

corresponding fits to Equation (6) are shown (solid lines),

with the binding energies as fit parameters. The 95% confi-

dence interval for each fit is depicted by the dotted lines. The

binding energies Es1¼ (1776 2) meV and Es2¼ (1656 1)

meV are obtained, both with reasonable values and in agree-

ment with literature values, see below. This analysis shows

that LDLTS allows the determination of SAQD binding

energies from capacitance transients in the tunneling regime.

It is noted that the shape and width of the lifetime distri-

bution peaks in Fig. 2(a) are dominated by the analysis algo-

rithm and cannot be interpreted in terms of a distribution of

the SAQD energy levels. However, the full-width at half

maximum represents an upper limit for the band widths DEsi

of Esi. In our case, this estimation is given by DEs1/6meV

and DEs2/12meV.

LDLTS is also a valuable technique for experiments in

the thermal regime. In our samples, thermal emission domi-

nates the lifetimes at temperatures well above 45K (see

below). The validity of LDLTS in this regime is illustrated by

a comparison of LDLTS spectra to those obtained by conven-

tional DLTS, see Fig. 3. An emission voltage of Vr¼�1.25V

was used, the highest value where both s-states could be

observed in a DLTS scan. Also, under these conditions, the

tunneling lifetimes of the SAQD states are sufficiently long,

such that the emission lifetimes change significantly, but

remain in a detectable range as T is varied between 3K and

�82K. The DLTS data were obtained from the capacitance

transients for two rate windows sref¼ 500ls and 20ms using

a standard lock-in weight function described in detail else-

where.44,45 In the LDLTS experiment, the transients were

measured for each temperature and inverted with a constant

lifetime grid to determine g(s). To obtain a LDLTS spectrum

that can be directly compared to a classical DLTS spectrum,

one fixed point of the Laplace inversion was plotted for each

recorded temperature. Hence, the LDLTS spectrum shown in

Fig. 3(a) can be written as S(T)¼ g(s¼ sref, T). As in conven-

tional DLTS, this line will show a maximum at the tempera-

ture where the contribution of that lifetime is the largest. The

same lifetimes sref as for the DLTS plots are chosen.

Figure 3(a) shows a comparison of the results obtained

by the two techniques. One can clearly see the better resolu-

tion of the LDLTS spectrum. The approximately constant

signals for temperatures below T� 40K are due to emissions

dominated by tunneling. The weakly pronounced features

above this background are most likely due to thermal emis-

sion from the p-states, but the signals are not sufficiently

strong for an analysis of the thermal emission from these

states. Therefore, focus is placed on the signals at higher

FIG. 2. (a) Lifetime distributions of the s-states for three representative bias

voltages as obtained from the inverse Laplace transformation of the aver-

aged transients. The traces are shifted along the y-axis for clarity. (b) Plot of
the peak positions vs. the electric field F (symbols), fits to Eq. (6) (solid

lines) and the 95% confidence intervals (dotted lines). The vertical size of

the symbols corresponds to the error bar for the lifetimes.

FIG. 3. (a) Comparison of the DLTS spectra obtained from the classical

DLTS analysis (dashed lines) and the LDLTS spectra (solid lines) for two

different rate windows (s¼ 500ls and 20ms). The traces are shifted along

the y-axis for clarity. (b) Arrhenius plot of the two peak positions as obtained
from both evaluations.
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temperatures, where two peaks are observed which we attri-

bute to the two s-states. These peaks are just barely resolved

in the conventional DLTS measurement but show a much

clearer separation with the LDLTS method. There is no sig-

nificant difference in the peak positions within the experi-

mental accuracy as extracted from the two methods. The

corresponding Arrhenius plots are shown in Fig. 3(b).

Identical slopes clearly show that the results from both anal-

ysis methods lie on the same trap signature line.

In the thermal emission model, ssi is given by the

Richardson equation

ssiðT;F ¼ 0Þ ¼ A � T�2 exp
Esi

kBT

� �
; (7)

where the prefactor A depends on the capture cross section r
via r�1 ¼ 2

ffiffiffi
3

p
ð2pÞ1:5k2Bm?A=h3. The fits of Eq. (7) to the

data result in the values for the binding energies and the cap-

ture cross sections given in Table I.

Clearly, the LDLTS fit results are very similar to those

obtained by DLTS measurements, which demonstrates the

validity of the LDLTS measurement and analysis. Note that

the binding energies as extracted from the temperature

dependent measurements are significantly smaller than those

obtained from the tunneling experiments, and that the cap-

ture cross sections are quite small, in fact much smaller than

the lateral extension of the SAQDs of about 10�15 m2.

However, our values are in rough agreement with those

obtained by earlier DLTS measurements.26 As has been

shown by Vincent et al.,46 the small binding energies origi-

nate from the neglect of thermally assisted tunneling, which

decreases the lifetime and thereby leads to smaller apparent

binding energies in the thermal emission model. Thermally

assisted tunneling can be taken into account via the Vincent

correction factor46

f ðEsi;F; TÞ ¼
ssiðT;F ¼ 0Þ
ssiðT;FÞ

¼ 1þ
ðEsi

0

kBTð Þ�1
exp

E

kBT
� 4

ffiffiffiffiffiffiffiffi
2m�

p
E3=2

3e�hF

 !
dE:

(8)

With this correction, we obtain the binding energies and cap-

ture cross sections as listed in Table II.

Thus, including thermally assisted tunneling in the anal-

ysis gives more realistic values for the binding energies and

the capture cross sections. We attribute the remaining differ-

ences in the binding energies to the assumptions underlying

the Vincent model, namely, that the activated emission rate

at a certain activation energy is given by the tunneling den-

sity of states. In reality, the density of states in the SAQDs

has additional peaks at the energies of the p- and d-states.

Once the applicability of LDLTS to our samples in the

thermal regime has been established, we use this technique

to study the electron emission at a fixed temperature. The

sample was immersed in liquid nitrogen, and capacitance

transients were recorded for different emission voltages at a

constant temperature of T¼ 77K.

Transient measurements were carried out for emission

voltages between Vr¼�1.25V and Vr¼�1.85V where

both s-states are observable in one Laplace spectrum. A sub-

set of these transients is shown in Fig. 4(a) with their corre-

sponding Laplace inversions in the inset. One observes that

the two maxima shift to shorter lifetimes as F is increased.

Figure 4(b) shows the positions of these maxima plotted vs.

F, as obtained from band diagram calculations for T¼ 77K

as described above. An exponential relationship can be

observed for both states.

The decrease in the lifetimes with increasing electric

fields can be explained by the Poole-Frenkel effect47,48 and/

or by thermally activated tunneling.46 Ganichev et al.49 gave
a criterion to distinguish the two emission processes.

However, the electric field range covered in the measure-

ments presented here is small in order to keep the lifetimes

in a manageable interval. Thus, the proposed linear fits of

TABLE I. Parameters of the fit of the data shown in Fig. 3(b) to the

Richardson equation [Eq. (7)].

Expt. technique State Esi (meV) rsi (10
�18 m2)

DLTS s1 119 13.7

s2 94 5.8

LDLTS s1 119 13.1

s2 97 8.0

TABLE II. Fit parameters of the thermal emission data including the

Vincent correction.

Expt. technique State Esi (meV) rsi (10
�16 m2)

DLTS s1 155 2.1

s2 139 4.3

LDLTS s1 155 1.8

s2 142 6.4

FIG. 4. (a) Normalized capacitance transients and the corresponding

Laplace spectra (inset) of the two s-states for different emission voltages in

the thermally activated regime. The spectra are shifted along the y-axis for
clarity. (b) Semilogarithmic plot of the peak positions vs the electric field

(filled symbols) and fits to Eqs. (9) and (7) in Ref. 51 (solid lines) for the s1

and s2-state, respectively (uncorrected). The data points with the Vincent

correction included are shown by the empty symbols with the dashed lines

as guides to the eye.
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ln(1/s) vs. F2 and
ffiffiffi
F

p
give no additional information since

both agree well with the data. To further investigate the ori-

gin of the observed lifetime decrease, we discuss both the

Poole-Frenkel effect and phonon assisted tunneling under

the assumption that they are the sole contributor and then

compare the results with respect to their plausibility. The

Poole-Frenkel effect has originally been calculated by

assuming a one-dimensional Coulomb potential47 and was

later extended to also cover the three-dimensional case50 and

the square-well potential in both dimensionalities.51 We fit-

ted each model to our data and found the best fit for the s1

state to be the 3d-square-well potential, while for the s2 state

the three-dimensional Coulomb potential gave the best

results. The solid lines in Fig. 4(b) are fits of Eqs. (9) and (7)

in Ref. 51 to the s1 and s2-state, respectively. We attribute

this to the Coulomb interaction between the two electrons

inside the quantum dot during the emission from the s2 state.

From the fits against the 3d-square-well model, the height of

the quantum dot layer can be obtained. The resulting values

are hs1¼ 24.6 nm and hs2¼ 21.1 nm.

Since AFM-scans over uncapped SAQDs grown under sim-

ilar conditions yielded quantum dot heights of hSAQD¼ 5nm,

these values are way too large. This is in agreement with ear-

lier experiments, where the SAQD heights, as extracted by

the Poole-Frenkel analysis, exceeded the realistic SAQD

height by about one order of magnitude.25 This discrepancy

can be explained by thermally activated tunneling. We have

applied the Vincent correction to the measured values

ssi(T, F) and the resulting values are shown as open symbols

in Fig. 4(b). They appear as independent of F, which indi-

cates that any remaining field dependence due to the Poole-

Frenkel effect is negligible. If one assumes a 3d-square-well

potential, which gave the best fit results for the s1-state, and

the SAQD-height determined by AFM-scans, the maximum

barrier lowering in the measurements presented here is esti-

mated to DEPF,3d�sq � 2.5meV. From the transparency of

the triangular barrier used in the Vincent model, one can esti-

mate that under the conditions presented in this section

approximately 3% of the electrons are thermally activated in

the energy interval [EC, EC� 2.5meV]. This low fraction

explains the negligible contribution of the Poole-Frenkel

effect in this measurement.

We now turn our attention to a comprehensive study of

the transition from the tunneling regime to the thermal

regime, where activated tunneling is significant.

For the studies of the temperature dependent emission, a

filling pulse with Vf¼þ0.4V and tf¼ 500ms was applied.

An emission voltage of Vr¼�2.70V was used, correspond-

ing to an electric field of F¼ 4.09MV/m at the SAQD layer.

The transient was recorded for a time tr¼ 5 s with a time res-

olution of Dt¼ 100 ls. As the sample was warmed from

T¼ 3.3K to � 80K, 120 individual transients were averaged

for each data point, which were separated by DT � 1.7K.

The inverse Laplace transform of the averaged transients

was calculated for each temperature, which resulted in the

temperature dependent lifetime density function g(s), as

shown in Fig. 5(a). The electron emission from the double

and single occupied s-states can be discriminated for temper-

atures between T¼ 3.3K and T� 70K. The lifetimes of both

states are independent of the temperature up to T� 40K,

indicating that tunneling from the quantum dots into the con-

duction band is the dominant emission process. For higher

temperatures, the lifetimes of both states decrease, with the

s2 state being affected at somewhat lower temperatures than

the s1 state. For temperatures larger than �70K, the life-

times become too short to be detected with the parameters

used.

For the further analysis of the temperature dependence

of the lifetimes, the peak positions of the spectral density

functions were determined by fitting a sum of two Gaussian

functions to the line scans in Fig. 5(a) parallel to the lifetime

axis for all temperatures. The Arrhenius plot of the resulting

pairs ssi(T) (i¼ 1, 2) is shown in Fig. 5(b). Due to the T2 fac-
tor, sT2 increases monotonically in the tunneling regime as T
is increased. The characteristic temperature Tt,si for the tran-
sition from the tunneling regime into the thermal regime can

be defined as the temperature at which sT2 assumes its maxi-

mum. We obtain Tt,s1¼ 43K and Tt,s2¼ 41K for the s1 and

the s2 state, respectively. At temperatures above Tt,si, the
Arrhenius plot shows a linearly decreasing behavior, corre-

sponding to an exponential temperature dependence as

expected for a thermally activated process.

We first analyze these data under the assumption that

emission by tunneling and by purely thermal activation are

independent events. In this case, according to Matthiesen’s

rule, the lifetimes of two emission processes ssi(T¼ 0, F)
and ssi(T, F¼ 0) add up inversely, and the combined lifetime

is obtained via

ssiðT;FÞ�1 ¼ ssiðT ¼ 0;FÞ�1 þ ssiðT;F ¼ 0Þ�1: (9)

Here, ssi(T¼ 0, F) follows Eq. (6) and ssi(T, F¼ 0) is given

by Eq. (7). The results of the corresponding two-parameter

FIG. 5. (a) Color plot of the density function g(s, T) for the two s-states as

obtained from LDLTS. The color code represents the spectral density in

arbitrary units from low (blue) to high (red). The tunneling regime at low T
is characterized by temperature-independent peaks while in the mixed and

thermal regime, the lifetimes shift to smaller values as T is increased. (b)

Arrhenius plot of the peak positions obtained from LDLTS. The solid and

dashed lines are fits to Eqs. (10) and (9), respectively.
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fits (Esi and rsi) for each s-state are shown as dashed lines in

Fig. 5(b). While this simple model describes the temperature-

dependent lifetimes qualitatively, it fails to reproduce it quanti-

tatively, with clearly visible deviations regarding the slope of

the Arrhenius plot at small inverse temperatures, the transition

temperature, and the values for the lifetimes in the tunneling

regime. The fit results are shown in the upper part of Table III.

While the binding energies show good agreement with

those obtained from the analysis of the tunneling data at low

temperatures, the capture cross sections are extremely large

and exceed the lateral SAQD area by two to three orders of

magnitude. Applying the Vincent correction changes the

expression for the measured lifetime to

ssiðT;FÞ�1 ¼ ssiðT ¼ 0;FÞ�1 þ f ðT;FÞ
ssiðT;F ¼ 0Þ : (10)

This not only improves the fits to the measured lifetimes, see

Fig. 5(b), but also, reasonable values for the capture cross

sections are obtained. The wide temperature range over

which the Vincent correction factor gives plausible results

also further supports the attribution of the electric field

dependence of the lifetimes at T¼ 77K to thermally assisted

tunneling, as discussed in the context of Fig. 4.

We end this section with a comparative discussion of the

extracted binding energies. Our values agree with those

reported by others in comparable samples, which vary from

Es1¼ 82meV (Ref. 21) over 131meV (Ref. 25) and 154meV

(Ref. 26) to 160meV,24 with corresponding variations

reported for Es2. In our measurements, the largest value for

Es1, namely Es1¼ 176meV, is found by LDLTS in the

tunneling regime. With this measurement, we can safely

exclude lifetime contributions by thermal emission, while the

value may change by applying a more sophisticated model,

such as the consideration of the true three-dimensional poten-

tial or the inclusion of the wetting layer. The value obtained

from the data in the thermal regime is Es1¼ 119meV, which

increases significantly to 155meV as thermally activated

tunneling is included. Finally, the fits to the T-dependent life-
times transitioning from the tunneling regime into the thermal

regime give values of Es1¼ 170meV. This indicates that

tunneling does contribute significantly to the lifetime in the

thermal regime. If this contribution is neglected in the ther-

mal regime, the additional decay channel is parameterized in

a decrease in the binding energies. Since the Vincent correc-

tion of the thermal emission data is based on the tunneling

density of states, the extracted, corrected binding energy is

still too small, since decay paths via additional states like the

p- and d-states, as well as the states in the wetting layer, are

neglected. An inclusion of these states would require exten-

sive simulations or add further fit parameters. In the analysis

of the temperature-dependent lifetimes presented in Fig. 5,

this deviation is reduced, since the data obtained in the

tunneling regime contribute with a larger weight to the analy-

sis. Therefore, in our opinion, the binding energies from an

analysis of the LDLTS data in the tunneling regime are the

best ones that can be obtained without additional extensive

device modeling. Due to the temperature independent nature

of the emission process in this regime, temperature fluctua-

tions have no effect on the results, which makes it favorable

from a practical point of view as well.

IV. SUMMARYAND CONCLUSIONS

Laplace Deep Level Transient Spectroscopy (LDLTS)

offers possibilities in the study of self-assembled quantum dot

layers embedded in semiconductor heterostructures. In particu-

lar, it enables lifetime measurements at fixed temperatures in

samples where the SAQD layer is too far away for

capacitance-voltage spectroscopy, which is based on elastic

tunneling between the SAQDs and the reservoir. We have

used LDLTS to determine the tunneling lifetime as a function

of the applied electric field at negligibly small temperatures.

These measurements enable an estimation of the relevance of

tunneling contributions in the thermal regime, and we show

that thermally activated tunneling is significant and can be

taken into account to a good approximation by the correspond-

ing correction proposed by Vincent et al. A comparison of this

correction to the Poole-Frenkel effect shows that the reported

over-estimations of the SAQD heights can be explained to a

large extent by thermally activated tunneling, which appears as

an additional decrease in the barrier height and hence as a

larger SAQD height, if it is not included in the analysis. We

have also presented the lifetimes of the two s-states over a

broad range of temperatures, which include the transition from

tunneling dominated to thermally activated emission, where

the second advantage of LDLTS, namely, a higher resolution

as compared to DLTS, is crucial. Furthermore, we have

implicitly used the possibility to adjust the lifetimes to a suit-

able range by selecting the electric field accordingly.

The application of LDLTS is accompanied by some

numerical stepping-stones caused by the ill-posed character

of the inverse Laplace transform. We have shown that these

problems can be solved reliably by a proper choice of the

regularization parameter, which can be cross-checked by a

comparison of the LDLTS data to those obtained by conven-

tional DLTS.

SUPPLEMENTARY MATERIAL

See supplementary material for a detailed description of

the method used to find the optimum value for the regulari-

zation parameter a, which enters via Eq. (3). The effects of

inadequate a values on the Laplace spectra are illustrated.
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Abstract

This supplement exemplifies our method of choosing the regularization parameter α that appears

in eq. (3) of the manuscript as a critical input for the inverse Laplace transform. The choice is

illustrated on a representative capacitance transient, recorded at T = 77K and an emission voltage

of Vr = −1.3V. Its signal to noise ratio of aS/aN = 1689 was achieved by averaging over 230300

identical pulses. The transient consists of N = 49386 data points over a total recording time of

tr = 197ms.
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FIG. 1. (color online) (a) Plot of the root-mean-square of the difference between the measured

capacitance transient and the back-transformed solution of the minimization process vs. the reg-

ularization parameter α. (b) Plot of the spectra obtained from the Laplace inversion using the

regularization parameters as indicated in (a). The vertical lines mark the peak position as obtained

from the result using α = α3. The traces are shifted along the y-axis for clarity. (c) Plot of the

L-curve as described in the text.

Fig. 1(a) shows the root mean square of the difference between the measured capacitance

transient and the back-transformed solution of the minimization process as a function of

the regularization parameter α. For small (large) α, the residual norm saturates at low

2



(high) values. The inset shows the onset of the step of this function in comparison to the

noise to signal ratio of the averaged transient (aN/aS = 1/1689). The two traces intersect

at α3, which is the optimum choice for the regularization. If a smaller value for α is used,

the corresponding spectra are difficult to interpret since the minimization process represents

measurement noise as additional structure in the spectral density function ~g, as shown in

Fig. 1(b) for the spectra with α = α1 and α = α2. If, on the other hand, α is selected

too large, the unnecessarily high damping causes a smearing of the spectral function, as is

demonstrated for α > α3 in Fig. 1(b). In Fig. 1(c), the L-curve as described in Ref. 38 of the

main paper, i.e., the 2-norm of the product of the Tikhonov matrix with the spectral density

solution vector vs. the rms of the difference between the measured capacitance transient

and the back-transformed solution, is plotted. The inset shows a zoom on the transition

region from the vertical to the horizontal branch. The circled data points correspond to the

same values of α as in (a). According to the L-criterion, the best choice of α is the point of

maximum curvature in the transition region. Here, α2 marks the best choice, while α3 would

be considered as too large. This comparison shows that for the scenario considered here, the

first criterion, which is based on an exact knowledge of the (sufficiently high) signal-to noise

ratio, is to be preferred over the criterion based on the L-curve. The additional structure
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FIG. 2. (color online) Laplace spectra for representative choices of α for the same data set as shown

in Fig. 1 but with only half the amount of averaging. The traces are shifted along the y-axis for

clarity.

that appears in the Laplace spectra if α has been chosen too small can become dominant if

the signal-to noise ratio is not sufficiently high. This is illustrated in Fig. 2, where the same

transient as in Fig. 1 is used , but with averaging over only 50% of the traces, such that the

3



signal to noise ratio decreases to aS/aN = 1148. The lowermost trace represents a solution

with effectively no regularization. It can clearly be seen that this solution incorporates

significantly more noise artifacts than the spectrum calculated for α = α1 in figure 1. One

can observe six clearly separated peaks which remain visible as α is increased by several

orders of magnitude. They merge within a relatively narrow interval until only two peaks

are left for the optimal choice of α, according to the above discussion. This example shows

that α needs to be chosen carefully and that this choice becomes more and more critical as

the signal to noise ratio decreases. In our studies, a reliable inverse Laplace transform is

possible for signal to noise ratios above aS/aN ≈ 1000.

∗ thomas.heinzel@hhu.de
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Chapter 5

Capture and emission dynamics far from
equilibrium with the environment

5.1 Context

The well established capacitance-voltage spectroscopy [25] is commonly used to study
the resonances of SAQD states with the Fermi level of a reservoir [5, 25–28, 143]. In
these measurements the dynamics of the SAQD states as a whole can be observed
via the dependence of the measurement signals on the frequency used to measure the
capacitance [4, 5]. A separate measurement of both the capture and the emission
rates has, to the best of my knowledge, not yet been reported using such capacitive
techniques.

Until now, DLTS studies on SAQDs have always been conducted in regimes where it
was reasonable to only consider carrier emission in the analysis and neglect the capture
rate, see e.g. Refs. [36–39].

After establishing LDLTS as a valuable technique for the study of SAQDs the next
goal in this thesis was to explicitly study the dynamics of the SAQDs in parameter
ranges which have been carefully avoided so far. Isothermal LDLTS and DLTS mea-
surements were conducted at T = 77K and bias pulses were applied that cover the
entire experimentally available voltage range for the sample structure under study. The
non-trivial results could be modeled quantitatively with great accuracy and required
the consideration of non-negligible electron capture rates as well as the interplay be-
tween the capture and emission rates in a transition regime. They include the first
direct capacitive measurements of electron capture into self-assembled quantum dots.

A key result of this work is that the measured capture rates as well as the steady state
configuration that could be extrapolated from the data are much larger than expected if
a thermal equilibrium between the SAQDs and their environment is assumed, indicative
of a different electron source that dominates the capture process compared to the back
contact under the studied conditions.

The results have been published in a peer reviewed international journal and are in-
cluded in this thesis as Paper 2.
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The electron transfer dynamics between self-assembled quantum dots and their environment are measured
under nonequilibrium conditions by time-dependent capacitance spectroscopy. The quantum dots are embedded
in a wide spacer, which inhibits elastic tunneling to or from the reservoirs. At certain bias voltages, electron
capture and emission are both significant. A rate equation model is used to determine the corresponding transfer
rates and the average occupation numbers of the dots as a function of the bias voltage.

DOI: 10.1103/PhysRevB.104.035303

I. INTRODUCTION

Self-assembled quantum dots (SAQDs) [1] are not only
studied extensively in fundamental science [2–5], they have
also found their way into applications such as light-emitting
diodes [6] or quantum dot lasers [7]. SAQDs are furthermore
discussed in relation to transport devices, such as ultrasmall
dynamic random access memory cells [8]. For this field, the
dynamical properties of electronic transitions between the
SAQD states and the environment are highly relevant. Many
aspects of such charge transfers have been studied in the past
two decades [9–23].

In standard elastic capacitance-voltage (CV) spectroscopy
[9], resonances indicate the energetic alignment of the SAQD
electron or hole states with the Fermi energy of the reservoir
[9–12]. In this situation, the Fermi-Dirac distributions in the
SAQD layer and in the back gate are identical, and we refer
to this as equilibrium. The concept can also be extended to
the nonequilibrium case [13,24]. In such CV experiments, the
capture and emission times enter via the frequency depen-
dence of the capacitance amplitudes and define an average,
characteristic time constant [13,14]. However, the capture and
emission time constants cannot be determined separately from
such data. Recently, progress has been reported in this respect
due to various experimental techniques. In transconductance
spectroscopy, voltage pulses were used to prepare the charge
state of the SAQDs, after which the capture and emission
times were determined from the conductivity transients in a
nearby two-dimensional electron gas [15,16]. Kurzmann et al.
[17] measured electron escape rates from SAQDs via the
quenching of excitonic transitions. Also, electron tunneling
rates have been determined by the effect of these electrons on
the Auger ionization processes [18].

*Thomas.Heinzel@hhu.de
†Present address: DESY, Notkestrasse 85, 22607 Hamburg, Ger-

many.

These techniques have in common that they rely on an
electron reservoir close to the SAQD layer, i.e., with a distance
of � 30 nm, to allow elastic tunneling, or that spacer layers of
larger thickness are sufficiently doped to enable a predomi-
nantly flat band between the reservoir and the SAQDs close to
resonance [11]. Therefore, they are unsuitable to study capture
rates of SAQDs embedded in large, weakly doped spacers to
the reservoirs, as is common in optical applications such as
light-emitting diodes [6], laser structures [7], single photon
sources [2], or solar cells [25]. Recently, such highly isolated
SAQDs were studied in relation to ultralong spin qubit life-
times [26]. Some further experiments based on optical studies
of electron filling processes in SAQDs [19–21] as well as
indirect measurements studying the influence of the electron
capture dynamics on the subsequent photon emission [22,23]
have been carried out. Previous studies based on deep-level
transient spectroscopy (DLTS) [27] have shown a significant
influence of the electron capture dynamics on subsequent
electron emission [28–31]. In these situations, the sample is
out of equilibrium, but a local equilibrium can be reached after
the transients have decayed. Hitherto, an all-electrical mea-
surement scheme suited to directly study both the capture and
emission transients of SAQD layers with large distances to the
reservoirs and/or out of equilibrium has not been reported yet.

Here, we show that such a scheme can be implemented
based on established DLTS measurement techniques by mea-
suring both capture and emission transients. For this proof of
principle, an SAQD layer is embedded into an insulating layer
providing distances of ≈500 nm from the electron reservoirs.
In a significant bias voltage interval, capture and emission oc-
curs simultaneously, resulting in nontrivial capacitance tran-
sients. We analyze them with a rate equation model to obtain
the voltage-dependent capture and emission rates as well as
the steady-state occupation probability of the dots. In Sec. II,
the sample design and the experimental setup are described.
The experimental results are reported in Sec. III. The measure-
ments are interpreted within a rate equation model in Sec. IV.
The paper concludes with a summary and an outlook (Sec. V).

2469-9950/2021/104(3)/035303(7) 035303-1 ©2021 American Physical Society
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FIG. 1. (a) Cross-sectional schematic view of the sample layout.
The SAQD layer is indicated by the red triangles. (b) Schematic
band diagram for the case of a negative voltage applied to the top
gate with respect to the grounded embedded electrode, including
our conventions for the quantities of relevance. (c) Scheme of the
measurement setup. (d) Illustration of the bias voltage pulses and
transient capacitive response.

II. SAMPLE CHARACTERIZATION AND EXPERIMENTAL
TECHNIQUES

In the structures under study, the SAQDs reside in a plane
inside a semiconductor heterostructure grown by molecular
beam epitaxy. On top of a GaAs single crystal, a GaAs/AlAs
short-period superlattice is grown that decreases the surface
roughness and acts as a protective barrier for impurities that
may segregate from the substrate toward the SAQD layer; see
Fig. 1(a). An embedded electrode is formed by a 300 nm
layer of highly Si-doped GaAs with a doping density of
nD,2 = 2 × 1018 cm−3. A weakly Si-doped GaAs spacer layer
(doping density nD,1 = 2 × 1016 cm−3) establishes a large
distance between this electrode and the SAQD layer, which
is grown in the Stranski-Krastanov mode. The layer contains
InAs SAQDs with a sheet density of 1011 cm−2 and is sur-
rounded by in total 26 nm of undoped GaAs. The SAQDs have
a nearly circular base of ≈30 nm diameter, and a height of
approximately 7 nm. A weakly doped GaAs layer (thickness
400 nm, doping density nD,1 = 2 × 1016 cm−3) covers the
SAQDs and forms the surface of the heterostructure.

The wafer is cut into pieces with an area of 5 mm × 5 mm.
Optical lithography and subsequent metallization are applied
to define a Cr/Au top electrode of lateral size 0.3 mm ×
0.3 mm, and, via a subsequent alloy step, an indium Ohmic
contact to the back electrode. In terms of DLTS, the overall
structure can be regarded as a Schottky diode, with the SAQD
layer representing an ensemble of defect states. This structure
is the same as that used in Ref. [32].

The sample is inserted into a liquid nitrogen dewar. At
a temperature of T = 77 K, negative DC bias voltages are
applied to the top gate with respect to the back contact, which
is kept at the virtual ground of an HF2TA transimpedance

amplifier (Z = 1 k�) from Zurich Instruments. The voltage
pulses are generated using a Keithley Model 3390 arbitrary
waveform generator (AWG) with a transition time of 100 ns.

The potential energy of the electrons increases as one ap-
proaches the top gate from the back contact; see Fig. 1(b)
for a sketch of the potential landscape, where also the label-
ing conventions of the energies and distances with relevance
for the following discussions are introduced. The electronic
ground-state energy of the SAQDs is denoted by EQD, while
the corresponding binding energy Es is the energy difference
EC (xQD) − EQD, with xQD = 413 nm being the distance of the
SAQD layer from the sample surface. EF denotes the Fermi
energy for electrons in the back contact. For the measurements
of capacitance transients, an AC voltage of 20 mV amplitude
and a frequency of 28.9 MHz is superimposed to the DC
bias voltages, and the out-of-phase signal of the resulting
current is measured as a function of time (corresponding to
transient capacitance) using an HF2LI lock-in amplifier from
Zurich Instruments and sampled using a PicoScope 5444B
digital oscilloscope from Pico Technology. All transients were
sampled with a time resolution of at least �t = 10 μs over
a variable recording time. This measurement configuration is
illustrated in Fig. 1(c). By applying different bias voltages to
the gate [Fig. 1(d)], the energies of the electronic states in the
SAQDs can be tuned, and the system reacts by electron cap-
ture or emission, respectively, the time dependence of which
can be monitored by capacitance transients. A certain initial
condition is established by applying a preparation voltage Vp

for a time tp. Afterwards, a measurement voltageVm is applied
for a time tm during which the capacitance transient C(t ) is
recorded.

III. EXPERIMENTAL RESULTS

We first look at the electron filling dynamics as a function
of Vm by Laplace-DLTS (LDLTS) [33].

The capture transients are measured after applying a prepa-
ration voltage Vp = −2.0 V for tp = 50 ms to ensure that the
emission processes have decayed well below the detection
threshold [32]. Hence, the SAQDs can be expected to be
empty to a good approximation. For each Vm, the capacitance
transients are averaged over 3 × 105 individual traces in or-
der to obtain a signal-to-noise level >1000 as required for a
numerically stable inverse Laplace transform.

In Fig. 2(a), typical averaged capacitance transients ob-
served for the electron capture are reproduced. Already in
the raw data, a strong dependence of the characteristic decay
time τ on Vm is observed. As Vm is increased, τ decreases.
In previous isothermal measurements of the emission rates
as a function of the bias voltage [32], we observed very
good agreement with the Vincent theory of thermally assisted
tunneling [34], where the voltage dependence enters via the
transparency of an approximately triangular barrier. Thus, as
a first assumption, it appears plausible to apply this theory to
the voltage dependence of the capture rate as well. According
to the Fowler-Nordheim picture [35], the transparency η of
this tunnel barrier is given by

η = exp

(
−4

3

√
2m∗E3/2

s

qh̄F

)
, (1)
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FIG. 2. Absolute value of the capacitance transients for three
different measurement voltages Vm after depletion of the SAQDs
by a preparation voltage of Vp = −2.0 V (a) and the corresponding
Laplace spectra, with normalized amplitudes (b).

where F is the electric field and m∗ is the effective electron
mass. Since band-structure calculations show an approxi-
mately linear relationship between Vm and F [36], and an
increase in η leads to an increased charge-transfer rate, one
expects an increasing time constant as Vm is increased, in
striking contrast to the observations. We note that this ansatz
does not imply that the captured electrons originate from the
back electrode; see below.

This indicates that for the capture dynamics in our system,
elastic tunneling across the barrier between the SAQDs and
the conduction band is of marginal relevance. Rather, since an
increase of Vm decreases EQD − EF , this observation suggests
that the capture of electrons has a thermally activated charac-
ter.

The most obvious assumption is thermal activation across
the energy barrier Ea = EC (xQD) − EF between the back con-
tact and the quantum dots; see Fig. 1(b). An equilibrium
model for this process, however, leads to a contradiction
with the measurements. To see this, we have calculated the
band structure for the applied bias voltage to obtain EC (x,V )
and the local electron density ne(x,V ) at 77 K, using a
one-dimensional Poisson-Schrödinger solver [37] and GNU-
Octave [38]. In detail, the SAQD layer is not included in the
simulation but rather is included by hand afterwards. This is
possible since the energies of the SAQD states with respect to
the GaAs band edge are well known from many experiments
(see, e.g., Refs. [22,39]), and in particular also for our present
system from capacitance transients for the emission process
reported earlier [32]. The sample structure was simulated
as given in Fig. 1(a) with a built-in potential of 0.63 V as
obtained from a conventional C−2(V ) analysis [36]. If we
assume a Fermi-Dirac distribution of the electrons in the back
contact, the occupation probability for electrons at the energy
levels of the SAQDs is merely 10−26 at Vm = −1 V, where
a strong charging signal can be observed. Furthermore, inte-
grating the calculated local electron density over an interval of
±100 nm around the SAQD layer and multiplying it with the
gate area yields an average number of only 10−12 electrons
available per dot. Thus, electron capture of electrons from
the back contact within an equilibrium picture can safely be

excluded for the pulse voltages used here. This is also in
tune with our observation of a significant DC current flow
between the top electrode and the back gate under the bias
voltages used here [36]. In the following, we therefore do not
assume an equilibrium distribution for the electrons between
the SAQDs and the back gate [24], although it is not generally
excluded and may be possible for specific bias voltages. In-
stead, we describe the transfer process empirically in terms
of capture and emission rates without any reference to the
conduction band profile.

The inverse Laplace transforms of the transients give the
corresponding lifetime distributions; see Fig. 2(b). Each tran-
sient is dominated by a single time constant, in contrast to
previous measurements of electron emission on the same
sample, where separate time constants from the single- and
two-electron state could be observed [32]. It should be empha-
sized that the peak shape originates from the regularization
method necessary to stabilize the numerical Laplace inver-
sion, and it cannot be interpreted in terms of physical sample
properties.

The amplitudes of the transients drop rapidly as Vm is
decreased below −1.0 V, i.e., a decrease by an order of mag-
nitude is found as Vm is decreased from −1.03 to −1.18 V.
This strong suppression puts a lower limit to the accessible
range of Vm where capture can be observed.

To study the voltage dependence of the charge-transfer
dynamics, we have performed lock-in DLTS [40] measure-
ments at T = 77 K using a square-wave voltage pulse with
tp = tm = 94.9 ms, and a transition time of tp↔m = 100 ns,
as sketched in Fig. 1(d). The voltages Vp and Vm cover all
combinations within [−3.0 V, 0 V] with a step size of �V =
40 mV. After applying Vp for tp, the transient is measured at
Vm applied for the time interval tm with a time resolution of
�t = 10 μs. Prior to the start of each averaging process, we
wait for a settling time of 3 s in order to let the system adjust to
the new parameters. After measuring 500 identical transients
per combination of Vp and Vm, the lock-in signal S(Vp,Vm) is
calculated [40] from the average of these transients, where

S(Vp,Vm) =
Nt/2∑
i=1

C(ti,Vp,Vm) −
Nt∑

i=Nt /2+1

C(ti,Vp,Vm), (2)

with the total number of data points Nt in the transient. No
gate-off period has been used, since ringing/overshooting of
our setup was negligible for the parameter ranges in use. The
lock-in method is used here since it is impossible to acquire
the required large amount of data by LDLTS in a reasonable
time. The results are shown in Fig. 3(a). A positive signal
(orange to dark red) corresponds to an increase in charge
stored at the SAQD layer, while a negative one (dark blue
to yellow) indicates a decrease. A vanishing signal represents
either no charge transfer or a transfer that is too fast or too
slow to cause a significant change during tm.

Two prominent features can be observed. For Vp � −1 V
and Vm ∈ [−1.2,−1.0] V the positive signal shows that elec-
tron capture dominates, at a rate within the rate window
of the lock-in function. Likewise, for Vp � −1 V and Vm ∈
[−2.0,−1.0] V the signal is negative, indicative of pre-
dominant electron emission. While both of these features
depend strongly on Vm, there is almost no dependence on the
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FIG. 3. Color plot of the measured (a) and calculated (b) lock-in
signal S(Vp,Vm ) in arbitrary units as a function of Vp and Vm. The
same color map applies to both subfigures. The black dots in (a) mark
the points where the three capture transients shown in Fig. 2 (with
the corresponding symbols) were taken. The numbers in (b) denote
different charge-transfer regimes as explained in the text.

preparation voltage outside of the transition interval, given
by Vp ≈ (−1.0 ± 0.2) V. As we will show in more detail
below, the capture and emission rates are comparable in this
interval, and the average occupation probability of the relevant
SAQD states varies around 50%. Kapteyn et al. [29] studied
the dependence of the emission DLTS signal amplitude both
as a function of Vp for a fixed Vm and as a function of Vm for a
fixedVp. Their approach is equivalent to lineouts of the region
Vp > Vm of our Fig. 3, since in the work of Kapteyn et al.
only the electron emission was measured. Qualitatively, their
data match our findings very well. Here, we study the capture
dynamics over a wide parameter range, leading to information
from both the dynamics and magnitudes of the filling process,
as well as from its interplay with the subsequent emission.

IV. RATE EQUATION MODEL AND INTERPRETATION

Since we study the SAQD system in a nonequilibrium
state, an interpretation of the data based on a self-consistent
solution of the Poisson-Schrödinger equation [37], which cor-
responds to a band structure in equilibrium, is inadequate
here, while a calculation of the nonequilibrium band structure
is beyond our scope. Rather, we proceed by interpreting the
experiments in terms of a rate equation model. This approach
does not depend on geometric properties or the material com-
positions of the SAQDs. The emission rates from the one-
and two-electron state can be measured separately by LDLTS
[32]. On the other hand, the capture dynamics reported above
show only one time constant. We thus model our system
by assuming that an SAQD can be charged with up to two
electrons. Capture occurs with a voltage-dependent rate c(V )
that is independent of the charge state of the dot. We assume
two separate rates r10(V ) and r21(V ) for emission from the
one- and the two-electron state, respectively, and a capture
rate independent of the charging state. Further studies at lower
temperatures may be able to resolve the state-dependence of

FIG. 4. (a) Illustration of the rate equation model, Eqs. (3)–(5).
Red triangles denote SAQDs and the full red circles show electrons
therein, while the transfer rates are symbolized by arrows. (b) Mea-
sured transfer rates in comparison to the rate equation model. The
symbols denote isothermal rate constant measurements of the two
emission paths [32] and of the capture process, respectively. The
solid lines show the transfer rates according to Eqs. (8)–(10), using
the results of the fit described in the text. The dashed lines represent
the rate constants according to Eq. (7).

the capture rate, an experiment that is beyond our scope here.
The electron transfer dynamics can be described by the set of
differential equations for the time evolution of the density of
SAQDs that have either captured zero, one, or two electrons:

ṅ0 = −cn0 + r10n1, (3)

ṅ1 = −cn1 + r21n2 + cn0 − r10n1, (4)

ṅ2 = +cn1 − r21n2. (5)

Here, a dotted symbol denotes the time derivative of the quan-
tity. The relations of the quantities in this model are illustrated
in Fig. 4(a). From its solution, the total charge density in the
SAQD layer n(t ) can be derived, which is proportional to the
measured capacitance transients,

C(t ) ∝ n(t ) = n1(t ) + 2n2(t ). (6)

Equations (3)–(5) were solved analytically using the
SymPy library [41], and the solutions are given in the supple-
mental material [36]. By analyzing the resulting expression
for C(t ) [Eq. (6)], it can be shown that it is a superposition of
two exponential decays with two observable charge-transfer
rates r± given by

r± = 1
2

(
2c + r10 + r21 ±

√
4cr10 + r2

10 − 2r21r10 + r2
21

)
.

(7)

This analytical solution is well-known from the study of
multistep reaction kinetics in chemistry where this set of
differential equations describes the time-dependent concentra-
tion of the substances involved [42]. Here, we use this solution
for a wide variety of initial conditions, as opposed to its use
in chemistry, where the equations are often simplified due to
a specific initial condition.
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TABLE I. Fit parameters used to calculate the results shown in
Figs. 3(b) and 4(b).

m10 (V−1) n10 m21 (V−1) n21 mc (V−1) nc

−1.67 3.51 −1.41 6.94 21.02 28.21

Based on previous measurements of an exponential voltage
dependence of the emission rates [32], we model the rates as
follows:

r10(V ) = exp (m10V + n10) s−1, (8)

r21(V ) = exp (m21V + n21) s−1, (9)

c(V ) = exp (mcV + nc) s−1. (10)

The constants introduced here—mi j , ni j , mc, and nc—are to
be determined by a fit to the measured data. For the emission
rates, the mi j correspond to the slope of the approximated
Vincent correction factor [43], whereas the ni j represents the
logarithm of the pure thermal emission rates without any
residual voltage dependence. Due to the lack of equivalent
theories for the capture process that we are aware of, the
interpretation of the respective fit parameters remains to be
discussed. To calculate the capacitance transients for any com-
bination of Vp and Vm, we need to insert into Eqs. (8)–(10) the
exact time dependence of the bias transition between Vp and
Vm and assume plausible initial conditions for ni(t = 0).

The time constants of the transients vary greatly as a func-
tion of the bias voltage and can assume quite high values.
To reach the steady state as the initial condition for each
measurement would require an adaptation of tp for each Vp

and take an a priori unknown amount of time. Fortunately, the
model does not require a steady state as the initial condition,
which greatly simplifies the measurement process. We assume
that after tp, a steady state has not necessarily been reached,
and we take into account the exact time evolution of the prepa-
ration transients as a function ofVp. This evolution depends in
turn on the time evolution of the previous measurement. This
is taken into account by solving Eqs. (3)–(5) for an arbitrary
initial condition, for example n0(t = 0) = 1 and n1(t = 0) =
n2(t = 0) = 0, over five subsequent pulse cycles. We observe
that after already three cycles, the signal is independent of
the selected initial condition. Therefore, we accept the final
transient for Vm as the solution.

To obtain the unknown parameters in Eqs. (8)–(10), we
fit our model to the measurements shown in Fig. 3(a). Fig-
ure 3(b) shows the lock-in signal obtained from the calculated
transients using the same time resolution as in the measure-
ment. In addition to the parameters in Eqs. (8)–(10), a scaling
factor was fitted to account for the unknown proportionality in
Eq. (6). The artifacts forVm < −2.5 V are due to limited float-
ing point accuracy while calculating Eqs. (8) and (9), and they
were excluded from the fit. The relevant fitting parameters are
given in Table I.

We note that the values for m10 and m21 agree well with
the voltage dependence of the Vincent correction factor used
in previous discussions of the isothermal emission rates from
the s-states in Ref. [32]: The correction factor [36] shows a
voltage dependence that can be approximated to a very good

degree by Eqs. (8) and (9). For both s-states, such an approx-
imation for Vm < −1.0 V, under which the emission features
were observed, yields a slope of m = −1.59 V−1, i.e., the
Vincent correction factor depends only weakly on the binding
energy. We attribute the remaining, charge-state-dependent
variations of our empirical model to the larger bias voltage
range studied here, and possibly to additional interactions
not accounted for in the Vincent theory. Additionally, the
voltage-independent emission rates given by exp(ni j ) closely
match those obtained after applying the Vincent correction;
see Fig. 4(b) in Ref. [32]. The capture constants mc and nc,
finally, parametrize the voltage dependence of the capture
rate, the physical interpretation of which is, to the best of our
knowledge, unclear due to a lack of established theories.

Good agreement between the measurement and the model
is observed. Figure 4(b) shows the resulting voltage depen-
dence of the rates [Eqs. (8)–(10)] as solid lines. The symbols
represent LDLTS measurements of the emission rates [32]
and the capture rates shown in Sec. III, respectively, while
the dashed lines show the charge-transfer rates according to
Eq. (7). In the voltage interval where the emission rates could
be measured by LDLTS, the observable charge-transfer rates
are identical to the respective emission rates, indicating that
here, electron capture is negligible. On the other hand, the
LDLTS capture measurements reported above have been car-
ried out at voltages where the charge-transfer rates have not
yet converged to c(V ). Rather, they are influenced by compet-
ing emission processes in a non-negligible way. It should be
noted, therefore, that great care is required when transients
measured in such a regime are related to a band-structure
profile. From the smallest observable charge-transfer rate of
r− ≈ 2.5 × 102 s−1 at V ≈ −1.2 V we can calculate that one
has to wait at this bias voltage for at least 19 ms until the
corresponding transients have decayed by 99%. This corre-
sponds to the worst case of the time required for a saturated
charging pulse. Even though in our measurement this time
was exceeded for all measurements, a saturated pulse did not
generally lead to an equilibrium distribution. After a decayed
transient, the SAQDs are merely in a steady-state configura-
tion that appears to be independent of the charge distribution
in the rest of the sample.

We proceed by extracting this steady-state configuration of
the SAQDs as a function of the bias voltage, characterized
by their average occupancy with electrons. This configuration
corresponds to the solution of Eqs. (3)–(6) in the limit t → ∞.
The results are shown in Fig. 5.

For V � −1.2 V, the dots are empty in the stationary state,
while they are occupied with two electrons for V � −0.85 V.
In the transition region in Figs. 3 and 4(b), the occupancy
changes from 0 to 2 as V is increased, with a maximum
for n1 at V = −1.025 V. This is in tune with the observed
strong decrease of the transient amplitude as the bias voltage
decreases below −1.1 V (see Fig. 2). Furthermore, it confirms
assumptions made previously, namely that the dots can be
prepared in an empty state at Vp � −1.4 V and in a filled
state at Vp � −0.5 V. Moreover, a physical interpretation of
the different areas observed in Fig. 3 is now straightforward:
In Region 1, the SAQDs get emptied during Vp and capture
electrons at a fast rate above the resolution threshold during
Vm. In Region 2, the capture rate falls inside the measurable
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FIG. 5. Steady-state occupancy of the zero-, one-, and two-
electron configurations ni(V ) and the average number of electrons
per dot n(V ).

window, while in Region 4, electron capture is negligible
during tm, i.e., the SAQDs are essentially empty. We note that
only in this region is the observed electron occupation of the
dots in equilibrium with the back contact. In Region 3, on the
other hand, the SAQDs are filled with (at least) two electrons
during Vp and remain charged during Vm. As Vm decreases,
one enters into Region 5, where electron emission can be
observed down to voltages of approximately −2 V. At even
lower voltages, the emission becomes too fast to be monitored
with our setup.

V. SUMMARY AND OUTLOOK

The reported experiments demonstrate that it is possible to
determine the electron capture and emission rates of SAQDs
by transient capacitance spectroscopy far from equilibrium

and without knowledge regarding the band-structure profile
under these conditions. A system of coupled rate equations
enables the extraction of the rate constants for electron capture
and emission from the observed transients, which are influ-
enced by both processes in the intermediate regime, where
capture and emission occur simultaneously. Furthermore, by
this analysis, the average occupation number of the dots with
electrons as well as the voltage ranges for exclusively filling or
emptying the dot states are obtained. Moreover, the concepts
developed here are conceptually applicable to a variety of
SAQD material systems as well as to hole states, in partic-
ular for samples where the SAQD layer is far away from
electron reservoirs, like in laser structures or light-emitting
diodes. Further studies on the present system may comprise
isothermal measurements at various temperatures in order to
determine the temperature dependence of the transfer rates, as
well as possible influences of defects in the environment of
the SAQD layer [44]. Advances regarding the sample inho-
mogeneity or by faster electronics, as well as measurements
at lower temperatures, may enable the determination of state-
dependent capture and emission rates. A better understanding
of the transfer processes may be possible with the help of
self-consistent simulations of the band structure out of equi-
librium.
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Abstract

This supplement gives the analytical solution to the system of differential equations used in the

discussion of the measured data alongside the Python-code used to calculate it, the calculated

relationship between the applied bias voltage and the electric field at the quantum dot layer as well

as the calculated relationship between the applied bias voltage and the Vincent correction factor for

both s-states. Furthermore the measured current-voltage and capacitance-voltage characteristics

are given.
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I. SYMPY-CODE

The SymPy code to solve the system of differential equations is listed below.

The SymPy version used is 1.5.1-lp152.1.2.

The Python interpreter version used is 3.6.12-lp152.4.14.1.

The source code is also given in the file saqd.py.

1 from sympy import *

2

3 init_printing ()

4

5 #Define symbols and functions:

6 t = Symbol(’t’, real=True , positive=True)

7

8 n_2 = Function(’n_2’)(t)

9 n_1 = Function(’n_1’)(t)

10 n_0 = Function(’n_0’)(t)

11

12 r21 = Symbol(’r21’, real=True , positive=True)

13 r10 = Symbol(’r10’, real=True , positive=True)

14 c = Symbol(’c’, real=True , positive=True)

15

16 #Define initial conditions:

17 N00 = Symbol(’N00’, real=True , positive=True)

18 N10 = Symbol(’N10’, real=True , positive=True)

19 N20 = Symbol(’N20’, real=True , positive=True)

20

21 #Define system of differential equations

22 eq0 = Eq(n_0.diff(), r10*n_1 - c*n_0)

23 eq1 = Eq(n_1.diff(), - r10*n_1 + c*n_0 + r21*n_2 - c*n_1)

24 eq2 = Eq(n_2.diff(), - r21*n_2 + c*n_1)

25

2



26 eq = (eq0 , eq1 , eq2)

27

28 #Solve the system:

29 result = dsolve(eq , ics={ sympify(’n_0 (0)’):N00 ,sympify(’n_1 (0)’):N10 ,

sympify(’n_2 (0)’):N20})

30

31 #Print Python code:

32 print("Results:")

33 print("n0:")

34 print(( result [0]. rhs))

35 print("n1:")

36 print(( result [1]. rhs))

37 print("n2:")

38 print(( result [2]. rhs))

39

40 print("\n")

41

42 #Print Latex code:

43 print(latex(result [0], long_frac_ratio =2))

44 print("\n")

45 print(latex(result [1], long_frac_ratio =2))

46 print("\n")

47 print(latex(result [2], long_frac_ratio =2))

This script prints the solution as Python-code and LATEX-code to the standard output.

This output is given in the file stdout.txt.
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II. SOLUTION

The analytical solutions for n0(t), n1(t) and n2(t) are given below for the initial conditions

n0(0) = N00, n1(0) = N10 and n2(0) = N20.

n0 (t) =
r10r21 (N00 + N10 + N20)

c2 + cr21 + r10r21
+

e
t
(
−c− r10

2
− r21

2
+ 1

2

√
4cr10+r210−2r10r21+r221

)

4c (c2 + cr21 + r10r21)
√

4cr10 + r210 − 2r10r21 + r221

(
r10

− r21 −
√

4cr10 + r210 − 2r10r21 + r221

)(
−2N00c

3 −N00c
2r10 −N00c

2r21

−N00c
2
√

4cr10 + r210 − 2r10r21 + r221 −N10c
2r10 + N10c

2r21

−N10c
2
√

4cr10 + r210 − 2r10r21 + r221 + 2N10cr10r21 + 3N20cr10r21 −N20cr
2
21

+ N20cr21

√
4cr10 + r210 − 2r10r21 + r221 + N20r

2
10r21 −N20r10r

2
21

+ N20r10r21

√
4cr10 + r210 − 2r10r21 + r221

)

+
e
t
(
−c− r10

2
− r21

2
− 1

2
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4cr10+r210−2r10r21+r221

)

4c (c2 + cr21 + r10r21)
√

4cr10 + r210 − 2r10r21 + r221

(
r10 − r21

+
√

4cr10 + r210 − 2r10r21 + r221

)(
2N00c

3 + N00c
2r10 + N00c

2r21

−N00c
2
√

4cr10 + r210 − 2r10r21 + r221 + N10c
2r10 −N10c

2r21

−N10c
2
√

4cr10 + r210 − 2r10r21 + r221 − 2N10cr10r21 − 3N20cr10r21 + N20cr
2
21

+ N20cr21

√
4cr10 + r210 − 2r10r21 + r221 −N20r

2
10r21 + N20r10r

2
21

+ N20r10r21

√
4cr10 + r210 − 2r10r21 + r221
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(1)
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n1 (t) =
cr21 (N00 + N10 + N20)
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+
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n2 (t) =
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III. ELECTRIC FIELD
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FIG. 1. Calculated relationship between the applied bias voltage and the electric field strength at

the SAQD layer at T = 77 K.
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IV. VINCENT CORRECTION
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FIG. 2. Calculated relationship between the applied bias voltage and the natural logarithm of the

Vincent correction factor expected for the SAQD s-states at T = 77 K. A linear approximation for

V < −1.0 V where measurement signals could be observed shows excellent agreement.

V. IV CHARACTERISTICS
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FIG. 3. Plot of the DC current-voltage characteristics at T = 77 K.
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VI. CV-ANALYSIS
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FIG. 4. Plot of the squared inverse sample capacitance as a function of the applied bias voltage

at T = 77 K. A linear fit over the region V < −1.3 V where the SAQDs are empty yields a barrier

height of Vbi = 0.63 V.
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Chapter 6

CV-Hysteresis at low temperatures

6.1 Context

Hysteretic behavior of SAQDs as a function of the applied bias voltage is well known
[55,56,60,62,65,144,145] and has been observed via capacitive measurement techniques
[55–58]. In SAQDs embedded into a Schottky structure a hysteretic CV can be related
to a difference in the amount of charge that is stored inside the SAQD layer between
the up- and down-sweeps [86].

The amount of charge stored inside the dots depends on the charging and discharging
dynamics as a function of the bias voltage. After these dynamics were measured and
the resulting charge distributions modeled at T = 77K the next goal of this thesis
was to adapt this approach to lower temperatures and use its results to predict the
hysteretic capacitance voltage relationship that can be observed at low temperatures.
The increased resolution due to the larger time constants at lower temperatures and the
more pronounced bias voltage dependence that is no longer overshadowed by thermal
emission allowed for significantly more insight than the measurements at T = 77K. It
was possible to clearly resolve the emission from the s-, p- and d-state of the SAQDs
and, for the first time in these structures, observe charge state dependent capture rates.
The model used to describe the dynamics thus had to be extended and was subsequently
only solvable numerically. Exemplary the dynamics at T = 7K have been modeled and
as one key result it could be shown that the capture rates get smaller the more charge
is stored inside the dots.

From the model the hysteretic capacitance voltage relationship could indeed be pre-
dicted in good agreement with the measurement. A continuous time [146] Markov
chain [147] model can predict the time dependence of the system at experimentally
inaccessible time scales.

The results have been published in a peer reviewed international journal and are in-
cluded in this thesis as Paper 3.
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Capacitance-voltage measurements on self-assembled quantum dot layers exposed to strong electric fields and
with large distances to the reservoirs show a marked hysteretic behavior. It is shown that at low temperatures
this hysteresis can be explained quantitatively in terms of state-dependent capture and emission rates that are
obtained by a rate equation model, applied to the measured capacitance transients. The occupation dynamics and
the steady-state configuration can be extracted from these data via a Markov chain model.
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I. INTRODUCTION

Self-assembled quantum dots (SAQDs) are quasi-zero-
dimensional semiconductor islands embedded in a crystalline
semiconductor host [1,2]. Due to the electronic band offsets,
they are capable of capturing, storing, and re-emitting elec-
trons or holes, respectively. SAQDs have been of great scien-
tific interest over the past three decades due to their versatility
for fundamental research [3–6] as well as because of their
application potential [7]. SAQDs are used routinely in semi-
conductor optoelectronics, in particular in quantum dot lasers
[8,9], single photon sources [10], and light-emitting diodes
[11]. Regarding all-electronic applications like memory cells
[12–14] or memristors [15], it is well known that the charg-
ing/discharging dynamics of SAQDs can generate hysteretic
behavior as a function of a bias voltage [16–22], detectable,
for example, in the capacitance of the structure [21–24]
or in the conductance of a nearby conductive channel, on
which the SAQDs act as a floating gate [14,18–20,22,25–29].
Charging/discharging times of 600 ps have been reported [30],
while the storage time depended strongly on the temperature
and can reach values of 104 s at a temperature of 180 K
[13]. The markedness of the hysteresis depends, in general,
on the modifications of the potential landscape accompanied
by the electron transfer [28,31]. For several experiments,
these modifications were described qualitatively and with
high plausibility [18,19,21–24]. However, to understand these
hysteretic effects in more detail, a quantitative description
is desirable. In particular, it is important to be able to de-
termine the capture and emission rates of the SAQD states
as a function of the external parameters. Such information
can be useful not only to explain certain phenomena in more
detail, like the inversion of the hysteresis orientation above

*thomas.heinzel@hhu.de
†Present address: DESY, Notkestrasse 85, 22607 Hamburg,

Germany.

a threshold bias [32] or nontrivial shapes of hysteresis loops
[20], but also to improve characteristic values, for example,
the limits for ultrafast charging of SAQDs [33], relevant for
single-photon sources.

Here, we present an experimental concept which al-
lows the determination of the bias voltage-dependent (and
temperature-dependent) capture and emission rates of the
SAQD states that take part in the hysteresis. The SAQDs
are in states far from equilibrium with the environment due
to the strong electric field and large distances to reservoirs
prevent corresponding elastic electron transfers. Such a layout
is typical for memory devices as well as for optoelectronic
applications. Deep level transient spectroscopy (DLTS, [34]),
a well-established technique in the field [35–44], is used in
its version of Lock in–DLTS [45], as an excellent compromise
between high-energy resolution and acceptable measurement
times. A rate equation model allows to extract the electron
transfer rates of the participating states from the measured
capacitance transients. From these rates, the average electron
occupation numbers of the SAQDs as a function of time are
determined. They not only provide an explanation in terms of
the corresponding depletion region width zd , but also describe
the measured hysteresis loop quite well and allow the predic-
tion of the steady-state configuration in the limit of negligible
voltage sweep rates.

In Sec. II, the sample and the experimental methods are
described. Section III reports the DLTS measurements, which
are analyzed within the rate equation model in Sec. IV. These
results are used in Sec. V for the modeling and explanation of
the capacitance voltage hysteresis, and in Sec. VI for calculat-
ing the steady state. The paper concludes with a summary and
an outlook (Sec. VII).

II. EXPERIMENTAL SETUP AND MEASUREMENT
TECHNIQUES

The sample structure and the measurement technique were
described in detail elsewhere [43,44]. In brief, we use a
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FIG. 1. Top: Cross-sectional schematic view of the sample lay-
out. The SAQD layer is indicated by the red triangles. The back
electrode is accessed via an alloyed In contact, and the top gate is
formed by a Cr/Au electrode. Silicon doping densities are indicated
by nD,1 and nD,2. Bottom: Schematic band diagram for the case
of a negative voltage applied to the top gate with respect to the
grounded back electrode, including our conventions for the quantities
of relevance. The width of the depletion layer is denoted by zd .

GaAs/AlAs heterostructure as a model system, grown by
molecular beam epitaxy, with a SAQD layer 500 nm above
a Si+-doped back contact and 426 nm below the sample sur-
face, see Fig. 1(a). The InAs SAQDs have a sheet number
density of nQD = 1014 m−2 and are embedded in a 26-nm
layer of undoped GaAs. Bias voltages can be applied between
a square Cr/Au top electrode (edge length 0.3 mm) and the
back electrode, which is accessed via an alloyed In contact.
The densities of the Si doping in the spacer layers are nD,1 =
6.02×1021 m−3 and nD,2 = 2×1024 m−3. The active sample
area covers approximately 9×106 quantum dots.

The sample is inserted into a liquid helium cryostat with
a temperature range from 3 K to 300 K. DC bias voltages
are applied to the top gate with respect to the back contact,
kept at virtual ground via a HF2TA transimpedance amplifier
(Z = 1 k�) from Zurich Instruments, the output of which is
fed into a Zurich Instruments HF2LI lock in amplifier. The
voltage pulses are generated using a Keithley Model 3390
arbitrary waveform generator with a transition time of 100 ns
and are superimposed to the AC test voltage generated by the
lock in amplifier. Thus, the output current obtained at a phase
shift of π/2 with respect to the input AC voltage detects the
differential capacitance of the sample.

III. EXPERIMENTAL RESULTS

A. Capacitance-voltage measurements and their
temperature dependence

Multiple capacitance-voltage sweeps between V = −4 V
and V = +0.3 V were recorded at various temperatures be-
tween T = 7 K and room temperature. For each temperature
both the up- and down-sweeps were measured. The bias
voltage step size was �V = 12.5 mV with a waiting time
of �t = 0.85 s and the capacitance was measured via a test

FIG. 2. (a) Capacitance-voltage hysteresis as a function of tem-
perature with red and black lines corresponding to the up- and
down-sweeps, respectively. The temperature values are (from bottom
to top) T = 7 K, 22 K, 33 K, 52 K, and 77 K. Adjacent traces are
offset vertically for clarity. (b) Difference of the number of electrons
stored per SAQD between the up- and down-sweep as a function of
the bias voltage and temperature.

signal with an amplitude of Vac = 10 mV and a frequency of
fac = 10.44 MHz. The lock in time constant was set to τ =
20.33 ms. A selection of these traces is shown in Fig. 2(a).

As the bias voltage is increased from V = −4 V to V =
+0.3 V at T = 7 K [lower-most trace in Fig. 2(a)], two peaks
can be observed on top of the smooth voltage dependence
expected for a Schottky diode capacitance, one atV ≈ −0.6 V
and a second one at V = 0 V. In the successive down-sweep,
however, only the peak at V = 0 V is observed, while the
second one is absent. A similar behavior was reported in
earlier work [13,24,46]. This hysteretic behavior is the main
focus of the present work.

As the temperature is increased, both features shift towards
lower bias voltages. The hysteretic peak becomes weaker
until it vanishes at about T = 60 K. The nonhysteretic peak,
however, becomes more pronounced as the temperature is
increased up to T ≈ 150 K above which its shape and position
remain essentially unchanged (not shown).

In Fig. 2(b), the difference �N in the number of electrons
stored per SAQD between the up- and down-sweeps is shown
as a function of the bias voltage and the temperature, see
Sec. V for details. The maximum hysteresis opening thus
corresponds to a charge difference of more than two electrons
per SAQD at low temperatures. Qualitatively, its origin can
be described as follows [24]. At sufficiently negative bias
voltages V the SAQDs are empty. As V is increased, the
width zd of the space charge layer decreases according to

zd =
√

2εε0
enD

(Vbi −V ), where Vbi is the built-in voltage and e

denotes the elementary charge. This leads to an increase of
the capacitance according to C = εε0A/zd , where A denotes
the area underneath the top gate, which causes the smooth
increase of C with V . Above a threshold voltage, electrons
are captured at a significant rate by the SAQDs, leading to
an average electron number N per SAQD. This causes an
increase of zd since these electrons have to be compensated
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by additional positively charged donor ions [46]

zd (N ) =
√

2

enD
[εε0(Vbi −V ) + NenQDzQD]. (1)

As a consequence, the capacitance decreases to C =
εε0A/zd (N ) when the steady state is reached. During our up-
sweeps and in the hysteresis interval, however, the sweep rate
is comparable to or larger than the smallest charge transfer
rate, and the steady state has not yet been reached. Conse-
quently, a larger capacitance as compared to the steady-state
value is measured. Likewise, in a down-sweep, the mea-
sured capacitance can be smaller than its steady-state value.
Therefore, one expects to observe characteristic capacitance
transients in response to voltage steps with positive (nega-
tive) sign for negative (positive) voltage steps and with time
constants that depend on the capture and emission rates of
the participating SAQD states. As we will show below, the
relation between the time constants of the transients and the
state-dependent electron transfer rates is nontrivial but ex-
plains the hysteresis in quantitative terms.

B. Lock in: DLTS measurements

We determine the electron transfer rates from capacitance
transients of the sample in response to abrupt voltage steps.
The transients are characterized by lock in–DLTS measure-
ments at four selected temperatures, namely at T = 7 K, 16 K,
41 K, and 77 K. Measurement voltages Vm ∈ [−3.0 V , 0 V]
were applied after preparation voltages Vp. Each voltage was
applied for a time interval tp = tm = 498 ms. Measurements
were recorded for combinations of Vp and Vm over the mea-
surement interval with a voltage step size of �V = 40 mV.
Afterwards, the lock in signal S(Vp,Vm) was calculated ac-
cording to

S(Vp,Vm) =
Nt/2∑
i=1

C(ti,Vp,Vm) −
Nt∑

i=Nt /2+1

C(ti,Vp,Vm), (2)

where Nt is the number of time samples in the recorded
transient. Thus, the lock in signal represents the difference
of the areas in the first and the second half of the transient.
It approaches zero for time constants much smaller or much
larger than the measurement window and shows a maximum
for a time constant of ≈40% of the evaluated recording time
[44]. The results are shown in Fig. 3.

At T =7 K, three clearly separated negative emission
peaks can be observed at Vp>−0.5 V for Vm≈−2.55 V,

Vm ≈ −1.2 V, and Vm ≈ −0.4 V. All emission peaks are ap-
proximately symmetric with respect to Vm. For Vp < −0.5 V,
electron capture can be observed via a positive lock in–DLTS
signal at Vm ≈ (−0.4 ± 0.1) V. Outside of the transition re-
gion from electron emission to capture at Vp ≈ −0.5 V the
emission peaks do not exhibit any dependence on Vp. The
capture peak, however, shows a step-like dependence on Vp

on its border towards smaller Vm with two steps occurring at
approximately Vp = −1.25 V and Vp = −2.4 V.

At T = 16 K, the features remain qualitatively unchanged,
with the capture and emission signals at the largest Vm values
shifting towards smallerVm. The transition region between the
capture and emission regimes has decreased to Vp ≈ −0.6 V.

FIG. 3. Lock in–DLTS measurements at T = 7 K, 16 K, 41 K,
and 77 K (a)–(d). The colorscale value of each spectrum is scaled to
−1 at its respective minimum.

At T = 41 K, however, the changes are more pronounced:
only two emission peaks can be observed, a large one that is
asymmetric with respect to Vm as well as an approximately
symmetric one centered at Vm ≈ −2.55 V, separated by a
minimum at Vm ≈ −0.9 V. The capture signal is significantly
weaker compared to those at lower temperatures and now cov-
ers the interval Vm ∈ [−1 V,−0.75 V]. A slight dependence
of its low-voltage edge on Vp can still be observed, but the
resolution is too small to identify the steps here. The transition
region between the capture and emission regimes has shifted
downwards to Vp ≈ −0.9 V.

Only one asymmetrical emission signal can be observed
at T = 77 K, which has its minimum at Vm ≈ −1.2 V. A
relatively weak capture signal at Vm ≈ −1.05 V can still be
detected. Neither the capture nor the emission peaks show aVp

dependence outside the transition region that has now shifted
to Vp ≈ −1 V.

Thus, a monotonous behavior of the temperature depen-
dence is observed: as the T increases, the capture signal
becomes less pronounced compared to the strongest respec-
tive emission peak, while its position moves in the direction
of smaller Vm. The transition region between electron capture
and emission shifts towards smaller Vp as T is increased.
The fine-structure of both the capture and emission signals
smear out as T increases. Furthermore, no emission signals
can be observed at measurement voltages larger than the upper
boundary of the capture structure on the Vm axis.

In the following, we restrict ourselves to an analysis of the
situation at the lowest temperature, where the richest structure
is observed and the emission occurs by elastic tunneling only.
A quantitative discussion of the behavior at larger tempera-
tures, where thermally activated processes are significant, is
beyond our scope here and will be provided elsewhere.

IV. RATE EQUATION MODEL

To analyze quantitatively the observed lock in–DLTS sig-
nals taken at T = 7 K, we proceed by modeling the charge
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FIG. 4. Energy spectrum obtained from the emission features
observed at T = 7 K, calculated via Eq. (3).

transfer dynamics by a system of coupled differential equa-
tions [47].

A. Rate equations for the electron transfer dynamics

Based on previous measurements on the same sample [43]
we attribute the emission feature observed at Vm ≈ −2.6 V at
T = 7 K to electron emission from the s-states.

In analogy to the analysis described in Ref. [43], the energy
spectrum can be calculated from the emission transients, but
now at temperatures where elastic tunneling is dominant. Via
the relationship derived by Korol et al. [48], the time constant
of the capacitance transient is given by

τ = 4
√

2m∗Eb

eF
exp

(
4

3

√
2m∗E3/2

b

eh̄F

)
. (3)

Here, Eb is the binding energy of the captured electrons (see
also Fig. 1) and F denotes the electric field at the SAQD layer.
The spectrum shown in Fig. 4 can be obtained by taking a
line scan through the lock in–DLTS colorscale plot, Fig. 3(a),
at Vp = 0. The voltage dependence in the obtained spec-
trum S(Vm) can be converted into an electric field-dependent
spectrum S(F ) via the voltage-dependent band structure of
the sample as obtained from a one-dimensional Poisson-
Schrödinger solver [49]. This electric field dependence is then
converted into energy and presented in Fig. 4 by solving nu-
merically Eq. (3) for the binding energy Eb with τ = const. =
0.398 · tm = 198 ms, fixed by our transient recording time and
the rate window of lock in signal.

The large energy spacing of ≈60 meV between the peaks,
as well as their relative magnitude indicate that they originate
from the s (smallestVm), p, and d (largestVm) states. Sublevels
like s1, s2, p1, and so on cannot be resolved here. We therefore
assume that the step-like structure of the capture peak arises
from a superposition of three different capture paths, one for
the s, p, and d states each. This gives rise to the system of
coupled differential equations:

ẇ0 = −c0s · w0 + rs0 · ws, (4)

ẇs = −csp · ws + rps · wp + c0s · w0 − rs0 · ws, (5)

ẇp = +csp · ws − rps · wp + rd p · wd − cpd · wp, (6)

ẇd = +cpd · wp − rd p · wd, (7)

TABLE I. Fit parameters used to calculate the results shown in
Figs. 5(b), 5(c), and 6.

x y mxy [V−1] nxy myx [V−1] nyx

0 s 13.53 8.63 −6.15 −14.08
s p 16.18 7.71 −4.97 −4.16
p d 15.68 6.35 −16.66 −2.91

where w0 is the probability for one SAQD being empty, while
w j is the probability that state j and all states at lower energies
are occupied, while all states with larger energies are empty.
The capture and emission rates related to these occupation
probabilities are denoted by ci j and ri j , i, j ∈ {0, s, p, d}, re-
spectively.

The total, time-dependent occupation number per dot is
then given by

N (t ) = 2 · ws(t ) + 6 · wp(t ) + 12 · wd (t ). (8)

Here, the weighting factors rely on the assumption that all
sublevels of each SAQD state, e.g., the p state, share the same
occupancy for all times. Other reasonable assumptions are
possible as well which, however, cause only marginal changes
of the fit parameters discussed below (not shown).

B. Fit of the experimental transients

We proceed by fitting the rate equation model to the data
using a similar approach as reported earlier [44], where the
choice of the initial conditions for the differential equations
and the simulation of the pulse sequences are kept the same.
The individual electron transfer rates are modeled by

cxy(V ) = exp (mxy ·V + nxy) s−1, (9)

ryx(V ) = exp (myx ·V + nyx ) s−1, (10)

where x, y ∈ {0, s, p, d}.
The lock in signal is calculated via Eq. (2) from the total

charge per dot under the assumption that red �C(t ) ∝ N (t ).
The constants mxy and nxy are the fit parameters, alongside
a scaling factor that accounts for the proportionality between
N (t ) and �C(t ).

Equations (4) to (7) have no analytical solution. We thus
solve them numerically for each iteration of the fitting pro-
cess, using the RADAU solver of the SCIPY library [50] which
implements a fifth-order implicit Runge-Kutta method [51].

To avoid excessive computation times, the calculated rates
were limited to � 103 s−1. This cutoff is justified by the
recording time of tm = 498 ms, which leads to a rate window
of the lock in signal that is centered around rref = (0.398 ·
tm)−1 = 5.1 s−1, more than two orders of magnitude smaller.

The results of this fit algorithm are given in Table I, and the
corresponding, numerically obtained lock in–DLTS signals
are shown in comparison to the experimental data in Figs. 5(a)
and 5(b). The resulting capture and emission rate functions are
depicted in Fig. 5(c). Starting from a negative bias voltage,
say V = −3 V, all emission rates are large as compared to the
capture rates, and the SAQDs are empty in a steady state. As
V is increased, the emission rates decay exponentially while
significant capture sets in aroundV = −1 V. The capture rates
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FIG. 5. (a) Measured and (b) calculated lock in–DLTS spectra
for the measurement at T = 7 K and the voltage-dependent electron
transfer rates (c), as obtained from the fit.

increase exponentially with increasing bias voltage, leading
to an occupied steady state, with an occupation probability
w j (V ) (see below).

For the emission processes, the physical interpretation
of the obtained fit parameters is straightforward: each ex-
ponential voltage dependence, parameterized by its two fit
parameters, is an approximation to the general expression de-
scribing the emission dynamics, which in our case of T = 7 K
consists of pure tunneling, Eq. (3). This approximation is
valid in the voltage interval in which the resulting emission
rate falls within the rate window of rref = 5.1 s−1 of our lock
in–DLTS filter function. This value is denoted by the purple
horizontal line in Fig. 5(c) alongside the corresponding full
width at half maximum interval (indicated by the shaded area).
We note that, only in this interval, our simple assumption of
the respective rates as a function of the bias voltage needs to
approximate the real dependence since outside this window
the contribution to the measured signal is negligible. For the
capture processes, we envisage a similar interpretation, but to
the best of our knowledge, a model for the capture dynamics
of electrons under the conditions present here is yet to be de-
veloped. It should be noted that the shape of the capture peak
can only be reproduced accurately as long as cs > cp > cd .
Other scenarios lead to a qualitatively different shape (not
shown). This may be indicative of the Coulomb barrier set up
by the electrons already captured in the SAQDs, which (while

the system remains at the same bias voltage) suppresses the
capture of further electrons. Thus, the dynamics of the capture
processes cannot be dominated by the tunneling barrier width
in our case. This finding is in contrast to the observations
by Luyken et al. [52] who measured larger transfer rates for
higher SAQD states which they were able to explain via the
increased tunneling coefficient through the smaller potential
barrier. Their measurements, however, studied each SAQD
state at bias voltages where the respective state was aligned
with the Fermi level in the back contact and the difference
between charging and discharging times was negligible to a
good approximation. Our measurements, however, are car-
ried out with the states well above the bulk Fermi level and
far from equilibrium with the environment, where capture
and emission rates can differ by orders of magnitudes, see
Fig. 5(c).

Based on these findings, we can now interpret qualitatively
the behavior at higher temperatures. The shift of the capture
peak towards smallerVm in Fig. 3 with increasing temperature
is indicative of increasing capture rates. Since they become
larger as V is increased, the shift of the peaks towards more
negative Vm compensates the increased thermal contribution,
such that the combined rate still matches our experimental
rate window. The same line of arguing is applicable to the
emission peaks. The measured charge transfer rates are, how-
ever, composed of the individual transfer rates in a nontrivial
way [44], where the observed decay rates are never smaller
than each individual charge transfer rate. This explains the
asymmetry of emission peaks close to the capture peaks in the
lock in–DLTS spectra since, for larger Vm than the position of
the capture peaks, there will always be a capture rate larger
than any emission rate that will dominate the dynamics and
make it too fast to be observable.

V. APPLICATION TO THE CV HYSTERESIS

We continue by solving the system of differential Eqs. (4)
to (7) using the previously determined fit parameters for the
slowly varying bias voltage that was applied during the mea-
surement of the CV hysteresis.

The system is solved numerically for two sweep cycles,
each fromV = +0.3 V toV = −4 V and back, with the initial
condition that all SAQDs are completely filled. The bias volt-
age is stepped by �V = ±12.5 mV (depending on the sweep
direction) every �t = 0.85 s. The calculation is considered to
be finished when the solution has become independent of the
initial condition.

From these simulations, the occupation probability of the
SAQD states w j (V ) for the down- and up-sweep is obtained,
where j ∈ {0, s, p, d}, leading directly to a computed value
for �N (V ). Experimentally, �N (V ) can be obtained from the
measured CV hysteresis opening via the relation [46]

�N = (ε0εA)2nD · nQD
2zQD

(
C−2

down −C−2
up

)
, (11)

where A is the gate area and Cdown(up) the capacitance in a
down (up)-sweep.

The corresponding computed and experimentally de-
termined results are compared in Fig. 6(a). Reasonable
agreement is found, both with respect to its magnitude and
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FIG. 6. Measured and calculated values for (a) �N , (b) measured
and calculated CV hysteresis, (c) time evolution towards the steady
state at V = −1.2 V, and the voltage dependence of the steady-state
occupancy at (d) T = 7 K.

its position along the bias voltage axis. In the calculation the
contributions of the individual charge states can be resolved,
whereas in the measurement, such an attribution is not pos-
sible. The assignment of the three features in the calculation
to the individual charge states is obtained by setting the re-
spective contribution of one state to zero and checking which
feature vanishes. It is obvious that the s states form the largest
contribution to the hysteresis, which seems plausible since
their electron transfer rates are the smallest ones, they are thus
affected most strongly by the varying bias voltage. For the p
states, a small contribution is visible, while the participation
of the d states, however, is close to be negligible since they
can adapt sufficiently rapidly to the changed bias voltage.

To reproduce the CV characteristics of the down-sweep
numerically, the band structure of the sample is solved in a

first step, using a one-dimensional Poisson and Schrödinger
solver [49]. A doping density of nD,1 = 6.02×1021 m−3 as
obtained from aC−2(V ) analysis of the measured down-sweep
was used, and the SAQD layer was simulated by a 21-nm
layer of InGaAs with a constant charge density. The result
of this simulation for T = 7 K is shown in Fig. 6(b) (upper
black trace). It can be seen that the nonhysteretic shoulder at
V ≈ 0 is reproduced simply by the different layered materials.
By rearranging Eq. (11) we can obtain the capacitance of
the up-sweep from the calculated down-sweep and the sim-
ulated charge difference between the sweeps. The result is
shown in Fig. 6(b) (upper red curve). Good agreement with
the measurement [lower traces in Fig. 6(b)] can be observed
regarding the boundaries of the hysteresis on the voltage axis.
Two separate peaks can be observed for the s- and p-state con-
tributions in the simulation, which cannot be resolved in the
measurement. The hysteresis due to the d states is completely
invisible in the CV curve.

Thus, by the analysis presented above, the qualitative pic-
ture developed in Sec. III A can be quantified and interpreted
in terms of the weight by which individual SAQD states
contribute to the hysteresis via their capture and emission
rates. The good agreement between the measurements and the
model furthermore implies that changes of the electron trans-
fer rates by variation of the occupation numbers of the SAQDs
are of minor importance, albeit this effect may explain the
remaining deviations between the model and the experiment.
These effects are hard to quantify since this would require
unreasonably many fit parameters in our model, or maybe
even a three-dimensional treatment of the SAQD potential as
a function or their occupation, which is beyond our present
scope.

Under the assumption that the average charge density in
the SAQD layer is small compared to the doping density,
the maximum, normalized opening of the hysteresis trace can
be approximated as [46] �C/Cs = NenQDzQD/2εε0(Vbi −V ).
Hence, the opening of this type of hysteresis can be maxi-
mized by increasing nQD or zQD to their upper limits and can
be suppressed by corresponding minimizations.

As the temperature is increased, the transfer rates increase
as well and the SAQDs come closer to their steady state
during the time window �t = 0.85 s at each voltage. Thus, the
hysteresis decreases and vanishes for our parameters at T ≈
60 K, see Fig. 2(b). While for the model presented here, there
is no analytical expression for the observable capacitance
transient as a function of the individual rates, it is reasonable
to assume that the combined rate can never be slower than
any individual rate. Hence, the maximum sweep rate where no
hysteresis can be observed can be estimated from our model
by taking the slowest individual electron transfer rate for the s
state at V ≈ −1.2 V, i.e., rmin ≈ 10−3 s−1 for T = 7 K, as the
limiting factor.

VI. CALCULATION OF THE STEADY-STATE
CONFIGURATION

The experimentally determined electron transfer rates can
be used as input for a continuous time [53] Markov chain [54]
model, with the goal to obtain the steady-state configuration,
which may be inaccessible experimentally, for example, due
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to the required slow voltage sweep rates. In this picture, the
states of the Markov chain correspond to the charge states
(0, s, p, d ) of the SAQDs in that particular order, and we can
therefore define the corresponding transition rate matrix [53]
for each bias voltage as

Q =

⎛
⎜⎝

−c0s c0s 0 0
rs0 −(rs0 + csp) csp 0
0 rps −(rps + cpd ) cpd
0 0 rd p −rd p

⎞
⎟⎠, (12)

from which the occupation numbers follow via

P(t ) = exp(Qt ), (13)

and thus the steady-state configuration follows according to

P = lim
t→∞ exp(Qt ), (14)

which was evaluated numerically using GNU OCTAVE [55].
Figure 6(c) shows, as an example, the time evolution of

the system from an initial state where all SAQD states are
occupied, i.e., atV = 0, towards its steady-state configuration
atV = −1.2 V where the s states have equal capture and emis-
sion rates. It can be seen that the d states have a lifetime of the
order of microseconds while the s states decay on the order of
seconds. In general, we observed a convergence towards the
steady state after, at most, 6000 s for the voltage range studied
here. Calculation examples for further scenarios are given in
the Supplemental Material [56].

Thus, to measure a steady-state CV of our system at T =
7 K, one would have to wait at least t = 6000 s between each
voltage step which makes such an experiment impractical.
Therefore, the numerical determination of the steady-state
occupation probability represents a valid alternative. Here, the
voltage-dependent steady-state configuration was calculated
by approximating the limit in Eq. (14) by setting t = 107 s. In
the steady-state configuration the rows of P are identical and
the columns correspond to the occupation probability of the
corresponding SAQD state. For our system this result is shown
in Fig. 6(d). It can be seen that for V < 1.5 V the SAQDs
are empty. For V < −0.9 V only the s states contribute to the
filling factor whereas for V < −0.5 V both the s and the p

states are contributing. Only for V > −0.5 V do the d states
begin to be filled with electrons.

VII. SUMMARY AND OUTLOOK

The hysteretic capacitance-voltage characteristics of self-
assembled quantum dot layers with large distances to reser-
voirs and in strong electric fields was measured and the charge
transfer dynamics was analyzed within a rate equation model.
It has emerged how the hysteresis is determined by the capture
and emission rates of the SAQD states, which were obtained
via lock in–DLTS. Reasonable quantitative agreement of the
experimentally observed and calculated hysteresis traces as
well as of the measured and calculated electron occupation
numbers is found for all temperatures. The evolution of these
rates as a function of the bias voltage supports an intuitive pic-
ture for the origin of the hysteresis, namely a time-dependent
change of the width of the depletion region that forms between
the top gate and the back electrode. Changes of the electron
transfer rates by the local potential close to the SAQDs, on the
other hand, appear to be of minor relevance in our system, but
may be responsible for the residual deviations of the model
to the experimental data. It has also been shown how these
rates can be used to model the steady-state configuration,
which may be inaccessible experimentally. Furthermore, the
state-resolved capture rates have been measured, revealing
that lower-lying states have larger capture rates, as one might
expect from energetic considerations. The developed method-
ology is quite universal and can be applied to a variety of
related scenarios, like storage of holes in SAQDs, different
material systems, or the effect of the SAQD occupation num-
ber on the conductance of a nearby electron gas, as long as
the relevant transfer rates lie within the experimentally acces-
sible rate window. Hopefully, our studies inspire future work
towards a better understanding of such systems, in particular
regarding the electron capture process.
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2

I. TIME EVOLUTION

Figure 1 shows the calculated, time dependent occupation probability of the SAQD layer for various bias voltages
after preparation in the initial state with all three SAQD levels fully occupied. As discussed in the main text, the
time needed to reach a steady state configuration shows a maximum for V = −1.2 V.

II. SETTLING TIME

Figure 2 shows the time needed to reach the steady state as a function of the bias voltage. Three peaks can be
observed at V = −1.2 V, V = −0.62 V and V = −0.29 V which coincide with the crossings of the capture and emission
rates for the s-, p- and d-states, respectively, in Fig. 5(c) of the main text, as well as with the maxima of the calculated
hysteretic charge difference in Fig. 6(a) . The global maximum of the time needed to reach a steady state is located
at V = −1.2 V where it amounts to 5200 s.
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FIG. 1. Time evolution towards the steady state from completely filled SAQDs at various bias voltages.
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Chapter 7

Conclusion and outlook

Within this thesis it was demonstrated that Laplace DLTS is a valuable tool in the
study of the charge transfer dynamics of SAQDs. The temperature and voltage de-
pendence of the emission rates could be measured with a high enough resolution to
resolve individual charge states. To do so, a regularized Laplace inversion algorithm
was implemented that could deal both with the experimental realities of capacitance
transient data and the large data sets that need to be transformed in parallel when
parameter sweeps are studied.

Both conventional and Laplace DLTS have been used for the first time to study the
electron capture rates as a function of the applied bias voltage both at temperatures
where thermal activation is expected to dominate the dynamics and in the tunneling
regime. The voltage range of these experiments also covered the transition regime
where the dynamics of the system are governed by both the capture and emission
processes and consequently neither could be neglected in the analysis. To describe
the dynamics over the entire parameter space multi-step charging models were used
which could model the measurements quantitatively over the entire parameter space.
A representation of these models as continuous time Markov chains allowed for the
prediction of the time dependence of the system at experimentally inaccessible time
scales.

The capture rates measured in this thesis show that in the temperature range under
study the capture rates decrease with decreasing temperature and increase with in-
creasing bias voltage. The latter observation stands in contrast to behavior of the
emission dynamics which increase with decreasing bias voltage due to the modification
of the confinement potential caused by the band bending of the Schottky structure.
This implies that the shape of the confinement potential is of negligible influence for
the capture dynamics which are instead dominated by the voltage dependent energetic
alignment of the SAQD states within the energy band structure. At low temperatures,
where charge state dependent capture rates could be resolved, it was furthermore found
that the capture rate decreases with an increasing amount of charge already present in
the SAQDs, an effect that is in agreement with the well established Coulomb blockade.

The knowledge obtained from the analysis of the charge transfer transients using the
models described in this thesis could be used at low temperatures without modification
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to quantitatively model the hysteretic capacitance-voltage traces measured at larger
time scales. The features of the hysteretic CV traces could be unambiguously matched
to the properties of the SAQDs and the sample structure. This makes such a modeling
approach a valuable tool for the study of dynamics under conditions that are difficult
or impossible to access in experiments.

The voltage dependent steady state configuration of the SAQD charge states could be
extrapolated from the measured data showing that the occupancy of the dots is orders
of magnitudes larger than expected when assuming a thermal equilibrium between the
dots and the bulk material. Hence, the electron reservoir in the back contact of the
Schottky structure cannot be the dominant source of electrons that get captured into
the dots. A possible additional source could be leakage currents which are known to
increase the electron capture rate [110]. To investigate this, detailed measurements of
the leakage current as a function of bias voltage and temperature could be carried out
and analyzed accordingly. Another approach could be to grow a sample structure that
has additional barriers made of AlAs on the metal-facing and/or on the back contact-
facing side of the SAQD layer. Such barriers would block off leakage currents and
measurements of the capture rates as presented in this thesis could be used to observe
the influence of each barrier configuration on the capture dynamics and the resulting
steady state configurations.

A promising outlook for future measurements could also be a detailed study of the
temperature dependence of the capture rates that has in this thesis only been conducted
at two temperatures. Such an investigation might shed more light on the physical
origin of the electrons that get captured into the SAQDs without the need to grow
more sample structures.

So far only Schottky structures with one embedded layer of SAQDs have been studied
using the methods presented in this thesis. All procedures described in this work are
however expandable to multiple layers that could be positioned at almost arbitrary
positions throughout the sample. A study of closely grown SAQD layers where the
individual dots can quantum-mechanically couple to each other might offer additional
insight into the field of quantum dot molecules [148]. More distantly grown SAQD
layers could be used to study the longer range electrostatic influences of their respective
electron occupancies on each others charge transfer dynamics.
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