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1. Summary 
 
 
Evasion from drug-induced apoptosis is one crucial mechanism of treatment resistance in 

pancreatic ductal adenocarcinoma (PDAC). In an aggressive PDAC subtype, I identified high 

expression of the pro-apoptotic protein NOXA, suggesting that PDAC cells of this subtype are 

primed for apoptosis. To explore NOXA-associated vulnerabilities I generated CRISPR/Cas9 

NOXA deficient human and murine cell lines and performed a large-scale drug screening 

experiment in human and murine cell lines. As a top hit, it was identified an inhibitor of the 

transcription factor heterodimer CBFβ and RUNX1, AI-10-49. By means of pharmacological 

inhibition of CBFβ/RUNX1 and genetic gain and loss of function experiments, I validated that 

AI-10-49 induced apoptotic cell death and growth inhibition in a RUNX1- and NOXA-dependent 

manner. It was confirmed that AI-10-49 treatment significantly blocked tumor growth in vivo. 

Furthermore, it was identified an association between NOXA mRNA expression and sensitivity 

towards pharmacological CBFβ/RUNX1 inhibition in primary patient derived PDAC organoids. 

Through genome wide analyses of RUNX1 binding together with histone acetylation, and 

global chromatin accessibility, I corroborated that RUNX1 depletion leads to modifications in 

the epigenetic landscape. The re-distribution of active and open chromatin towards apoptotic 

programs, together with higher genomic accessibility of the NOXA gene, gave indicators of the 

mechanism behind AI-10-49 induced cell death. Taken together this study demonstrates a 

novel way to trigger NOXA-dependent cell death and consecutively overcome treatment 

resistance in PDAC.  
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2. Introduction 
 

2. 1. Hallmarks in cancer 

 
The hallmarks of nearly all cancers are biological features that provide understanding of the 

cancer biology and enable tumor growth and spread. They consist of the evasion of apoptosis, 

indiscriminate proliferation, evasion of growth suppressors, replication of immortality, 

angiogenesis induction and activation of invasion and metastatic dissemination (Hamacher et 

al., 2008; Hanahan & Weinberg, 2011). 

2. 2. Pancreatic cancer 

 
Pancreatic cancer is the malignancy of the pancreas. The most common form is pancreatic 

ductal adenocarcinoma (PDAC), accounting for more than 90% of all pancreatic cancers.  

2. 2. 1. PDAC 
 
Pancreatic ductal adenocarcinoma is a lethal disease with a dismal prognosis, predicted to 

become the second leading cause of cancer death in Germany surpassing breast and 

colorectal cancer by the year 2030 (Quante et al., 2016). Even though it has a low incidence 

(it ranks number 10 of new cases), it is the 4th cause of cancer-related death nowadays (Siegel 

et al., 2020) and it is expected to become the 2nd by the year 2030 in the US (Rahib et al., 

2014). It is often diagnosed at a late stage, contributing to a poor five-year survival rate, with a 

life expectancy of 5% at 5 years after first diagnosis. Its dismal prognosis remains almost 

unchanged since the last 20 years, whereas incidence and mortality rates are remarkably 

similar. This late diagnosis is due to, among other reasons, lack of early indicators, risk factors 

and late onset of symptoms resulting in patients with metastatic PDAC at the time of diagnosis. 

It is characterized by having a great volume of stroma content (up to 80%), leading to difficulties 

in the treatment by impeding drug-delivery and absorption (Provenzano et al., 2012).  
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2. 2. 1. 1. PDAC progression 
 
The pancreas contains cells of exocrine (acinar), epithelial (ductal), and endocrine (α, β, δ, ε) 

origin among which acinar cells are well known for their high degree of plasticity. Acinar cells 

trans-differentiate to a more epithelial state (ductal-like) in an event named “acinar-to-ductal 

metaplasia” (ADM) driven by several environmental stimuli such as, stress conditions, 

inflammation or tissue damage  (Friedlander et al., 2009). During this phenomenon, the acinar 

cells acquire “progenitor” cell characteristics making them susceptible to pro-oncogenic hits, 

such as activating mutations in the proto-oncogene KRAS (Kirsten rat sarcoma viral oncogene 

homolog), which could in turn transform them into pancreatic intraepithelial neoplasias 

(PanINs) (Hruban et al., 2001). In addition to PanIN, there are other non-invasive neoplasms 

of the pancreas, mucinous cystic neoplasm (MCN) and intraductal papillary mucinous 

neoplasm (IPMN), which are also precursors of PDAC (Del Chiaro et al., 2013; Distler et al., 

2013; Fasanella & McGrath, 2009; Matthaei et al., 2013; Ren et al., 2019; Sawai et al., 2011; 

Zamboni et al., 2013; Zhao et al., 2019). 

Genome sequencing has revealed several genetic changes that occur during the development 

and progression of ductal adenocarcinoma of the pancreas. On average, there are up to 63 

genetic aberrations in the PDAC, which lead to the activation of various core signal pathways 

(Jones et al., 2008). Most PDAC cases harbor alterations in mainly four genes: activating of 

oncogenic KRAS gene  (Forrester et al., 1987; Mann et al., 2016), silencing of the CDKN2A 

(cyclin-dependent kinase inhibitor 2A) gene, mutation of tumor suppressor TP53 (tumor protein 

p53) and gene inactivation of SMAD4 (mothers against decapentaplegic homolog 4) (Cicenas 

et al., 2017; Iacobuzio-Donahue et al., 2000; Tanaka, 2018; Witkiewicz et al., 2015). The latter 

being the only mutation that shows a correlation with poorer prognosis (Blackford et al., 2009). 

In addition, some subsets of patients showed mutations in the TGF-β (transforming growth 

factor-β) and WNT signaling pathway (Jones et al., 2008) and germline mutations in DNA 

damage repair genes (e.g., breast cancer early onset genes 1-2(BRCA 1/2), partner and 

localizer of BRCA2 (PALB2), and ataxia telangiectasia mutated protein serine/threonine kinase 

(ATM) (Hu et al., 2018; Orth et al., 2019). 
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At the molecular level, PDAC development has two evolutionary routes posing its progression. 

On the one hand, the mutation in the KRAS gene (the most common one being the amino acid 

exchange G12D) leads to a gradual tumor progression with accumulation of additional 

mutations in the tumor suppressor genes CDKN2A, TP53 and SMAD4 (classic progression 

model) (Hruban et al., 2001). Accompanying these mutations, the normal duct epithelium will 

transform into infiltrating cancer through a series of histologically defined precursors, e.g., 

PanINs. On the other hand, the alternative progression model suggests that the mutations, 

chromosomal gains and losses are caused by a cataclysmic genetic event such as 

chromothripsis (Notta et al., 2016).  

 

2. 2. 1. 2. Treatment 
 
Pancreatic ductal adenocarcinoma is practically resistant to radio and chemotherapy, reason 

why the most viable option for a curative therapy is the resection of the pancreas 

(pancreaticoduodenectomy or Whipple procedure), a complex surgery where the head of the 

pancreas, the duodenum, the gallbladder and the bile duct are removed (Beger et al., 2003). 

Even though the surgery still remains as the only curative option for this disease, only 10-15% 

of patients are suitable for undergoing this procedure, due to the late stage of the disease at 

the time of diagnosis (Beger et al., 2003; Orth et al., 2019).  

For those patients with locally advanced, non-resectable or borderline resectable tumors, the 

first-line treatment is systemic chemotherapy. This could include nucleoside analogues, such 

as gemcitabine and capecitabine, or the pyrimidine analogue 5-fluorouracil (5-FU) in 

monotherapy settings or in combination with radiotherapy to radio-sensitize the tumor and 

overcome radiotherapy resistance. FOLFIRINOX treatment, also known as “standard of care” 

treatment, is a poly-chemotherapeutic regimen consisting of a combination of 5-FU, the 

platinum derivative oxaliplatin and the topoisomerase I inhibitor irinotecan together with 

leucovorin (folinic acid) (McGuigan et al., 2018). This poly-therapy has been reported to nearly 

double median survival in the metastatic pancreatic cancer in comparison to gemcitabine 

alone. However, FOLFIRINOX treatment is associated with significant toxicity, thus limiting its 
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use to patients in general good shape (Vaccaro et al., 2011). Furthermore, it could be shown 

that the addition of nab-paclitaxel (nanoparticle albumin bound paclitaxel, cytoskeleton 

inhibitor) in addition to gemcitabine therapy can extend the median survival time from 6.7 to 

8.5 months compared to gemcitabine monotherapy (Goldstein et al., 2015; Macarulla et al., 

2018; Von Hoff et al., 2013).The success of current chemotherapy involving gemcitabine, 

FOLFIRINOX, and others, is limited by chemo-resistance, regardless of its intrinsic or acquired 

origin.  

 

2. 2. 1. 3. Chemotherapy resistance 
 
Resistance to chemotherapy is a significant obstacle to the effectiveness of treatments and 

leads to poor prognosis in patients. In general, chemoresistance is explained by a variety of 

factors, e.g., decreased cellular drug bio-availability, increased drug export, increased repair 

through drug-induced DNA damage signaling, evasion of apoptosis and deregulation of 

autophagy (Pan et al., 2016). In PDAC, this phenomenon could be caused by the heterogeneity 

and plasticity of the tumors, as well as by desmoplasia and apoptosis evasion (Cannon et al., 

2018; Grasso et al., 2017; Hanahan & Weinberg, 2011; Schober et al., 2014). This underscores 

the need for the identification of novel biomarkers to advance towards the “precision medicine 

era”, where therapy can be adapted to each individual patient, avoiding toxic and unsuccessful 

treatments.  

Since apoptosis is a key hallmark of pancreatic cancer, it arises as an attractive possibility to 

identify compounds to induce this physiological process, disrupt cancerous transcription 

programs and eventually lead to cell death of malignant cells as a novel therapeutic strategy 

(Delbridge & Strasser, 2015). In this context, the BH3 mimetics compounds were developed, 

to enhance intrinsic apoptosis (Delbridge & Strasser, 2015; Labi et al., 2008; Moujalled et al., 

2019).  
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2. 2. 1. 4. Molecular subtyping in pancreatic cancer 
 
Given that pancreatic cancer consists of a sum of complex contributions of many deregulated 

genetic, epigenetic and signaling pathways, as well as extracellular influences, its 

heterogeneity can be best captured at the mRNA level. 

Throughout the years, different research groups made efforts to classify pancreatic cancer into 

subgroups by using patient samples and performing whole-exome sequencing, RNA-seq, 

microarray expression data, among others, to understand expression patterns/pathways 

(Bailey et al., 2016; Collisson et al., 2011; Moffitt et al., 2015; Waddell et al., 2015). Apart from 

classifying this entity by mutational status and altered molecular pathways, the subtypes were 

correlated with patient survival and histopathological stratification such as hepatocyte nuclear 

factor 1A (HNF1A) and cytokeratin-81 (KRT81) as bio-markers (Muckenhuber et al., 2018). 

Not surprisingly, these classifications differ in the number of subtypes identified and it was 

thoroughly reviewed in different occasions (Collisson et al., 2019; Orth et al., 2019; Torres & 

Grippo, 2018). However, there are overlapping subtypes between the proposed by Collison in 

2011 and Bailey in 2016 (Torres & Grippo, 2018), among others that will not be discussed 

here. First, exocrine-like with aberrantly differentiated endocrine exocrine (ADEX), in which 

some of the altered pathways are transcriptional networks in later stages of pancreatic 

differentiation and genes associated with endocrine differentiation. The classic subtype 

overlaps with the pancreatic progenitor, where the pathways involved are regulation of fatty 

acid oxidation, steroid hormone biosynthesis, drug metabolism, among others. Lastly, the 

quasi-mesenchymal (QM) subtype overlaps with the he squamous, characterized by EGF 

signaling and hypermethylation of genes (epigenetic downregulation) that drive cell-fate in 

specific cells, causing a loss of endodermal identity, thus producing a more mesenchymal gene 

expression pattern. Interestingly, the QM subtype, described by Bailey and collaborators has 

the worst patient overall survival (Bailey et al., 2016), and, notably, it shows a high mRNA 

expression of the pro-apoptotic gene NOXA (Fig. 1). 
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Figure 1: High NOXA expression correlates with poor patient survival. Survival of PDAC 
patients with a low (lower quartile) and a high (upper quartile) NOXA mRNA expression, 
derived from the transcriptomic analysis from Bailey and collaborators (Bailey et al., 2016). 
Log-rank test.  

2. 3. Apoptosis 

 
Programmed cell death or apoptosis (also known as “suicide program”) is a key regulator of 

homeostasis in normal tissues of vertebrates by balancing cell proliferation and cell death, 

phenomenon first described in 1972 (Kerr et al., 1972). It is the cellular program by which adult 

cells dispose of irreparably damaged cells or cells prone to become malignant, such as 

neoplastic cells (Kerr et al., 1972; Portt et al., 2011). Of note, cellular death plays a key role in 

embryogenesis as well, thus eliminating interdigital cells during limb formation or in neuron 

development by matching each neuron with its target cell (Kelly & Strasser, 2011).  During this 

physiological process, several changes occur within the cells regarding molecular changes 

and morphological ones. Morphologically, the chromatin condenses, the DNA is fragmented, 

and the cell shrinks to later be engulfed by phagocytic cells. At the molecular level, a series of 

cysteine proteases, called caspases, are activated by cleavage next to their aspartate 

residues. The caspases are synthesized as inactive pro-forms and they cleave and activate 

each other, amplifying the signal in a cascade to precisely control the execution of programmed 
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cell death. At the same time, caspases cleave different substrates, like cytoskeletal proteins, 

nuclear laminas, leading to the morphological changes in the cell (Ouyang et al., 2012).  

There are different external and internal signals that could trigger apoptosis thus activating the 

executioner caspases 3, 6 and 7 (e.g., cellular stress and cytotoxic agents). The death receptor 

(or extrinsic) pathway is triggered by engagement of cell surface receptors that belong to the 

tumor necrosis factor (TNF) family, containing intracellular “death domains”, such as Fas and 

TNF-R1 (Kelly & Strasser, 2011). These receptors trigger apoptosis by forming a “death-

inducing signaling complex” (DISC) which consists of death ligands (i.e., FasL), death 

receptors (i.e., TRAIL-R) and the FADD adaptor protein, assisted in certain death receptors 

(i.e., TNF-R1) by the adapter TRADD. This complex recruit and activates pro-caspase 8 which 

in turn activates the effector caspases 3, 6 and 7. The mitochondrial (or intrinsic pathway) is 

mainly regulated by the BCL-2 protein family and consists of a balance of pro-survival and pro-

apoptotic proteins to decide cell fate. Different stresses such as cytotoxic compounds, DNA 

damage, oncogene activation, lead to activation of the pro-apoptotic members of the BCL-2 

protein family (Adams & Cory, 2007; Youle & Strasser, 2008). This imbalance finally leads to 

the activation of the pro-apoptotic BCL-2 family members BAX and/or BAK and the perturbation 

of the integrity of the mitochondrial outer membrane (MOM) (Strasser et al., 2011). Their action 

leads to the release from the mitochondrial intermembrane space not only of cytochrome c, 

which triggers APAF-1-mediated activation of caspase 9 and conformation of the apoptosome 

by these 3 players, but also of other apoptogenic proteins, such as SMAC/DIABLO (Second 

Mitochondria-Derived Activator of Caspase), which prevents XIAP (X-Linked Inhibitor of 

Apoptosis) from inhibiting its caspase targets (Green et al., 2014; Jost et al., 2010).  

2. 3. 1. The BCL-2 family: key regulator of intrinsic apoptosis  
 
The intrinsic or mitochondrial pathway is named as such because the mitochondria takes the 

key position by initiating apoptosis. The BCL-2 protein family regulates this process by 

controlling the integrity of the MOM, among other activities (Youle & Strasser, 2008).  
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The BCL-2 protein family consists of three functional subgroups: the pro-apoptotic initiator or 

sensors (BH3-only proteins), the pro-survival guardians and the pro-apoptotic effectors 

(Adams & Cory, 2007, 2018; Strasser et al., 2011). The pro-survival guardians are BCL-2 and 

its closest homologues BCL-XL, BCL-W, MCL-1 and A1, which contain four conserved 

sequence motifs (called BCL-2 homology (BH) domains) and promote cell survival. Within the 

pro-apoptotic effectors we find BAX, BAK and BOK which all have 4 BH regions, similar to the 

pro-survival proteins (Kvansakul & Hinds, 2014). Once BAX and BAK are activated, they form 

an oligomer that will produce the permeabilization of the MOM which provokes the release of 

cytochrome c into the cytosol, where it helps form the apoptosome that activates caspase 9. 

In turn, the apoptosome activates the effector caspases 3, 6 and 7 that cleave vital cellular 

proteins, ensuring cellular death.  

Lastly, the pro-apoptotic initiators or sensors are the BH3-only proteins, which include BAD, 

BIK, HRK, BID, BIM, BMF, NOXA and PUMA. They carry that name because their only 

homology to BCL-2 (or each other) is the BH3 domain, through which they engage multi-BH 

domain interactions (Happo & Strasser, 2012). The BH3-only proteins are upregulated by 

distinct cytotoxic stimuli such as enhanced transcription and post-translational modifications 

(Puthalakath & Strasser, 2002). Upon stimuli they can bind with high affinity to their pro-survival 

counterpart, thus preventing their blockage of BAX and BAK or activate BAX/BAK oligomer 

formation by direct interaction (Kuwana et al., 2005). BH3-only proteins vary in affinity for 

different pro-survival relatives because of differences in the sequences within both the BH3 

domain and groove (Chen et al., 2005; Kuwana et al., 2005). Whereas BIM, PUMA and cleaved 

BID (tBID) bind all five pro-survival proteins, BAD binds only to BCL-2, BCL-XL and BCL-W, 

and NOXA engages with MCL-1 and/or A1 (Happo & Strasser, 2012; Youle & Strasser, 2008). 

Even though BH3-only proteins that bind all pro-survival proteins (BIM, PUMA, tBID) are more 

efficient killers than those with limited binding partners, a combination of NOXA and BAD kills 

potently, suggesting that efficient killing requires neutralization of all pro-survival members in 

the specific cell type (Chen et al., 2005; Youle & Strasser, 2008). Interactions between these 

factions determine whether cells live or die (Chen et al., 2005; Delbridge & Strasser, 2015). 
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2. 3. 2. Apoptosis evasion and BCL-2 protein family implication in carcinogenesis 
 
A disturbance in apoptosis or apoptosis evasion is usually a hallmark of multiple diseases, 

especially cancer. The reason is that programmed cell death is fundamentally an anti-

neoplastic mechanism and the neoplastic changes that a cell undergoes from normal to 

cancerous are potent inducers of programmed cell death (Hamacher et al., 2008). Even though 

there is a great number of cancers portraying a strong pro-survival mechanism, there is a small 

proportion of malignancies carrying mutations in the BCL-2 protein family or death receptor 

family. Hence, the survival of cells undergoing neoplastic transformation seems to rely on 

changes happening in upstream pathways that in turn alter the expression of BCL-2 protein 

family members (Strasser et al., 2011).  

In the context of pancreatic cancer, it was found that there is an absence of apoptotic cells in 

PanIN lesions, suggesting the contribution of an anti-apoptotic mechanism in the 

carcinogenesis of PDAC (Lüttges et al., 2003). For instance, as mentioned in the previous 

section (2. 2. 1. 4), different molecular subtypes of PDAC were proposed where the BH3-only 

gene NOXA was highlighted for being overexpressed in the most aggressive subtype 

correlating with poor overall survival (Birnbaum et al., 2016; Collisson et al., 2011). 

 

2. 3. 3. NOXA as a prognostic marker of PDAC 
 
The tumor cell death-inducing BH3-only protein NOXA, also known as PMAIP1, shows 

selective cell killing potency and it is the least potent of apoptosis inducers in comparison to 

the other pro-apoptotic proteins. However, NOXA becomes the dominant cell death inducer in 

response to this stimulus after oncogenic transformation (Naik et al., 2007) . It was shown that 

its overexpression via mRNA upregulation and/or protein stabilization after proteasome 

inhibition led to apoptotic cell death (Lankes et al., 2020; Nikiforov et al., 2007; Wirth et al., 

2014) . NOXA expression can act as an efficient apoptotic sensitizer in HDAC2 depleted cells 

when treated with the topoisomerase II inhibitor, etoposide (Fritsche et al., 2009). On the other 

hand, loss of NOXA proved to be a key player in drug-resistance mechanisms in targeted 
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therapies such as the BH3 mimetic compound venetoclax in B-cell malignancies (Jullien et al., 

2020). When downregulated, MCL-1 addiction of the cells increases thus binding more freely 

to BAX/BAK and now BIM, producing a potent antagonism to apoptosis (Montero et al., 2019).  

To date, it is known that NOXA expression can be activated via canonical TP53 intrinsic 

apoptotic pathway (Oda et al., 2000; Villunger et al., 2003), E2F Transcription Factor 1 

(Hershko & Ginsberg, 2004), MYC and EGR1 (Wirth et al., 2014) and transcriptional factor 

hypoxia-inducible factor 1 (HIF-1α) (J. Y. Kim et al., 2004). Moreover, it interacts with several 

anti- and pro- apoptotic proteins (Fig. 2). 

Even though NOXA seems to play a tumor suppressor role in the cells, this pro-apoptotic 

protein expression strongly correlates with poor prognosis in pancreatic cancer patients 

(Birnbaum et al., 2016) as well as in the retrospective analysis of the quasi-mesenchymal 

subtype (Fig. 1). It seems plausible that the cell-death-inducing NOXA could be a prognostic 

marker for this malignant PDAC subtype for which there are no specific therapies. As described 

in the previous sections, the complex interplay of pro- and anti- apoptotic proteins determines 

whether a tumor cell survives or dies, and the balance of these proteins is decisively influenced 

by therapeutics. In this context, the death-inducing BH3-only proteins must be activated by 

specific therapeutics in order to trigger apoptosis (Happo & Strasser, 2012). Therefore, 

pharmacological activation of NOXA and shift of the MCL-1/NOXA apoptotic balance may help 

to drive cell death and overcome apoptosis evasion.  
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Figure 2: NOXA and its main interacting partners. A) String network analysis of NOXA 
(PMAIP1) main interacting proteins/genes. BLC2L11 (BIM); BCL2L, BLC-W; BBC3, (PUMA). 
The freely available STRING database https://string-db.org (version 10.5) was used for the  
generation of this string network, which finds connections between genes using the following 
criteria: known interactions, predicted and others. Color code as follows: “known interactions”, 
light blue: from curated databases, pink: experimentally determined; “predicted interactions”, 
green: gene neighborhood, red: gene fusions; “others”, yellow: text-mining, black: co-
expression.  
 

2. 4. Cell cycle  

 
The cell cycle is a complex biological process involved in growth and proliferation of the cells, 

DNA repair, tissue hyperplasia in response to injury and diseases such as cancer. The cell 

cycle is divided into “gap 1” (G1) phase, synthesis (S) phase, “gap 2” (G2) phase and mitosis 

(M) phase (Fig. 3) and gives as a result two daughter cells. In G1, the first “gap”, the cells are 

preparing for DNA synthesis. The replication of the DNA takes place in the S phase where the 

cells synthesize DNA, thus being temporarily aneuploid (between 2n and 4n). In G2, the 

second “gap”, the cells are preparing for mitosis or M phase (Schafer, 1998; Vermeulen et al., 

2003). This process is tightly regulated by proteins called cyclins and cyclin-dependent kinases 

(CDKs), a family of serine/threonine protein kinases that are activated at specific points of the 

cell cycle and promote enter in the next phase by phosphorylation of their targets (Murray, 

2004).  

There are quality control points before each phase change in the cells to protect the integrity 

of the DNA. In response to DNA damage given by different reasons such as the administration 

of cytostatic compounds, checkpoint proteins arrest the cell cycle to provide time for DNA 

repair. DNA damage checkpoints are positioned before the cell enters S phase (G1-S 

checkpoint) or after DNA replication (G2-M checkpoint). Noteworthy, these kinds of controls 

are dysregulated and/or inactivated in tumor cells producing uncontrolled cell cycle 

progression and unlimited proliferation. 
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Figure 3: Cell cycle phases. Schematic drawing of normal cell cycle progression (self-made, 
inspired on (Schafer, 1998; Vermeulen et al., 2003). Once a cell divides (Mitosis), it can 
terminally differentiate, enter a quiescent state or G0, or start the cycle again. In the G1 quality 
control it is assessed the cell size, nutrients, growth factor and DNA damage. After the cell 
passes this checkpoint, it enters in the S phase, where the DNA is duplicated. Next, in G2 the 
cell undergoes a second quality control in which it is checked the cell size and DNA replication. 
Errors in this checkpoint can lead to cellular arrest and posterior resting state or arrest. Finally, 
before dividing into 2 daughter cells there is a minor checkpoint in which it is tested the correct 
attachment of the chromosomes to the mitotic spindle. 2n and 4n: DNA content.  
 

2. 5. Epigenetics and transcriptional regulation 

2. 5. 1. Chromatin modifications  
 
The nucleosome is the unit of chromatin in which the DNA is packaged inside the nucleus of a 

cell and it is composed of an octamer of the four core histones (H3, H4, H2A, H2B) around 

which 147 base pairs of DNA are wrapped. The most remarkable feature of the histones, apart 

from the amino-acidic tail at the N-terminus, is the large number of residues they possess. 

Histone tails can be covalently modified with different residual groups, among which the most 

studied ones are acetylation, methylation, and phosphorylation. According to the kind and 

amount of these modifications on the histone tails, the chromatin will be condensed or relaxed, 

apart from being characteristic of different genomic features (e.g., enhancers, insulator 

regions, promoters). For example, the mono-methylation of lysine 4 at the histone 3, denoted 

as H3K4me1, marks an open enhancer, whereas the tri-methylation of the same lysine, 

H3K4me3, is an abundant mark of active promoters (Calo & Wysocka, 2013; Pekowska et al., 
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2011). Active chromatin is generally associated with acetylation of the histones H2A, H3 and 

H4, from which the most studied is the acetylation of the lysine 27 of the H3, H3K27ac 

(Kouzarides, 2007). Listed in the table 1 are the chromatin signatures characteristic of 

regulatory elements and the current approaches used to map them (Spicuglia & Vanhille, 

2012).   

Table 1. Current techniques used to map genomic features 
 

Approach Activity Specificity 
FAIRE Open Non 
P300 (ChIP-seq) Open Enh.=Prom. 
H3K4me1 (ChIP-seq) Open Enh.>Prom. 
H3K4me2 (ChIP-seq) Open Enh.=Prom. 
H3K27ac (ChIP-seq) Active Enh.>Prom. 
H3K4me3 (ChIP-seq) Active Prom.>Enh. 

 
Table adapted from (Spicuglia & Vanhille, 2012). Activity refers to the characteristics in terms 
of discriminating between poised and active enhancers. The statement “open” refers to the 
approach which identifies both poised and active enhancers indiscriminately. For some cases, 
there might be observed a quantitative difference between poised and active enhancer in 
chromatin accessibility or in enrichment of a specified transcription factor, histone modification, 
etc. “Specifity” makes reference to whether the technique preferentially detects enhancers 
(Enh. > Prom.), promoters (Prom. < Enh.) or both regions (Enh. = Prom.). 

2. 5. 2. The transcription factor MYC  
 
MYC (myelocytomatosis oncogene) is a transcription factor which is often activated in 

tumorigenesis by chromosomal rearrangements as well as epigenetics events (Boxer & Dang, 

2001; Daniell, 2012; Eilers & Eisenman, 2008) in more than half of human tumors (Escot et al., 

1986; Gamberi et al., 1998; Kawate et al., 1999; Ladanyi et al., 1993). MYC is a basic helix-

loop-helix leucine-zipper, which heterodimerizes with the MYC-associated factor X (MAX) and 

binds to E-boxes in the promoters and enhancer regions of genes, influencing a wide variety 

of cellular processes, such as, growth, proliferation or differentiation are influenced (Eilers & 

Eisenman, 2008).  

The most recent studies In PDAC demonstrated that MYC can act as the sole driver, together 

with KRAS oncogenic mutation, of cancerogenesis (Sodir et al., 2020). Efforts have been made 

to utilize this transcription factor as a bio-marker for an aggressive subtype of pancreatic 
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cancer, where it was showed that its high expression correlates with poor patient prognosis 

and predicts sensitivity towards SUMO inhibition (Biederstädt et al., 2020) and proteasome 

inhibition (Lankes et al., 2020). The collaboration between oncogenic KRAS mutation and MYC 

overexpression continues to be studied, and recently it was shown how this contributes to 

evade immune response in adenocarcinomas (Kortlever et al., 2017).  

It was previously described that MYC and EGR1 collaborate to trigger cell death by activating 

the pro-apoptotic proteins NOXA and BIM (Wirth et al., 2014). Moreover, MYC repression given 

by RUNX1 recruitment of Polycomb Repressive Complex 1 (PRC1) in the context of Acute 

Myeloid Leukemia (AML) proved to activate apoptosis within short hours of drug treatment 

(Pulikkan et al., 2018).  

2. 5. 3. RUNX transcription factor family 
 
Runt-related (RUNX) family proteins are master regulators involved in a broad range of 

biological processes including proliferation and apoptosis (Chuang et al., 2013). This family is 

composed of three members: RUNX1, RUNX2 and RUNX3, each one of them playing a distinct 

role in embryonic development (Mevel et al., 2019). They could act either as transcriptional 

activators or repressors, depending on many factors, such as cell type, target gene and 

collaborating co-factors. Given these attributes, in the context of cancer biology they can 

behave as tumor suppressors or oncogenes as reviewed previously (Otálora-Otálora et al., 

2019). These transcription factors bind to the target DNA with higher affinity as well as with a 

higher stabilization by coupling with a non-DNA-binding protein called core binding factor beta 

(CBFβ). 

RUNX1 is known to be involved in normal hematopoiesis development and function. Given 

that it plays a key role in this process, knockout mice for this gene are embryonic lethal due to 

a complete failure of hematopoiesis (Okuda et al., 1996). Probably due to its key role in 

hematopoiesis, RUNX1 is one of the most frequently mutated genes in a variety of 

hematological malignancies, such as AML (Gaidzik et al., 2016; Sood et al., 2017; Yokota et 

al., 2020).  
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RUNX2 is a key transcription factor for bone development (osteogenesis) and osteoblast 

differentiation (Carbonare et al., 2012; Vimalraj et al., 2015; Yoshida et al., 2004). This gene 

was found to be amplified in some osteosarcomas, in correspondence to its role in 

osteosarcoma-genesis (Lau et al., 2004; Lou et al., 2009). In a recent review, the authors claim 

that there is enough evidence to link this transcription factor to mammary lineage and a 

“context-dependent role in breast cancer” by using a mouse model where Runx2 is driven by 

a specific mammary promoter in which they found that Runx2 expression restricts the 

development of pubertal glands thus producing a failure in milk production (Ferrari et al., 2013; 

McDonald et al., 2014; Owens et al., 2014). Interestingly, it was found that RUNX2 depletion 

in osteosarcoma cells carrying a loss-of-function mutation of the tumor suppressor p53 

overcame apoptosis resistance presumably due to MYC downregulation, underscoring the 

need to target such tumor survival signaling pathways (Shin et al., 2016).  

RUNX3 plays an important role in development of gastrointestinal tract (Fukamachi & Ito, 2004) 

and development of dorsal root ganglion neurons (Inoue et al., 2002; Levanon et al., 2002). Its 

expression and loss-of-function point mutation are involved in progression of human gastric 

cancer (Q. L. Li et al., 2002) and, notably, its expression has been linked with pathogenesis in 

PDAC (J. Li et al., 2004). Moreover, it was demonstrated in a mouse model that depending on 

the dosage of Smad4, Runx3 can behave either as a tumor suppressor or as an oncogene, 

inhibiting or promoting metastatic growth respectively (Whittle et al., 2015).  

2. 5. 3. 1. RUNX1-CBFβ interaction  
 
RUNX1 is strongly expressed in a broad spectrum of epithelial tumors such as skin, 

esophageal, lung, colon and also breast tumors (Scheitz et al., 2012; Scheitz & Tumbar, 2013) 

and its overexpression is associated with poor prognosis in PDAC (Birnbaum et al., 2016).  

RUNX1 and its binding partner, CBFβ, are targets of many mutations in different kinds of 

cancers, as described in section 2. 5. 3. To target this specific interaction, a group of 

researchers performed a small molecule screening of the National Cancer Institute for 

compounds that interrupt the binding of the oncofusion CBFβ-SMMHC to the Runt domain of 
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RUNX1 (Illendula et al., 2015, 2016). They developed and perfected a monovalent compound 

that interrupts the RUNX1-CBFβ interaction, also referred as wild type, and a bivalent 

compound (AI-10-49) which targets more specifically the interaction between RUNX1 and the 

oncofusion CBFβ-SMMHC (present in one subtype of AML). It is known that in cells lacking 

the fusion protein, AI-10-49 may act like the monomeric lead molecule and inhibit wild type 

CBFβ-RUNX1. Later it was described its molecular mode of action, research in which it is 

shown that upon interruption of this interaction, RUNX1 is released from the CBFβ-SMMHC 

complex and changes its target genes, one of them being MYC, represses its expression and 

consequently apoptosis is activated (Pulikkan et al., 2018).  

Little is known about the role of RUNX1 in the PDAC context, yet Cheng and collaborators 

showed that it can exert an oncogenic role in pancreatic cancer by negative regulation of the 

microRNA miR-93 (Cheng et al., 2017) and patients presenting overexpression of RUNX1 are 

grouped as high-risk with shorter survival (Birnbaum et al., 2016).  
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3. Aim 
 
The career on the development of new therapeutic strategies accompanied by molecular 

understanding of the mechanism behind its action, has been a long subject of study in many 

cancers. Nevertheless, in pancreatic cancer starting from the patient stratification to their 

outcome, only small improvements have been made in the last years. It is believed that a 

thorough investigation of histological, molecular pathways and mutational landscape of the 

tumor samples as well as microenvironment could shed light on the high heterogeneity of 

PDAC. By means of this kind of study I might gain a deeper comprehension of different 

phenomena that are implicated in chemotherapeutics failure, such as apoptosis evasion and 

therapy resistance. Therefore, I aim to identify novel compounds that affect NOXA expression 

to exploit its pro-apoptotic function as a potential therapeutic option for an aggressive PDAC 

subtype (NOXAhigh) and unravel the molecular mechanisms behind its mode of action.   
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4. Materials and methods 

4. 1. Materials 

4. 1. 1. Equipment 
 
Table 2. Laboratory equipment 

Instrument Company 
Agilent Bioanalyzer 2100 Agilent technologies, Santa Clara, USA 
Camera Carl Zeiss (Suzhou) Co., Ltd, China 
Cell incubator (Heraeus Hera cell 240)  Heraeus, Hanau, Germany 

ChemoStar PLUS Imager  Intas Science Imaging Instruments GmbH, Göttingen, 
Germany 

Countess II FL Automated Cell 
Counter Invitrogen by Life Technologies, Carlsbad, USA 

Cytoflex S Beckman Coulter, Brea, USA 
Electrophoresis chamber Bio-Rad Laboratories GmbH, Munich, Germany 
Eppendorf Centrifuge 5417R Eppendorf AG, Hamburg, Germany 
Eppendorf Mastercycler PCR device Eppendorf AG, Hamburg, Germany 
Eppendorf Minispin Plus Centrifuge  Eppendorf AG, Hamburg, Germany 
Epifluorescence microscope Carl Zeiss Microscopy GmbH, Jena, Germany 

Fridges and lab freezers Liebherr-Hausgeräte GmbH, Ochsenhausen, 
Germany 

GelDoc System Universal Hood II Bio-Rad Laboratories GmbH, Munich, Germany 
Glassware Duran® Labware SCHOTT AG, Mainz, Germany 

Incucyte® Live-Cell Analysis Sartorius Lab Instruments GbmH & Co.KG, Göttingen, 
Germany 

Liquid nitrogen tank Biosafe® MDβ Cryotherm GmbH & Co. KG, Kirchen, Germany 
Magnetic Stirrer MS 3000 neoLab Migge GmbH, Heidelberg, Germany 
Magnetic stand DynaMagTM-96 Side Invitrogen by Life Technologies, Carlsbad, USA 
Magnetic stand DynaMag™-2  Invitrogen by Life Technologies, Carlsbad, USA 
Microplate reader - Luminometer Berthold Technologies, Bad Wildbad, Germany 
Microwave Oven Commercial 
Multi-Channel Pipettes Research 
Plus®  Eppendorf AG, Hamburg, Germany 

Multi-Channel Pipette (electronic) Brand GbmH & Co KG, Mannheim, Germany 
Multi-step pipette  Eppendorf AG, Hamburg, Germany 
NanoDrop 2000c Thermo Fisher Scientific, Waltham, USA 

Neubauer hemocytometer Paul Marienfeld GmbH & Co. KG, Lauda-
Königshofen, Germany 

pH-meter HI2020 edge R  Hanna instruments, Woonsocket, USA 
Pipetboy  Integra Biosciences Ag from INTEGRA Holding AG 
Pipettes Research Plus® Eppendorf AG, Hamburg, Germany 
Power Pac 200  Bio-Rad Laboratories GmbH, Munich, Germany 
Power Pac P25T  Biometra GmbH, Göttingen, Germany 
Pump tube (Sample pump) kits Beckman Coulter, Brea, USA 
QuantiFluor® ONE dsDNA System Promega Corporation, Madison, USA 

Quintix® Analytical balance Sartorius Lab Instruments GbmH & Co.KG, Göttingen, 
Germanyct 
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Safety cabinet HERAsafe® HSP18 Heraeus, Hanau, Germany 
SDS-Gel electrophoresis chamber 
(Multigel Long)  Biometra GmbH, Göttingen, Germany 

Spectophotometer CLARIOstar  BMG Labtech, Ortenberg, Germany 
StepOne Plus tm Real-time PCR 
System  Applied Biosystem, Forster City, Usa 

Vortex Genie 2 Bender&Hobein AG, Zürich, Switzerland 
Vortex neoLab Migge GmbH, Heidelberg, Germany 
Water bath Memmert GmbH + Co. KG, Schwabach, Germany 
Wet-transfer device Bio-Rad Laboratories GmbH, Munich, Germany 

 

4. 1. 2. Chemicals and reagents 

4. 1. 2. 1. Chemicals and reagents 
 
Table 3. Chemicals 
 

Reagent Company 
2-Mercaptoethanol, 50 mM  Sigma-Aldrich, St. Louis, USA 
Acetic acid Carl Roth GmbH + Co. KG, Karlsruhe, Germany 
Acrylamide-Bisacrylamide mixture (37.5:1) Carl Roth GmbH + Co. KG, Karlsruhe, Germany 
Adenosine triphosphate (ATP) Sigma-Aldrich, St. Louis, USA 

Agarose Byozim Scientific GmbH, Hessisch Oldendorf, 
Germany 

AI-10-49 BIOZOL Diagnostica Vertrieb GmbH, Eching, 
Germany 

Ammonium persulfate (APS) Sigma-Aldrich, St. Louis, USA 
Annexin V binding buffer (10X) BD Pharmigen Inc, San Diego, USA 
Bio-Rad Protein Assay Dye Reagent 
Concentrate (5X) Bio-Rad Laboratories GmbH, Munich, Germany 

Bovine Serum Albumin (BSA) Carl Roth GmbH + Co. KG, Karlsruhe, Germany 
Bromophenol blue  Sigma-Aldrich, St. Louis, USA 
Calcium chloride (CaCl2) Sigma-Aldrich, St. Louis, USA 
CellTiter-Glo Luminescent Cell Viability Promega Corporation, Madison, USA 
CytoFLEX Sheath Fluid Beckman Coulter, Brea, USA 
DAPI (4',6-Diamidino-2-Phenylindole, 
Dihydrochloride) Invitrogen by Life Technologies, Carlsbad, USA 

Dimethylsulfoxid (DMSO) Carl Roth GmbH + Co. KG, Karlsruhe, Germany 
Dithiothreitol (DTT) Sigma-Aldrich, St. Louis, USA 
Ethanol 70% Carl Roth GmbH + Co. KG, Karlsruhe, Germany 
Ethanol absolut Nunc A/S, Roskilde, Denmark 
Ethylenediaminetetraacetic acid (EDTA) Carl Roth GmbH + Co. KG, Karlsruhe, Germany 
Formaldehyde solution 37% Carl Roth GmbH + Co. KG, Karlsruhe, Germany 
Giemsa Sigma-Aldrich, St. Louis, USA 
Glycerol for molecular biology  Sigma-Aldrich, St. Louis, USA 
Glycine Carl Roth GmbH + Co. KG, Karlsruhe, Germany 
Glycogen (from mussels) Sigma-Aldrich, St. Louis, USA 
Hydrogen chloride (HCl) Merck KGaA, Darmstadt, Germany 
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IGEPAL CA-630 Sigma-Aldrich, St. Louis, USA 
Isopropanol Carl Roth GmbH + Co. KG, Karlsruhe, Germany 
Kit ECL Prime detection reagent GE Healthcare 
LB-Agar (Luria/Miller) Carl Roth GmbH + Co. KG, Karlsruhe, Germany 
Magnesium chloride (MgCl2)  Sigma-Aldrich, St. Louis, USA 
Magnesium sulfate (MgSO4) Sigma-Aldrich, St. Louis, USA 
Methanol Carl Roth GmbH + Co. KG, Karlsruhe, Germany 
N, N, N ', N'-Tetramethylethylenediamine 
(TEMED) Sigma-Aldrich, St. Louis, USA 

NP-40 Sigma-Aldrich, St. Louis, USA 
Phenol – chloroform – isoamyl alcohol 
mixture Sigma-Aldrich, St. Louis, USA 

Polyethylene glycol 4000 Carl Roth GmbH + Co. KG, Karlsruhe, Germany 
Ponceau Staining solution VWR International, Radnor, USA 
Potassium chloride (KCl) Merck KGaA, Darmstadt, Germany 
Propidium iodide (PI) Sigma-Aldrich, St. Louis, USA 
Restore™ PLUS Western Blot Stripping 
Buffer Thermo Fisher Scientific, Waltham, USA 

RNaseZapTM-RNase Decontamination 
Wipes 

Invitrogen by Thermo Fisher Scientific, Waltham, 
USA 

Skim milk powder Carl Roth GmbH + Co. KG, Karlsruhe, Germany 
Sodium acetate anhydrous (NaOAc) Merck KGaA, Darmstadt, Germany 
Sodium chloride (NaCl) Carl Roth GmbH + Co. KG, Karlsruhe, Germany 
Sodium deoxycholate detergent  Sigma-Aldrich, St. Louis, USA 
Sodium dodecyl sulfate (SDS pellets) Carl Roth GmbH + Co. KG, Karlsruhe, Germany 
Sodium hydroxide (NaOH) Carl Roth GmbH + Co. KG, Karlsruhe, Germany 
Thiazolyl Blue Tetrazolium Bromide (MTT 
solution) Sigma-Aldrich, St. Louis, USA 

Trichlormethan/Chloroform Sigma-Aldrich, St. Louis, USA 
Tris (hydroxymethyl) aminomethane HCl 
(Tris HCl) Carl Roth GmbH + Co. KG, Karlsruhe, Germany 

Triton X-100  
(t-Octylphenoxypolyethoxyethanol) Sigma-Aldrich, St. Louis, USA 

Trypan Blue Sigma-Aldrich, St. Louis, USA 
Tryptone Sigma-Aldrich, St. Louis, USA 

Tween® 20 molecular biology grade Serva Electrophoresis GmbH, Heidelberg, 
Germany 

Yeast extract BD Biosciences, Franklin Lakes, USA 

 

4. 1. 2. 2. Buffers and solutions 
 
 
Table 4. Buffers and solutions 
 

Buffer/Solution Composition 
10X TBS (Tris-buffer saline) for WB in 
ddH2O (pH 7.6) 

0.2 M Tris-HCl 
1.4 M NaCl 

1X TBS-T 1X TBS + Tween20 0.1%  
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10X Running buffer (SDS-PAGE) in ddH2O 
(pH 7.4) 

35 mM SDS 
0.25 M Tris HCl 
2 M Glycine 

10X Transfer buffer for wet blot in ddH2O 
0.25 M Tris HCl 
2 M Glycine 

1X Transfer buffer for wet blot 
1 part transfer buffer 10 X 
2 parts Methanol 100% 
7 parts ddH2O 

Stacking gel buffer (SDS-PAGE) in ddH2O 0.5 M Tris HCl pH 6.8 
Resolving gel buffer (SDS-PAGE) in 
ddH2O 1.5 M Tris HCl pH 8.8 

Stacking gel (5%) (SDS-PAGE) 

3 ml ddH2O 
1.3 ml stacking buffer 
750 μl Acrylamide-bisacrylamide mixture 
25 μl APS 10% 
10 μl TEMED 

Resolving gel (10%) (SDS-PAGE) 

4.1 ml ddH2O 
2.6 ml resolving buffer 
3.3 ml Acrylamide-bisacrylamide mixture 
100 μl SDS 10% 
50 μl APS 10% 
15 μl TEMED 

Gradient gel-heavy gel (20%) (SDS-
PAGE) 

2 ml resolving buffer 
800 μl Glycerol 
5.08 ml Acrylamide-bisacrylamide mixture 
80 μl SDS 10% 
40 μl APS 10% 
4 μl TEMED 

Gradient gel-light gel (10%) (SDS-PAGE) 

2 ml resolving buffer 
3.228 ddH20 
2.652 ml Acrylamide-bisacrylamide mixture 
80 μl SDS 10% 
40 μl APS 10% 
4 μl TEMED 

Blocking solution for WB BSA 5% in TBS-T 

Stripping buffer for WB 
1 part Methanol 
1 part Acetic acid 
8 parts ddH2O 

5X Loading buffer for SDS-PAGE 
(Laemmli) pH 6.8 

0.35 M SDS 
25 ml Glycerol 
0.23 M Tris HCl 
0.75 mM Bromophenol blue 
2.5 ml 2-Mercaptoethanol 
to 50 ml of H2O 

RIPA buffer for protein isolation in ddH2O 

150 mM NaCl 
1% NP-40 
0.5% Sodium deoxycholate 
0.1% SDS 
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50 mM Tris HCl (pH 8.0) 
1 mM PMSF 
2X Protease inhibitor 
2X Phosphatase inhibitor 

10X PBS (Phosphate buffer saline) in 
ddH2O (pH 7.4) 

1.4 M NaCl 
27 mM KCl 
0.1 M Na2HPO4 

50X TAE (Tris-Acetate-EDTA buffer) in 
ddH2O 

2 M Tris-HCl 
0.95 M Acetic acid 
50 mM EDTA pH 8.0 

TE (Tris-EDTA) buffer 
10 mM Tris HCl pH 8.0 
1 mM EDTA 

Lysis buffer for 4C in ddH2O 

10 mM NaCl 
250 mM Tris HCl (pH 8.0) 
0.2% NP-40 
1X Protease inhibitor 

Ligation buffer for 4C in ddH2O 

50 mM Tris HCl (pH 7.6) 
10 mM MgCl2 
1 mM ATP 
1 mM DTT 

MTT solution in ddH2O 5 mg/ml Thiazolyl Blue  
DAPI solution for apoptosis assay in PBS 10 μg/ml DAPI 

5X KCM buffer for bacteria chemical 
transformation in ddH2O 

2 M KCl 
1 M CaCl2 
1M MgCl2 

Propidium Iodide (PI) solution for cell cycle 0.2 μg/ml PI 
ChIP buffers Supplied in the kit 

 

4. 1. 3. Cell culture 

4. 1. 3. 1. Medium and reagents 
 
Table 5. Cell culture medium, antibiotics and transfection reagents 
 

Medium/antibiotic Company 
Ampicilin Carl Roth GmbH + Co. KG, Karlsruhe, Germany 

Ampuwa water (distilled and sterile) ddH2O Fresenius SE & Co. KGaA, Bad Homburg vor 
der Höhe, Germany 

Antibiotic-Antimycotic (100X) Thermo Fisher Scientific, Waltham, USA 
Blasticidin S Thermo Fisher Scientific, Waltham, USA 
Dulbecco’s Modified Eagle Medium (DMEM), 
high glucose Thermo Fisher Scientific, Waltham, USA 

Dulbecco's phosphate-buffered saline 
(DPBS) 

Gibco by Thermo Fisher Scientific, Waltham, 
USA 

Fetal Bovine Serum (FBS) Gibco by Thermo Fisher Scientific, Waltham, 
USA 

Hygromycin Carl Roth GmbH + Co. KG, Karlsruhe, Germany 
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G418 (Geneticin) solution Roche Diagnostics GmbH, Mannheim, 
Germany 

Kanamycin Sigma-Aldrich, St. Louis, USA 
Lipofectamine 2000 Transfection Reagent- Invitrogen by Life Technologies, Carlsbad, USA 
Opti-MEM, Reduced Serum Media, no 
phenol red Thermo Fisher Scientific, Waltham, USA 

Polyethylenimine (PEI) Sigma-Aldrich, St. Louis, USA 

Polybrene Infection Reagent Merck Milipore from Merck KGaA, Burlington, 
USA 

Puromycin solution Gibco by Thermo Fisher Scientific, Waltham, 
USA 

Roswell Park Memorial Institute (RPMI) 1640 
Medium  Thermo Fisher Scientific, Waltham, USA 

Trypsin-EDTA (0.5%), no phenol red, 10X Gibco by Thermo Fisher Scientific, Waltham, 
USA 

 

4. 1. 3. 2. Cell lines 
 
Table 6. Cell lines 
 

Cell line Organism Tissue Disease Provider Relevant 
aberrations 

HEK293T human Embryonic 
kidney NA Dr. Matthias 

Wirth NA 

MIAPaCa-2 human Pancreas Carcinoma 
ATCC, 
Manassas, 
USA 

CDKN2A-/-; 
KRASG12C; 
TP53R248W 

Panc1 human Pancreas/duct Epithelioid 
carcinoma 

ATCC, 
Manassas, 
USA 

CDKN2A-/-; 
KRASG12D; 
TP53R282W 

PSN1 human Pancreas Adenocarcinoma 
ATCC, 
Manassas, 
USA 

CDKN2A-/-; 
KRASG12R; 
TP53K132Q 

PaTu8988T human Pancreas Adenocarcinoma DSMZ, 
Braunschweig 

KRASG12V; 
TP53R282W; 
SMAD4-/- 

mPDAC-06 murine Pancreas Adenocarcinoma Dr. Matthias 
Wirth 

Pdx1-Cre; 
LSL-
KrasG12D 

mPDAC-95 murine Pancreas Adenocarcinoma Dr. Matthias 
Wirth 

Pdx1-Cre; 
LSL-
KrasG12D 

 

4. 1. 4. Consumables 
 
Table 7. Laboratory plasticware and consumables 
 

Consumable Company 
96-well cell culture plate, flat bottom Sarstedt AG & Co., Nümbrecht, Germany 
96-well cell culture plate, white Nunc A/S, Roskilde, Denmark 
96-well deep well, 2 ml VWR International, Radnor, USA 
48-well cell culture plate (CorningTM FalconTM) Nunc A/S, Roskilde, Denmark 
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12-well cell culture plate (CorningTM FalconTM) Nunc A/S, Roskilde, Denmark 
24-well plate Falcon (CorningTM FalconTM) Nunc A/S, Roskilde, Denmark 
6-well plate Falcon (CorningTM FalconTM) Nunc A/S, Roskilde, Denmark 
Cell culture flasks 25 cm², 75 cm², 175 cm²  Nunc A/S, Roskilde, Denmark 
Cell culture dish 10 cm, 15 cm Sarstedt AG & Co., Nümbrecht, Germany 
Cell scraper 25 cm, sterile Sarstedt AG & Co., Nümbrecht, Germany 
Conical tube 15 ml (CorningTM FalconTM) Thermo Fisher Scientific, Waltham, USA 
Conical tube 50 ml (CorningTM FalconTM) Thermo Fisher Scientific, Waltham, USA 
Multi-step tips, sterile, combitips advanced, 1.0 
ml, 5 ml  Eppendorf AG, Hamburg, Germany 

Countess Cell Counting Chamber Slides Thermo Fisher Scientific, Waltham, USA 
Cryovials 2 ml Sarstedt AG & Co., Nümbrecht, Germany 
FACS tubes Sarstedt AG & Co., Nümbrecht, Germany 
Filter tips sterile 200 μl, 100 μl, 20 μl 
Biosphere® VWR International, Radnor, USA 

Filter tips sterile 1250 μl  Greiner Bio-One GmbH, Frickenhausen, 
Germany 

Filter 0.45 μm neoLab Migge GmbH, Heidelberg, Germany 
Glass Pasteur pipette 150 mm Brand GbmH & Co KG, Mannheim, Germany 
Parafilm  Brand GbmH & Co KG, Mannheim, Germany 

Pipette tips 1250 μL, non-sterile Greiner Bio-One GmbH, Frickenhausen, 
Germany 

Pipette tips 2-200, 20 μL, non-sterile Sarstedt AG & Co., Nümbrecht, Germany 

PCR-strips Single Cap 8er-Soft-Strips 0.2 ml Byozim Scientific GmbH, Hessisch Oldendorf, 
Germany 

PCR plate 96-well Eppendorf AG, Hamburg, Germany 
Reaction tube 1.5 ml, 2 ml safe seal Sarstedt AG & Co., Nümbrecht, Germany 
Serological pipette 5 ml, 10 ml, 25 ml Nunc A/S, Roskilde, Denmark 

 

4. 1. 5. Molecular biology reagents 
 
Table 8. Molecular biology reagents  
 

Reagent Company 

1 kb Plus DNA Ladder New England Biolabs GmbH, Frankfurt/Main, 
Germany 

cOmplete Mini, EDTA-free (Protease 
inhibitor cocktail tablets) Roche Diagnostics GmbH, Mannheim, Germany 

Custom-made oligos IDT Biologika GmbH, Dessau-Roßlau, Germany 

DNA Ladder 100 bp New England Biolabs GmbH, Frankfurt/Main, 
Germany 

dNTP mix, 10 mM Rapidozym GmbH, Berlin, Germany 
Gel blotting paper (Whatman®) Merck KGaA, Burlington, USA 

Gel Loading Dye Purple (6X) New England Biolabs GmbH, Frankfurt/Main, 
Germany 

Immun-Blot® PVDF Membrane 0.2 μm Bio-Rad Laboratories GmbH, Munich, Germany 
Immun-Blot® PVDF Membrane 0.45 μm Thermo Fisher Scientific, Waltham, USA 
MicroAmp Fast Optical 96-Well Reaction P Thermo Fisher Scientific, Waltham, USA 
Midori Green Advance NonToxic DNA and 
RNA staining 

Nippon Genetics Europe GmbH, Düren, 
Germany 
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Nuclease-Free Water (not DEPC-Treated)  Thermo Fisher Scientific, Waltham, USA 
PageRuler™ Plus Prestained Protein 
Ladder, 10 to 250 kDa Thermo Fisher Scientific, Waltham, USA 

PHOSSTOP, 10 TABLETS Roche Diagnostics GmbH, Mannheim, Germany 
Random Hexamer Primer Thermo Fisher Scientific, Waltham, USA 

 
 
Table 9. Kits and enzymes 
 

Kit/enzyme Company 
Agilent High Sensitivity DNA Kit Agilent Technologies, Santa Clara, USA 
Agilent RNA 6000 Pico Kit Agilent Technologies, Santa Clara, USA 

BbsI-HF New England Biolabs GmbH, Frankfurt am Main, 
Germany 

BsmBI New England Biolabs GmbH, Frankfurt am Main, 
Germany 

DNA 1000 Kit & Reagents Agilent Technologies, Santa Clara, USA 

DpnII New England Biolabs GmbH, Frankfurt am Main, 
Germany 

Expand™ Long Template PCR System Roche Diagnostics GmbH, Mannheim, Germany 
HiSpeed Plasmid Maxi Kit Qiagen, Hilden, Germany 
MMLV High Performance Reverse 
Transcript 

Byozim Scientific GmbH, Hessisch Oldendorf, 
Germany 

NEBNext Poly(A) mRNA Magnetic Isolation New England Biolabs GmbH, Frankfurt am Main, 
Germany 

NEBNext Ultra II Directional RNA Library New England Biolabs GmbH, Frankfurt am Main, 
Germany 

NEBNext Ultra II Q5 Master Mix New England Biolabs GmbH, Frankfurt am Main, 
Germany 

NlaIII New England Biolabs GmbH, Frankfurt am Main, 
Germany 

Power SybrGreen 2X Thermo Fisher Scientific, Waltham, USA 

Protector Rnase inhibitor Sigma-Aldrich by Merck KGaA, Darmstadt, 
Germany 

Proteinase K Solution (20 mg/mL) Thermo Fisher Scientific, Waltham, USA 
Pure Yield Plasmid Miniprep System Promega Corporation, Madison, USA 
Qiagen MiniElute PCR Purification Kit Qiagen, Hilden, Germany 
QIAshredder Qiagen, Hilden, Germany 

Quick Ligation Kit New England Biolabs GmbH, Frankfurt am Main, 
Germany 

RiboLock RNase inhibitor Thermo Fisher Scientific, Waltham, USA 
RNase A Sigma-Aldrich, St. Louis, USA 
RNase-Free DNase Set Qiagen, Hilden, Germany 
RNeasy Micro Kit  Qiagen, Hilden, Germany 
RNeasy Mini Kit Qiagen, Hilden, Germany 

SimpleChIP Enzymatic Chromatin IP Kit Cell Signaling Technology Europe, Frankfurt am 
Main, Germany 

T4 DNA Ligase Thermo Fisher Scientific, Waltham, USA 

Taq 2X Master Mix New England Biolabs GmbH, Frankfurt/Main, 
Germany 

Terra PCR Direct Polymerase Mix Takara Bio Inc. by Takara Holding, Kusatsu, 
Japan 

Wizard SV Gel and PCR Clean-Up System Promega Corporation, Madison, USA 
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4. 1. 6. Bacteria culture and cloning 

4. 1. 6. 1. Competent bacteria 
 
Table 10. Bacteria strains 
 
Strain Source 
DH5α E. coli Thermo Fisher Scientific, Waltham, USA 
Stbl3 E. coli Thermo Fisher Scientific, Waltham, USA 
Top10 E. coli Thermo Fisher Scientific, Waltham, USA 
 

4. 1. 6. 2. Plasmids 
 
Table 11. Plasmids 
 

Plasmid Source Accession 
number 

px330-U6-Chimerich_BB-CBh-hSpCas9 gift, Prof. Rada Iglesias NA 
lenti dCAS-VP64_Blast Addgene 61425 
lenti MS2-P65-HSF1_Hygro Addgene 61426 
lenti sgRNA(MS2)_puro backbone Addgene 73795 
dCAS9-VP64_GFP Addgene 61422 
MS2-P65-HSF1_GFP Addgene 61423 
sgRNA(MS2) cloning backbone Addgene 61424 
psPAX2 Addgene 12260 
pMD2.G Addgene 12259 

 

4. 1. 7. Antibodies 

4. 1. 7. 1. FACS antibodies 
 
Table 12. Annexin V for apoptosis assay 
 

Antigen Reactivity Conjugation Company Reference 

Annexin V All mammals 647 BioLegend, San Diego, USA 640912 

4. 1. 7. 2. Western blot antibodies 
 
Table 13. Primary antibodies 
 

Antigen Host Company Reference Dilution 

NOXA Mouse Bio-Techne GmbH, Wiesbaden, 
Germany DL000329946 1:500 

MCL-1  Mouse Bio-Rad Laboratories GmbH, 
Munich, Germany VMA00507 1:1000 
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BCL-2 (124) Mouse 
Cell Signaling Technology 
Europe, Frankfurt am Main, 
Germany 

15071 1:1000 

BCL-XL (54H6) Rabbit 
Cell Signaling Technology 
Europe, Frankfurt am Main, 
Germany 

2764 1:1000 

MYC  Rabbit 
Cell Signaling Technology 
Europe, Frankfurt am Main, 
Germany 

9402 1:1000 

Housekeeping Host Company Reference Dilution 

Vinculin (E1E9V)  Rabbit 
Cell Signaling Technology 
Europe, Frankfurt am Main, 
Germany 

13901 1:10000 

Actin (AC-15) Mouse Sigma-Aldrich, St. Louis, USA A1978 1:10000 

α-Tubulin Rabbit Abcam, Cambridge, United 
Kingdom ab4074 1:10000 

 
 
Table 14. Secondary antibodies 
 

Reactivity Conjugated Company Reference Dilution 

Anti-mouse 
DyLight™ 
800 4X PEG 
Conjugate 

Cell Signaling Technology 
Europe, Frankfurt am Main, 
Germany 

5257 1:5000 

Anti-mouse 
DyLight™ 
680 
Conjugate 

Cell Signaling Technology 
Europe, Frankfurt am Main, 
Germany 

5470 1:5000 

Anti-rabbit 
DyLight™ 
800 4X PEG 
Conjugate 

Cell Signaling Technology 
Europe, Frankfurt am Main, 
Germany 

 5151 1:5000 

Anti-rabbit 
DyLight™ 
680 
Conjugate 

Cell Signaling Technology 
Europe, Frankfurt am Main, 
Germany 

5366 1:5000 

Anti-rabbit HRP-linked  Sigma-Aldrich, St. Louis, USA NA934 1:5000 

Anti-mouse HRP-linked  Sigma-Aldrich, St. Louis, USA NA931 1:5000 
 

4. 1. 7. 3. ChIP antibodies 
 
Table 15. ChIP antibodies 
 

Antibody Company Reference Pull down 
Acetyl-Histone H3 (Lys27) 
(D5E4)  

Cell Signaling Technology Europe, 
Frankfurt am Main, Germany 8173 5 μg 

RUNX1 Abcam, Cambridge, United 
Kingdom ab23980 10 μg 

CTCF (CCCTC-binding 
factor, zinc finger protein) Active Motif, Inc., Carlsbad, USA 61311 4 μg 
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4. 1. 8. Oligonucleotides 

4. 1. 8. 1. Genotyping PCR primers  
 
Table 16. Genotyping primers CRISPR/Cas9 knockouts 
 

KO/WT Allele primer Sequence Target 
FWD_KO CACTAGTGTGGGCGTATTAGG human NOXA (PMAIP1) 
REV_KO GATGTATTCCATCTTCCGTTTCC human NOXA (PMAIP1) 
Internal_REV GTTCAGTTTGTCTCCAAATCTCC human NOXA (PMAIP1) 
FWD_KO GGATTCCAGCGCTGGTGCTG murine Noxa (PMAIP1) 
REV_KO TGCAGGCGCGTACATTCTAGCCC murine Noxa (PMAIP1) 
Internal_REV TCAGAAACGCCGCGGCGATCT murine Noxa (PMAIP1) 
FWD_KO CCGTAGATGCCAGCACGAGC human RUNX1 
REV_KO TGGGTTTGTTGCCATGAAACG human RUNX1 
Internal_FWD GTTATCATTGCTATTCCTCTGC human RUNX1 
FWD_KO GGTGCTTCAGAACTGGGCCCT human RUNX2 
REV_KO GTAGATAGCTAATCGATATAC human RUNX2 
Internal_REV TGGCAGGTAGGTGTGGTAGTG human RUNX2 
FWD_KO CAACAGCCAACCAAGTGAATCC human RUNX3 
REV_KO CCTTGAAGGCGACGGGCAGC human RUNX3 
Internal_REV CAGTGGAGGGACGTGGTCCG human RUNX3 

 
 
Table 17. sgRNAs for CRISPR/Cas9 knockout and CRISPRa 
 

Name sgRNA without PAM  Gene 
sgRNA_1_KO TCGAGTGTGCTACTCAACTC human NOXA (PMAIP1) 
sgRNA_2_KO TGTAATTGAGAGGAATGTGA human NOXA (PMAIP1) 
sgRNA_1_KO TTGCGCAGCCCGAGTCTTGG murine NOXA (PMAIP1) 
sgRNA_2_KO ACGCGCCAGTGAACCCAACG murine NOXA (PMAIP1) 
sgRNA_CRISPRa AAAGCGTGGTCTCTGGCG human NOXA (PMAIP1) 
sgRNA_1_KO GAGCCCAGGCAAGATGAGCG human RUNX1 
sgRNA_2_KO GCCATCTGGAACATCCCCTA human RUNX1 
sgRNA_1_KO TGGCTGGATAGTGCATTCGT human RUNX2 
sgRNA_2_KO ATATTGAAATTCCTCAGCAG human RUNX2 
sgRNA_1_KO AATTCTCGCCTTCTTCAGAG human RUNX3 
sgRNA_2_KO TGCGCACGAGCTCGCCTGCG human RUNX3 

 
 
Table 18. Genotyping PCR primers for stable transductions and cloning 
 

Primer name Sequence Target 
FWD_sgRNA AAAGCGTGGTCTCTGGCG NOXA sgRNA 
REV_MS2_puro CCACTCCTTTCAAGACCTAGAAG lentisgRNA(MS2)_puro backbone  
FWD_Cas9 CCAAAGAGGTGCTGGACG lenti dCAS9-VP64_Blast 
REV_Blast GCTCTTTCAATGAGGGTGGA lenti dCAS9-VP64_Blast 
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FWD_Hygro GACGGCAATTTCGATGATG lenti MS2-P65_HSF1_Hygro  
REV_pBluescript TCGAGGTCGACGGTATC lenti MS2-P65_HSF1_Hygro  

REV_px330 GGAAAGTCCCTATTGGCGTT px330-U6-Chimerich_BB-CBh-
hSpCas9 

 
 
Table 19. Mycoplasma test primers 
 

Name Sequence 
Myco_FWD GGGAGCAAACAGGATTAGATACCCT 
Myco_REV TGCACCATCTGTCACTCTGTTAACCTC 

 

4. 1. 8. 2. qRT-PCR primers  
 
Table 20. qRT-PCR primers 
 

Name Sequence Target gene 
hNOXA_qPCR_FWD CGGAGATGCCTGGGAAGAA human NOXA (PMAIP1) 
hNOXA_qPCR_REV CCAAATCTCCTGAGTTGAGTAGCA human NOXA (PMAIP1) 
mNOXA_qPCR_FWD GAGTGCACCGGACATAACTG murine Noxa (Pmaip1) 
mNOXA_qPCR_REV CTCGTCCTTCAAGTCTGCTG murine Noxa (Pmaip1) 
hRUNX1_qPCR_FWD_E3 AACTTCCTCTGCTCCGTGCTG human RUNX1 
hRUNX1_qPCR_REV_E4 TCACAGTGACCAGAGTGCCATC human RUNX1 
hRUNX2_qPCR_FWD ATTCTGCTGAGCTCCGGAATGC human RUNX2 
hRUNX2_qPCR_REV TGGGGAGGATTTGTGAAGACGGT human RUNX2 
hRUNX3_qPCR_FWD GTGGCCAGGTTCAACGACCTTC human RUNX3 
hRUNX3_qPCR_REV GGTGGGGTTGGTGAACACAGTG human RUNX3 
hMYC_qPCR_FWD TTCCTTTGGGCGTTGGAAAC human MYC  
hMYC_qPCR_REV GCTGTACGGAGTCGTAGTCG human MYC  
hACTB_qPCR_FWD CCTCGCCTTTGCCGATCC human Actin 
hACTB_qPCR_REV CGCGGCGATATCATCATCC human Actin 
hGAPDH_qPCR_FWD AGCTCAGGCCTC AAGACCTT human GAPDH 
hGAPDH_qPCR_REV AAGAAGATGC GGCTGACTGT human GAPDH 

 
 
Table 21. ChIP-qPCR primers 
 

Name Sequence Target 

ChIP_hNXUTR_FWD AGGCAGCTATTTTACCATCTGG Human NOXA 
negative region 

ChIP_hNXUTR_REV GTTTACTGCCACAGTATCAACTTTT Human NOXA 
negative region 

ChIP_hNXBS5_FWD GACGACGTCCAGCGTTTG Human NOXA 
BS5 promoter 

ChIP_hNXBS5_REV GCCCCGAAATTACTTCCTTAC Human NOXA 
BS5 promoter 

hNXProm_RUNX1bindingFWD_I AGCTCAGCCCTCCCACAAAAGA Human NOXA 
promoter 



38 
 

hNXProm_RUNX1bindingREV_I AGGGATTTGTGTGTGTCCTTCCA Human NOXA 
promoter 

hNXProm_RUNX1bindingFWD_II CCCAAGTCTCTAATTGCCAAGGCC Human NOXA 
promoter 

hNXProm_RUNX1bindingREV_II TGGCGGGAGGGGAAGGGTTTAA Human NOXA 
promoter 

ChIP_hNX_E1_FWDI CGAAGGCTGACATGTCTCATGC Human NOXA 
enhancer 1 

ChIP_hNX_E1_FWDII TGACATGTCTCATGCACCCAGA Human NOXA 
enhancer 1 

ChIP_hNX_E1_REV TGGATTTGTCTCAGGCAGCTCT Human NOXA 
enhancer 1 

ChIP_hNX_E2_FWD CAAGCCTCCTTTAGCCCAAAGC Human NOXA 
enhancer 2 

ChIP_hNX_E2_REVI GGATCTCCAACTTTCGTCGGGA Human NOXA 
enhancer 2 

ChIP_hNX_E2_REVII CTTTCTGGCAGGAGAGGAGCAT Human NOXA 
enhancer 2 

ChIP_hNX_E3_FWDI GTCCAGAGATGGGAGCTTCTGG Human NOXA 
enhancer 3 

ChIP_hNX_E3_REVI CAGGAGAATGTGAGTCGGCAGA Human NOXA 
enhancer 3 

ChIP_hNX_E3_FWDII AGGGCAGGGAATTTTGAGGCTA Human NOXA 
enhancer 3 

ChIP_hNX_E3_REVII ATCCACACTCACCAGCACTGAA Human NOXA 
enhancer 3 

Enhancer3_FWD_hChIPNX TGGTAGGACACTCTGAGTTCCGG Human NOXA 
enhancer 3 

Enhancer3_REV_hChIPNX AGTGTGGGGCTCTAGGTGGTTG Human NOXA 
enhancer 3 

 

4. 1. 8. 3. 4C primers  
 
Table 22. Illumina adapters 4C 
 

Primer Illumina adapter 
p5 AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCT 
p7 CAAGCAGAAGACGGCATACGA 

 
 
Table 23. 4C primers 
 

Primer viewpoint Sequence Barcode Sample 
NOXApromotor_p5 ATCGTAAGTTTTCAGGCCAGC ACAGTG MIAPaCa2_WT_DMSO 
NOXApromotor_p7 GCGAGCTGAACACGAACAGT ACAGTG MIAPaCa2_WT_DMSO 
NOXApromotor_p5 ATCGTAAGTTTTCAGGCCAGC GTGAA MIAPaCa2_WT_AI 
NOXApromotor_p7 GCGAGCTGAACACGAACAGT GTGAA MIAPaCa2_WT_AI 
NOXApromotor_p5 ATCGTAAGTTTTCAGGCCAGC CTTG MIAPaCa2_RUNX1KO_DMSO 
NOXApromotor_p7 GCGAGCTGAACACGAACAGT CTTG MIAPaCa2_RUNX1KO_DMSO 

DMSO = vehicle 
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The final primer has the following scheme: Illumina adapter + Barcode + Primer viewpoint. 

Each 4C library (sample) was prepared with the specified final primer. More details in section 

4. 2. 8. 1. 

4. 1. 9. RNA-seq index primers 
RNA-seq samples were prepared according to section X. Z: C. and the final libraries were 

amplified as described in the following table.  

Table 24. Index combination for RNA-seq samples  
  
Sample Name Index combination 
MIAPaCa-2_DMSO_1 i705+i501 
MIAPaCa-2_DMSO_2 i707+i501 
MIAPaCa-2_DMSO_3 i709+i501 
MIAPaCa-2_DMSO_4 i711+i501 
MIAPaCa-2_AI_1 i706+i501 
MIAPaCa-2_AI_2 i708+i501 
MIAPaCa-2_AI_3 i710+i501 
MIAPaCa-2_AI_4 i712+i501 
MIAPaCa-2_RUNX1ko_DMSO_1 i703+i504 
MIAPaCa-2_RUNX1ko_DMSO_2 i705+i504 
MIAPaCa-2_RUNX1ko_DMSO_3 i707+i504 
Panc1_DMSO_1 i701+i501 
Panc1_DMSO_2 i701+i502 
Panc1_DMSO_3 i711+i502 
Panc1_AI_1 i702+i501 
Panc1_AI_2 i702+i502 
Panc1_AI_3 i712+i502 
Panc1_RUNX1ko_DMSO_1 i709+i504 
Panc1_RUNX1ko_DMSO_2 i711+i504 
Panc1_RUNX1ko_DMSO_3 i701+i505 
PSN1_DMSO_1 i703+i501 
PSN1_DMSO_2 i703+i502 
PSN1_DMSO_3 i701+i503 
PSN1_AI_1 i704+i501 
PSN1_AI_2 i704+i502 
PSN1_AI_3 i702+i503 
PSN1_RUNX1ko_DMSO_1 i707+i502 
PSN1_RUNX1ko_DMSO_2 i705+i503 
PSN1_RUNX1ko_DMSO_3 i709+i503 

DMSO = vehicle. AI = AI-10-49 treatment. Index combination: Illumina index primers.  
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4. 1. 10. Drug libraries 
The drug libraries (Table 25) were acquired as individual single-screw-cap compounds in 96-

well format dissolved in DMSO at a final concentration of 10 mM. Upon arrival they were stored 

in a freezer at -80 °C. When needed, they were thawed at RT, shortly spined, unscrewed and 

diluted to 1 mM and 100 μM.  

Table 25. Screening libraries, number of 96-well plates and drugs 
 

Library Plates Drugs Company 
Anti-cancer library (L2000) 5 412 Selleckchem, Houston, USA 
FDA-approved library (L1300) 17 1840 Selleckchem, Houston, USA 

 

4. 1. 11. Software and databases 
 
Table 26. Public repositories and software 
 
Database/Software Identifier 
4C and Hi-C database https://promoter.bx.psu.edu/hi-c/ 

Benchling https://www.benchling.com 

BioVenn https://www.biovenn.nl/ 

CalcuSyn v2.1  (Chou, 2010) 
Contra V3 https://bioit2.irc.ugent.be/contra/v3/#/step/1 

Ensembl database https://ensembl.org/ 

Fiji/Image J Fijite (CITE) 
FlowJo v10 Tree Star Inc 
Galaxy http://main.g2.bx.psu.edu/ 
Gene Expression Omnibus (GEO) https://www.ncbi.nlm.nih.gov/geo/ 

GONetwork R package https://github.com/saralinker/GONetwork 

GraphPad Prism 8  GraphPad Software Inc, San Diego, USA 
GSEA https://www.gsea-msigdb.org/gsea/index.jsp 
Image Studio v3.02 LI-COR Inc, Lincoln, USA 

Incucyte S3 software Sartorius Lab Instruments GbmH & Co.KG, Göttingen, 
Germany 

Inkscape v0.92 Inkscape community 
Mendeley Elsevier, Amsterdam, The Netherlands 
Microsoft Excel, Power Point and Word v18 Microsoft Corporation 
R studio (v1.1.456) https://rstudio.com/ 

R-3.4.1 https://www.r-project.org/ 

StepOne Software v2.3 Thermo Fisher Scientific, Waltham, USA 
STRING database (v11.0) https://string-db.org 

TScratch CSE-Lab, Zurich, Switzerland 
UCSC Genome browser https://genome.ucsc.edu/ 
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4. 2. Methods 

4. 2. 1. Cell culture and cell-based assays 

4. 2. 1. 1. Culture of adherent cell lines 

Pancreatic cancer cell lines (except for PSN1) and the virus packaging cell line HEK293T were 

cultured in DMEM supplemented with 10% FBS and 1% Antibiotic-Antimycotic (listed in Table 

5). PSN1 was cultured in RPMI supplemented with 10% FBS and 1% Antibiotic-Antimycotic. 

The cells were incubated at 37°C in a humid atmosphere with 5% CO2.  

4. 2. 1. 1. 1. Splitting 
 
The cells were kept in culture in T75 (unless otherwise specified) and left to grow until they 

reached 80% confluency. Passaging was carried out 3 times per week and up to 15 times in a 

1:10 dilution. Briefly, old medium was discarded, adherent cells were washed with 10 ml of 

PBS then discarded and 1 ml of Trypsin-EDTA 1X was added. After 5 min incubation at 37 °C, 

10 ml of corresponding medium were used to collect the cells in trypsin. Cells were collected 

in 15 ml conical tubes and spined down 5 min at 300 g. Supernatant was discarded and a 1:10 

dilution of cells was used as a starter for a new culture.  

4. 2. 1. 1. 2. Freezing and thawing 
 
After thawing fresh cells, they were left to grow in one T175 flask. When they were 80-90% 

confluent, cells were split as described in the previous section and re-suspended in 5 ml of 

freezing medium (FBS supplemented with 10% DMSO). 1 ml of cells in freezing medium were 

quickly dispensed in cryotubes and transferred to a -80 °C freezer for at least 24 h. For long-

term storage the cryovials were transferred to liquid nitrogen. For re-culturing, cells ere rapidly 

thawed at 37°C and DMSO was washed out with the corresponding culture medium. After each 

thawing cycle the cells lines were tested for Mycoplasma.  
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4. 2. 1. 1. 3. Mycoplasma test 
 
All cultured cell lines were tested for presence/absence of contaminating Mycoplasma spp. 

Cells were left to grow until the medium turned yellow. 2 ml of this medium were centrifuged 

for 2 min at 250 g and the supernatant was transferred to a fresh 2 ml tube. The tubes were 

centrifuged for 10 min at 20.000 g, the supernatant was discarded, and the pellet was 

resuspended in 50 ul of PBS. Next, they were boiled at 95°C for 3 min and this mixture was 

used as PCR template. The PCR was done as described in table 27 and 28 with the primers 

listed in table 19. The template was mixed with 6X loading buffer, run in a 1.5% agarose gel 

and if the PCR is positive (270 bp), the cells have a Mycoplasma spp. contamination.  

Table 27. Mycoplasma PCR mix 

Component 20 μl reaction 
2X Taq Ready Mix  10 μl 
Primer FWD 10 μM 1 μl 
Primer REV 10 μM 1 μl 
Template 1 μl 
Water  7 μl 

 

Table 28. PCR program for Mycoplasma test 

Step Temperature Time 
Initial denaturation 98 °C 5 min 

x 35 cycles 
94 °C 1 sec 
60 °C 1 sec 
72 °C 1 sec 

Final extension 72 °C 10 min 
Hold 12 °C - 

 

 

4. 2. 1. 2. Transfection of pancreatic cancer cells for CRISPR/Cas9 mediated knockout 
and cell line generation 
 
Pancreatic cancer cells were grown on 6 well plates with standard cell culture medium. Cells 

were transfected using Lipofectamine 2000 plus Opti-MEM without antibiotics according to the 

manufacturer’s instructions. A total of 1 μg of DNA was co-transfected (500 ng of each px330 
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plasmid with carrying one sgRNA targeting the region to be excised). Transfection efficiency 

was checked by microscopic GFP signal 16 hours later. When transfection efficiency was 

between 40-70%, puromycin selection was performed for 72 hours at 1 μg/ml concentration 

(until negative control died). Afterwards, cells were left to recover for 3-5 days and surviving 

cells were used to assess knockout presence with knockout primers (Table 4). Positive cells 

were serially diluted and seeded at a density of 0.75 cells/well. Single cells were left to grow 

for approximately 2 weeks until a visible colony was formed and screened via PCR for 

knockout/wild type with flanking primers (Table 16 and 31) and posterior Sanger sequencing. 

All screened clones were expanded and stored in nitrogen for future use.  Knockout efficiency 

was confirmed via western blot. Absence of wild type allele was assessed by internal controls 

within the knockout region.  

4. 2. 1. 3. Lentivirus production  
 
Lentivirus production was performed as described by Joung and collaborators (Joung et al., 

2017) . Briefly, 3x106 HEK293T cells were seeded in 10 cm dishes. After 24 h the cells were 

co-transfected with a mixture of 4.9 μg of expression plasmid (listed in Table 11), 3.6 μg of 

psPAX2 and 1.5 μg of PMD2.G in Opti-MEM plus 30 μl of PEI as transfection reagent. Virus 

was collected 36 h after transfection and filtered through a 0.45 μm membrane every 12 h after 

for 3 days. Spinfection was performed at 32 °C, 1000 g for 2 h with a final concentration of 

5x105 cells and 8 μg/ml polybrene. 

 

 

4. 2. 1. 4. Establishment of NOXA-CRISPRa overexpressing cell line 
 
To establish a stable NOXA overexpressing cell line the cloning and design of the sgRNAs 

was performed according to section 4. 2. 2. 3. Briefly, 3 sgRNAs were designed with the 

genome engineering toolbox from Zhang lab with the online platform Benchling 

(https://benchling.com). As target region I used 150 bp upstream and downstream the 
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transcriptional start site (TSS) of NOXA extracted from the UCSC genome browser 

(https://www.genome.ucsc.edu). The sgRNAs were first cloned into the sgRNA(MS2) cloning 

backbone (Table 11) and transiently co-transfected together with dCas9-VP64 and MS2_HSF1 

in HEK293T cells via PEI transfection (see 4. 2. 1. 3) (Konermann et al., 2014). To assess 

CRISPRa efficiency, 72 h after transfection RNA was isolated to perform cDNA and qRT-PCR 

assays. NOXA mRNA level was compared to a negative control consisting of the same 

transfection but without the NOXA sgRNA. The sgRNA with the best upregulation score was 

used to produce the stable cell line.  

Establishment of the overexpressing cell line was done by lentivirus infection. First, 1x106 

MIAPaCa-2 cells were infected with lenti-dCas9-VP64_Blast as described previously (see 4. 

2. 1. 3). 24 h after transduction, cells were selected with 30 μg /ml of blasticidin until the 

negative control died. Presence of the transgene was assessed by PCR with the corresponding 

primers (Table 16). The cells were left to recover for 3-5 days and after, they were co-infected 

with the last 2 lentiviruses: one carrying NOXA-sgRNA and the dCas9-co-activators (lenti 

sgRNA(MS2)_puro backbone + lenti MS2-P65-HSF1_Hygro). 24 h after transduction the 

selection was performed for 72 hours with puromycin 1 μg/ml and hygromycin 100 μg/ml. 

Single cell culture and genotyping PCR was done as described in the previous section (4. 2. 

1. 2). Clones positive for the 3 transgenes were grown and preserved in nitrogen for future 

use. The transcriptional activation efficiency was corroborated by qRT-PCR and Western blot. 

 

4. 2. 1. 5. Apoptosis assay by flow cytometry 
 
For detection of apoptotic cell death, 1x106 cells were seeded on 10 cm dishes and 24 h later 

treated accordingly. After treatment, cells and supernatant were collected and washed with 

PBS. Afterwards, 1x106 cells were counted and centrifuged at 300 g for 5 min, resuspended in 

300 μl 1X Annexin V binding buffer, 4 μl Annexin V antibody and 10 μg/ml DAPI. The cells 

were transferred to FACS tubes and incubated for 15 min at 4°C in the dark to then be analyzed 

by flow cytometry. Those cells that appear in the lower left quadrant of the analysis (Annexin 
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Vlow/- and DAPI- are living cells. Apoptotic fractions were classified as early apoptotic (Annexin 

V+, DAPI-), apoptotic/late apoptotic (double positive, upper right quadrant) and total dead cells 

(single and double positive) as previously described (Hammill et al., 1999). Analysis was 

performed using FlowJo v10.6.0.  

4. 2. 1. 6. Cell cycle assay by flow cytometry 
 
For quantification of the cell cycle phases, 1x106 cells were grown in 10 cm dishes and 24 h 

later treated accordingly. 48 h after treatment the cells were collected, washed and counted 

for 1x106. Cells were fixed with ethanol 70% at 4 °C for 1 h and washed with cold PBS. RNase 

A was added at a final concentration of 50 μg/ml and incubated at 37°C in the dark for 30 min. 

Cells were washed and resuspended in PBS plus PI dye at a concentration of 0.2 μg/ml, 

incubated for 5 min in the dark and analyzed by flow cytometry. The percentage (%) of cells in 

each phase of the cell cycle was determined as previously described (K. H. Kim & Sederstrom, 

2015; Ormerod, 2002) with the software FlowJo v10.6.0.  

4. 2. 1. 7. Viability assay by MTT 
 
Cells were seeded onto 96-well plates at a density of 4x103 cells/well, grown for 24 h and drug-

treated. After 72 h of treatment, 10 l of MTT reagent (preparation described in Table 4) was 

added and the plates were incubated 4 h at 37 °C in the dark. Medium was discarded and MTT 

crystals were dissolved in a horizontal shaker with 100 μl of a 1:1 DMSO:ethanol solution. 

Absorbance was measured at 595 nm on a microplate reader. Percentage of living cells was 

calculated in comparison to vehicle (DMSO) control, which was arbitrarily set to 100%.  

4. 2. 1. 8. High-throughput drug screening 
 
Two libraries were used for manual high throughput drug screening (Table 26) in pancreatic 

cancer cell lines (Table 6). On the one hand, the anti-cancer library was used to treat PSN1 

parental, PSN1 NOXAko, MIAPaCa-2 parental, MIAPaCa-2 NOXAko, mPDAC-06 parental, 

mPDAC-06 NOXAko, mDAC-95 parental and mPDAC-95 NOXAko pancreatic cancer cell lines 
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covering a total of 412 drugs. On the other hand, the FDA-approved library was used to treat 

PSN1 (characterized by a high NOXA expression), MIAPaCa-2 (characterized by a mild-to-low 

NOXA expression) and the 4 murine cell lines, mPDAC-06 parental, mPDAC-06 NOXAko, 

mDAC-95 parental and mPDAC-95 NOXAko. 

For the drug screening a final concentration of 600 nM was used as previously described 

(Christensen et al., 2014). Cell viability was measured according to previous section (see 4. 2. 

1. 7) in technical and biological triplicates. The absorbance measured of vehicle treated 

(DMSO) cells was arbitrarily set to 100% and the response was calculated as relative viability. 

After viability (%) was calculated, I selected those inhibitors that differentially reduced growth 

in parental/NOXAhigh cell lines up to 10% more when comparison to NOXAko cells. Each cell 

line was compared against its parental counterpart. All the drugs that differentially affected cell 

viability in NOXAhigh cells were compared to find the overlaps with BioVenn software (Hulsen 

et al., 2008) (Table 26) and those present exclusively in all parental cell lines (NOXAhigh 

subtype) were further investigated. 

For mere visualization purposes, the compounds were grouped in 20 clusters with the k-means 

algorithm (Kaniwa et al., 2017) according to similarity in cell inhibition efficacy. To visualize the 

drug clusters relative to cell viability, a hierarchical clustering with bootstrap was performed 

with 1000 iterations in R studio depicted in a heatmap. 

4. 2. 1. 9. Dose-response assay (GI50) 
 
Cells were seeded onto 96-well plates at a density of 4x103 cells/well, grown for 24 h and 

treated accordingly with seven 1:2 dilution doses starting from 1200 nM (1200, 600, 300, 150, 

75, 37.5, 18.75 nM, and DMSO control). Cell viability was measured and calculated as 

described in the previous section (4. 2. 1. 7). GraphPad Prism 8 was used to estimate the half-

maximal growth inhibitory concentration (GI50) modelled as a non-linear regression and tested 

for statistical significance by comparing best-fit values of each curve.  
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4. 2. 1. 10. Synergism 
 
Cells were seeded in 96-well plates at 4x103 cells /well. The following day, cells were treated 

in triplicate with single agents and their fixed-ratio combination for 72 h over a 7-point, 2-fold 

concentration range, which was centered on the single-agent AI-10-49. Cell viability and the 

fraction of living cells was measured and calculated by MTT assay as previously described 

(section 4. 2. 1. 7). These results were used to estimate the combination index (CI) scores with 

the Chou-Talalay method as described before (Chou, 2006) using CalcuSyn software (Chou, 

2010). Brifely, the viability from the single drug treatments and the combinations obtained from 

MTT was entered into CalcuSyn to determine the CI for each combination point. Each CI 

quantitatively defines additivity (CI = 1), synergy (CI < 1), and antagonism (CI > 1.5). The 

resulting values were plotted in GraphPad Prism v8.  

The synergy treatment was performed in MIAPaCa-2 and PSN1 cells using 5 inhibitors: JQ1, 

obatoclax, quisinostat, gemcitabine and oxaliplatin. For each inhibitor 3 doses were used (GI10, 

GI50 and GI75, calculated from results in section 4. 2. 1. 9. AI-10-49 was used in the same doses 

as for the dose-response experiment (section 4. 2. 1. 9).  

4. 2. 1. 11. Colony formation assay (CFU assay) 
 
Cells were seeded in 6-well dishes at a density of 2x103 cells/well. After 24 h, medium was 

exchanged for medium with vehicle (DMSO) or AI-10-49 400 nM. Medium with drug was 

refreshed every 3 days. After 2-3 weeks of treatment, the wells were washed with PBS, fixed 

with methanol for 1 h. Methanol was washed out and the plates were stained with a 1:20 

dilution of Giemsa in a horizontal shaker at 4 °C overnight. The Giemsa solution was discarded, 

the plates were washed and left to dry in a vertical flow for 30 min. Afterwards, the plates were 

scanned in a computer scanner and all the colonies were manually counted with ImageJ. 

Vehicle treated cells (DMSO) were set to 100% of colonies and the treatments were calculated 

as relative clonogenic growth.  
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4. 2. 1. 12. Growth curves by Cell-live imaging 
 
Cells were seeded in 96-well plates at a density of 4x103 cells/well. After 2 h they were placed 

inside the Cell-live imaging system Incucyte at 37 °C and a program was set to make pictures 

every 8 h. Confluency was determined by monitoring cells and confluency image mask 

performed with the Incucyte S3 software. Relative growth was calculated in comparison to d0.  

4. 2. 1. 13. Patient derived organoids culture and viability assay 
 
PDAC biopsies and tissues were received from endoscopy punctures or surgical resection in 

collaboration with Maximillian Reicher, Technical University of Munich. 3D organoids were 

collected, propagated, and analyzed in agreement with the declaration of Helsinki and were 

approved by the ethical committee of TUM (Project 207/15). Written informed consent from the 

patients for research use of tumor material was obtained prior to the use.  

Cellular viability of human patient derived organoids (PDOs) was determined using the 

CellTiter-Glo 3D ATP viability assay according to manufacturer’s protocol. Briefly, 1x103 

cells/well were plated in 80 μl of PDO medium in 96-well plate. 24h after plating of PDOs, a 7-

point dilution (dose-response) of AI-10-49 was added and viability was determined by 

measuring luminescence microplate reader after 3 days of treatment. PDOs viability assays 

and RNA-seq were performed in a collaboration by Felix Orben, Technical University of 

Munich.  

4. 2. 2. Molecular biology 

4. 2. 2. 1. Polymerase Chain Reaction (PCR) 
 
The screening PCR for knockout, wild type and transgenic cell lines were performed as 

described in Table 29 with cell pellet as DNA template. The primers are listed in Table 16 and 

Table 18.  
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Table 29. Terra PCR master mix 

Component 50 μl reaction 
2X Terra PCR  25 μl 
Primer FWD 10 μM 1.5 μl 
Primer REV 10 μM 1.5 μl 
Template 5 μl 
Water  10 μl 

 

Table 30. Genotyping PCR program with Terra PCR master mix 

Step Temperature Time 
Initial denaturation 98 °C 2 min 

x 40 cycles 
98 °C 30 sec 
59 °C 30 sec 
72 °C 20 sec 

Final extension 72 °C 2 min 
Hold 12 °C - 

 

The PCR products were separated in a 1.5% agarose gel, run for 90 min at 100 V and 

developed with a UV lamp. Expected product sizes for CRISPR/Cas9 deletion (primers listed 

in Table 16) and presence of CRISPRa transgenes (primers listed in Table 18) are listed in the 

Table 31 and 32.  

 

Table 31. Knockout and wild type allele PCR  

Target Primers (Table 16) Product WT 
size (bp) 

Product KO 
size (bp) 

Outcome size (bp) if 
Homozygous deletion 

NOXA 
(human) 

FWD_KO (1) + 
REV_KO (2) 342 160 - 

Internal_REV (3) (1+3) 137 - (1+3) No band 

Noxa 
(murine) 

FWD_KO (1) + 
REV_KO (2) 313  198 - 

Internal_REV (3) (1+3) 156 - (1+3) No band 

RUNX1 
FWD_KO (1) + 
REV_KO (2) 

No band 
expected*  260   

Internal_FWD (3) (2+3) 352 - (2+3) No band 

RUNX2 
FWD_KO (1) + 
REV_KO (2) 589 184 - 

Internal_REV (3) (1+3) 183 - (1+3) No band 

RUNX3 
FWD_KO (1) + 
REV_KO (2) 

No band 
expected* 159 - 

Internal_REV (3) (1+3) 200 - (1+3) No band 
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   *No band expected = the deletion region is too large (more than 10 kb) to be amplified in a normal 
PCR program. If possible, all sgRNAs were designed to excise large genomic regions and facilitate the 
PCR screening process. Schematic positions of the sgRNAs and genotyping primers are depicted in 
Fig. 4, 5 and 24. No band = if the deletion is homozygous, the primer has no binding capacity, hence, 
there is no PCR simplification. When the PCR gives a band with the internal primer it means that there 
is left at least 1 allele of the target gene. “-“ means that no result is expected under that category for that 
combination.  

 

 

Table 32. Genotyping PCR for stable transduction plasmids 
 

Target Primer combination (Table 18) Product size (bp) 
NOXACRISPRa * FWD_sgRNA + REV_MS2_puro 248 
lenti dCAS9-VP64_Blast FWD_Cas9 + REV_Blast 460 
lenti MS2-P65_HSF1_Hygro  FWD_Hygro + REV_pBluescript 831 

* = this PCR exclusively detects the lenti sgRNA(MS2)_puro backbone (Table 11) after cloning of NOXA 
sgRNA.  
 

4. 2. 2. 2. RNA analysis 

4. 2. 2. 2. 1. RNA isolation  
 
Cells were seeded at day 0 in 6-well dishes at a density of 5x105 cells/well. After 24 h the cells 

were washed with PBS and treated accordingly. Cells were lysed and RNA isolated with 

Qiagen RNeasy Isolation kit as per manufacturer’s instructions including in-column DNase 

treatment. Total RNA concentration was measured by spectrophotometry and the 260/280 

ratio was obtained.  For RNA-seq samples the RNA Integrity Number (RIN) was calculated to 

describe the quality of the obtained RNA as described in section 4. 5. 6. 7. In order to determine 

the transcript levels of specific genes, the RNA was retro-transcribed as described in the next 

section (4. 2. 2. 2. 2). 

4. 2 .2. 2. 2. Reverse transcription (RT) 
 
A total of 1 μg of RNA was retro-transcribed with MMLV kit according to manufacturer’s 

recommendations and 10 ng of random primers (random hexamer). Briefly, the RNA was 

annealed with the primers in 0.2 ml tubes as described in following table (Table 33).  
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Table 33. RNA-primers annealing 

Component 10 μl reaction 
RNA 1 μg X μl 
Random primers 0.9 μl 
Water  to 10 μl 

 

The mix from table 33 was incubated at 65 °C for 2 min, chilled on ice for 1 min and kept on 

ice until next use. Next, a master mix was prepared to perform the reverse transcription, 

described in table 34.  

Table 34. Master mix for RT 

Component 20 μl reaction 
Annealed primers (table 33) 10 μl 
10 X MMLV Reaction buffer 2 μl 
DTT 100 mM 2 μl 
dNTPs 10 mM 4 μl 
MMLV High performance Reverse Transcriptase (200 U/μl) 0.5 μl 
RNase inhibitor (RiboLock 40 U/μl) 0.5 μl 

 

The mix was retro-transcribed in a thermocycler as follows: 10 min at RT, 60 min at 37 °C and 

a final step of heat inactivation at 85 °C for 5 min. The final product was used for qRT-PCR or 

stored at -20 °C for further use.  

 

4. 2. 2. 2. 3. Quantitative RT-PCR (qRT-PCR) 
 
The cDNA obtained in section 4. 2 .2. 2. 2 was diluted with nuclease free water in 1:10 and 

used for the qRT-PCR as shown in Table 35.  

Table 35. qRT-PCR master mix 

Component 20 μl reaction 
2X Power SybrGreen 10 μl 
Primer FWD 10 μM 0.5 μl 
Primer REV 10 μM 0.5 μl 
cDNA (1:10) 4 μl 
Water 5 μl 
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Quantitative RT-PCRs were done as follows: 95°C for 10 min, 40 cycles of 95°C for 15 s and 

60°C for 1 min and a final melting curve stage in StepOne Plus System. Expression levels of 

target genes were determined with the 2-ΔΔCT method (Livak & Schmittgen, 2001) from 

technical triplicates and normalized to ACTB and GADPH mRNA. Relative expression (fold 

change) was calculated with control samples (DMSO) arbitrarily set as 1. Primer sequences 

are listed in Table 20. 

4. 2. 2. 3. Cloning of sgRNAs for genomic deletion and CRISPRa 

4. 2. 2. 3. 1. Digestion of plasmid DNA and gel purification 
 
For cloning purposes, plasmid DNA was restricted overnight at 37 °C with the appropriate 

enzyme and buffer.  Generally, 3 μg of DNA was cut, with 3 U of enzyme in a total volume of 

30 μl. After overnight incubation, the mix was heat inactivated at 80 °C for 20 min. For sgRNA 

cloning in the lenti sgRNA(MS2)_puro backbone I used BsmBI restriction, whereas for 

sgRNA(MS2) cloning backbone and px330-U6-Chimerich_BB-CBh-hSpCas9 the enzyme 

used was BbsI. Restricted plasmid was run in a 1% agarose gel at 90 V for 90 min and purified 

with Wizard SV Gel and PCR Clean-Up System according to manufacturer’s 

recommendations. Final concentration was determined by absorbance in a nanodrop 

spectrophotometer. 

 4. 2. 2. 3. 2. Oligo annealing and ligation 
 
The design of the sgRNAs was done following the guidelines from the publicly available 

database from the Zhang lab (https://www.addgene.org/crispr/zhang). To minimize potential 

off-targets, all the sgRNAs chosen had on-target score >80 (Doench et al., 2016). Furthermore, 

a G was added  at the 5’ end of the sgRNA since it was reported to help the transcription of 

the sgRNAs (Fu et al., 2014). For each sgRNA (listed in Table 17), a complementary oligo was 

designed and for each one the appropriate overhangs were added. For BbsI and BsmBI 

restrictions the overhangs were 5’-CACC-3’ for the main sgRNA and 5’-AAAC-3’ for the reverse 

complement. Complementary oligos were annealed by incubation at 95 °C for 5 min and 
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subsequent ramp down of temperature at a rate of 5 °C/min until 25 °C were reached. 

Annealing mix was performed as depicted in table 36.  

Table 36. Oligo annealing 

Component 10 μl reaction 
sgRNA A 100 μM 1 μl 
sgRNA B 100 μM 1 μl 
10X T4 ligation buffer (NEB) 1 μl 
Water 7 μl 

 

A dilution 1:120 of the annealed oligos (Table 36) and 60 ng of digested vector (section 4. 2. 

2. 3. 1) were ligated at RT for 30 min with 1 U of T4 Quick Ligase (NEB) in a final volume of 

20 μl. Ligation product was used for bacteria transformation.  

4. 2. 2. 3. 3. Bacteria transformation 
 
Bacteria was either heat shocked or chemically transformed, depending on the plasmid and 

the strain used (Stbl3 for lentiviral plasmid, Top10 and DH5α for the remaining cloning) (Table 

10). For heat shock transformation, 50 μl of competent bacteria were thawed on ice and mixed 

with 5 μl of ligation product in a 2 ml tube. After carefully tapping the tube, they were incubated 

20 min on ice, heat shocked at 42 °C for 45 sec and recovered on ice for 2 min. Next, 1 ml of 

SOC medium was added and bacteria was left to grow (to synthesize the antibiotic resistance) 

shaking at 37 °C for 1 h. 200 μl of this liquid culture were plated in LB agar plates with 

appropriate antibiotic. The next day the bacteria plates were analyzed by colony PCR to 

determine success of the cloning procedure.  

4. 2. 2. 3. 4. Colony PCR and plasmid purification 
 
To determine whether the bacterial colonies have the vector of interest, PCRs were performed 

using Taq Ready Mix as described previously (table 26). Colonies were resuspended in 30 μl 

of ddH2O in 0.2 ml tubes. 20 μl were transferred to a clean tube and heat inactivated at 95 °C 

for 5 min and the remaining 10 μl were left at 4 °C for future use. 3 μl of the boiled bacteria 

were used as template for the colony PCR. The main sgRNA was used as forward primer and 
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the REV_px330 (Table 18), which binds in the plasmid, as reverse. A band of 300 bp is 

expected if the cloning was successful.  

The remaining 10 μl of the colony suspension were used to inoculate 5 ml of liquid LB 

supplemented with ampicillin 100 μg/μl. The bacteria were incubated overnight at 37 °C with 

vigorous shaking. The plasmids were purified the next day with Pure Yield Plasmid Miniprep 

System following the manufacturer’s instructions. DNA concentration was measured by 

nanodrop and the plasmids were sequenced with Sanger sequencing to corroborate correct 

cloning of the sgRNAs.  

4. 2. 3. Protein analysis 

4. 2. 3. 1. Protein isolation 
 
Cells were seeded at 2x106 density in 10 cm dishes. The following day, dishes were washed 

with PBS and medium replaced with medium plus corresponding treatment. At the indicated 

time points cells were harvested in 1.5 ml tubes with a cell scraper in 100 μl of RIPA buffer 

(Table 4). The tubes were incubated in ice for 30 min, centrifuged 10 min at 4 °C and the 

supernatant was transferred to a clean 1.5 ml tube. Protein concentration was determined by 

Protein Assay following the provider’s guidelines.  

4. 2. 3. 2. SDS polyacrylamide gel electrophoresis (SDS-PAGE) 
 
Gels were prepared as described in Table 4. For NOXA detection a 10-20% gradient gel was 

used. To prepare it, a 1:1 mixture of heavy and light gel was poured in 1.5 mm glasses and 

the polymerization process was done overnight. Per run it was used a total of 100 μg of total 

resuspended in 6X Laemmli buffer in a final volume of 30 μl. Once mixed, the samples were 

boiled at 95 °C for 10 min and stored at -20 °C for future use. The polyacrylamide gels were 

loaded with the samples, 30 μl of the pre-stained molecular weight marker and any empty well 

was filled with 30 μl to avoid differences in the run. The electrophoresis chamber was loaded 

with 1X running buffer and the cassette containing the loaded gels. The protein samples were 

separated at 80 v for 4 h.   
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4. 2. 3. 3. Wet blot transfer and protein detection 
 
The gel was then transferred onto a 0.45 μm PVDF membrane or in the case of NOXA a 0.2 

μm membrane. The membranes were previously activated with methanol for 5 min. The wet 

blot “sandwich” was placed in a transfer chamber completely submerged in 1X transfer buffer 

and a block of ice. The gel-to-membrane sandwich was left for blotting for 2 h at 100 V. After 

transferring, the membrane was blocked with 5% BSA in TBS-T or 5% skim milk in TBS-T for 

1 h at RT. In case of NOXA detection, the lower part of the membrane was cut out and directly 

incubated with anti-NOXA overnight at 4 °C on a shaker. The rest of the membrane was 

blocked. After blocking, membranes were washed 3 times for 10 min in TBS-T and left for 

overnight incubation with the corresponding antibodies at 4 °C on a shaker. Next, membranes 

were washed 3 times for 10 min with TBS-T and incubated with the corresponding HRP- or 

fluorescent- conjugated secondary antibody.  

As HRP substrate I used Kit ECL Prime detection reagent on the membranes for 30 sec. For 

ECL visualization ChemoStar PLUS Imager was used. Protein quantification was done with 

Image J software.  

 

4. 2. 3. 4. Membrane stripping 
 
To re-probe the PVDF membranes with more antibodies, the membranes were incubated with 

stripping buffer for 10 min. Next, the membranes were washed 3 times for 10 min in TBS-T on 

a shaker. Last, the membranes were blocked again (as described in the previous section) and 

incubated overnight with the corresponding primary antibody at 4 °C on a shaker.  

4. 2. 4. Xenograft assay 
 
Xenograft assays were performed by EPO (Experimental Pharmacology and Oncology, Berlin-

Buch). All animal experiments were approved by the local responsible authorities and 

performed in accordance with the German Animal Protection law. Subcutaneous MIAPaCa-2 

xenograft experiments were performed in NSG (NOD.Cg-Prkdcscid Il2rgtm1Wjl/SzJ, NOD scid 
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gamma) mice. Tumor growth was monitored daily by measurement with a caliper. Once the 

tumor volume reached 0.2 cm³ mice were treated with vehicle (2% DMSO + 30% PEG300 + 

5% Tween80 + ddH2O) or AI-10-49 (200 mg/kg daily) for 9 days. Xenograft tumors were 

harvested, formalin fixed, and paraffin embedded after a total of 12 days. 

Immunohistochemistry (IHC) was done in a collaboration with Prof. Esposito, by Martin 

Schlensog and Yakup Yasar, University Clinic Düsseldorf. Briefly, IHC of tumor sections was 

performed on 2 μm-thick paraffin sections and analysis was performed using a Ki67 

(DakoCytomation, Glostrup, Denmark; 1:50) antibody. Slides were scanned using the Aperio 

digital whole slide imaging (Leica Biosystems, Germany). Analysis of positive stained cells has 

been performed using the Positive Pixel Count algorithm (standard settings) to quantify the 

amount of a specific stain present in the respective scanned slide images. 

4. 2. 5. RNA sequencing 

4. 2. 5. 1. Sample preparation 
 

Cells and RNA isolation were prepared as described for qRT-PCR (section 4. 2 .2. 2. 3). RNA 

quality was assessed with Agilent RNA 6000 Pico Kit according to manufacturer’s instructions 

in the Agilent Bioanalyzer 2100. Only RNA with a RIN higher than 8 was considered of good 

quality to be used for further analyses. After determining the RIN and RNA concentration, 1 μg 

of total RNA was enriched in mRNA with NEBNext Poly(A) mRNA Magnetic Isolation following 

manufacturer’ protocol. The libraries were prepared with the commercial kit NEBNext Ultra II 

Directional RNA Library according to manufacturer’s instructions. Afterwards, the sample 

indexes were added by PCR according to Table 24 with NEBNext Multiplex Oligos for Illumina 

following the provided guidelines. Afterwards, the libraries were quantified and checked for 

fragment size with the commercial kit Agilent High Sensitivity DNA in the Agilent Bioanalyzer 

2100 following the given protocol. The samples were pooled in a 1.5 ml tube in equimolar ratios 

and sent out for sequencing.  
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4. 2. 5. 2. Illumina sequencing 
 
The samples were sequenced on an Illumina NextSeq500 for 75 bp in single-end way in a 

collaboration with Apoorva Baluapuri and Elmar Wolf, University of Würzburg. The raw FASTQ 

files and downstream analyses were done in-house with the help of Stefanos Bamopoulos, 

Charité University Clinic Berlin.  

4. 2. 5. 3. Read alignment and processing 
 
Raw reads were quality checked with Galaxy software (Jalili et al., 2020) and the Illumina 

adapters trimmed using Trimmomatic (Bolger et al., 2014). Reads were aligned to the human 

reference genome GRCh38 using HISAT2 with default parameters (D. Kim et al., 2015) in 

Galaxy. Downstream analyses were carried out using R-3.4.1. Differential gene expression 

analysis was carried out with the limma package (Ritchie et al., 2015) and the table of gene 

counts was used for further processing.  

 

4. 2. 5. 4. Gene Set Enrichment Analysis (GSEA)  
 
Pathway enrichment was done with the GSEA software (Mootha et al., 2003) 

(www.broadinstitute.org/gsea). The gene set used were Hallmark (hallmark gene sets), C2 

(curated gene sets) and C5 (Ontology gene sets) from the Molecular Signature Database 

(https://www.gsea-msigdb.org/gsea/msigdb/). Gene sets with false discovery rate less than 

0.25 were taken as statistically significant.  

4. 2. 6. Chromatin Immunoprecipitation (ChIP) qPCR 
 
MIAPaCa-2 cells were seeded in 15 cm dishes at a density of 4x106. After 24 h, they were 

treated with vehicle (DMSO) or AI-10-49 3 μM for 6 h. Cells were crosslinked in 1% 

formaldehyde for 10 min and quenched in 0.125 M Glycine for 20 min. Posterior lysis and 

harvesting was performed using SimpleChIP Enzymatic Chromatin IP Kit according to 

manufacturer’s recommendations. 4-10 μg of antibodies of interest were used to pull down the 
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chromatin (Table 15). Immunoprecipitated DNA was analyzed by qPCR on a StepOne Plus as 

described previously (see section 4. 2 .2. 2. 3) except that 1 μl of pull-down sample was used 

as template. As negative controls for the immunoprecipitation an IgG pull down was performed. 

For qPCR binding control I used “negative” regions of the genome, regions with no-binding 

sequences for the used antibodies. The Ct value of each sample was normalized with the input 

used and chromatin occupancy of each antibody was calculated as % of input. The primers 

used in this study are listed in Table 21.  

4. 2. 7. Chromatin Immunoprecipitation followed by high-throughput sequencing   

4. 2. 7. 1. Sample preparation 
 
The samples were prepared as described for ChIP-qPCR (4. 2. 5). After purification of pulled 

down DNA the concentration was measured by QuantiFluor® ONE dsDNA System following 

standard procedure. 10 ng of immunoprecipitated DNA was sent for sequencing to Erasmus 

University Medical Centre in a collaboration with Wilfred F. J. van Ijcken and his team. The 

DNA libraries were prepared using the ThruPLEX DNA sample preparation protocol from 

Takara Bio.  

4. 2. 7. 2. Sequencing and reads processing 
 
Libraries were sequenced on an Illumina HiSeq 2500 sequencer and single end reads were 

generated of 50 base-pairs in length. The reads were aligned to the reference genome 

GRCh38 using the HISAT2 aligner (D. Kim et al., 2015). From the alignments, secondary 

alignments, supplementary alignments, low quality alignments (Q<10) and fragmented 

alignments (fragment > 150 base pairs) were filtered. Subsequently analyses were done in-

house.  

4. 2. 7. 3. Analysis of high-throughput data and Gene Ontology (GO) 
 
To determine genomic region bound by the antibodies, the reads had to be further processed. 

The binding peaks were called with the MACS2 algorithm normalizing by the input (Zhang et 
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al., 2008) in the software Galaxy (Jalili et al., 2020). Next, the MACSbdgdiff tool from Galaxy 

(Feng et al., 2012)  was used to quantify and identify the genomic regions with differential 

binding between control AI-10-49 treated samples. The peak genomic distribution and 

annotation was performed with the Bioconductor package ChIPpeakAnno (Zhu et al., 2010) 

with R-3.4.1. For the visualization of the genomic data, narrowPeak or bigwig files were used 

as input for the pyGenomeTracks tool from Galaxy v2.1.1 with GRCh38 as reference genome. 

The annotated peaks (narrow peak files) and the p-values from MACSbdgdiff were used as 

input to perform pathway enrichment analysis with the function getEnrichedGO for R studio. 

The database used for this analysis was Gene Ontology (GO) and the output contained a list 

of enriched GO biological process, GO molecular functions, and GO cellular components. The 

GO-terms depicted in this study belong to GO biological process.  

4. 2. 8. Omni-Assay for Transposase-Accessible Chromatin with sequencing (Omni-
ATAC-seq) 
 
MIAPaCa-2 cells were seeded in 6-well plates and 24 h later treated with vehicle (DMSO) or 

AI-10-49 3 μM for 6 h in 2 biological replicates. 5x104 cells were collected, washed with PBS 

and snap frozen. Further sample processing was done in the Erasmus University Medical 

Centre in a collaboration with Wilfred F. J. van Ijcken and his team. Briefly, the llibraries were 

prepared and sequenced on an Illumina HiSeq 2500 sequencer. Paired-end reads were 

generated of 50 base-pairs in length. Reads were aligned to reference genome GRCh38 using 

HISAT2 (D. Kim et al., 2015).  

4. 2. 8. 1. Analysis of Omni-ATAC-seq data 
 
The aligned reads from the same samples were merged and used for peak calling with MACS2 

(Zhang et al., 2008) and Genrich following Galaxy available protocols (Batut et al., 2018; Lucille 

et al., 2020).  After comparing both algorithms, the downstream analyses were carried out with 

the MACS2 peaks. The heatmaps were generated with deepTools plot Heatmaps from Galaxy 

v2.1.1 with default parameters. For the visualization of the genomic data, bigwig files were 



60 
 

used as input for the pyGenomeTracks tool from Galaxy v2.1.1 with GRCh38 as reference 

genome.  

4. 2. 9. Circular Chromatin Conformation Capture sequencing (4C-seq) 

4. 2. 9. 1. Sample preparation 
 
Cells were seeded in 10 cm dishes and after 24 h they were treated with DMSO or AI-10-49 3 

μM for 6 h. The crosslinking was performed with 1% of formaldehyde for 20 min and quenched 

with 0.125 M Glycine for 10 min. The downstream processing of the samples, including the 

4C-seq libraries, were generated from cross-linked cells as described previously (Stadhouders 

et al., 2013) with some modifications. NlaIII (four-cutter) was used as primary restriction 

enzyme. DpnII was used as secondary restriction enzyme (four-cutter).  

The cross-linked cells were washed with PBS and resuspended in lysis buffer (Table 4) during 

for 10 min on ice. Afterwards, cells were centrifuged at 650 g for 5 min at 4°C, the nuclei were 

re-suspended in 0.5 ml of 1.2X NlaIII buffer and incubated at 37°C and 900 rpm for 1 h.  Next, 

Triton X-100 was added to a final concentration of 2% followed by 1 h incubation at 37°C on a 

shaker at 900 rpm. The chromatin was then digested with 400 U of NlaIII overnight at 37°C 

and 900 rpm. NlaIII was inactivated by SDS addition in a final concentration of 1.6% and the 

mix at 65 °C for 20 min on a shaker at 900 rpm. The digested chromatin was transferred to 50 

ml conical tubes and 6.125 ml of 1.15X ligation buffer (Table 4) was added together with Triton 

X-100 1%. The tubes were incubated on a shaker for 1 h at 37 °C. Subsequently, the digested 

chromatin was ligated with 100 U of T4 DNA ligase for 8 h at 16 °C followed by RNase A 

treatment for 45 min at 37 °C. Moreover, the chromatin was treated with 300 mg of Proteinase 

K (to de-crosslink it) and incubated at 65 °C overnight. The resulting DNA was then purified by 

standard phenol/chloroform extraction, precipitated with ethanol, and re-suspended in 100 ml 

of ddH2O. At this point the digestion and ligation efficiencies were corroborated by analyzing a 

small fraction of the purified DNAs by gel electrophoresis as previously indicated (Stadhouders 

et al., 2013).The remaining DNA was digested  with  50 U  of  DpnII at  37°C  overnight. The 

resulting DNA was then purified by standard phenol/chloroform extraction, precipitated with 
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ethanol and re-suspended in 500 ml of ddH2O. Afterwards, a second ligation was performed 

overnight at 16°C by adding 200 U of T4 DNA ligase into a final volume of 14 m 1X ligation 

buffer (Table 4). DNA samples were again purified by phenol/chloroform extraction, ethanol 

precipitation and re-suspended in 100 μl of Nuclease Free Water. This product was then 

purified with the commercial kit QIAgen PCR purification following manufacturer’s instructions.  

For each sample a total of 1 μg of each library was amplified by inverse PCR with the 

Expand™ Long Template PCR System with 30 amplification cycles (94°C 2 min, 30x [94°C 

10s,60°C 1 min, 68°C 3 min], 68°C 5 min). The primers were designed samples specific (Table 

23) following the public guidelines (Stadhouders et al., 2013) targeting the selected viewpoint 

(NOXA promoter). The purified libraries were measured by QuantiFluor® ONE dsDNA System 

and sent for sequencing to the Erasmus University Medical Centre in a collaboration with 

Wilfred F. J. van Ijcken and his team.  

4. 2. 9. 2. 4C downstream analysis  
 
The 4C-seq libraries were sequenced on an Illumina HiSeq 2500 sequencer, with single reads 

of 74 bp. From these reads, the sequence next to the viewpoint was removed starting before 

the NlaIII restriction site (CATG). The sequences were trimmed with Trimmomatic (Bolger et 

al., 2014) and aligned to the human reference genome GRCh38 using HISAT2 with default 

parameters (D. Kim et al., 2015). The aligned reads were normalized to reads per million 

(RPM) and bedgraph files were generated for downstream analysis and visualization. The 

genomic visualizations were performed with pyGenomeTracks tool in Galaxy (Jalili et al., 2020) 

with GRCh38 as reference genome. 

4. 2. 10. Statistical analysis 
 
For each dataset, normality was assessed by Shapiro-Wilk test and homoscedasticity of the 

residuals was tested by Levene’s test. Analyses were done with Infostat statistical software 

(www.infostat.com.ar), GraphPad Prism v8 (GraphPad Software Inc., USA) or R-3.4.1. For 

analysis of significant differences, Student’s t-test, analysis of variance (ANOVA) test or 
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Fisher’s exact test was used as indicated in the figure legends. For dose-response assay (non-

linear regression) GraphPad Prism 8 was used to estimate the half-maximal growth inhibitory 

concentration (GI50) and tested for statistical significance by comparing best-fit values of each 

curve, thus obtaining a p value for each treatment. Generally, the results are shown as the 

mand and the standard deviation (SD). p-value < 0.05 was taken as significant. *p<0.05, 

**p<0.01, ***p<0.001. 

4. 2. 11. Data availability 

The RNA-seq results from section 4. 2. 4. are placed in Gene Expression Omnibus (GEO) 

under the accession No: GSE148188. ChIP-seq and ATAC-seq genomic results are available 

under accession No.: PRJEB39828. 
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5. Results 

5. 1. High-throughput drug screening identifies a CBFβ/RUNX1 inhibitor in NOXAhigh 
cell lines 

5. 1. 1. Establishment of NOXA-CRISPR/Cas9 knockout 

To investigate NOXA-associated vulnerabilities, first I generated PDAC cell line models. I 

performed CRISPR/Cas9-mediated knockouts of the endogenous NOXA gene in two human 

(PSN1 and MIAPaCa-2) and two murine KrasG12D-driven PDAC cell lines (mPDAC-06 and 

mPDAC-95) as described in section 4. 2. 1. 2.. The presence of the genomic deletion was 

corroborated via PCR with flanking primers (Fig. 4. A and B and Fig. 5; see section 4. 2. 2. 1 

Table 31). Given that immunoblot for Noxa (mouse) is not possible, I did the knockout 

validation via Western blot only of the human cell lines (Fig. 4. C). I proceeded to work with 

those clones that were positive for the knockout PCR and showed no amplification of the wild 

type allele, to ensure complete removal of NOXA gene, regardless of the copy number.  

 

Figure 4: Human cell line generation. A) Schematic representation of the genomic positions 
of the sgRNAs and the genotyping primers for human NOXA. The primers are shown with their 
orientation (forward or reverse) and genomic position (inside or outside the knockout region). 
B) Selected clones shown in a 1.5 % agarose gel of the knockout and the parental counterpart 
cells with the indicated primers. P1+P2=knockout PCR. P1+P3=WT allele PCR. Clones #1 and 
#2 are positive for the knockout band and negative for the wild type PCR meaning the excision 
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of this genomic region, regardless of the number of copies, was complete. Shown is the ladder 
used as a molecular weight reference in base pairs (bp). Expected PCR products are depicted 
in Table 31. C) Representative western blot analysis of NOXA protein in PSN1 and MIAPaCa-
2 parental and knockout lines. Vinculin served as loading control.  
 

Figure 5: Murine cell line generation. A) Schematic representation of the genomic positions 

of the sgRNAs and the genotyping primers for murine Noxa. The primers are shown with their 

orientation (forward or reverse) and genomic position (inside or outside the knockout region). 

B) Selected clones shown in a 1.5 % agarose gel of the knockout and the parental counterpart 

cells with the indicated primers. P1+P2=knockout PCR. P1+P3=WT allele PCR. Clones #3 and 

#4 are positive for the knockout band and negative for the wild type PCR meaning the excision 

of this genomic region, regardless of the number of copies, was complete. Shown is the ladder 

used as a molecular weight reference in base pairs (bp). Expected PCR products are depicted 

in Table 31. 
 

5. 1. 1. 1. Growth rate validation 

I performed a growth curve in a Live-Cell Analysis System (Incucyte) to test whether there are 

duplication differences among the clones when compared to their parental cell lines. It was not 

observed any variation between each clone and its parental counterpart for the human cell 

lines (Fig. 6).   
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Figure 6: Duplication rate of pancreatic cancer cell lines. Duplication curves of PSN1 and 

MIAPaCa-2 parental and isogenic NOXAko cell lines performed with live-cell imaging. 5 pictures 

per well were taken every 8 h and growth was calculated as confluence (%) normalized to 0 h 

control. Shown is the mean and SD (n=24 technical replicates).  

5. 1. 2. Drug screening results  

To detect pharmacological activators of NOXA, I performed an unbiased drug screening with 

a total of 1842 compounds divided in 2 libraries: the anti-cancer compound library with 412 

compounds and the FDA approved library composed of 1430 drugs.  

The anti-cancer compound library was used to treat the murine and human NOXA knockout 

(NOXAko) and parental cell lines. Figure 7 shows the results of the viability assay for these 8 

cell lines after treatment with the first 412 compounds depicted as % of living cells in a 

heatmap. Around 20% of the compounds show a reduction in cellular viability (orange). For 

visualizations purposes the drugs are randomly assigned by similarity in the response (%) in 

20 clusters varying in size. 

For technical reasons, the FDA library was used to test vulnerabilities in the two human cell 

lines that show contrasting NOXA mRNA and protein level (PSN1 and MIAPaCa-2) and the 

parental murine cell lines with the corresponding knockout clone. The result of this screening 

is shown in Figure 8 as a clustered heatmap of the viability of each cell line in response to each 

compound. For visualization purposes, the 1430 drugs were grouped into 50 clusters by 
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similarity in the response (%) thus producing clusters with different sizes. Surprisingly, around 

8% of these compounds reduced cell viability to 20% or less in all the tested cell lines.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Drug screening: anti-cancer compound library. Clustering of viability results 
depicted as % of living cells, varying from 20-120% (normalized to DMSO control). Shown is 
the mean of biological triplicates as well as technical triplicates contained in 20 “drug clusters”. 
Each drug was grouped according to similarity in viability via hierarchical clustering, thus 
producing the difference in cluster size. 
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Figure 8: Drug screening: FDA-approved compound library. Clustering of viability results 
depicted as % of living cells, varying from 20-100% (normalized to DMSO control). Shown is 
the mean of biological triplicates as well as technical triplicates contained in 50 “drug clusters”. 
Each drug was grouped according to similarity in viability via hierarchical clustering, thus 
producing the difference in cluster size. 

 

5. 1. 3. Drug filtering and selection 

Since the aim was to find NOXA-associated vulnerabilities, the first criteria I took to narrow 

down the selection was to choose those compounds that were more effective in the 

parental/NOXAhigh cell lines. I used a cut-off of at least 10% difference in cell viability when 

comparing each parental to its NOXAko counterpart and analyzed its statistical significance.  

Out of the 1842 compounds, I identified 50 drugs that showed higher efficiency in parental cell 
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lines compared to isogenic NOXAko cell lines. Among these compounds I found, for example, 

DNA synthesis inhibitors/nucleoside analogues (20%), cytoskeleton and topoisomerase 

inhibitors (17.5%), epigenetic-related compounds (7.5%), Polo Like Kinase 1 inhibitors (10%), 

proteasome inhibitors (5%), MEK inhibitors (7.5%), mTOR/PI3K (2.5%). Given that many 

compounds are promising when used in vitro but fail in clinical trials, the chosen compounds 

followed these criteria: efficient cell killing, differential cell inhibition between parental and 

knockout lines and drug novelty or unknown in the field of pancreatic cancer. With these criteria 

I selected 12 compounds to do a dose-response drug treatment (7 concentrations in the 

aforementioned 8 cell lines and modeled the GI50 (concentration of a drug that inhibits 50% of 

cell proliferation). I aimed to find a compound capable of inhibiting cell growth in all NOXAwt 

(proficient) cell lines robust enough to act in a human and murine background. Out of those 

12, the only drug that significantly inhibited more efficiently all 4 parental cell lines was AI-10-

49 (Fig. 9. A and B). Moreover, all the knockouts lines were more resistant to this drug 

treatment than the parental lines (Fig. 9. B). In the following table (Table 37) are listed the 12 

compounds and their most studied mode of action.  

Table 37. List of compounds to be tested after filtering and selection 

Compound Mode of action 
AI-10-49 RUNX1/CBFβ-SMMHC interaction blocker 
AZD7762 CHK1/CHK2 inhibitor 
bAp15 Deubiquitinase inhibitor 
CB-5083 p97 AAA ATPase inhibitor 
CX-6258 pan-PIM kinase inhibitor 
GMX1778 Nicotinamide phosphoribosyltransferase (NAMPT) inhibitor 
JIB-04 pan-Jumonji histone demethylase inhibitor 
MK1775 WEE1 inhibitor 
Obatoclax Antagonist of BCL-2 (BH3 mimetics) 
RSL3 GPX4 inhibitor (ferroptosis activator) 
SC144 gp130 inhibitor 
SGI-1027 DNA methyltransferase (DNMT) inhibitor 
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Figure 9: Dose-response treatment in human and murine cell lines identifies AI-10-49 as 
the most efficient compound in NOXA expressing cells. A) Seven concentrations were 
used to treat the parental and NOXAko human cell lines MIAPaCa-2, PSN1 and the parental 
and NOXAko murine cell lines mPDAC-06 and mPDAC-95. Viability was measured with MTT 
after 72 h of treatment. Here is depicted the fold change of the GI50 of the NOXAko line over its 
respective parental. n=4; all biological replicates were performed as technical triplicates. From 
the NOXAkoGI50/NOXAwtGI50 calculation I obtained the difference in the response: red 
represents sensitivity in the parental cell line (smaller GI50) in respect to the knockout (higher 
GI50). Blue stands for higher sensitivity in the knockout cell line and R means that the cell lines 
showed resistance against the drug and the GI50 could not be calculated within the tested 
concentrations. Dose-response inhibition was calculated with logarithmic regression and 
tested for significance with logit model (*p<0.05, **p<0.01, ***p<0.001). B) Seven 
concentrations were tested on the parental and NOXAko human cell lines MIAPaCa-2, PSN1 
and the parental and NOXAko murine cell lines mPDAC-06 and mPDAC-95. Viability was 
measured with MTT after 72 h of treatment. Here is shown the GI50 of each cell line calculated 
with a logarithmic regression of dose-response inhibition. n=3; all biological replicates were 
performed as technical triplicates. 

 

5. 1. 4. Validation of drug screening results with Cancer Cell Line Encyclopedia (CCLE)  

To validate the robustness of the high-throughput screening results I analyzed the public 

database CCLE from the Broad institute (https://portals.broadinstitute.org/ccle). Here is 

deposited the results of a dose-response drug viability assay represented as area under curve 

(AUC) with the 49 available pancreatic cancer cell lines and 444 drugs. Given that not all the 

compounds were tested in all the cell lines, I did several steps of filtering and clustering after 
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which only 18 remained in which 444 compounds were tested. I could corroborate that among 

the most effective compounds one can find topoisomerase inhibitors (e.g., topotecan), 

cytoskeleton inhibitors (e.g., docetaxel, paclitaxel), MEK inhibitors (e.g., selumetinib) and more 

importantly, the same compounds I found in the screening, such as obatoclax, AZD7762 and 

MK1775 among others (Fig. 10). 

Figure 10: CCLE drug treatment (AUC) in 18 PDAC cell lines. Seven concentrations were 
used to treat the CCLE collection database, and they are depicted as a heatmap of the area 
under curve (AUC). The smaller the AUC the more sensitive the cell lines are towards the 
treatment. Shown is the number of cell lines in which at least 3 drugs were tested. In red arrows 
are marked some of the parallelisms between my high throughput drug screening and the one 
from CCLE. For visualization reasons, this heatmap is shown incomplete (denoted transversal 
black with lines). Only the most effective and the least effective compounds are shown. 
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5. 1. 5. AI-10-49 synergizes with different compounds 

Combination therapies are one of the most common strategies to deal with cancer patients in 

the clinic (Mizrahi et al., 2020). Since the aim is finding new therapeutic options, it was decided 

to test the new selected compound, AI-10-49, with different compounds that belong either to 

standard of care treatment (e.g., oxaliplatin and gemcitabine) or are being tested in clinical 

trials. In addition, I chose compounds that were tested in the high-throughput drug screening: 

the BRD4 inhibitor JQ1, the novel HDAC inhibitor quisinostat, the nucleoside analogue 

gemcitabine (PDAC standard of care) the DNA-synthesis inhibitor oxaliplatin (standard of care 

in PDAC) and the BH3 mimetics obatoclax. I treated the human cell line with seven 

concentrations of AI-10-49 and 2 specific doses of the other compounds (as described in MM). 

Each new compound was tested alone and in combination with AI-10-49 to then calculate via 

the Chou-Talalay method the combination index (CI) (Chou, 2010). All the tested compounds 

synergized with AI-10-49 in various concentrations (Fig. 11). Noteworthy, gemcitabine has a 

high synergism and effectiveness when combined with AI-10-49 (Fig. 11. B). Moreover, JQ1 

showed a high combination index as previously proved (Pulikkan et al., 2018) throughout all 

the concentrations (Fig. 11. A). On the other hand, quisinostat (Fig. 11. C) was not so 

synergistically efficient as compared to the other compounds and oxaliplatin displayed 

synergism at high concentrations but with low cell killing (high Fa) (Fig. 11. D). Lastly, obatoclax 

exhibited a mild killing effect (around 50% of dead cells) and when treated with the 150 nM 

concentration combination the effect observed is mostly additive (Fig. 11. E). These results 

highlight the different opportunities available to combine novel therapies and the relevance of 

choosing the right concentrations.  
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Figure 11: AI-10-49 is highly synergistic with the tested compounds. Plot showing 
synergism between the indicated compound at the indicated concentrations and seven doses 
of AI-10-49 (1200, 600, 300, 150, 75, 37.5, 18.75 nM). PSN1 and MIA-PaCa-2 cell lines were 
treated with AI-10-49 alone, the indicated compound alone, the combination and DMSO. The 
viability results (MTT assay) were used to plot an isobologram program according to the Chou-
Talalay method in CompuSyn as described in section 4. 2. 1. 10. Fa, affected fraction (effect 
of the combination in cell viability, meaning alive after treatment); CI, combination index. When 
Fa<0.5, at least 50% of the cells died due to the specific combination. Each dot contains n=3 
biological replicates performed as technical triplicates. 

 

5. 2. NOXA is a key player in cell death induced by AI-10-49 treatment 

5. 2. 1. NOXA expression is rapidly regulated upon AI-10-49 treatment 

In the previous section it was demonstrated that AI-10-49 is a potent cell proliferation inhibitor 

of NOXA expressing cells when compared to NOXA deficient cells (Fig. 9. B) Pulikkan and 
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collaborators (Pulikkan et al., 2018) demonstrated that AI-10-49 triggers apoptosis signature 

within 6 h of treatment in leukemia cells which have the oncofusion CBFβ/SMMHC and a milder 

effect in wild type cells. Among the top regulated hits, they found a strong downregulation of 

MYC and by analysis of their RNA-seq I found NOXA within the most upregulated genes in the 

gene set Hallmark Apoptosis (data not shown). Given that pancreatic cancer cells do not 

harbor the mutation that leads to CBFβ/SMMHC oncofusion, I wanted to study whether AI-10-

49 is an inductor of apoptosis and NOXA regulator in this entity. To study this, I treated 

pancreatic cancer cells with increasing doses of AI-10-49 for 6 h and checked NOXA mRNA 

level (Fig. 12. A). In both cell lines there is a significant NOXA upregulation upon AI-10-49 

treatment.  

Figure 12: NOXA mRNA and protein expression is rapidly regulated by AI-10-49. A) Bar 
plot showing the qRT-PCR of NOXA expression in PSN1 and MIAPaCa-2 cell lines upon 
treatment. Cells were treated with DMSO (-) or AI-10-49 (+ 1.2 μM; ++ 3 μM, +++ 6 μM) for 6 
h. Actin and GAPDH expressions were used to normalize NOXA mRNA expression. n=3 or 
n=4; all biological replicates were performed as technical triplicates. Each dot represents a 
biological replicate. Shown is the mean and SD. p-value of ANOVA test, Dunnet comparison, 
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*p<0.05, **p<0.01.  B and C) PSN1 and MIAPaCa-2 cell lines were treated with DMSO (-) or 
AI-10-49 (+ 1.2 μM; ++ 3 μM) for 6 h. Two representative western blots are shown. Tubulin 
and Vinculin served as loading controls. n=3; all biological replicates were blotted in 2 different 
experiments. D) Quantification of NOXA protein expression relative to tubulin control. DMSO 
(-) protein expression was set to 1. Each dot represents a biological replicate.  
 

To test if this NOXA mRNA upregulation correlated with an increase in the protein level, I did 

immunoblot for the PSN1 and MIAPaCa-2 cell lines after 6 h of treatment. Moreover, I analyzed 

whether other members of the BCL-2 protein family were regulated (Fig. 12. B, C and D). 

Noteworthy, there is a significant increase in NOXA protein as well as mRNA expression within 

a short period of AI-10-49 treatment, whereas the other proteins remain unchanged.  

Interestingly, I observed that the other BCL-2 protein family members are not as tightly 

regulated as NOXA at short-time treatments. Therefore, I performed a long-term treatment with 

AI-10-49 1.2 μM to avoid complete cell death during the 72 h of the experiment (Fig. 13. A and 

B).  

 

 

 
 
 
 
 
 
 
 
 
 
Figure 13: BCL-2 family protein regulation in AI-10-49 treated cells.  A) and B) PSN1 and 
MIAPaCa-2 cell lines were treated with DMSO (0 h) or AI-10-49 1.2 μM for 24, 48 and 72 h. 
Two representative western blots are shown. Vinculin served as loading control. n=3; all 
biological replicates were blotted in 2 different experiments.   
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5. 2. 2. AI-10-49 induces G2/M arrest and apoptotic cell death 

To elucidate the impact that NOXA upregulation downregulation has on pancreatic cancer cells 

when treated with the CBFβ/RUNX1 inhibitor (AI-10-49) I used FACS analysis to determine 

apoptosis and cell cycle profile.  

5. 2. 2. 1. AI-10-49 treatment induces G2/M arrest 

I performed cell cycle profiling on PSN1 MIAPaCa-2 cell lines after 48 h of drug treatment. 

When I compare the vehicle treated cells with the drug treated, it is observed a significant 

difference in the proportion of cells in the G2/M phase in the case of MIAPaCa-2 (Fig 14). In 

case of PSN1 there is a slight tendency towards this phenomenon, even though it is not 

statistically significant.  

Figure 14: AI-10-49 induces G2/M arrest in pancreatic cancer cells. Cell cycle profile of 
MIAPaCa-2 cells after 48 h of AI-10-49 1.2 μM treatment. Each bar represents the percentage 
of cells in that cell phase. Shown is the mean and SD. n=3; all biological replicates were 
performed as technical duplicates. Each dot represents a biological replicate. P value of 
ANOVA test, **p<0.01, ***p<0.001, n.s.=not significant.  

5. 2. 2. 2. AI-10-49 treatment drives apoptotic cell death 

In line with the cell cycle profiling, I next asked whether AI-10-49 was a drug capable of 

triggering apoptosis. First, I performed apoptosis analysis in PSN1 and MIAPaCa-2 parental 

and NOXAko cell lines. Second, to further prove the role of NOXA in AI-10-49 mediated cell 

death I included a NOXA overexpression cell line by means of CRISPR/dCas9-VP64-MS2-

HSF1 activation system (CRISPRa) (Konermann et al., 2015).  
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5. 2. 2. 2. 1. Establishment of a NOXA overexpression cell line (NOXA CRISPRa) 

I designed one sgRNA targeting the promoter region of NOXA (Fig. 15. A) and transduced 

MIAPaCa-2 cells with 3 different lentiviruses carrying the overexpression system, as described 

in section 4. 2. 1. 4. Afterwards, I confirmed the NOXA endogenous induction system via 

immunoblot (Fig. 15. B).  

Figure 15: CRISPR/dCas9-VP64-mediated NOXA overexpression. A) Schematic 
representation of dCas9-VP64-MS2-HSF1 driven NOXA overexpression. The different 
proteins are driven by one sgRNA to the endogenous NOXA promoter region where the 
transcription machinery is recruited thus inducing its expression. B) Representative western 
blot of NOXA protein in MIAPaCa-2 cells after stable transduction of the different components 
of dCas9-VP64-MS2-HSF1. Vinculin served as loading control.  

 

5. 2. 2. 2. 2. NOXA regulates apoptotic cell death in pancreatic cancer cells 

The cell line PSN1, which is characterized by a high level of NOXA, showed in the previous 

experiment a tendency towards a G2/M arrest upon AI-10-49 treatment (Fig. 14), yet not 

statistically significant. Therefore, I checked the apoptotic fraction in the parental line, and 

found that about 40% of the drug treated cells underwent apoptosis in comparison to only a 

12% in the control (Fig. 16). In the case of NOXAko cells, the apoptotic fraction dropped to 

around 23%. This experiment, together with the previous result showing that NOXAko cells are 

more resistant to AI-10-49 treatment (Fig. 9. B), enabled me to shed light in the role NOXA 

plays in programmed cell death.  
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Figure 16: AI-10-49 induces apoptosis in a NOXA-dependent way. FACS analysis of 
Annexin V/DAPI staining of PSN1 parental and NOXAko cells. The cells were treated with 
DMSO (vehicle) or AI-10-49 1.2 μM for 48 h. A representative scatter plot of the experiment is 
shown. n=3; biological replicates were performed without technical replicates.  

 

To further prove NOXA-mediated cell death triggered by AI-10-49 I included the 

overexpressing cell line described in the previous section (Figure 15). According to previous 

results, MIAPaCa-2 (parental and NOXAko cell lines) is more resistant to AI-10-49 induced cell 

death (Fig. 9) and displays a significant G2/M arrest upon treatment (Fig. 14). When NOXA is 

activated in the overexpressing line NOXA CRISPRa, the % of total dead cells (see 4. 2. 1. 5 

for its calculation) significantly increased to a 30% in comparison to 13% of the parental control 

(Fig. 17). This finding reinforces the idea of the key role NOXA has in apoptotic cell death in 

pancreatic cancer in vitro.  

Figure 17: AI-10-49 induces apoptosis in a NOXA-dependent way. FACS analysis of 
Annexin V/DAPI stained MIAPaCa2 parental, NOXAko and NOXA CRISPRa cells. The cells 
were treated with DMSO (vehicle) or AI-10-49 1.2 μM for 48 h. A representative scatter plot of 
the experiment is shown. n=3; biological replicates were performed without technical 
replicates.  
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5. 2. 3. NOXA expression sensitizes pancreatic cancer cells towards AI-10-49 treatment  

I showed how AI-10-49 induces apoptosis, G2/M arrest and reduces cell viability more 

effectively in NOXA expressing cells. In addition, I performed colony formation assay in 

NOXAko and overexpressing cell lines to test how the clonogenic growth could be affected by 

NOXA expression. In accordance to my previous results, in the NOXA-CRISPRa cells the 

clonogenic growth was drastically inhibited when treated with AI-10-49, whereas knockout cells 

showed a limited response towards the treatment (Fig. 18 A and B). This experiment shows 

evidence to support the role of NOXA in driving cell death and functioning as a strong sensitizer 

in PDAC.  

Figure. 18: NOXA expression reduces clonogenic growth. A) Representative image of 
clonogenic assay in MIAPaCa-2 parental, NOXAko and NOXA CRISPRa. Cells were treated 
for 2-3 weeks with vehicle (DMSO) or AI-10-49 400 nM. B) Quantification of clonogenic assay 
in parental, NOXAko and NOXA-CRISPRa. Each treatment was quantified and normalized 
against its DMSO control. Depicted is the number of colonies (%) per treatment compared to 
vehicle. Shown is the mean and SD. n=3; all biological replicates were performed as technical 
duplicates. Each dot represents a biological replicate. P value of ANOVA test, *p<0.05, 
***p<0.001. 

 

5. 2. 4. AI-10-49 treatment regulates transcriptional apoptotic pathways  
 
To better understand the first transcriptional changes that the cells undergo when 

CFBβ/RUNX1 interaction is disrupted, I performed RNA-seq in several pancreatic cancer cell 

lines shortly treated with vehicle (DMSO) or AI-10-49. In agreement with NOXA upregulation 

after treatment (Fig. 12), gene set enrichment analysis (GSEA) of the transcriptome profiles 

revealed a significant enrichment in the Apoptosis signature from the Hallmark pathways 
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(p=0.003, q=0.025) in all AI-10-49 treated cells (Fig. 19). In vehicle treated cells I found 

enrichment of the gene ontology term (GO) Chromatin remodeling (p=0.003, q=0.146) thus 

indicating alterations in chromatin dynamics upon AI-10-49 treatment.  

  

Figure 19: AI-10-49 rapidly induces apoptotic transcriptional programs. Gene set 
enrichment analysis of RNA-seq data of MIAPaCa-2, Panc1 and PSN1 cell lines. Cells were 
treated with vehicle (DMSO) or AI-10-49 3μM for 6 h and grouped according to treatment in 
the bioinformatics analysis. n=3 biological replicates.  

 

5. 3. RUNX1 acts as an apoptotic regulator through NOXA protein levels and 
epigenetic changes 

5. 3. 1. Establishment of RUNX family knockout 
 
It was next considered how AI-10-49 induces the transcriptional activation of NOXA. Since AI-

10-49 inhibits the interaction between CBFβ and the DNA binding proteins encoded by RUNX 

family (i.e., RUNX1, RUNX2 and RUNX3) as described in section 2. 5. 3. 1., I performed 

knockouts of the three RUNX genes RUNX1, RUNX2 and RUNX3 in MIAPaCa-2 cells (Fig. 

20). I knocked out the same genes in PSN1 and Panc1 cell lines, yet for handling reasons I 

performed the following experiments with MIAPaCa-2. Those clones positive for knockout 

allele and negative for wild type allele were used in further experiments.  
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Figure 20: RUNX family knockout. A) Schematic representation of RUNX gene family 
knockout. For RUNX1 knockout, 2 sgRNAs were designed to excise the gene region from exon 
3 to exon 4. For RUNX2 knockout, 2 sgRNAs were designed to target excision of beginning of 
exon 8 until stop codon. For RUNX3 knockout, 2 sgRNAs target upstream exon 1 and end of 
exon 2. Each gene has its primer pair to discriminate between knockout and wild type alleles. 
Genotyping PCR of MIAPaCa-2 cells to screen for knockout and wild type alleles of RUNX1, 
RUNX2 and RUNX3 with the indicated pair of primers, according to the scheme in A). The 
primers are shown with their orientation (forward or reverse) and genomic position (inside or 
outside the knockout region). B) Selected clones shown in a 1.5% agarose gel of the knockout 
and the parental counterpart cells with the indicated primers. RUNX1: clones #3 and #4 are 
positive for the knockout band and #3 is negative for the wild type allele as shown in the P2+P3 
PCR in the right. RUNX2: clones #1 and #2 are positive for the knockout band and negative 
for the wild type allele as shown in the P1+P3 PCR shown in the right. RUNX3: P1 + P2: 
knockout PCR, clones #3 is positive for the knockout band and negative for the wild type allele 
as shown in the P2+P3 PCR shown in the right. Expected PCR products are depicted in Table 
31. 
 

5. 3. 2. RUNX1 depletion leads to NOXA upregulation 
 
It was analyzed the level of NOXA mRNA in MIAPaCa-2 RUNX family knockouts to check if I 

could reproduce the upregulation observed when the cells were treated with AI-10-49 (Fig. 12. 

A). I observed an induction of NOXA mRNA solely in RUNX1 knockout cells (Fig. 21. A), 

arguing for a possible RUNX1-dependent repression of NOXA transcription. In addition, it was 

observed a significant NOXA induction in RUNX1ko cells at the protein level (Fig. 21 B and C). 
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Figure 21: RUNX1ko induces NOXA mRNA and protein expression. A) Bar plot showing 
the qPCR of NOXA expression in MIAPaCa-2 parental, RUNX1-3 knockout cell lines. NOXA 
expression of the parental cell line was set to 1 and the knockouts were compared to it. Beta 
Actin was used to normalize NOXA mRNA expression. n=2 or n=3; all biological replicates 
were performed as technical triplicates. Shown is the mean and SD. Each dot represents a 
biological replicate. p-value of ANOVA test, Dunnet comparison, **p<0.01. B) Representative 
western blot analysis of NOXA protein in parental, NOXAko and RUNX1ko MIAPaCa-2 cells. 
Tubulin served as loading control. * unspecific band. C) Quantification of NOXA protein 
expression. Parental control was set to 1. Each dot represents a biological replicate. Tubulin 
was used to normalize NOXA expression. n=3; shown is the mean and SD. Each dot 
represents a biological replicate. p-value of Student’s t-test, *p<0.05. 
 

 

5. 3. 3. RUNX1 deletion leads to cell growth inhibition and apoptotic cell death 
 
Considering that AI-10-49 treatment increased NOXA expression thus increasing apoptosis 

(Fig. 16 and 17) and reducing clonogenic growth (Fig. 18), I next questioned what the cellular 

effects of NOXA upregulation due to RUNX1 depletion are. I performed apoptosis analysis by 

FACS and clonogenic growth assay in a cell basal state. I observed an increase in total cell 

death of RUNX1ko cells when compared to parental cells (approximately 20%) (Fig. 22. A). 

Accordingly, the same knockout cells showed a strong clonogenic growth inhibition (Fig. 22. B 

and C). These results underscore the relevance RUNX1 has as a major transcription factor in 

pancreatic cancer possibly playing a role in orchestrating apoptotic cell death. 
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Figure 22: RUNX1ko cells display high apoptotic fraction and impaired cell growth. A) 
FACS analysis of Annexin V/DAPI stained MIAPaCa2 parental and RUNX1ko. B) 
Representative image of clonogenic assay in MIAPaCa-2 parental and RUNX1ko cells. Cells 
were left to grow 2-3 weeks. C) Quantification of clonogenic assay in parental and RUNX1ko 
shown as % of area occupied by the cells. Shown is the mean and SD. n=3; all biological 
replicates were performed as technical duplicates. Each dot represents a biological replicate. 
p-value of Student’s t-test, *p<0.05. 
 

5. 3. 4. RUNX1ko cells activate transcriptional apoptotic pathways 
 
I analyzed transcriptome profiles of parental and RUNX1ko cell lines to test whether these 

apoptotic effects were present at the transcriptional level. RUNX1ko cells showed a strong 

downregulation of the Hallmark MYC targets V1 and V2, arguing for the role RUNX1 might 

play in regulating major apoptotic factors in pancreatic cancer cells (Fig. 23). Even though the 

gene set Apoptosis from Hallmark is enriched in the RUNX1ko cells from my RNA-seq, it is not 

statistically significant (Fig. 24. A). However, by analysis of the public database The Cancer 

Genome Atlas (TCGA) it is showed that there is a negative correlation (p=0.026) between 

RUNX1 expression levels and the GO-term apoptotic pathways (Fig. 24. B). Taken together, it 

was corroborated that RUNX1 depletion/interference leads to activation of transcriptional 

apoptotic programs thus driving cell death.  
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Figure 23: RUNX1ko cells exhibit a loss in MYC activity. Gene set enrichment analysis of 
RNA-seq data of MIAPaCa-2 parental and RUNX1ko cells. n=3 or n=4, biological replicates.  
 

Figure 24: RUNX1 expression correlates with transcriptional apoptotic programs. A) 
Gene set enrichment analysis of RNA-seq data of MIAPaCa-2 parental and RUNX1ko cells. 
n=3 or n=4, biological replicates. B) Spearman correlation analysis of RUNX1 mRNA 
expression with the normalized enrichment score of the indicated intrinsic apoptotic signaling 
pathway gene signature from the TCGA dataset. NES, normalized enrichment score.  
 

 

5. 3. 5. RUNX1 regulates global chromatin accessibility 
 
I then studied the epigenetic changes that might be associated with the transcriptional 

dysregulation observed in RUNX1ko cells (Fig. 23 and 24). To study this, I performed assay for 

transposase accessible chromatin followed by high-throughput sequencing (ATAC-seq). 

Noteworthy, upon RUNX1 deletion, the chromatin accessibility drastically increases (Fig. 25. 

A), arguing for its repressive role. Moreover, when RUNX1 is depleted, NOXA genome location 

becomes highly accessible (Fig. 25. B), supporting the idea that RUNX1 could act as a NOXA 
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repressor thus its removal triggers a significant upregulation at mRNA and protein level (Fig. 

21).  

 

Figure 25: RUNX1ko increases global chromatin accessibility. A) Heatmap representing 
the number of peaks of accessible chromatin by Omni-ATAC-seq analysis in parental and 
RUNX1ko MIAPaCa-2 cells. Each line represents one gene and the plot on top is a cumulative 
representation of all the signal. n=2 biological replicates. TSS, transcriptional start site. B) 
Genomic visualization of NOXA gene (PMAIP1) in parental and RUNX1ko cells (see 4. 2. 7. 3). 
Analysis done with the help of Stefanos Bamopoulos, Charité University Clinic. 

5. 4. Pharmacological and genetic inhibition of RUNX1/CBFβ interaction induce global 
chromatin changes 

5. 4. 1. Pharmacological inhibition of RUNX1 reduces global DNA accessibility 
 
Given that chromatin remodeling pathways are dysregulated in AI-10-49 treated cells (Fig. 19) 

and RUNX1ko cells have a strong global increase in chromatin accessibility (Fig. 25. A), I 

performed ATAC-seq analysis in MIAPaCa-2 cells upon CBFβ/RUNX1 inhibition. Notably, 

RUNX1/CBFβ interaction inhibition via AI-10-49 for only 6 h, decreased chromatin accessibility 

(Fig. 26. A). The intensity of the drug treated cells result is quite discrete, and the number of 

peaks is low, probably due to low quality of the sequencing. Nevertheless, both results show 

the same tendency, arguing that RUNX1 might play a major role in controlling apoptotic-related 

pathways in pancreatic cancer. 
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Moreover, when I examined in detail the genomic region of NOXA, I see that RUNX1ko cells 

are the only ones showing a strong peak of positive accessibility (Fig. 26. B) compared to 

MIAPaCa-2 parental DMSO control and AI-10-49 treated cells.  

Figure 26: AI-10-49 treatment mildly reduces chromatin accessibility. A) Heatmap 
representing the number of peaks of accessible chromatin by ATAC-seq analysis in MIAPaCa-
2 cells treated with DMSO (vehicle) or AI-10-49 3 μM for 6 h. Each line represents one gene 
and the plot on top is a cumulative representation of all the signal. n=2 biological replicates. 
TSS, transcriptional start site. B) Genomic visualization of NOXA gene (PMAIP1) in parental 
DMSO, parental AI-10-49 treated cells and RUNX1ko cells (see 4. 2. 7. 3). Analysis done with 
the help of Stefanos Bamopoulos, Charité University Clinic. 
 
 

5. 4. 2. NOXA promoter does not change its DNA interactions 
 
To mechanistically understand how CBFβ/RUNX1 inhibition triggers NOXA expression, I 

performed chromosome conformation capture with high-throughput sequencing (4C-seq). This 

technique enabled the study of the DNA-DNA interaction of the NOXA promoter region 

(viewpoint) to the rest of the genome (Fig. 27). Comparing parental cells with RUNX1 inhibited 

cells, I did not observe major changes in the interaction of NOXA regulatory regions and the 

rest of the genome. Thus, the increase in NOXA mRNA level might be given by other factors 

(e.g., histone acetylation, higher accessibility) and not an increase in the interaction between 

the promoter of NOXA and its associated enhancers. Moreover, I found some regions 
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upstream the viewpoint with high interaction at NOXA promoter, pointing out their possible role 

as enhancer regions. However, this should be further corroborated with ChIP-seq studies for 

more histone marks (Calo & Wysocka, 2013).  

Figure 27: NOXA promoter does not change its DNA interacting partners or binding 
intensity upon RUNX1 inhibition. 4C-seq profile created in MIAPaCa-2 parental treated with 
DMSO or AI-10-49 3 μM for 6 h and MIAPaCa-2 RUNX1ko cells. NOXA promoter region was 
used as a viewpoint in all 4C-seq experiments. 
 
 

5. 4. 3. AI-10-49 treatment leads to global chromatin changes 
 
I have shown that RUNX1 depletion, either by AI-10-49 treatment or RUNX1 knockout induces 

NOXA upregulation (Fig. 12. A-B and 21, respectively), MYC targets downregulation (Fig. 23), 

apoptotic signatures (Fig. 24) and global decrease in chromatin accessibility (Fig. 25 and 26). 
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In addition, to understand the impact of AI-10-49 mechanism to orchestrate cell death in 

regulating RUNX1 binding to the chromatin, I performed chromatin immunoprecipitation 

followed by high-throughput sequencing (ChIP-seq) in AI-10-49 MIAPaCa-2 treated cells. 

ChIP-seq analysis of H3K27ac peaks, which denotes transcriptionally active regions (2. 5. 1), 

indicated a global reduction, though mild, in this mark after 6 h of AI-10-49 treatment (Fig. 28. 

A and B). Notably, analysis of RUNX1 binding peaks from the ChIP-seq, showed a strong 

decrease in positive peaks after treatment (Fig. 29. A and B).  

Figure 28: Global acetylation mildly decreases upon AI-10-49 treatment in MIAPaCa-2 
cells. A and B) Aggregated peak signal from transcriptional start site (TSS) and Venn diagram 

of peak distribution for H3K27ac ChIP-seq peaks in MIAPaCa-2 cells treated with vehicle 
(DMSO) or AI-10-49 3 μM for 6 h.  
Figure 29: RUNX1 binding decreases upon AI-10-49 treatment in MIAPaCa-2 cells. A and 
B) Aggregated peak signal from transcriptional start site (TSS) and Venn diagram of peak 
distribution for RUNX1 ChIP-seq peaks in MIAPaCa-2 cells treated with vehicle (DMSO) or AI-
10-49 3 μM for 6 h.  
 

 



88 
 

Interestingly, I found that H3K27ac is moderately increased in the region surrounding NOXA 

(Fig. 30. A) and corroborated it via ChIP-qPCR of different regulatory regions (Fig. 30. B). This 

result highlights the idea of RUNX1 being a NOXA repressor and when its activity is reduced 

(either via knockout or AI-10-49), as shown in the ATAC-seq results (Fig. 30. B), NOXA 

expression is highly induced. In the case of RUNX1, the pull down among experiments is quite 

variable, yet it shows a tendency towards a decrease in the chromatin binding after AI-10-49 

treatment (Fig. 30. B).  

  

 

 

 

Figure 30: H3K27ac increases in NOXA promoter region whereas chromatin architecture 
remains stable. A) Genomic visualization of ChIP-seq results for H3K27ac in NOXA gene in 
MIAPaCa-2 cells treated with DMSO or AI-10-49 3 μM for 6 h. B) ChIP-qPCR analysis for 
RUNX1 (left) and H3K27ac (right) in MIAPaCa-2 cells treated with DMSO or AI-10-49 3 μM for 
6 h. n=2 or n=3, each immunoprecipitation was measured as technical triplicates with qPCR 
(Materials and methods). Each dot represents a biological replicate. Given the differences 
between the experiments inherent to the pull down, the SD is high, and statistics cannot be 
calculated. E1, E2 and E3: putative enhancer regions according to H3K4me1 and H3K27ac 
ChIP-seq analysis of public database of MIAPaCa-2 and Panc1 cell lines (GEO, Query dataset 
GSE64557). C) Aggregated peak signal from transcriptional start site (TSS) of peak distribution 
for CTCF ChIP-seq peaks in MIAPaCa-2 cells treated with vehicle (DMSO) or AI-10-49 3 μM 
for 6 h.  
 
 

C) 
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Given the observed global changes at the chromatin level, I next analyzed the changes in its 

architecture. To study this, I did CTCF ChIP-seq in vehicle and AI-10-49 treated cells (Fig. 30. 

C). As expected, AI-10-49 does not induce architectural changes in the chromatin dynamics at 

short times, pointing out that the changes observed might be given by other phenomena.  

  

5. 4. 3. 1. AI-10-49 treatment increases acetylation and RUNX1 binding only in promoter 
regions 
 
To check how RUNX1 and H3K27ac marks are distributed throughout the genome, I analyzed 

the differential enrichment patterns (AI-10-49 compared to DMSO treatment) of these two 

proteins. First, I calculated the enriched regions of each treatment to then visualize how they 

were distributed along the different genomic features (Fig. 31). It was found a decrease in 

enrichment in nearly all the regions, supporting the previous result where it was shown a global 

decrease in ChIP-seq signal (Fig. 28 and 29). Interestingly, I found up to 2-fold enrichment in 

RUNX1 and H3K27ac peaks at promoter regions in AI-10-49 treated cells (Fig. 31). This result 

indicates that although there is a global loss of acetylation and RUNX1 binding upon treatment, 

both proteins are accumulated in promoter regions.  

Figure 31: RUNX1 and H3K27ac are enriched in promoters upon AI-10-49 treatment. 
Genomic peak distribution of RUNX1 ChIP-seq (left) and H3K27ac (right) from MIAPaCa-2 
cells treated with DMSO or AI-10-49 3 μM for 6 h. 
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In addition, I examined which gene pathways were enriched after AI-10-49 treatment. I did GO 

pathway analysis of these promoter sequences enriched in RUNX1 and H3K27ac after drug 

treatment and found a total of 205 gene sets significantly present in RUNX1 and 518 for 

H3K27ac. Noteworthy, I found only 29 GO terms significantly enriched that overlap between 

AI-10-49 ChIP-seq of RUNX1 and H3K27ac differential peaks (Fig. 32. A). Out of these 29 

pathways, the most relevant were related to apoptotic pathways in response to DNA-damage 

stimuli and regulation of intrinsic apoptosis (Fig. 32. B). This result highlights the relevance that 

CBFβ/RUNX1 inhibition has in pancreatic cells and supports the knowledge that there is a 

redistribution of epigenetics marks after treatment towards an active pro-apoptotic pathway, 

coincidentally with the transcriptomic results (Fig. 19). 

 

 
Figure 32: RUNX1 and H3K27ac in promoter regions are enriched in apoptotic pathways. 
A) Venn diagram of RUNX1 and H3K27ac ChIP-seq GO enrichment of differential binding in 
promoter regions of MIAPaCa-2 cells treated with AI-10-49 3 μM for 6 h. B) Representative 
GO terms significantly enriched in promoter regions of H3K27ac ChIP-seq and RUNX1 ChIP-
seq. FDR, false discovery rate. 
 

 

5. 5. AI-10-49 treatment inhibits tumor growth in vivo 

5. 5. 1. AI-10-49 treatment impairs tumor growth in xenograft model 
 
To validate whether CBFβ/RUNX1 inhibition driven by AI-10-49 could be effective in vivo, it 

was examined tumor growth in a PDAC xenograft model. To corroborate the results I obtained 

in vitro, in which NOXA expression sensitizes the cells towards the drug treatment (Fig. 18) 
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MIAPaCa-2 cells were transplanted in mice and followed a treatment regimen (Fig. 33. A) The 

cancer cells were transplanted into one flank of the mice and were left to grow until they 

reached 0.2 cm3, determined as day 0 (Figure 33. A). Strikingly, the aforementioned compound 

almost completely inhibited tumor growth after 12 days (Fig. 33. B). In addition, the 

immunohistochemistry results for the proliferation marker Ki67, showed a significant decrease 

in AI-10-49 treated cells after 12 days (Fig. 33. C).  

Figure 33: AI-10-49 inhibits tumor growth in MIAPaCa-2 xenograft model. A) 1x106 
MIAPaCa-2 cells were transplanted into recipient mice. Treatment started (d0) when tumors 
reached a volume of 0.2 cm3 and it was stopped at day 9. Mice were treated with 200 mg/kg 
AI-10-49 intra peritoneal daily for 9 days. After 12 days the tumors were harvested and used 
for immunostaining. B) Tumor size was measured over time. AI-10-49 treated mice showed a 
significant tumor growth inhibition. Shown is the mean and SD. p-value of Student’s t-test, 
***p<0.001 (n=5 mice in each group). C) Quantification of Ki67 IHC staining of MIAPaCa-2 
tumor xenografts treated with DMSO or AI-10-49 using the Aperio positive pixel method. 
Shown is the mean and SD. Each dot represents one tumor. p-value of Student’s t-test, * 
p<0.05 (n=4 tumors per group). Data in A) and B) were provided by EPO (Experimental 
Pharmacology and Oncology, Berlin-Buch). Data in C was provided by Martin Schlensog and 
Yakup Yasar, University Clinic of Düsseldorf. 

 

5. 5. 2. AI-10-49 inhibits more efficiently NOXAhigh patient derived cells 
 
Lastly, to validate the efficiency of AI-10-49 inhibition ex vivo it was used the novel culture 

technique of patient material known as patient derived organoids (PDOs) (Tiriac et al., 2018). 

7 PDOs were isolated from PDAC patients either via fine needle aspiration (FNA) or surgery. 

These 7 organoids were transcriptionally profiled (RNA-seq) which enabled the clustering into 

“NOXAhigh” and “NOXAlow” (Fig. 34. A). Pathway enrichment analyses revealed a significant 

enrichment of the Hallmark Apoptosis in the PDOs with a high NOXA expression (Fig. 34. B), 
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supporting the hypothesis that NOXAhigh cells are prone to apoptosis. Moreover, the PDOs 

B250 and B203 (NOXAhigh) showed the highest sensitivity towards CBFβ-RUNX1 inhibition 

(Fig. 34. C), supporting the xenograft results (Fig. 33. B) and the previous in vitro results (Fig. 

12. B, 21 and 22).  

 
Figure 34: CBFβ/RUNX1 inhibition selectively kills NOXAhigh PDOs. A) RNA-seq data of 7 
PDOs were analyzed for NOXA expression. NOXA mRNA expression > 75% = NOXAhigh; 
NOXA mRNA expression < 25% = NOXAlow B) GSEA of RNA-seq data of PDOs. Hallmark 
apoptosis signature in the NOXAhigh subtype. Nominal p-value and FDR-q value is depicted. 
C) Dose-response treatment of PDOs viability measured after 72h upon AI-10-49 treatment 
with Cell Titer Glo®. Depicted is the GI50 value. n=2 or n=3, biological replicates were 
performed as technical triplicates. Data provided by Felix Orben, Technical University of 
Munich. 
 

Overall, these findings bring evidence to the idea of using a new and novel axis (CBFβ-RUNX1) 

to be therapeutically exploited in PDAC treatment, especially for those patients characterized 

by a high expression of NOXA.   
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6. Discussion 
 

Pancreatic ductal adenocarcinoma (PDAC) remains a disease with dismal prognosis and poor 

outcome, despite the efforts to find new therapeutic strategies. Several functional and 

molecular tumor profiling studies enabled the identification and validation of genes and 

signaling pathways that are dysregulated or mutated in PDAC (Birnbaum et al., 2016; Collisson 

et al., 2011). Considering the broad spectrum of signaling pathways, mutational and epigenetic 

landscape, it is possible to envision an era of individually adjusted therapies. It has been 

thoroughly studied how imbalance in anti- and pro- survival pathways can lead to apoptosis 

evasion and chemotherapy resistance, leading to a failure of current therapies (Mohammad et 

al., 2015). 

Initially I performed a high-throughput drug screening, to identify novel targeted compounds to 

be studied for PDAC treatment. I identified a small molecule inhibitor, and I described the 

mechanism of action in the context of pancreatic cancer cells. The key achievements of this 

study are:  

1. Identification of a novel compound plausible to be used in pancreatic cancer research, 

first developed to treat a specific subgroup of AML patients. 

2. Providing evidence that NOXA protein levels, a pro-apoptotic protein usually regarded 

as a weak apoptotic inducer, sensitize pancreatic cancer cells towards drug treatments 

making them prone to programmed cell death. 

3. Identification of RUNX1 as a relevant epigenetic factor in PDAC, where its 

pharmacological and genetic interference promotes NOXA expression leading to tumor 

cell death. 

4. Supporting the efficacy of AI-10-49 treatment in xenograft (in vivo) and patient derived 

organoids (ex vivo) models. 

5. Unravelling of an in-depth mechanistic action of RUNX1-NOXA axis which might lead 

to a new therapeutic window in pancreatic cancer. 
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6. 1. High-throughput drug screening as a powerful tool for finding new therapeutic 
options 

 
In this study, by means of analyses of publicly available transcriptome profiles of PDAC 

patients I could discriminate between groups with high and low levels of NOXA, a pro-apoptotic 

protein member of the BCL-2 family. Surprisingly, high mRNA levels of this gene correlate with 

poorer outcomes in PDAC patients, highlighting the relevance of the balance of anti- and pro- 

apoptotic genes. This phenomenon could be given by a counter-upregulation of pro-survival 

proteins, such as MCL-1, which is the main target of NOXA anti-survival effect (Morel et al., 

2009). Given that NOXA upregulation correlates with dismal prognosis ((Fig. 1; (Birnbaum et 

al., 2016)) it acquires strength as a possible marker for this aggressive subtype. Moreover, its 

inherent nature of pro-apoptotic protein paves the way towards a more sensible strategy, in 

which it might be possible to pharmacologically activate NOXA mRNA and protein expression 

thus triggering cell death. Therefore, I performed a high-throughput drug screening in human 

and murine cell lines with 1430 FDA approved drugs and 412 experimental compounds using 

NOXA as my focus of study (NOXAwt and NOXAko cells). Interestingly, I found targets similar 

to the CCLE public screening, proving the robustness of the method, among other compounds. 

By scoring and filtering the hits according to their effectiveness in NOXA expressing cell lines, 

I narrowed down the selection to one compound: AI-10-49.  

The CBFβ/SMMHC inhibitor, AI-10-49, was developed to inhibit that specific oncofusion to the 

interaction with RUNX1 in AML (Illendula et al., 2015). However, it was proved by the 

developers of this compound that in absence of the oncofusion, this compound acts as the 

monovalent version of it and interferes with the wild type interaction of CBFβ with RUNX1 

(Illendula et al., 2016). The CBFβ/RUNX1 interaction is under-studied in PDAC, possibly due 

to the lack of apparent importance these genes have in the mutational landscape of pancreatic 

cancer. With this finding, I showed how one can exploit a high-throughput drug screening to 

find an unexpected target in a different entity, thus broadening the possibilities of the research. 
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6. 2. NOXA expression sensitizes PDAC cells to AI-10-49 and regulates cell death 

 
The functional relevance of apoptosis evasion as a mechanism of chemotherapy resistance 

was supported by several research studies. This phenomenon underscores the need to find 

new strategies to efficiently drive tumor cell death (Jullien et al., 2020; Khaw et al., 2011; 

Mohammad et al., 2015; Wong & Goodin, 2009). NOXA, long considered a weak apoptotic 

factor (Ploner et al., 2008; Villunger et al., 2003), was found to be strongly depleted upon use 

of targeted therapies creating a dependence of its counterpart pro-survival protein, MCL-1 thus 

leading to a therapy-resistance mechanism (Montero et al., 2019). Using genetic deletions and 

overexpression tools, my data shows that NOXA enables drug-induced cell death in vitro and 

in vivo, probably leading to overcoming anti-apoptotic resistance. (Fig. 16, 17 and 33). 

Moreover, NOXA overexpression induced either by AI-10-49 treatment or CRISPR/dCas9 

overexpression, led to reduced clonogenic growth (Fig. 18), activation of transcriptional 

apoptotic pathways (Fig. 19) and cell arrest in the G2 phase (Fig. 14). 

On the one hand, I hypothesize that the transcription factor MYC, known to regulate NOXA 

and other apoptotic genes (Nikiforov et al., 2007; Wirth et al., 2014), does not seem to play a 

role in NOXA upregulation due to its strong inhibition within hours of treatment (data not 

shown). On the other hand, the cell lines used are p53 mutants, excluding the possibility of this 

being a p53-apoptosis mechanism in response to DNA damage (Oda et al., 2000). Therefore, 

I considered that other transcription factors might be required to regulate NOXA to in turn 

trigger cell death. Considering that AI-10-49 inhibits the interaction between CBFβ and 

RUNX1, it becomes apparent that RUNX1 could play a role in NOXA regulation. 

6. 3. RUNX1 and not RUNX2/RUNX3 induce apoptotic cell death through NOXA 
upregulation  

 
The function of the transcription factor family RUNX and its non-DNA-binding partner CBFβ 

are lineage and cell-phase specific. They can activate or repress the transcription of key 

regulatory genes of different cell programs, e.g., cell differentiation and growth. This context-

specific ambivalence stems from the myriad of RUNX/CBFβ interactors.  RUNX1, specifically, 
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has been thoroughly studied in hematopoietic malignancies. In a mouse model of T-cell acute 

lymphoblastic leukemia (T-ALL) and human T-ALL cell lines, RUNX1 deletion led to apoptosis 

induction (Choi et al., 2017). Similarly, genetic knockdown of RUNX1 inhibited cell proliferation 

and counter-acted the apoptotic effects induced by Leucine-rich-alpha-2-glycoprotein 1 

(LRG1) in human colorectal cancer cell lines (Zhou et al., 2017). In line with these biological 

effects, I observed a basal apoptotic induction and cell death in RUNX1ko pancreatic cancer 

cell lines (Fig. 18. A).  In addition, a similar result was observed in wild type AI-10-49 treated 

cells (Fig. 16 and 17), a compound that interrupts its interaction with CBFβ thus destabilizing 

RUNX1 activity. Noteworthy, both pharmacological and genetic inhibition of RUNX1 led to a 

strong upregulation of the pro-apoptotic protein NOXA (Fig. 12 A and B; Fig. 21), which was 

not observed in RUNX2ko and RUNX3ko. Moreover, genetic and pharmacological inhibition of 

RUNX1 exhibited MYC downregulation at the transcriptional and protein level, respectively 

(Fig. 23). These results bring into the scope of this study the unknown role of RUNX1 in 

apoptotic pathways and how this transcription factor regulates NOXA expression which in turn 

leads to tumor cell death.  

Notably, RUNX2ko cells reduced NOXA mRNA level to almost a 10% when compared to the 

parental counterpart (Fig. 21. A).  Previous work identified a super-enhancer of RUNX2 tightly 

associated with MYC promoter in TP53 deficient plasmacytoid dendritic cells (pDCs) producing 

a promotion of tumor cell survival (Kubota et al., 2019). In line with this work, it was shown the 

pro-oncogenic role RUNX2 plays in TP53 mutant pancreatic cancer cells resistant to 

gemcitabine treatment (Ozaki et al., 2018). Even though little is known about the role of RUNX2 

in the context of pancreatic cancer, there is evidence supporting its function as a tumor 

progression transcription factor. Altogether, RUNX2 rises as an attractive subject of study but 

given the DNA-motif binding similarity with RUNX1 (Shen et al., 2017) and the fact that 

RUNX1ko cells showed a strong NOXA mRNA and protein upregulation, I focused my research 

on the latter.  

Lastly, RUNX3 pivotal function as tumor suppressor/metastatic promoter (Whittle et al., 2015) 

according to SMAD4 gene dose, demonstrated the complexity of studying the RUNX family 
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protein. Moreover, RUNX3 mRNA expression in the PDAC cells was undetectable (Ct: 

undetermined). Given the lack of effect its knockout produced in this model, I hypothesize the 

involvement of RUNX1 in the apoptotic context acquires more relevance. 

6. 4. RUNX1 pharmacological and genetic inhibition leads to global changes in 
chromatin dynamics 

 
Studies of RUNX1/CBFβ interaction demonstrated the applicability and value of this 

transcriptional complex. RUNX1 is a key regulator in driving the embryonic development of 

hematopoietic stem cells (HSCs).  Homozygous Runx1-null mice with severe hemorrhaging 

along the central nervous system, highlighting the relevance this transcription holds in 

embryonic hematopoietic development (Okuda et al., 1996). In hematological malignancies, 

as well as in other solid tumors, RUNX1 and CBFβ are targets of oncogenic mutations and/or 

chromosomal translocations affecting their primary action  (Gaidzik et al., 2016; Ghukasyan et 

al., 2020). In this study I experimentally demonstrated a novel epigenetic function RUNX1 

displays in pancreatic cancer cells.  

First, it was achieved a complete knockout of the gene RUNX1 in pancreatic cells. After this 

genomic deletion, I demonstrated that in resting conditions the cells were highly apoptotic (Fig. 

22. A). Analysis of the TCGA database enabled me to negatively correlate the RUNX1 mRNA 

expression with transcriptional apoptotic pathways (Fig. 24. B), underscoring the possible role 

of RUNX1 as a major player in apoptosis. In line with the aforementioned results, ATAC-seq 

analyses showed a striking increase in global DNA accessibility when RUNX1 was depleted, 

pointing out its repressive role, whereas NOXA promoter region was highly accessible (Fig 

25). As for the pharmacological inhibition of RUNX1, they showed similar mild decrease of 

accessibility, probably due to the inherent nature of the treatment (6 h) (Fig. 26). Notably, ChIP-

seq analyses of RUNX1 and H3K27ac of AI-10-49 treated cells displayed an enrichment in GO 

apoptotic pathways (Fig. 32. B). By means of RNA-seq I found that the Apoptosis pathway 

from the Hallmark dataset was upregulated in AI-10-49 treated cells whereas there was a drop 

in enrichment of GO Chromatin remodeling pathway. Altogether, these results show evidence 
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of how RUNX1 depletion changes the chromatin landscape of cancer cells leading to activation 

of programmed cell death. 

In a previous study it was shown that RUNX1 overexpression significantly correlated with poor 

overall survival in high-risk patients, grouped according to mRNA expression (Birnbaum et al., 

2016).  

In this study, I provided evidence of the role of RUNX1 in epigenetic regulation of several 

apoptotic programs in a MYC-NOXA dependent manner, and the molecular mechanism by 

which these cells overcome death resistance. Given that some changes are unclear when 

RUNX1 is either inhibited or knocked out, it would be necessary to prove its direct role in 

apoptosis. For one, overexpressing RUNX1 in knockout cells to rescue the wild type 

phenotype. On the other hand, blocking caspase activity and measure apoptosis in those cells 

would give a better understanding of why RUNX1ko cells undergo such strong apoptotic events 

and cell growth impairment.  

Overall, the results give further understanding of the role of RUNX1 and poses it as an 

attractive target to be further investigated as a potential treatment in pancreatic cancer. 

6. 5. AI-10-49 treatment efficiently kills pancreatic cancer cells in vivo  

 
Apoptosis resistance is one of the 6 hallmarks of cancer and one of the reasons for drug 

resistance (Hanahan & Weinberg, 2011). Understanding the regulation of genes associated 

with apoptotic pathways allows a better comprehension of tumor biology. In PDAC, many 

attempts have been made to describe novel prognostic markers and develop new therapeutic 

strategies (Arlt et al., 2013; Birnbaum et al., 2016; Muth et al., 2020). Here, I found proof of the 

relevance RUNX1 has in this context, enhancing tumor cell death in a NOXA-dependent 

fashion. It was demonstrated that AI-10-49, a novel compound originally developed for a 

specific subgroup of AML patients, regulates NOXA mRNA and protein levels to induce 

efficient cell killing in vitro (Fig. 18). In addition, the RUNX1/CBFβ inhibitor dramatically reduced 

tumor volume in the xenograft model (Fig. 33) and did not show toxicity in mice (Pulikkan et 
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al., 2018). Notably, this compound selectively killed tumor cells with high NOXA expression in 

PDOs, supporting the in vitro and in vivo results (Fig. 34).  

Given the existent gap between the lab results to success in clinical trials, I support the idea of 

rationally designing drug combinations that could potentially benefit patients (Hamacher et al., 

2008). On the one hand, it has been previously proposed a proper patient stratification to tackle 

difficulties in the clinic, e.g., drug resistance (Biederstädt et al., 2020; Lankes et al., 2020). On 

the other hand, it is logical to draw a plan in which several drugs are used to treat different 

patients. It was shown how the combination of a novel small molecule, AI-10-49, positively 

interacts with a well-established set of standard of care drugs (Fig. 11). I believe that this should 

be further investigated in vivo, though preferably in PDOs. 

It is worth mentioning that the understanding of PDAC biology and the unravelling of the 

pathways that reign the main obstacles in its treatment is a thorough job that needs to be 

addressed. It was demonstrated for the first time the key role of RUNX1-NOXA in driving 

apoptosis in PDAC. Therefore, I believe this study represents an important step to establish 

novel options to target a NOXAhigh subgroup of patients characterized by a dismal prognosis.  
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