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Abstract 

III 

Abstract 

Cancer is a leading cause of death world-wide. Though remarkable progress has been made in 

the development of chemotherapeutics, therapy resistance in tumors still occurs on a regular 

basis, leading to relapses and death. Thus, there is a need for novel anti-cancer drugs to 

overcome therapy resistance and reduce adverse effects in patients. To rationally design and 

improve lead compounds for anti-cancer therapy, it is pivotal to understand the molecular 

interactions that drive the anti-cancer effect. Therefore, in this thesis computational and 

experimental work is combined to provide insights on the molecular mode of action of the 

investigated compounds. 

In a first study, the natural product phomoxanthone A is investigated as a prospective anti-

cancer drug. It exhibits a strong apoptotic effect by depolarizing the mitochondrial membrane. 

In umbrella sampling simulations, the energy barrier for PXA passing through the inner 

mitochondrial membrane is computed, and rate constants are derived, which suggest that the 

compound may act as a protonophoric decoupler. 

In a second project, an inhibitor of the C-terminal dimerization of heat shock protein 90 

(HSP90) is studied with respect to its binding site. HSP90 functions as a dimer and promotes 

proliferation in various cancer types. By unbiased ligand diffusion molecular dynamics (MD) 

simulations, we could show that the compound binds to the dimer interface and might thus 

interfere with the HSP90 function by preventing the homodimerization. 

Finally, a small molecule modulator of RUNX1-ETO that binds to the NHR2 domain is studied 

by unbiased MD simulations. The RUNX1-ETO fusion protein is associated with the onset of 

a subtype of acute myeloid leukemia. By the simulations, a first binding model of the compound 

to the NHR2 domain could be obtained. Moreover, a virtual screening was performed, 

identifying structural analogues of the compound, enabling the deduction of first structure-

activity relations. 

Taken together, these studies advance their respective projects by providing structural insights 

on the molecular level on the mode of action of the investigated compounds. 
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Zusammenfassung 

Krebs ist ein der führenden Todesursachen weltweit. Trotz zahlreicher Fortschritte in der 

Behandlung mit Chemotherapeutika, ist Therapieresistenz bei Tumoren nach wie vor ein 

häufiges Problem, dass zu Rückfällen und zum Tod führen kann. Daher ist es wichtig, weiter 

neue Chemotherapeutika zu entwickeln, um auch therapierefraktäre Tumore behandeln zu 

können. Um rational neue Wirkstoff für die Krebstherapie zu entwickeln, ist es entscheidend 

die molekularen Interaktionen zu verstehen, auf denen der therapeutische Effekt beruht. Zu 

diesem Zweck wurden in dieser Arbeit computergestützte und experimentelle Studien 

zusammengeführt, um Einblicke in die molekulare Wirkweise der untersuchten Verbindungen 

zu geben. 

In einer ersten Studie wurde die Verbindung Phomoxanthon A (PXA) als potentielles Chemo-

therapeutikum untersucht. Die Verbindung übt einen starken apoptotischen Effekt durch 

Depolarisierung der mitochondriellen Membran aus. Über Molekulardynamiksimulationen 

wurde die Energiebarriere der Passage von PXA durch die innere mitochondriale Membran 

berechnet. Davon abgeleitete Geschwindingkeitskonstanten unterstützen die These, dass PXA 

als Protonophore das Membranpotential entkoppelt. 

In einem weiteren Projekt wurde der Bindungsmodus eines C-terminalen Inhibitors des 

Hitzeschockproteins 90 (HSP90) untersucht. HSP90 liegt als funktionales Dimer vor und 

unterstützt die Proliferation verschiedener Tumore. In Simulationen der freien Diffusion des 

Inhibitors konnten wir zeigen, wie dieser im C-terminalen Dimerisierungsinterface bindet und 

so die Dimerisierung von HSP90 beeinträchtigen könnte. 

Schließlich wird ein niedermolekularer Modulator von RUNX1-ETO, der an die NHR2-

Domäne bindet, durch MD-Simulationen untersucht. Das RUNX1-ETO-Fusionsprotein ist mit 

dem Auftreten eines Subtyps der akuten myeloischen Leukämie verbunden. In den 

Simulationen konnte ein erstes Bindungsmodell der Verbindung an der NHR2-Domäne 

erhalten werden. Darüber hinaus wurde ein virtuelles Screening durchgeführt, bei dem 

strukturelle Analoga der Verbindung identifiziert wurden, um die ersten Struktur-Aktivitäts-

beziehungen abzuleiten. 

Zusammengenommen bringen diese Studien ihre jeweiligen Projekte voran, indem sie 

strukturelle Einblicke auf molekularer Ebene in die Wirkungsweise der untersuchten 

Verbindungen liefern. 
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1 Introduction 

Cancer is a group term for diseases that involve unchecked proliferation of aberrant cells 1. The 

term originates back to the Greek word καρκίνος that was firstly used in the Corpus 

Hippocraticum attributed to the Ancient Greek physician HIPPOKRATES 2,3. However, cancerous 

lesions were already described long before that, for instance in the Ebers Papyrus 3,4. In our 

industrialized society cancer has risen to be a leading cause of death. This increase in cancer 

incidence and mortality is caused by several factors. For one, due to the overall increase in life 

expectancy, people are more likely to reach older ages when cancer is more likely to occur 1. 

Into this category also falls the progress in medical development that allows for better control 

of other diseases like infectious diseases and cardiovascular diseases 1,5,6. Finally, changes in 

lifestyle (e.g., diet, smoking, obesity) may also contribute to the increases in cancer incidence 1. 

For 2020, it was estimated that there were more than 19 million new cases and about 10 million 

deaths due to cancer worldwide 7,8. This amounts to one in six people dying from cancer 9, and 

these numbers are still believed to rise over the next decade due to improved life expectancy 

and changes in demographics 9-11. Therefore, the World Health Organization (WHO) adopted 

the improvement of cancer treatment and reduction of “premature death” (deaths between the 

ages of 30 and 69) as Sustainable Development Goal target 3.4 9. 

The manifestation of cancer varies widely, depending on which tissue is affected and if there is 

a solid tumor or diffuse proliferations (e.g., in leukemia) 9,12. All cancer cells, however, share 

common biological traits that enable tumor growth and metastatic dissemination: sustaining 

proliferative signaling, insensitivity to growth suppression, evasion of apoptosis, limitless 

replicative potential, sustained angiogenesis, and tissue invasion 13. Furthermore, cancer cells 

need to avoid immune destruction and to restructure their energy metabolism to maintain the 

sustained proliferation 14. When Hanahan & Weinberg proposed these “Hallmarks of cancer” 

they deliberately limited their description to functional characteristic, leaving open how these 

capabilities may be achieved 13. In fact, different types of tumors may develop these traits via 

distinct mechanisms and to varying degrees 13,14. During the transformation of normal cells 

towards malignancies each of these hallmarks represents a barrier the cell needs to overcome 

to become cancerous 13,14. Therefore, a certain degree of genomic instability is necessary, so 

that the cell accumulates random mutations that, driven by selection, may eventually lead to 

unlocking these capabilities 13,14. 

For the longest time in history, surgery was the only effective treatment option for cancerous 

growths, joined by radiotherapy in the 1960s 15-17. However, both these treatment options  
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Figure 1. Timeline of key developments in cancer therapy. The timeline shows key advances in the 

pharmacological treatment of cancer. Classical chemotherapeutics and related advances are marked in 

orange, the first hormonal agent is shown in violet, targeted therapies and related discoveries are shown 

in green, and recent advances in immunotherapy are shown in blue. Figure is based on REFS 16-19. 

cannot treat metastatic disseminations, limiting their success rates 17. Starting in the mid-20th 

century massive effort was undertaken to discover drugs to treat cancer (Figure 1). In 1942, 

nitrogen mustard was discovered as a first compound that induces remission in tumors 17,20. 

This provided a first proof-of-principle that cancer could be treated with chemical compounds 

and ultimately led to the wide variety of cancer chemotherapeutics available today. 

Nowadays, chemotherapeutic agents are typically compounds that prevent the cancer from 

further proliferation, either by damaging the DNA directly, or blocking cell reduplication (i.e., 

mitosis). The modes of action of these compounds include among others alkylation of the 

nucleobases forming intra- (e.g., cisplatin 21) and inter-strand (e.g., cyclophosphamide 22,23) 

crosslinks, inhibition of DNA (e.g., cytarabine 24) and nucleobase synthesis (e.g., methotrexate 

25), and by modulating the mitotic spindle apparatus (e.g., paclitaxel 26, vincristine 27). All have 

in common that these compounds target cell components like the DNA or microtubule 

apparatus, which are present in all living cells. This leads to toxic effects on physiologically 

fast proliferating tissues (e.g., bone marrow or gastrointestinal epithelia), substantially limiting 

the therapeutic window for these compounds 28.  

Some cancers are dependent on certain hormones to grow. These cancers typically exploit the 

pathways of nuclear hormone receptors to sustain their growth. The aim of hormonal 

oncotherapy is to deprive these tumors from their growth signals by either blocking the 

hormone receptors (e.g., tamoxifen 29) or reducing the hormone secretion (e.g., letrozole 30). In 

comparison to the chemotherapeutics discussed above, hormonal drug therapy is less toxic.  
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Figure 1. continued  

However, the systemic alteration of hormone levels leads to adverse effects related to the 

hormone system that is targeted 31. Still, hormonal oncotherapy provided a first way to target 

specific proliferative pathways in tumors. 

Building further on that concept in conjunction with the discovery of oncogenes, tumor 

suppressor genes and overall molecular markers of cancer, targeted therapies were developed 

with the focus on targeting specifically molecular targets unique to cancer cells, minimizing 

toxic effects in healthy tissues 32,33. To this end, several strategies are employed including 

targeted delivery systems, monoclonal antibodies, as well as small molecules 32,33. In the 

following, I want to focus on small molecules which have been specifically designed to act on 

targets in the proliferative pathways of tumors. A primary example for this group is the tyrosine 

kinase inhibitor imatinib. This compound competitively inhibits the ATP binding site of the 

kinase BCR-ABL 34. This kinase is a fusion protein caused by the t(9;22) translocation, also 

known as Philadelphia chromosome, which is found in roughly 90% of patients with chronic 

myeloid leukemia 34,35. Although, imatinib also inhibits its target kinases* in non-cancer cells, 

most cells can cope with this, while Philadelphia chromosome-positive cancer cells are highly 

susceptible to imatinib treatment 35-37. Overall, imatinib did largely improve the clinical 

outcome of Philadelphia chromosome-positive chronic myeloid leukemia 38,39.  

In other types of cancer, targeted therapies have not fulfilled the initial high expectations. In 

many cases, mechanism-targeting drugs only show weak and transient responses before tumors 

 
* Next to BCR-ABL, imatinib also blocks the non-fusion protein ABL1 kinase, as well as receptor tyrosine 

kinases c-KIT and platelet-derived growth factor receptor α (PDGFRα). The latter two allowed for its 

successful application in gastrointestinal stromal tumors. 
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become resistant 12,40,41. There are many ways for tumors to become resistant against 

compounds. Typical modes of resistance include mutations in the target-site (e.g., acquired 

imatinib-resistance in CML), activation of “parallel” pathways to replace a blocked mechanism, 

but also changes and heterogenicity of the cellular environment throughout the cancerous tissue 

12,35,40,42. Thus, despite the great advances in cancer therapy over the last decades, our limited 

understanding of the molecular changes that drive development of cancers as well as the 

emergence of drug resistance limits the success of pharmacological cancer therapies. Thus, 

there is a need for novel compounds that circumvent drug resistance by having novel modes of 

action. 

In this thesis, three independent projects that aim to develop anti-cancer drugs for the treatment 

of therapy-resistant tumors will be presented. In all these projects, molecular simulation 

techniques are applied to gain mechanistic insights on the mode of action of the investigated 

compounds. In Publication II phomoxanthone A (PXA), a natural product with promising anti-

proliferative properties is studied, with respect to its ability to permeate through the inner 

mitochondrial membrane. In Publication III a small molecule inhibitor of the C-terminal 

dimerization of heat shock protein of 90 kDa (HSP90) is presented. Molecular dynamics (MD) 

simulations are applied to study the association of the compound to the target protein, revealing 

the preferred binding of the compound in the dimerization interface. Finally, inhibitors that 

target the NHR2 domain of the AML1-ETO fusion protein are studied. In Publication IV, 7.44, 

a compound binding to the NHR2 domain, is investigated regarding its biophysical properties. 

Finally, structural analogues of 7.44 with improved activities against cells ex vivo are identified. 

1.1 Drug design inspired by nature 

In rational drug discovery the first steps are understanding the disease and its pathophysiology 

on the level of biochemical pathways, genetics, and structural biology. This allows for the 

selection of a target to focus the drug design on. The next step is to identify a preliminary lead 

structure that elicits to some extend the desired effect on the target 43.  

Natural products, i.e., secondary metabolites *  extracted from plants, bacteria, or fungi, 

comprise a primary source for bioactive lead compounds. Being produced by living organism, 

these compounds “evolved” to exhibit relevant pharmacophores to trigger biological effects to 

grant the producer an evolutionary advantage44,45. Therefore, it is not surprising, that many 

blockbuster drugs can be traced back to natural product leads. In fact, out of 136 small-

 
* Compounds that do not have an explicit function in the cellular economy of the organism producing it. 
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molecules approved for the treatment of cancer during 1981 and 2014, 113 were natural 

products or compounds mimicking natural products in the broadest sense 46.  

The chemical space covered by natural products is vast, and distinct from molecule libraries 

based on building block assembly via combinatorial synthesis. They differ in the average 

number of stereocenters, number of sp3-hybridized carbons, and content of heteroatoms 47,48, 

resulting in different outcomes in screening campaigns 49,50. Moreover, some natural products 

have been categorized into the “dark chemical matter” , comprised of compounds for which no 

bioactivity of any sort has been discovered yet, making them a promising screening set as highly 

selective compounds for future targets 51,52. Thus, natural products represent a promising subset 

of the chemical space, that has been guiding drug discovery in the past and is likely to continue 

to do so in the future. 

In section 3 the natural product PXA, which was extracted from the endophytic fungus 

Phomopsis longicolla, is discussed 53. The compound exhibits promising activity against solid 

and humoral tumors; however, its molecular mechanism of action is not fully understood 53-55. 

To gain further knowledge about how the compound elicits its apoptotic effect, in section 3.2 

(Publication II) a computational study is presented, in which the potential of PXA as a 

protonophoric decoupler of the mitochondrial membrane potential is explored. 

1.2 Drugs that modulate protein-protein interactions 

Non-covalent associations of proteins, known as protein-protein interactions (PPI), are 

fundamental to a multitude of physiological processes. Many signaling pathways and regulatory 

processes in the cell depend on the formation of protein-protein complexes 56,57. Being essential 

to the regulation of the cellular function, PPIs are also involved in various diseases involving 

various types of cancer 58-60. Thus, in the past decade increasing efforts were undertaken to 

target PPIs. The development of drug-like molecules that can inhibit a PPI is considered a 

challenging task, though. This is mainly due to the distinct structural characteristics that set 

protein-protein interfaces apart from “classical” drug binding sites 56,57,61. 

Unlike classical receptor-ligand interactions, which typically take place in a moderately sized 

(less than 1,000 Å2) and well-defined binding cavity, PPI interfaces tend to be larger and 

relatively shallow (1,000 – 3,000 Å2 or even larger) 56,57,62,63. Thus, when designing a small-

molecule PPI modulator, a challenge is to form enough interactions such that the ligand’s 

binding free energy (ΔGbind.) is competitive with the ΔGbind. of the interacting proteins 57. Key 

to making this possible at all was the finding that the binding affinity between the interaction 
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partners in not distributed evenly across the interaction interface. Rather, few residues (known 

as hot spots) contribute the bulk part of the ΔGbind. 
64-66. Typically, such a hotspot is defined by 

a change in binding energy of ΔΔGbind. ≥ 2 kcal mol-1 upon mutation to alanine, and are 

enriched in tryptophane, tyrosine, and arginine, while leucine, serine, and valine are 

disfavored 67. This demonstrates that PPIs do not rely purely on hydrophobic contacts, opening 

the possibility for the development of selective small molecule inhibitors. 
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1.3 The heat shock protein of 90 kDa 

To survive cells must cope with challenging environmental conditions 68,69. In the 1960’s 

RITOSSA first observed an overexpression of certain genes in Drosophila melanogaster after 

exposure to elevated temperatures 70,71. This observed response to heat stress (heat shock 

response, HSR) includes the synthesis of highly conserved proteins, called heat shock proteins 

(HSPs) 72-74. These HSPs assist cells in maintaining their living function in the presence of 

proteotoxic stressors (e.g., hyperthermia, heavy metals, acidosis, and hypoxia) 75,76. Thus, HSPs 

were mostly recognized as a family of molecular chaperones 77,78. However, they were also 

found to be involved in a wide variety of cellular functions under normal conditions, including 

the promotion of proper protein folding 78,79, signal transduction 80-83, and cellular translocation 

processes 84,85. The heat shock proteins are a structurally very diverse set of proteins 73,74,86. 

Based on their molecular weights they are categorized into six families: small HSPs, HSP40, 

HSP60, HSP70, HSP90, and large HSPs 86,87.  

The heat shock protein of 90 kDa (HSP90) is the most abundant of the HSPs, constituting 1-2% 

of the total cellular protein, which is increased to 3-5% upon exposure to external stressors 88,89. 

In eukaryotes, it forms the heart of a complex machinery involving multiple cofactors and 

cochaperones 90,91. This “modular design” enables the HSP90 chaperoning complex to interact 

with a wide variety of client proteins along important cellular signaling pathways, such as 

steroid hormone receptors or protein kinases 81. 

This chapter is in most parts taken from Publication I (see page 71): 

C-terminal modulators of heat shock protein of 90 kDa (HSP90):  

State of development and modes of action 

Bickel, D. a, and Gohlke, H. a,b 

a Institute for Pharmaceutical and Medicinal Chemistry, Heinrich Heine University Düsseldorf, 

Düsseldorf, Germany 

b John von Neumann Institute for Computing (NIC), Jülich Supercomputing Centre (JSC), 

Institute of Biological Information Processing (IBI-7: Structural Biochemistry) & Institute of 

Bio- and Geosciences (IBG-4: Bioinformatics), Forschungszentrum Jülich GmbH, Jülich, 

Germany 

Contribution: 80% 

Published in: Bioorganic & Medicinal Chemistry 2019; 27(21): 115080.  
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1.3.1 Structure of HSP90 and function 

In the cell, HSP90 exists as a homodimer 92,93. Each monomer consists of three domains: a N-

terminal domain (NTD), followed by a middle (MiD) and C-terminal domain (CTD) 

(Figure 2A) 94. The NTD is the main ATPase domain of HSP90 and belongs to the GHKL 

superfamily; it shares high structural similarity to histidine kinases, gyrases, and 

topoisomerases (Figure 2B) 95,96. A highly charged linker region that varies in length and 

composition between species and isoforms connects it to the MiD 97-99, which appears to play 

an important role in the ATP hydrolysis and client recognition 99,100. The C-terminal domain 

forms the main dimerization interface of HSP90 (Figure 2C) 101,102. The C-terminus also 

contains the MEEVD motif, which is an important interaction site for a subset of co-chaperons 

containing tetratricopeptide repeat (TPR) domains 103.  

During the chaperone cycle, periodically transient interactions occur via the respective N- and 

C-terminal domains of the dimer 104. The two monomers thus interact in a flexible clamp-like 

way (Figure 3). The opening and closing are associated to the hydrolysis of ATP and occurs at 

slow time scales of 0.1 ATP min-1 in humans 90,105. 

 

Figure 2. Surface representation of human HSP90β as resolved from cryo-electron microscopy 

(PDB ID: 5fwk). A. For monomer A the N-terminal domain is represented in red, the middle domain 

in beige, and the C-terminal domain in blue. The monomer B is shown in light grey. The charged linker 

region and the C-terminal fragment that interacts with TPR domains are not resolved, and therefore not 

shown in the graphic. B. Blow-up of the ATP binding site in the N-terminal domain with bound 

Mg2+-ATP. C. Blow-up of the C-terminal domains of monomer A (blue) and monomer B (light). The 

helix-bundle in the center formed by the C-terminal helices 4, 4’, 5, and 5’constitutes the primary 

dimerization interface in the C-terminal domain. 
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Figure 3. Opening and closing of E. coli HSP90-orthologue. The E. coli orthologue of HSP90, high 

temperature protein G (HtpG), in its closed (PDB ID: 2iop) and open (PDB ID: 2ioq) conformation. 

The N-terminal domain is represented in red, the middle domain in beige, and the C-terminal domain 

in blue. 

1.3.2 HSP90 isoforms 

Higher eucaryotes generally have two cytoplasmic isoforms of HSP90: HSP90α which is 

inducible by heat stress, and HSP90β which is constitutively expressed. In addition, there are 

HSP90 homologues present in the mitochondria, chloroplasts, and endoplasmic reticula (ER). 

In humans these would be the tumor necrosis factor receptor-associated protein 1 (TRAP1) in 

mitochondria, and glucose-regulated protein 94 (GRP94) in the ER 88,106. All isoforms share a 

conserved structure, consisting of a N-terminal ATPase domain, the MiD and the CTD. 

However, TRAP1 is lacking the charged linker region between NTD and MiD; and both GRP94 

and TRAP1 are missing the C-terminal MEEVD motif 107. The two major cytoplasmic isoforms 

have a sequence identity of 86% 108, yet vary in their expression. HSP90β is constitutively 

expressed at higher levels than HSP90α 88,106. The expression of HSP90α is highly stress-

inducible, though 88,106. Differences in regulation as well as isoform specificity observed for 

some client proteins and co-chaperones suggest distinct cellular function between the two 

isoforms 109-112. Despite this fact, most of the functional assays are performed on cytoplasmic 

HSP90 (i.e., mixtures of HSP90 α and β). Therefore, except for a few cases, there is no 

information on isoform selectivity. 

In this thesis, I will focus entirely on the cytoplasmic HSP90 isoforms in humans. So, HSP90 

in general refers to the cytosolic isoforms, while HSP90α and HSP90β will only be used, when 

isoform specific experiments were performed. 
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1.3.3 HSP90 in cancer 

While basal levels of HSP90 are needed for maintaining protein homeostasis under 

physiological conditions, the HSP90 machinery can be exploited by cancer cells to cope with 

proteotoxic stressors, such as a high mutation burden, hypoxia, and acidosis that are frequently 

found in the tumor microenvironment 113-115. Accordingly, elevated levels of HSP90 are 

observed in various types of malignancies 114,116,117, and correlate with poor prognosis in breast 

cancer 118,119, gastric cancer 120, and acute myeloid leukemia 121. However, HSP90 is not 

frequently found as a driver of cancerous transformation and aberrant proliferation, but as 

enabling factor for a subset of the hallmarks of cancer 14,114,115,122. For instance, the secretion of 

HSP90α into the extracellular space was shown to promote tumor invasiveness 123,124. 

Consequently, the last decades have seen increasing efforts to develop drug-like HSP90 

inhibitors for clinical use. 

1.3.4 N-terminal inhibitors of HSP90 

In 1994, the ansamycin antibiotic geldanamycin (1, Figure 4) was reported to elicit 

antiproliferative effects by inhibiting HSP90, which subsequently led to depletion of tyrosine 

kinases and cell death in cancer cell lines 125,126. In the following years, the natural product 

radicicol (2, Figure 4) was shown to have the same effect but higher potency 127,128. Both 

compounds bind to the ATP binding site in the N-terminal domain of HSP90 129,130. Subsequent 

structure-activity relationship (SAR) studies in concert with the resolution of co-crystal 

structures of ADP 95, geldanamycin 130, and radicicol 129 with HSP90 led to the development of 

a set of drug candidates with improved pharmacodynamic and pharmacokinetic properties 

compared to the original natural products. For geldanamycin, particularly the semi-synthetic 

modification of the 17-methoxy group was found to lead to active compounds with reduced 

toxicity with respect to the natural compound 131-133, leading to the four ansamycins that entered 

clinical trials so far (https://clinicaltrials.gov, accessed February 2019) (Figure 4). 

Structure-based drug design, based on the unconventional conformation that ATP adopts in 

GHKL-ATP binding sites, has furthermore led to the development of fully synthetic purine 

analogues as inhibitors of HSP90 ATPase activity 134-137, which could be administered orally 

134,136,138. Of these, six entered clinical trials (Figure 4). In a high throughput screening against 

yeast HSP90 ATPase activity, the substituted resorcinols were found to inhibit HSP90, of which 

five entered clinical trials in the following years (Figure 4) 139-142. Finally, a rather diverse class 

of HSP90 inhibitors entered clinical trials, where all compounds feature a substituted 

benzamide substructure (Figure 4). All compounds share a similar binding mode in the ATP 

binding site 143-145.  
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Figure 4. N-terminal HSP90 inhibitors that entered clinical trials. For the natural compound-

derived classes, we also show their predecessors (1, 2). Ansamycins: Four compounds derived from 

geldanamycin (1) entered clinical trials so far (## the quinone moiety in retaspimycin is reduced to a 

dihydroquinone moiety). Resorcinols: Five structurally distinct resorcinols derived from radicicol (2) 

entered clinical trials. The compound PEN-866 is a special case because it is a drug conjugate of the 

HSP90 inhibitor STA-9090 and an irinotecan metabolite that inhibits topoisomerase I. Purines: Six 

purine and purine analogues entered clinical trials. These compounds share similar binding modes 

mimicking the bend conformation of ATP in the N-terminal ATP binding site. Benzamides: Three 

compounds entered clinical trials. Despite their structural diversity, they exhibit similar binding modes 

with a conserved placement of the benzamide motif in the ATP binding site.  
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In summary, 19 structurally distinct HSP90 inhibitors that exert their activity by targeting the 

N-terminal HSP90 binding site have entered in clinical trials (https://clinicaltrials.gov, accessed 

February 2019) (Figure 4). Altogether, none of the classical HSP90 inhibitors was approved by 

the FDA for therapeutic use yet. One reason is the induction of the heat shock response (HSR), 

a well-known side effect of this class of inhibitors 114,146-151, which was already described for 

geldanamycin. According to a current model of HSR mechanism, the binding of N-terminal 

HSP90 inhibitors releases heat shock factor-1 (HSF-1) 152,153. The transcription factor becomes 

phosphorylated, trimerizes, and translocates to the nucleus, leading to overexpression of 

multiple heat shock proteins, including HSP70, HSP40, and HSP27 76,154. As HSR is a pro-

survival mechanism, it can be detrimental in an anti-cancer therapy 114,155,156. In addition, other 

severe adverse effects, such as hepatotoxicity found for ansamycins 133,157-159 and ocular toxicity 

150,157,160, have been hampering the clinical success of HSP90 inhibitors until now.  

1.3.5 Non-N-terminal inhibitors of HSP90 

In the meantime, many groups have started investigating alternative strategies to inhibit HSP90 

without inducing HSR and/or ocular toxicity. The first compound to reach this goal was the 

coumarin antibiotic novobiocin, an inhibitor binding to the CTD of HSP90 (Figure 5) 161,162. A 

first phase I clinical trial of a C-terminal HSP90 inhibitor (RTA 901) has been performed on 

non-cancer patients (https://clinicaltrials.gov, identifier: NCT02666963). This compound has 

been reported to be based on novobiocin 147, although the structure has not been released yet. 

Similar to the molecular origins of N-terminal inhibitors, many of the non-N-terminal inhibitors 

are natural products. In the context of this introduction, only a quick overview of the classes 

and different modes of action shall be given. For a more in-depth discussion of these inhibitors, 

please refer to the original publication (see page 71). 

One of the primary molecular modes of action, proposed for various C-terminal HSP90 

inhibitors, is the binding to the C-terminal ATP binding site. It was discovered when 

investigating novobiocin (3, Figure 4), previously shown to interfere with nucleotide binding 

in bacterial gyrase B. Yet, in HSP90, no binding to the NTD was observed, and pull-down 

assays suggested a binding mode different from geldanamycin 161,162. Further studies revealed 

a second ATP binding site in the CTD 162-164. This binding site is only accessible when the 

N-terminal ATP binding site is occupied 163. Furthermore, the C-terminal binding site is able to 

bind purine as well as pyrimidine nucleotides, while the NTD is rather specific for adenine 165. 

Up to this point, there is no experimentally validated crystal structure of a compound binding 

to this binding site. Yet, there have been several approaches to predict the C-terminal ATP 
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Figure 5. Non-N-terminal inhibitors of HSP90. On top, selected inhibitors the are proposed to bind 

to the C-terminal ATP binding site of HSP90 are depicted: novobiocin (3), (-)-epigallocatechin gallate 

(4), and deguelin (5). Below on the left side, two modulators of the HSP90-CDC37 interaction are 

depicted: celastrol (6) and withaferin A (7). On the right gedunin (8) and dihydrocelastrol (9) are 

depicted as modulators of the HSP90-p23 interaction. On the bottom modulators of the interactions 

mediated by the C-terminal MEEVD motif are depicted: LB76 (10) and C9 (11). 

binding site using molecular modelling (Figure 6) 166-169. Further compounds which are 

described to be binding to that binding site, are the catechin (-)-epigallocatechin-3-gallate (4, 

Figure 5) 170-172, and deguelin (5, Figure 5) 173,174 as well as derived compounds.  

Other compounds were proposed to modulate the interaction between HSP90 and the cell 

division cycle 37 protein (CDC37). The latter is a co-chaperone primarily associated with the 

chaperoning of protein kinases and is essential for the stabilization of HSP90-kinase complexes 

109,175. CDC37 interacts with HSP90 via a large interaction surface, wrapping itself around the 
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Figure 6. Overview over approaches to identify the C-terminal ATP binding site in HSP. The 

results were mapped on the structure of human HSP90β. Corresponding residue numbers in human 

HSP90α are given in brackets. The part of the C-terminal domain that was shown by Marcu et al. to 

contain the ATP-binding motif is colored in blue 162. Sgobba et al. performed molecular simulations on 

a homology model of human HSP90α and used binding site prediction tools to predict the C-terminal 

ATP binding site 169. Morra et al. used molecular dynamics simulations and signal propagation analysis 

to identify allosteric binding sites on the structure of yeast HSP90 and molecular docking to obtain 

binding poses of novobiocin and analogues 168. Matts et al. used an azide-analogue of novobiocin as a 

probe to identify the C-terminal ATP binding site. They found that this probe binds covalently to K560 

(HSP90α) and built an putative open-conformation HSP90 model based on SAXS data that showed 

direct interactions of novobiocin with K560, E537, and N686 167. Khalid et al. used webserver-based 

tools to predict the C-terminal HSP90 binding site 166. 

NTD and middle domain 99, which prevents the hydrolysis of ATP 176. CDC37 knockout was 

shown to sensitize HSP90 for other inhibitors 177,178. Thus, inhibiting the interaction between 

HSP90 and CDC37 might lead to kinase-specific HSP90 inhibitors and could provide a 

synergistic approach for combination with other inhibitors. Compounds belonging to this 

category are the triterpenoid celastrol (6, Figure 5) 179,180 and the steroidal lactone Withaferin A 

(7, Figure 5) 181.  

The small acidic protein p23 interacts with HSP90 via the NTD and MiD. This interaction halts 

the HSP90 ATPase cycle and appears to facilitate HSP90 binding to client proteins 182. While 

not essential for the maturation of HSP90 kinase clients, such as Cdk4 and Akt, p23 is necessary 

for the stabilization of steroid hormone receptors. The compounds gedunin (8, Figure 5) and 

dihydrocelastrol (9, Figure 5) have been shown to disrupt the interaction between HSP90 and 

its co-chaperone p23 183. Even though it was shown that gedunin binds to p23, the disruption of 
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this interaction halts the HSP90 machinery, leading to typical effects of HSP90 inhibitors, like 

the degradation of steroid hormone receptors 183. 

The HSP90 C-terminal domain ends in a most likely unstructured loop that contains the highly 

conserved MEEVD motif 184. This motif forms the key interaction with tetratricopeptide repeat 

domains, which are present in various HSP90 co-chaperones 90. One of these is the 

HSP70/HSP90-organizing protein (HOP), which mediates the interaction between the HSP70-

HSP40 complex and HSP90 185. HOP contains three TPR domains, of which the domains 

TPR2A and TPR2B bind to the MEEVD motifs in HSP90 and HSP70, respectively 186. Based 

on the fungal depsipetide Sansalvamide A, McAlpine and co-workers developed LB76 (10, 

Figure 5) which blocks interactions between HSP90 and TPR domain-containing co-

chaperones 187-190. A second compound, C9 (11, Figure 5) binds to the TPR2A domain of HOP 

preventing the interaction with HSP90 on the co-chaperone site 191,192. 

1.3.6 Conclusion 

HSP90 has been a major target for drug discovery in academia and pharmaceutical industry for 

several decades, and many inhibitors have been published and patented. Most of these inhibitors 

target the N-terminal ATP binding site, and – except for RTA 901 – only compounds of this 

class have undergone clinical trials so far. However, a major drawback of this compound class 

is the induction of pro-survival HSR, which limits the compounds’ efficacy and/or may lead to 

adverse effects. Inhibiting HSP90 via allosteric binding sites, including the secondary ATP 

binding site in the CTD, or inhibiting PPIs between HSP90 monomers, or between HSP90 and 

other interacting proteins essential for the function of the HSP90 machinery, are notable 

alternatives. Novobiocin was the first compound reported to inhibit HSP90 by an alternative 

mechanism, and by now a wide variety of compounds have been shown to elicit HSP90 

inhibitory effects that way. Many of these newly identified compounds are natural products that 

show activity in the micromolar range. However, as a result of the complexity of the HSP90 

machinery, only few details are known about the molecular mode of action of these compounds.  

For the further development and optimization of these compounds, understanding the molecular 

mechanism behind their inhibitory effect will be essential. For many of the compounds, the 

inhibition of interactions between HSP90 and co-chaperones are assumed to be the mode of 

action. However, it is often not clear whether these compounds bind to HSP90 or to the 

respective co-chaperone. Furthermore, due to the flexible nature of HSP90, ligands could bind 

allosterically to the protein, thereby disrupting the co-chaperone interaction by imposing a 

certain conformation on HSP90 without binding to the protein-protein interface itself. 
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Resolving complex structures of HSP90 and the ligands would be the optimal way to obtain 

structural information about the binding of such inhibitors. Alternatively, molecular modeling 

techniques such as molecular docking and molecular dynamics simulations of free ligand 

diffusion can provide valuable insights. 

However, only few approaches have been presented, where structure-based de novo design was 

applied to specifically induce particular effects on the HSP90 machinery. In section 4.1, I will 

discuss one such approach which lead to the development of aminoxyrone, a peptidomimetic 

inhibitor of the C-terminal dimerization of HSP90 193. This further led to the development of a 

small molecule compound, LSK82, which is then further characterized with respect to its 

binding properties towards HSP90 in section 4.2 (Publication III). 
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1.4 The RUNX1-ETO fusion protein 

The t(8;21) translocation is one of the most frequent chromosomal alterations found in acute 

myeloid leukemia (AML) 194. It results in the RUNX1-ETO fusion protein which then 

suppresses the hematopoietic differentiation mediated by native RUNX1, leading to a pre-

leukemic condition 195,196. In the following sections, the structural characteristics of the 

RUNX1-ETO fusion protein as well as its role in the emergence of leukemia will be discussed. 

1.4.1 Structure of the RUNX1-ETO fusion protein 

The t(8;21)(q22;q22) translocation fuses the RUNX1 gene (Runt-related transcription factor-1, 

also referred to as AML1) on chromosome 21 and the ETO gene (eight twenty-one, also referred 

to as myeloid translocation gene on 8 (MTG8), or RUNX1T1) on chromosome 8. In RUNX1 the 

breakpoints cluster in intron 5, while for ETO two breakpoint cluster regions in the introns 1a 

and 1b are described (Figure 7) 197-199. Regardless of the location of the breakpoints, they lead 

to the same gene transcript 200. The translated fusion protein contains 177 N-terminal residues 

of RUNX1 and 575 residues of ETO 197. 

Wild-type RUNX1 is a transcription factor in the core binding factor α protein family. It is 

involved in cell cycle regulation and was found to be essential for hematopoietic differentiation 

196,201,202. The protein contains a conserved DNA binding Runt homology domain (RHD, named 

after Drosophila Runt protein). The RHD specifically recognizes 5’-YGPYGGTY-3’ (where Y 

is C or T) 201,202. Inhibitory domains N- and C-terminal of the RHD prevent direct DNA 

interactions in the apo state though 203,204. To restore DNA binding RUNX1 requires the 

formation of a heterodimer with the non-DNA binding core binding factor β (CBF) 203-206. In 

addition to the RHD, RUNX1 contains a transactivation domain, a matrix attachment signal, 

and an inhibitory domains 202. However, only the N-terminal RHD is transferred to the fusion 

protein, while the functionalities of the remaining domains are replaced by ETO 195. 

The ETO protein has been discovered as the fusion partner of RUNX1 in t(8;21) translocation 

198. It is mainly responsible for the gene-repressive activity of RUNX1-ETO, by recruiting 

transcriptional repressor proteins, like mSin3A, a silencing mediator for retinoid and thyroid 

hormone receptor (SMRT), nuclear receptor co-repressor (NCOR), and histone deacetylases 

(HDACs) 1-3 207-209. It contains three proline/serine/threonine-rich regions and four highly 

conserved nervy homology domains (NHR1 to NHR4, named for homology to Drosophila 

nervy protein) 197,209. In particular, the NHR2 domain (Figure 8) was shown to contribute many 

of the biochemical properties of ETO. It mediates PPIs with co-repressors as well as homo-  
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Figure 7. The t(8;21)(q22;q22) translocation. A. Partial karyotype of t(8;21)(q22;q22) showing 

chromosome pairs 8 and 21. The derivative chromosomes are on the left in each pair. The position of 

the RUNX1-ETO fusion gene is indicated by a black arrow. B. Schematic representation of the genomic 

structure of t(8;21). Translated and untranslated sequences of the exons are represented by white and 

shaded boxes, respectively. The breakpoint cluster regions are denoted by crossing lines. Thus, the 

fusion gene may include the ETO exon 1b. Still, all breakpoints result in the same gene transcript as 

exon 1b does not contain a splice acceptor site. C. Schematic representation of full-length RUNX1-

ETO with the DNA-binding Runt homology domain (RHD), and the nervy homology domains (NHR) 

1-4. PST indicates the proline/serine/threonine-rich regions 197. Overlapping with second PST is the 

nuclear localization signal (NLS) 210. (A. taken from Atlas of Hematological Cytology. Masaryk 

University, University Hospital Brno, http://www.leukemia-cell.org/atlas; B and C. adapted from REFS 
195,200) 

oligomerization 211,212. This oligomerization was shown to be crucial for the malignant 

transformation 213-215.  

Next to full-length RUNX1-ETO described above, alternative splicing can lead to two further 

gene transcripts. The exons 9a and 11a in the ETO part of the gene provide stop codons, leading 

to the C-terminally truncated isoforms RUNX1-ETO 216,217. The RUNX1-ETO9a transcript is 

lacking the NHR3 and NHR4 domain and was shown to have reduced repressive activity on the 

translational gene activation mediated by RUNX1 than the full-length fusion protein. However,  
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Figure 8. The NHR2 domain forms a homo-tetramer complex. A. The NHR2 domain consists of an 

amphiphilic α-helix (PDB ID: 1wq6). Two of the helices associate to form an anti-parallel dimer (A/B), 

which can further associate with another dimer to form the tetramer (A/B//A’/B’). Parallel helices (e.g., 

A/A’) of the dimers are depicted in matching colors. On top the dimer-interface (A/B) is shown in plane, 

with the opposing dimer below (A’/B’). On the bottom, the tetramer-interface (B/A’) is depicted. B. 

Schematic representation of the NHR2 domain as a dimer of dimers. The composition of this homo-

tetramer leads to a highly symmetric complex. For any binding epitope formed by two anti-parallel 

helices (A(’)/B(’)), three congruent epitopes exist. The congruent binding epitopes can be transformed 

into one another through rotation around three orthogonal C2 axes. C. The tetrameric NHR2 interacting 

with two identical fragments of transcription factor 12 (green and pink) (PDB ID: 4ojl). The interface 

lies on the surface formed by A/B’. Thus, tetramer formation is required for the interaction interface to 

form. Two more identical interface would be available on the opposing side of the complex (A’/B). 

mice transfected with the RUNX1-ETO9a showed rapid development of leukemia, in fact 

stronger than for the fusion protein. 218 The transcript of RUNX1-ETO11a only lacks the NHR4 

domain. It was shown as well to exhibit a lower repressive activity against native RUNX1 gene 

transactivation 217. Though both isoforms were found in patient samples with RUNX1-ETO-

positive leukemia, their influence on the onset and progression of leukemia in humans remains 

unclear 195,219. 

1.4.2 RUNX1-ETO fusion protein in leukemogenesis 

The role of RUNX1-ETO in the emergence of leukemia is not fully understood. There are a 

variety of different mechanisms discussed. The most prevalent one is the suppression of the 

function of wild-type RUNX1 200. Physiologically, RUNX1 acts as key regulator of 

hematopoietic differentiation. After association with CBFβ it binds to DNA through the RHD 

and activates its target genes 203. As RUNX1-ETO inherits the DNA-binding RHD from 

RUNX1 the two proteins share 60-80% of their binding sites 195. Thus, a first proposed 

mechanism of action for the fusion protein was that it represses transactivation of RUNX1 target 

genes by the co-repressors recruited by the ETO domains 208,220. However, RUNX1-ETO does 



Introduction 

20 

not always act as a transcription repressor but can occasionally induce transcription of target 

genes through epigenetic mechanisms 221. Also, studies showed that in patients with RUNX1-

ETO-positive leukemia no inactivating mutations occur in the native RUNX1 gene 222. This 

hints towards, that the cancer cells still depend on the function of wild-type RUNX1 and thus, 

the relationship between RUNX1 and RUNX1-ETO is likely more complex than initially 

assumed 195,223.  

Still, the epigenetic alterations induced by co-repressors recruited by the ETO part of the fusion 

protein appear to be pivotal in the leukemogenesis 224. The recruitment of co-repressors is 

mostly mediated via the NHR1 and NHR2 domain 195,208,209,225. The NHR2 domain, which 

mediates the homo-oligomerization, was shown to represent an important interface for PPIs 

(Figure 8C) 211. Several groups found that abrogation of the associations mediated by NHR2 

lead to reduction in the leukemic phenotypes 213-215.  

1.4.3 Therapeutic strategies 

Among AML, the t(8;21) leukemia is considered a rather favorable subtype, due to its low rate 

of primary drug resistance and increased overall survival 226,227. The current therapeutic 

intervention consists in anthracycline- and cytarabine-based induction chemotherapy. This 

leads to complete remission in ~90% of the patients 228. Half of the patients will experience 

relapses though within 36 months 229, and the median overall survival is less than five years 230. 

Post-remission high dose cytarabine treatment was shown to increase the disease-free and 

overall survival. However, the continued chemotherapeutic cycles are associated with 

considerable toxicities. Thus, older patients and patients with compromised health status may 

not tolerate the intensive treatment 228.  

Targeted therapeutics, with a decreased overall toxicity would present a promising treatment 

approach for t(8;21) leukemia. A first approach in this direction is gemtuzumab ozogamizin, an 

antibody directed against the CD33 antigen and coupled to the cytotoxic calicheamicin. In 2000, 

drug was given accelerated approval by the FDA for patients > 60 years, who were not eligible 

for standard chemotherapy. After a preliminary withdrawal from the market in 2010 231, the 

drug was re-approved by the FDA and approved by the EMA. The admission is as an addition 

to the established anthracycline- and cytarabine-based induction chemotherapy, though, as 

gemtuzumab ozogamizin could not replace it. 

1.4.4 Conclusion 

As the t(8;21) leukemia is dependent on the RUNX1-ETO, the fusion protein would represent 

a prime target for a targeted therapy approach. This would limit any drug effects to the cancer 
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cells, reducing the toxic side effects on other cells. The RUNX1-ETO fusion protein acts 

principally as a repressor of wild-type RUNX1 with which it shares the DNA-binding RHD. 

Thus, inhibiting DNA-binding through the RHD would likely cause off-target effects on wild-

type RUNX1. However, the transforming ability of RUNX1-ETO was shown to depend on the 

oligomerization of the NHR2 domain of ETO. Thus, disrupting the protein interactions formed 

by the ETO part of the fusion protein, or interfere with the NHR2-mediated homo-

tetramerization appears to be a viable approach. 

In section 5, I will discuss 7.44, a compound that was specifically designed to interfere with 

the oligomerization of the NHR2 domain of RUNX1-ETO. The associated Publication IV aims 

to further characterize the biophysical properties of 7.44 on the NHR2 domain. In supporting 

simulation studies, we could identify preferred binding epitopes of the compound in the 

tetramer. Furthermore, in section 6, a virtual screening approach and molecular dynamics 

simulations will be presented, which lead to analogues of 7.44 with stronger antiproliferative 

properties than the original compound. 
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1.5 Scope of the thesis 

Throughout the previous chapters the importance of the development of novel compounds to 

treat cancer was demonstrated. We explored two approaches, how structures already present in 

nature can be used to guide the drug design. In section 1.1 we discussed, how natural 

compounds can serve as leads in drug design. In section 1.2 we explored how protein-protein 

interaction modulators can serve as anti-cancer drugs, and how the structures of the protein-

protein interface can serve as a template for the design of small molecule inhibitors. 

Furthermore, we introduced two potential molecular targets in cancer therapy. In section 1.3 

HSP90 was presented as a promotor of cell survival and facilitator of genetic alterations in a 

variety of tumors, thus representing a promising target in pan-cancer therapy. In contrast, in 

section 1.4 the RUNX1-ETO fusion protein was presented, which is specifically associated 

with a single type of AML induced by the t(8;21) translocation.  

This thesis aims to explore novel approaches to overcome drug resistance in cancer. To this 

end, computational methods in the field of molecular simulations are employed to provide 

insights in the mechanism of action of the investigated compounds on the molecular level.  

In the past, the development of anti-cancer drugs has benefitted enormously from natural 

product leads (section 1.1). A potential future lead, phomoxanthone A (PXA), was shown to 

selectively induce apoptosis in cancer cells. In Publication II the efficacy of PXA on cisplatin 

resistant solid tumors was assessed. We further hypothesized, that the apoptotic effect of PXA 

might in part be elicited by the decoupling of the proton gradient of the inner mitochondrial 

membrane (IMM). To check this hypothesis, the energy barrier for different protonation states 

of PXA is computed by umbrella sampling simulations (section 2.2). The calculations revealed 

significant differences in the membrane partition of the PXA protomers. Overall, the energy 

barriers suggest, that at least two of the investigated protonation states of PXA can permeate 

through the membrane at biological relevant time scales. Though this does not explain the full 

spectrum of effects PXA elicits in cells, it corroborates a first hypothesis on the action of PXA 

on the mitochondrial membrane.  

In the past decades, there has been an increased interest in the rational design of compounds 

that target protein-protein interactions (PPIs) (section 1.2). PPIs are pivotal to many 

physiological and pathophysiological cellular processes, including malignant transformation 

and cancer. A popular anti-cancer target is the heat shock protein 90 (HSP90) which is involved 

in a multitude of cellular signaling pathways and represents a hub for PPIs (section 1.3). Thus, 

inhibitors of HSP90 have the potential to elicit anti-proliferative and anti-invasive effects in a 
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wide variety of cancers. Based on prior studies providing a proof of concept, in Publication III, 

LSK82 is presented as a first-of-class small molecule inhibitor of HSP90. We performed large-

scale ligand diffusion simulations with LSK82 diffusing around HSP90α and HSP90β. These 

simulations suggest a preferred binding to the C-terminal dimerization interface of HSP90. 

Moreover, for both isoforms very similar distributions were obtained, suggesting that the novel 

compound does not exhibit specificity for either isoform over the other. 

In contrast to HSP90, which promotes proliferation in many cancers but is not intrinsically 

oncogenic, some cancer types are directly linked to a single genomic alteration and the 

associated gene transcripts. Such a case is the t(8;21) AML, whose etiology is directly 

associated with the RUNX1-ETO fusion protein (section 1.4). Essential to the transformative 

function of the fusion protein is the NHR2 domain in the ETO part. By self-oligomerization, 

this domain forms an interaction interface for transcriptional co-repressors, which alter the 

transcription profile of the affected cell. Interfering with this self-organization would provide a 

novel way to interfere with t(8;21)-related cancer genesis. With the compound 7.44 a first 

inhibitor of the oligomerization of the NHR2 domain was identified. In Publication IV we 

subjected this inhibitor to biophysical and simulation studies. By free ligand diffusion 

simulations, preferred binding epitopes on the NHR2 tetramer as well as a preferred binding 

mode for the encounter of 7.44 with the NHR2 tetramer is identified. This provided first insights 

on the molecular level into the specific interactions formed between 7.44 and NHR2. Finally, 

in section 6 close and remote structural analogues of 7.44 were identified, which showed 

increased antiproliferative effects against RUNX1-ETO-positive leukemia cells. Unbiased 

diffusion simulations of a selected subset of the compounds showed preferred binding areas. 

However, the binding distributions of the compounds across the protein suggest different 

binding classes. 

In summary, the publications in this work represent different approaches in modern drug design. 

The work regarding PXA represents a lead-based drug design, where a natural product serves 

as an active lead, without having the molecular mode of action completely understood. In 

contrast, in the HSP90- and RUNX1-ETO-related projects, a rational drug design approach was 

applied to develop targeted drugs. In the case of compounds targeting HSP90, these could be 

of therapeutic benefit against a wide variety of tumor types, while the ones targeting the 

RUNX1-ETO fusion protein would likely be limited to t(8;21) leukemia. In the following 

sections, the computational work that was contributed to these studies and the new information 

gained thereby will be presented.   
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2 Methods 

2.1 Molecular dynamics simulations 

Molecular dynamics (MD) simulation is a technique to sample motions of atomistic systems 

over time. In this method, the atomic interactions are described using mechanical potentials 

(see chapter 2.1.1), which in their simplest form represent atoms and their covalent interactions 

as masses connected by springs. In that way, even large biological systems (e.g., proteins) that 

cannot be handled using quantum mechanics can be simulated 232,233. In MD simulations, a 

successive series of conformations of a system are calculated to generate a trajectory. Such a 

trajectory and the motion of the conforming atoms are obtained by integrating equation 1 over 

a given time step 233. 

𝑑2𝑥𝑖

𝑑𝑡2
=

𝐹𝑥𝑖

𝑚𝑖
 (1) 

Here, the motion of particle i along coordinate xi is described in dependence of the force (𝐹𝑥𝑖
) 

acting on the particle of mass mi along the coordinate 233. During one integration time step dt 

the forces on a particle are not getting updated. Thus, choosing too large time-steps may lead 

to high-energetic artifacts and instabilities during the simulation. On the other hand, reducing 

the time step size increases the computational cost for obtaining comparable configurational 

samplings and simulation lengths. As a rule, the integration time step has to be about one order 

of magnitude smaller than the period of the highest-frequency motion 233. These are typically 

the translational vibrations of hydrogen-heavy atom bonds, which are in the range of 1∙1014 s-1 

(λ = 10 fs), hence limiting the simulation time steps to ~1 fs 233. As these high-frequency 

internal vibrations are usually decoupled from the conformational changes of a system, 

algorithms like SHAKE 234, SETTLE 235, and hydrogen mass repartitioning have been 

introduced that constrain or slow these vibrations 236, so that the time step can be increased. 

The use of mechanical potentials in molecular dynamics allows for fast and efficient calculation 

of the energy terms. However, for a mechanical potential to model processes that are described 

at the quantum theory level (e.g., molecular bond stretching), it needs to be parametrized to 

accurately represent (free) energy profiles from quantum mechanical calculations. This 

parametrization is typically performed for sets of similar molecules (e.g., amino acids, nucleic  
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acids). However, also more general force fields exist. Some exemplary force fields used in the 

works in this thesis are listed below with their application: 

• ff14SB for proteins 237 

• GAFF and GAFF2 for organic small molecules 238,239 

• LIPID17 for phospholipids in biological membranes (updated version of LIPID14 [ref 240]) 

• TIP3P, three-point water model 241 

The potentials used in the AMBER force fields are shown in equation 2. Harmonic potentials 

are used to describe the stretching of bonds between two atoms, as well as the bending of angles 

between three bonded atoms. A cosine term is used to add torsion barriers to the rotation around 

rotatable bonds. The same term is also used for out-of-plane bending potentials, referred to as 

“improper dihedrals”. Finally, non-bonded interactions are represented by a 12-6 Leonnard-

Jones-Potential to describe van-der-Waals interactions and a Coulomb potential for electrostatic 

interactions 239,242,243.  

𝐸𝑡𝑜𝑡𝑎𝑙 =  ∑ 𝑘𝑏(𝑟 − 𝑟0)2

𝑏𝑜𝑛𝑑𝑠

 

             + ∑ 𝑘𝜃(𝜃 − 𝜃0)2

𝑎𝑛𝑔𝑙𝑒𝑠

  

             + ∑ 𝑉𝑛[1 + cos (𝑛𝜙 −  𝛾)]

𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠

 

             + ∑ ∑ [
𝐴𝑖𝑗

𝑅𝑖𝑗
12 −  

𝐵𝑖𝑗

𝑅𝑖𝑗
6 +  

𝑞𝑖𝑞𝑗

𝜀𝑅𝑖𝑗
]

𝑁

𝑗=𝑖+1

𝑁−1

𝑖=1

  

(2) 

2.2 Free energy calculations using umbrella sampling 

The goal of sampling in MD simulations is to reach independence of the distribution of 

observed properties from the initial configuration of the system. At this point the probability 

densities of individual states follow the Boltzmann distribution 233. Thus, the distribution of 

states along a given reaction coordinate can be used to calculate free energy differences 244. In 

unbiased molecular dynamics simulations, however, the low energy regions close to the initial 

configuration will be explored, while the regions behind large energy barriers (i.e., larger than 

multiple kBT) will be likely undersampled. Moreover, for deriving the magnitude of the energy 

barrier, high-energy transition states need to be sampled. Thus, unachievable long simulation 

times would be required to obtain sufficient sampling for accurate free energy predictions 245. 
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This can be countered by applying a biasing potential, that confines the sampling to a given 

region or “window” along the reaction coordinate. Commonly, simple harmonic potentials are 

used. By placing multiple overlapping sampling windows along the whole reaction coordinate, 

individual states can be sampled more efficiently. Finally, these individual window samplings 

can be recombined yielding an accurate sampling along the full reaction coordinate. However, 

to calculate free energies along the pathway, it is necessary to account for the biasing potentials 

applied during the sampling 245,246.  

The weighted histogram analysis method (WHAM) is an algorithm specifically designed to 

unbias sampling data obtained from biased simulations 247,248. This method determines a weight 

functional that minimizes the statistical error for the weighted sum of the data from all 

simulations 246,248. 

An application of the umbrella sampling method in the field of biomedical research is 

determining the membrane permeability for small molecules. Here, umbrella sampling is used 

to sample a compound’s passage through the membrane 249,250. This was applied to estimate the 

membrane permeability of phomoxanthone A (see section 3, Publication II). 
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3 Simulation studies on the permeation of 

Phomoxanthone A through the inner mitochondrial 

membrane 

3.1 Background 

Natural products have a long and ongoing history in drug discovery (see section 1.1) 45,46. In 

the case of the dimeric tetrahydroxanthone phomoxanthone A (PXA), it was isolated from the 

endophytic fungus Phomopsis longicolla, which lives in mangrove plants. Here, it is exposed 

to challenging environmental condintions, like periodic changes in tidal submergence, water 

salinity, and temperature. Such conditions have been suggested to promote the activation of 

novel biosynthetic pathways that produce bioactive secondary metabolites 53,55,251. PXA is a 

symmetric tetrahydroxanthone-dimer with a 4,4’-biaryl linkage and bulky substituents in 

positions 5, 5’, 10a, and 10a’ (Figure 9). This results in atropisomerism between the two 

tetrahydroxanthone moieties.  

In prior studies the compound showed promising anti-proliferative effects on native and 

cisplatin-resistant cancer cell lines. Interestingly, this effect was selective for cancer cells over 

non-cancer cells (peripheral blood mononuclear cells) by two orders of magnitude 53,55, making 

PXA a promising natural lead for the further development of anticancer drugs. 

Most parts of this chapter are taken from Publication II (see page 83): 

The tetrahydroxanthone-dimer phomoxanthone A is a strong 

inducer of apoptosis in cisplatin-resistant solid cancer cells 

Wang, C. a, Engelke, L. a, Bickel, D. a, Hamacher, A. a, Frank, M. b, Proksch, P. b,  

Gohlke, H. a,c, and Kassack, M.U. a 

a Institute for Pharmaceutical and Medicinal Chemistry, Heinrich Heine University Düsseldorf, 

Düsseldorf, Germany 

b Institute of Pharmaceutical Biology and Biotechnology, Heinrich Heine Universität Düsseldorf, 

Düsseldorf, Germany 

c John von Neumann Institute for Computing (NIC), Jülich Supercomputing Centre (JSC), 

Institute of Biological Information Processing (IBI-7: Structural Biochemistry) & Institute of 

Bio- and Geosciences (IBG-4: Bioinformatics), Forschungszentrum Jülich GmbH, Jülich, 

Germany 

Contribution: 15% 

Published in: Bioorganic & Medicinal Chemistry 2019; 27(19): 115044.  
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Figure 9. Structure of PXA. The absolute configuration of PXA was determined by 

X-ray analysis as aR, 5S, 6S, 10aS, 5’S, 6’S, 10a’S 55. A. Schematic representation of the 

structure of PXA. B. X-ray crystal structure of PXA where the 4,4’-biaryl axis is rotated 

by ~92°. 

It has been shown, that in the cell, PXA induces fission in the mitochondrial network 54. This 

effect is typically associated with compounds that deplete the membrane potential (ΔΨm) of the 

inner mitochondrial membrane (IMM), like the protonophore carbonyl cyanide m-chlorophenyl 

hydrazone (CCCP) 54,252. The membrane potential of the IMM is mostly maintained by the 

proton gradient between the cytoplasm and the mitochondrial matrix, leading to the hypothesis 

that PXA may act as a protonophoric decoupler similar to CCCP.  

As described in section 2.2, energy barriers for molecular processes that would normally not 

be observable with unbiased sampling can be obtained by applying umbrella sampling. With 

this technique, we obtained potentials of mean force for the passive permeation of PXA in 

various protonation states through the IMM. The obtained PMFs allow for a general estimation 

of membrane partition of PXA, as well as for the time scales on which membrane permeation 

may take place. 

3.2 Potential of mean force calculation to estimate the membrane 

permeability of phomoxanthone A 

For PXA to act as a proton shuttle and deplete the proton gradient across the IMM, the 

compound would need to satisfy two conditions: I) being able to exist in at least two protonation 

states under physiological pH, and II) being able to permeate the IMM in those two protonation 

states at timescales relevant for biological processes. 

As for PXA, no experimental pKa values have been reported yet, sequential pKa values for PXA 

in aqueous environment were computed using EPIK 253,254. The computations indicate that the 

hydroxyl groups in 8- and 8’-position are the most acidic functional groups with pKa = 5.1 ± 1.1 

in both cases. Thus, the computations do not reveal a mutual influence due to deprotonation of 
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one hydroxyl group onto the pKa value of the other group, which may be explained by the large 

separation between the two groups. Therefore, the doubly deprotonated species of PXA is 

predicted to be the predominant species under physiological conditions in aqueous solution. 

However, in a low dielectric medium such as a lipid bilayer membrane, pKa values are known 

to increase 255, which would shift the (de)protonation equilibrium to the side of the less charged 

species. 

To address the question if differently charged PXA species (PXA0, PXA1-, and PXA2-) can 

permeate the IMM, I calculated a potential of mean force (PMF) for the transition of PXA 

through the membrane by the means of umbrella sampling MD simulations and WHAM. The 

lipid composition of the membrane in the simulations aimed to resemble the IMM in vivo 256. 

However, an overly realistic representation of the physiological system would increase the 

complexity of the simulation, requiring exhaustive sampling times to reach convergence 257. 

Therefore, the IMM composition was simplified to DOPC, DOPE and DOPG* in the ratios of 

40:34:18. The umbrella sampling reference points along the membrane normal were generated 

by steered MD simulations, dragging the PXA species along the membrane normal (z, 

Figure 10A). The starting point was located at the membrane center and the end point in the 

solvent phase at 35 Å (Figure 10B). To exclude any influence of the potential applied during 

the steered MD, all umbrella windows were simulated for 50 ns and only then sampling for 

further 50 ns was started. The umbrella windows display considerable overlap regarding the 

frequency distribution of values for the reaction coordinate (Figure 10C). Furthermore, 

computing the PMFs with increasing sampling intervals showed that the PMFs appear 

converged after 30-40 ns of sampling per window (Figure 10D). Accordingly, the statistical 

error was estimated by computing individual PMFs for equally sized chunks of the sampled 

data. That way a standard error of the mean of < 0.4 kcal mol-1 along the PMFs was obtained.  

For both PXA0 and PXA1-, the global minima of the PMFs are located at z = 13 Å with 

~-2.8 kcal mol-1 (Figure 11A), revealing that a partially immersed state (state I) of PXA within 

the membrane (Figure 11B) is thermodynamically more favorable than a fully solvent-exposed 

state. In this state, the hydrophobic part of PXA is located towards the interior of the membrane, 

whereas the polar part is located close to the head group region, solvated by a shell of water 

molecules. Performing unbiased MD simulations of 500 ns lengths as controls starting from  

 

 
* The neutral lipid DOPG serves as a surrogate for the cardiolipins present in the mitochondrial membrane, 

as at the time of this study no validated cardiolipin parameters were available for the Amber membrane force 

fields. 
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Figure 10. PMF computation for the permeation of PXA through the IMM. A. Simulation setup 

for the generation of the umbrella windows. The PMFs were calculated from the membrane center 

(Δz = 0 Å) to a fully solvent exposed state (|Δz| = 35 Å). B. Normalized electron density distribution of 

an unperturbed membrane used in the MD simulations, which shows the average location of the 

hydrophilic and hydrophobic components. The polar headgroups are located at |Δz| = 19 Å. C. The 

distribution of values along the reaction coordinate obtained from the umbrella sampling. All windows 

show good overlap to their adjacent windows. D. Convergence of the computed PMFs over the sampling 

time. The PMFs appear to converge after 30-40 ns of sampling per window. 

PXA located at the membrane center confirms this finding in that the most frequently sampled 

distance of PXA from the center is at z = 12.5-13.0 Å. A small energy barrier of ~1.5 kcal mol-1 

is observed at z = 25 Å (state II), separating the semi-immersed state from the solvent-exposed 

one. Here, PXA is in proximity to the polar head groups of the lipids (Figure 11C), which form 

a polar barrier before more favorable hydrophobic interactions can be formed. The height of 

the energy barrier to pass the membrane is 3.8 and 6.4 kcal mol-1 with respect to the fully  
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Figure 11. The energy profile of the permeation of PXA through the IMM. A. The computed PMFs 

for transition of the uncharged, singly charged, and doubly deprotonated species of PXA from the 

membrane center to solvent. All values are normalized with respect to the bulk solvent. The error bars 

indicate the SEM at the respective positions. Interesting states in the potentials are marked with I and 

II. B. The thermodynamically favorable state I (see panel A). Here, PXA is partially desolvated, 

allowing for the hydrophobic 4,4’-biaryl-linkage to interact with the membrane lipids, while the polar 

substituents are still solvated. C. State II indicates the transition of PXA from a fully solvent-exposed 

state to a partial membrane immersion. 

solvent-exposed state for PXA0 and PXA1-, respectively, and 6.7 and 9.2 kcal mol-1 with respect 

to state I, respectively. These barrier heights are markedly lower than those found for protein-

free phosphatidylcholine, -ethanol, and -glycin lipid flip-flop in respective membranes 258. 

Employing Eyring theory 259 at T = 300 K, kinetic rates of 1.37·108 to 9.88·109 s-1 are obtained, 

although obtaining a barrier height pertinent to kinetics via a PMF has been debated 260. By 

contrast, the doubly charged species is most favorable in water, and the barrier height with 

respect to the fully solvent-exposed state for passage through the membrane is 9.5 kcal mol-1, 

which would result in a kinetic rate slower by ~2 orders of magnitude.  

Taken together, the simulation results indicate that both the PXA0 and PXA1- species, but less 

so PXA2-, show membrane partitioning and can penetrate the inner mitochondrial membrane 

with a high rate, similar to what can be estimated from permeabilities for non-electrolyte 

compounds like benzoic acid and codeine 249. This would indicate, that PXA can act as a 

protonophore across the IMM. In our simulations, the membrane potential was not considered, 
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which would drive the passage of negatively charged deprotonated PXA towards the 

intermembrane space, where they can take up a proton and penetrate back as neutral PXA across 

the membrane. Overall, these processes might allow PXA to act as a proton shuttle and dissipate 

the proton gradient along the IMM. 

3.3 Conclusion and significance 

The natural product PXA is a very potent inhibitor of cell proliferation and inducer of apoptosis 

in cancer cells. In previous studies the effect of PXA on mitochondria, i.e., the depolarization 

of the mitochondrial membrane potential, was described. Thus, we hypothesized, that PXA 

depolarizes the membrane by depleting the proton gradient between the cytoplasm and the 

mitochondrial matrix. In the context of this thesis, the ability of PXA to shuttle protons through 

the IMM was assessed by computational methods. 

The computation of pKa values identified the hydroxy groups in 8 and 8’-positon as the most 

acidic functional groups in PXA, forming a vinylogous acid with the carbonyls in 9 and 9’-

position respectively. Moreover, the values show that in aqueous solution the double 

deprotonated species of PXA is prevalent. Still, the computed pKa = 5.1 ± 1.1 allows for a 

fraction of PXA to exist in singly deprotonated, and neutral states.  

The energy profiles for the membrane passage through the IMM of the three protomers of PXA 

were computed based on umbrella sampling MD simulations. For the neutral, singly, and 

doubly deprotonated species, barrier heights of 3.8 kcal mol-1, 6.4 kcal mol-1, and 9.5 kcal mol-1 

were obtained with respect to the fully solvent-exposed state, respectively. Moreover, for both 

the neutral and the singly deprotonated protomers a thermodynamically favorable state was 

found along the membrane passage.  

In conclusion the simulations indicate that the neutral and singly protonated state of PXA can 

permeate through the IMM. This would allow PXA to act as a proton shuttle and depolarize the 

membrane potential of mitochondria, corroborating the initial hypothesis. However, at this 

point no experimental evidence for this mode of action of PXA is available. Also, unlike the 

established protonophoric decoupler CCCP, PXA does not responsively increase cellular 

respiration 54. That indicates, that in any case the effect of PXA on the mitochondria is not 

exclusively triggered by protonophoric decoupling. In a recent study employing the drug 

affinity responsive target stability (DARTS) approach the mitochondrial carbamoyl-phosphate 

synthase 1 (CPS1) was identified as a protein target of PXA 261. According to the study, high 

micromolar concentrations of PXA increase CPS1 activity in a concentration-dependent 
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manner. Although this provides an alternative mode of action of PXA targeting an enzyme, the 

observed increase in CPS1 activity in vitro does not explain the depolarization of the IMM. 

Likely, PXA is pleiotropic eliciting its unique effect on the mitochondria through multiple 

pathways. 
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4 Full-atomistic simulations to predict binding epitopes of 

a novel C-terminal HSP90 inhibitor 

4.1 Background 

The heat shock protein 90 (HSP90) is known to promote cancer cell survival and proliferation. 

The physiological function of HSP90 is to protect cells against proteotoxic stressors, like 

elevated temperatures, hypoxia, and acidosis, but also high mutation burden can be exploited 

by tumor cells to survive their tumor microenvironment 114,115,122,262 (see section 1.3.3). Thus, 

Most parts of this chapter are taken from Publication III (see page 99): 

Development of a first-in-class small molecule inhibitor of the 

C-terminal HSP90 dimerization 

Bhatia, S. a, Spanier, L. b, Bickel, D. b, Dienstbier, N. a, Woloschin, V. b, Vogt, M. a,  

Pols, H. b, Lungerich, B. b, Reiners, J. c, Aghaallaei, N. d, Diedrich, D. b, Frieg, B. b,e, 

Schliehe-Diecks, J. a, Bopp, B. f, Lang, F. a, Gopalswamy, M. b, Loschwitz, J. b, 

Bajohgli, B. d, Skokowa, J. d, Borkhardt, A. a, Hauer, J. g,h, Hansen, F.K. i, Smits, S. c,j, 

Jose, J. f, Gohlke, H. b,e, and Kurz, T. b 

a Department of Pediatric Oncology, Hematology and Clinical Immunology, Medical Faculty, 

Heinrich Heine University Düsseldorf, Düsseldorf, Germany 

b Institute for Pharmaceutical and Medicinal Chemistry, Heinrich Heine University Düsseldorf, 

Düsseldorf, Germany 

c Center for Structural Studies, Heinrich Heine University Düsseldorf, Düsseldorf, Germany 

d Department of Hematology, Oncology, Clinical Immunology and Rheumatology, University 

Hospital Tübingen, Germany 

e John von Neumann Institute for Computing (NIC), Jülich Supercomputing Centre (JSC), 

Institute of Biological Information Processing (IBI-7: Structural Biochemistry) & Institute of 

Bio- and Geosciences (IBG-4: Bioinformatics), Forschungszentrum Jülich GmbH, Jülich, 

Germany 

f Institute for Pharmaceutical and Medicinal Chemistry, PharmaCampus, Westphalian Wilhelms 

University, Münster, Germany 

g Department of Pediatrics, Pediatric Hematology and Oncology, University Hospital Carl Gustav 

Carus, Dresden, Germany 

h National Center for Tumor Diseases (NCT), Partner Site Dresden, Dresden, Germany 

i Pharmaceutical and Cell Biological Chemistry, Pharmaceutical Institute University of Bonn, 
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j Institute of Biochemistry, Heinrich Heine University Düsseldorf, Düsseldorf, Germany 

Contribution: 10% 

Published in:  ChemRxiv 2021; 10.26434/chemrxiv-2021-qwxbh. 
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many groups explore HSP90 inhibitors for the prospective use in cancer therapy. While the 

main focus of the clinical development of HSP90 inhibitors has been focused on the N-terminal 

ATP binding site (see section 1.3.4) 158, in recent years an increased interest in C-terminal 

HSP90 inhibitors has been reported (see section 1.3.5) 68,149. 

As HSP90 functions as a dimer, the inhibition of its dimerization provides a novel way to inhibit 

this chaperone. Initially the dimerization interface in the CTD was believed to be in a permanent 

dimerized state and thus inaccessible. FRET studies, however, revealed that the CTD undergoes 

cycles of dissociation and association in a similar fashion as the NTD in the second time scale 

104. In a study by Gohlke and co-workers, hot spot residues (section 1.2) in the HSP90 

dimerization interface were identified, applying molecular dynamics and free energy 

calculations 263. These hotspots are clustered in the interfacial helices H4 and H5. Peptides 

designed on the basis of these helices were shown to bind to the CTD of HSP90 with apparent 

Kd values around 1 µM 264, and inhibit dimerization in an autodisplay assay 264,265. Thus, these 

peptides represented the first inhibitors of the C-terminal dimerization of HSP90 68. 

Based on these results and the hotspot analysis, the peptidomimetic compound aminoxyrone 

(Figure 12A) was designed, which binds to the CTD with a Kd of 27.4 µM 193,266. The compound 

induces cell cycle arrest and growth inhibition in various leukemia cells cell lines, without 

inducing the HSR typically associated with clinical inhibitors of HSP90 (section 1.3.4) 68,193. 

Therefore, the compound is an attractive lead for further drug optimization. 

 

Figure 12. Aminoxyrone, a peptidomimetic inhibitor of the HSP90 dimerization. A. The α-

aminoxy peptide-based inhibitor aminoxyrone of HSP90. In solution this compound adopts a 

conformation mimicking an α-helix. B. Binding-mode of aminoxyrone predicted by MD simulations 
193. The compound binds to the C-terminal dimerization interface of HSP90, mimicking helix H5.  

C. The novel α-helix mimetic inhibitor LSK82, based on a pyrimidoneamide backbone. 
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In this study, we replaced the α-aminoxypeptide backbone of aminoxyrone by 

pyrimidoneamides, which were shown before to function as α-helix mimetics, too 267. This 

yielded a set of compounds, of which LSK82 (Figure 12C) is the most potent inhibitor of the 

HSP90 function. By unbiased molecular dynamics simulations, the binding of LSK82 to 

HSP90α was simulated to identify the most probable binding epitopes. Furthermore, the binding 

of LSK82 to the cytosolic HSP90α and HSP90β was compared, to investigate on the structural 

level, if the compound exhibits isoform specificity. 

4.2 Unbiased ligand diffusion simulations 

To provide structural insights into the binding of LSK82 to the CTD of HSP90, we performed 

40 independent MD simulations* of free diffusion of LSK82 in the presence of truncated 

monomeric HSP90α (residues 294-699) and HSP90β (residues 286-691). In order to accurately 

represent the α-helix mimetic properties of the trispyrimidoneamides, the modified GAFF 

parameters were used 267. The initial configurations of the simulation systems were generated 

such that the ligand is at least at 10 Å distance from the protein. To counteract the high 

flexibility particularly of the C-terminal helix interface, we introduced positional restraints on 

the backbone atoms, adjusting the reference coordinates every 100 ns to allow for moderate 

protein movements. Simulations of 500 ns length in total were performed, leading to 20 µs 

cumulative simulation time for each of the isoforms. 

To analyze binding epitopes of LSK82, a criterium needs to be established, how binding can be 

detected during the simulation. Based on the premise, that a stably bound ligand is restrained 

in its movement with respect to the target protein, we defined the ligand as bound, if its 

displacement with respect to the protein between two subsequent frames is ≤ 1.5 Å †. Mapping 

the probability density of occurrence of LSK82 onto the surface of Hsp90 revealed two main 

binding regions of LSK82: one in the C-terminal helix interface (Figure 13A, green), where 

binding occurred in 10 out of the 40 replicas, and another in a cleft between the CTD and MiD 

(Figure 13A, blue), where binding occurred in 6 out of 40 replicas. In the latter case, an area of 

high density with the shape of LSK82 is observed (Figure 13A, light blue), resulting from a 

single trajectory. This indicates that the ligand was kinetically trapped in this one case, although 

the position is thermodynamically unfavorable. By contrast, the densities in the C-terminal  

 

 
* The MD simulations on HSP90α were set up by Dr. Benedikt Frieg. 

† This was calculated as the no-fit RMSD of LSK82 towards the previous frame after superimposing on the 

protein. 
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Figure 13. MD simulations of LSK82 binding to HSP90α. A. The relative densities of the bound 

poses of LSK82 after 500 ns are mapped on the HSP90α monomer fragment used in the simulations 

(PDB ID: 3q6m). The missing NTD is shown in red, based on the HSP90β structure (PDB ID: 5fwk). 

Particularly high densities are observed in the region between H4 and H5 (green circle). A second, less 

preferred site is in the cleft between the CTD and middle domain (blue circles). B. Effective energy 

calculations over a single trajectory that resulted in LSK82 binding in the C-terminal helix interface as 

a function of the center-of-mass distance between LSK82 and H4 and the simulation time (see color 

scale). The dashed line at 12.1 Å corresponds to the H4-H5’ distance in the crystal structure of PDB ID 

3q6m. C. Possible binding mode of LSK82 in the helix interface, where LSK82 mimics H5’. D. Blow-

up of the possible binding mode of LSK82 showing how its sidechains mimic side chains of H5’. 

interface are more ambiguously shaped, indicating that, while binding there is favorable, the 

ligand can still explore multiple binding modes, which are also seen to interchange. 

To further study these binding modes, we clustered the bound frames of LSK82 mapped on the 

protein surface with respect to their RMSD after superimposing HSP90. Among the clustered 

binding modes were several that form interactions to the C-terminal helix interface, with LSK82 

positioned such that it mimics interactions formed by H5’ in the dimer (Figure 13C and D). To 
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corroborate that this binding mode is favorable, we computed the effective binding free energies 

by the MM-GB/SA approach for the trajectory that led to it. Already first transient interactions 

with the protein resulted in effective energies down to ~-30 kcal mol-1. The effective energies 

decreased further to ~-45 kcal mol-1 once the ligand bound to the C-terminal interface, thereby 

forming interactions with Hsp90 that remained stable even when the trajectory was extended to 

1 µs, indicating that such poses are particularly favorable (Figure 13B). With respect to the 

magnitude of the effective energies, it is important to note that configurational entropy 

contributions were not considered, since estimating such contributions by normal mode analysis 

may introduce additional uncertainties 268,269.  

Overall, regarding the probability density of bound LSK82 poses, the proportion of replicas, 

and the results of the MM-GB/SA computations indicates that LSK82 preferentially binds to 

the C-terminal helix interface, where it can adopt poses that mimic H5’.  

We then set out to study if LSK82 exhibits isoform specific binding. The dimerization interface 

between the cytosolic α- and β-isoform differ in three positions: S641 / P633, S658 / A650, and 

A685 / S677 (Figure 14A). Using the same setup as before, we performed MD simulations of 

 

Figure 14. MD simulations of LSK82 binding to HSP90β. A. The structure shows an overlay of the 

MiD and CTD of HSP90α (light orange, PDB ID: 3q6m) and HSP90β (light blue, PDB ID: 5fwk). 

Substitutions are highlighted by purple spheres. The three substitutions in the C-terminal dimerization 

interface are labeled with residue and sequence-position (HSP90α on top; HSP90β below). B. The 

relative densities of the bound poses of LSK82 after 500 ns are mapped on the HSP90β monomer 

fragment used in the simulations (PDB ID: 5fwk). The missing NTD is shown in red. The epitopes 

exhibiting high densities correspond to the areas observed in HSP90α (see Figure 13) 
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free ligand diffusion around HSP90β. The probability density of bound LSK82 revealed that 

the C-terminal helix interface is the most preferred region, followed by the cleft between the 

CTD and middle domain (Figure 14B). Notably, no high density in this cleft was found now, 

in contrast to HSP90α, confirming that the observation there resulted from kinetic trapping. 

Hence, despite the few sequence variations in the C-terminal helix interface between HSP90α 

and HSP90β, the same preferred binding region of LSK82 was found. 

4.3 Conclusion and significance 

In this study, we present the HSP90 inhibitor LSK82, which is the first compound of a novel 

class of C-terminal HSP90 inhibitors that does not induce the heat shock response. To study the 

binding of the compound to the molecular chaperone, we performed extensive MD simulations 

of the compound freely diffusing around the MiD-CTD of the cytosolic isoforms of HSP90. 

Notably, over the course of these simulations after binding no complete dissociation was 

observed. This limits the amount of sampling that could be obtained, so that no quantitative 

estimates on the binding affinities to either side can be made. 

In the binding simulations on HSP90α the compound was observed to preferably bind in the 

area that comprises the dimerization interface of HSP90α. A second less populated area was 

detected in a cleft between the MiD and CTD. This indicates that LSK82 preferably binds to 

the C-terminal dimerization interface. 

In the simulations performed on HSP90β very similar results to the simulations on HSP90α 

were obtained. This aligns well with the overall high sequence identity between the two 

isoforms. It further corroborates the conclusion that LSK82 preferably binds to the C-terminal 

dimerization interface. Moreover, it indicates that LSK82 binds equally to both isoforms. 

In conclusion though no quantitative estimates about the binding affinities could be obtained, 

the simulations indicate, that the C-terminal dimerization interface is a preferred binding 

epitope. Moreover, LSK82 appears to bind equally to both isoforms. 
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5 Characterization of an inhibitor targeting the NHR2 

domain of the RUNX1-ETO fusion protein 

5.1 Background 

The RUNX1-ETO fusion protein is the gene transcript associated with t(8;21) leukemia, found 

in patients with acute myeloid leukemia (AML). The fusion protein is comprised by the DNA-

binding Runt homology domain (RHD) encoded in the RUNX1 gene and four nervy homology 

regions (NHR1-4) encoded in ETO. Particularly, the NHR2 domain contributes to various of 

the biochemical properties of the RUNX1-ETO fusion protein. It mediates its self-association 

to dimers and tetramers, which in turn forms the interaction sites for transcriptional co-

repressors (section 1.4.1). Therefore, the NHR2 domain is essential for the function of the 

RUNX1-ETO fusion protein in leukemogenesis, and preventing the homo-oligomerization of 

the NHR2 domain would represent a promising approach to treat RUNX1-ETO-positive 

leukemia. 

Most parts of this chapter are taken from Publication IV (see page 191): 

Biophysical and pharmacokinetic characterization of a small-

molecule inhibitor of RUNX1/ETO tetramerization with anti-

leukemic effects 

Gopalswamy, M. a, Kröger, T. a, Bickel, D. a, Frieg, B. b, Akter, S. a, Schott-Verdugo, 

S. a,b,c, Viegas, A. d, Pauly, T. b,d, Mayer, M. e, Przibilla, J. e, Reiners, J.  f, Nagel-Steger, 

L. d, Smits, S. f, Groth, G. g, Etzkorn, M. d, and Gohlke, H. a,b,c 

a Institute for Pharmaceutical and Medicinal Chemistry, Heinrich Heine University Düsseldorf, 

Düsseldorf, Germany 

b Institute of Biological Information Processing (IBI-7: Structural Biochemistry), 

Forschungszentrum Jülich GmbH, Jülich, Germany 

c John von Neumann Institute for Computing (NIC), Jülich Supercomputing Centre (JSC), and 

Institute of Bio- and Geosciences (IBG-4: Bioinformatics), Jülich, Germany 

d Institute for Physical Biology, Heinrich Heine University Düsseldorf, Düsseldorf, Germany 

e Pharmacelsus GmbH, Saarbrücken, Germany 

f Institute of Biochemistry, Heinrich Heine University Düsseldorf, Düsseldorf, Germany 

g Institute of Biochemical Plant Physiology, Heinrich Heine University Düsseldorf, Düsseldorf, 

Germany 

Contribution: 10% 

Published in:  bioRxiv 2021; 10.1101/2021.12.22.473911. 
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In prior studies the tetramerization of the NHR2 domain was shown to be crucial for the 

development of leukemic phenotypes and proliferation 213. Moreover, it was shown that the 

homo-tetramerization can be inhibited by peptides mimicking the NHR2 domain which 

provides a conceptual basis, that the homo-oligomerization of the NHR2 domain can be 

competitively inhibited 214. With the release of the crystal structure of the tetrameric NHR2 

complex 212, structural approaches became possible and lead to the identification of five hot 

spot residues in the tetramerization interface 215: W498, W502, D533, E536, and W540 

(Figure 15; sequence numbering according to the RUNX1-ETO gene sequence 197). 

Based on these hot spot residues, a virtual screening for putative oligomerization inhibitors was 

performed, yielding the compounds 7.18 and 7.44 which selectively inhibit tetramer-dependent 

DNA binding of a RUNX1-NHR2 construct 270 (Figure 15) and reduce the tumor burden in a 

xenograft mouse model 271. In the present study we further characterize the binding of 7.44 to 

the isolated NHR2 domain. By saturation transfer distance NMR (STD-NMR) and 

multidimensional NMR the binding of 7.44 to the NHR2 domain has been confirmed. 

Furthermore, MD simulations of the tetrameric NHR2 domain and the compound 7.44 were 

conducted and provide structural insight into the compound’s binding in context of the 

quaternary structure. 

 

 

Figure 15. The tetrameric NHR2 domain (PDB ID: 1wq6). A. The homo-tetramer is a dimer of 

dimers. One dimer is shown in surface representation, while for the other the helices are shown. The 

monomers of the same color are in parallel. The hot spot residues are shown in red sticks and labeled. 

B. The compounds 7.44 and 7.18 which were screened to mimic the hotspot residues in the 

tetramerization interface of NHR2. 
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5.2 Interactions of 7.44 with tetrameric NHR2 

To study how 7.44 elicits its effect on the tetrameric NHR2 domain on a structural level, we 

performed MD simulations of the tetrameric NHR2 domain (PDB ID: 1wq6) in the presence of 

7.44 *. Overall, 35 replicate simulations of 1 µs length were performed leading to a cumulative 

simulation time of 35 µs. In these simulations, no biasing force was applied to any of the 

molecules. In all trajectories multiple events of 7.44 binding and unbinding were observed.  

For a first inspection, we defined binding as the distance between any heavy atom of NHR2 

and any heavy atom of 7.44 being less than 4 Å. For those “bound poses” we then calculated 

their respective occupancy, highlighting preferred binding epitopes of 7.44 on the NHR2 

tetramer. In total, five densities > 0.5 % Å-3 are observed (Figure 16). Considering the rotational 

symmetry of the NHR2 tetramer these correspond to three distinct binding epitopes. The most 

densely populated binding epitope (I) is formed between W502 on A and R528 on B†, and  

 

 

Figure 16. Grid densities of 7.44 interacting with tetrameric NHR2. The three distinct binding 

epitopes are labeled as I, II, and III. The indices are used to distinguish congruent epitopes and refer to 

the main monomer, the epitope is associated with (vide infra). For epitopes where the labels are written 

in parentheses, only low occupancy densities of < 0.5 % Å-3 are observed. 

 
* The simulations were set up and performed by Dr. Benedikt Frieg. 

† To refer to the monomers of the NHR2 tetramer and their relative location to each other, the nomenclature 

introduced in section 1.4.1 is used. Accordingly, A/B and A’/B’ refer to the antiparallel monomers that form 

the dimers. The tetramer is then formed by the primed and unprimed dimer A/B//B’/A’, where the same 

letters denote monomers that are in parallel to each other. 
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7.44 binding to this epitope is observed in all four of its congruent areas, though the grid 

densities differ. The second binding epitope (II) is formed by the C-termini of the two parallel 

monomers A and A’. Here, binding is observed for the identical site on B and B’ as well, though 

the grid occupancy densities also differ between the two sites. Finally, a third epitope (III) is 

observed between the unstructured N-terminus of a monomer A and the central part of monomer 

B’. However, since the N-terminus is not completely resolved in the crystal structure 212, it is 

unlikely that this interface would form and be accessible in the full-length fusion protein in 

vivo. Thus, we further focused on studying the binding mode of 7.44 to the epitopes I and II.  

To further characterize the binding mode of 7.44 to these epitopes binary interaction 

fingerprints were calculated for each frame of the MD trajectories (Figure 17). These 

fingerprints indicate which residues of NHR2 the compound forms contacts with (here again 

an interaction was defined as heavy atom-heavy atom distance < 4.0 Å between NHR2 and 

7.44, respectively). We excluded all frames where 7.44 interacts with less than five different 

residues of NHR2, as those are likely unbound or transiently bound states. To account for the 

internal symmetry of NHR2, the fingerprints were then transformed to a canonical orientation 

such that monomer A always forms the most N-terminal contact(s) (Figure 17B). Finally, the 

resulting symmetry-normalized interaction fingerprints were clustered using a hierarchical 

clustering algorithm and a Jaccard distance-cutoff of 0.35. The two largest clusters directly 

correspond to the binding epitopes I and II containing 12,395 and 8,513 frames, respectively.  

For each of the clusters, representative binding modes can be extracted, showing how 7.44 

interacts with the NHR2 tetramer (e.g., Figure 17D-E). Interestingly, for both epitopes I and II, 

the compound forms interactions with a hot spot tryptophane residue (I: W502; II: W540). 

These interactions are primarily mediated by one of the 1,3-benzodioxole moieties, which 

intercalates between the monomers A/B (I) and monomers A/A’ (II), respectively.  

Still, the epitopes I and II differ considerably from the original model, 7.44 was screened on 270. 

This is mostly due to the fact, that the model was generated under the assumption of a complete 

dissociation of the tetramer, which was not observed during the simulations. Considering the 

experimentally determined KD of the NHR2 tetramer of 11.3 ±1.81 µM 272 and assuming an 

association rate constant (kon) in the range 105 to 107 M-1 s-1 273, the dissociation rate 

constant (koff) for the tetramer would lie in the range of 1 to 100 s-1, which is at least four orders 

of magnitude higher than the length of the performed simulations. However, the interaction of 

7.44 and W540 observed in epitope II is similar to the interaction proposed by the original 
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Figure 17. Clustering of the interaction fingerprints performed on the cluster corresponding to 

the binding epitope I. A. Due to the rotational symmetry of NHR2 the four binding sites shown, 

constitute identical binding epitopes. For each site a representative binding pose (outline) and a set of 

individual binding poses is shown. B. On top the binary contact fingerprints are depicted for all frames 

of the cluster. Each line represents a single frame with black dots showing single-residue interactions. 

Note, that those frames are not necessarily consecutive. By transforming the fingerprints to a canonical 

representation (i.e., the complex will be “rotated” such that the most N-terminal contact is formed to 

helix A) the similarities within the cluster become apparent. C. By averaging over the symmetry-

normalized fingerprints, the frequency of individual interactions in the cluster can be identified. D. A 

representative binding pose for cluster 1, extracted from the most populated of the four congruent 

epitopes. The 1,3-benzodioxole moiety enters in a hydrophobic grove formed by W502, L505, L509, 

and L523’. At the same time, the carboxyl group interacts with R527 and R528. E. 2-dimensional 

representation of the binding pose shown in D. The graphic was generated with MOE 274 and modified 

to match the color scheme of the monomers throughout this chapter.  

 

model. Thus, this state could represent an intermediary pose towards the originally proposed 

pose, which can only be assumed following a spontaneous dissociation of the tetramer. 
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5.3 Conclusion and significance 

In this study, the compound 7.44 was characterized by biophysical assays with respect to its 

effect on the NHR2 domain. Furthermore, we studied the binding of 7.44 to NHR2 tetramer by 

large-scale unbiased ligand diffusion simulations. 

By mapping occupancy densities of 7.44 on the NHR2 tetramer, preferred binding epitopes 

were identified. Two of the three discussed epitopes are likely accessible in the full-length 

RUNX1-ETO fusion protein, making them probable interaction sites for 7.44. 

To further analyze the binding of 7.44 to NHR2, an algorithmic approach to cluster the bound 

poses of 7.44 based on binary interaction fingerprints was developed and implemented. The use 

of interaction fingerprints allowed us to account for the symmetry of NHR2. Thus, in the 

established clustering approach identical interaction patters in congruent epitopes will be 

identified and clustered together, regardless of in which congruent epitope the interact was 

recorded. 

This approach was applied to identify clusters, corresponding to the regions of high occupancy 

density. For those regions, representative binding modes were extracted from the clusters. 

Those binding modes suggested that the interactions between 7.44 and NHR2 are driven by 

interaction between arginines and the compound’s carboxyl group, as well as between 

tryptophanes and the 1,3-benzodioxole group.  

Following the characterization of 7.44 we continued to search for structural analogues with 

potentially improved biological properties. The results of this and a characterization of selected 

hits is described in the following section 6.  
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6 Identification and characterization of improved inhibitors 

of RUNX1-ETO 

6.1 Background 

In the prior studies, the small molecule inhibitor 7.44 was identified as a PPI inhibitor that 

targets the NHR2 domain of the RUNX1-ETO fusion protein 270. In Publication IV we 

additionally characterized the compound with respect to its binding properties to the NHR2 

domain. Based on these results we further set out to explore the chemical space around 7.44. 

The MD simulations suggested a binding model in which the 1,3-benzodioxoles interact with 

tryptophane residues and the carboxylic acid forms interactions with arginine residues. 

To further our understanding of the importance of structural features, we performed a virtual 

screening for structural analogues, exploring the chemical space around 7.44. These compounds 

were further evaluated, by biophysical and biological assays, as well as simulation studies. 

6.2 Identification and characterization of new compounds 

To identify analogues of 7.44, we built a query from 7.44 in the conformation that was 

originally overlayed with the hot spot residues in the NHR2 tetramerization interface 270. Based 

on this query we screened a prepared version of the drug-like subset of ZINC15 with ROCS 275, 

and ordered a manually selected subset of the top ranking compounds*.  

The ordered compounds were subsequently screened for interactions with the isolated NHR2 

domain by STD-NMR experiments† (Table 1). As the virtual screening is limited to 

commercially available compounds, the purchased and tested compounds in general differ from 

7.44 in multiple positions. Thus, the changes in the binding affinity observed in the STD-NMR 

can often not be linked to a single alteration. Still, by grouping compounds with common 

structural features (Figure 18), even from the multivariate data presented here, a few SAR 

claims can be deduced. The carboxyl group is not essential for binding and can be replaced by 

small aliphatic substituents (e.g., M18, M22, M23). In the aliphatic linker, the CH2 adjacent to 

the 4-ketone group can be replaced by a nitrogen atom, forming an amide (e.g., M22, M23). 

This may lead to a loss of affinity though, if combined with a carbonyl in 1-position, probably 

 
* The virtual screening was performed by Dr. Mohanraj Gopalswamy. The preparation of the ZINC15 

database and the implementation of the scripts was done by David Bickel. The screening software ROCS 

was kindly provided free of charge for academic use from OpenEye. 

† The STD-NMR experiments were performed by Dr. Mohanraj Gopalswamy. 
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Table 1. Compounds ordered from the virtual screening and evaluated by STD-NMR. The 

structures are shown in a 2D representation. Since the purchased compounds were racemic, the 

stereocenters in the structures are not defined. The qualitative labels in the STD-NMR column refer to 

the intensity changes of the 1H-signals of the compounds. Thus, “strong” changes indicate that the 

compound is binding to NHR2, while compounds that do not show any changes in the signal intensity 

(“none”) are likely not binding to NHR2. These experiments were performed by Dr. Mohanraj 

Gopalswamy. Due to low solubility, no values for M26 could be obtained. The compounds labeled with 

# are further studied by MD simulations. 

Compounds  

STD-

NMR 

signal 

 Compounds  

STD-

NMR 

signal 

M1 
 

none 
 

M2 

 

none 

M3 

 

strong 

 

M4 

 

none 

M5 

 

weak 

 

M6 

 

none 

M7# 

 

strong 

 

M8# 

 

strong 

M9# 

 

weak 
 

M10# 
 

strong 

M11# 

 

strong 

 

M12 

 

none 

M13 
 

weak 

 

M14 

 

none 

M15 

 

weak 
 

M16 
 

weak 

M17 

 

none 

 

M18 
 

strong 

M19 
 

strong 
 

M20 
 

strong 
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Table 1. continued 

Compounds  
STD-NMR 

signal 
 Compounds  

STD-NMR 

signal 

M21 
 

none 
 

M22 

 

strong 

M23# 

 

strong 
 

M24 
 

none 

M25 
 

weak 
 

M26 
 

n.d. 

M27# 
 

strong 
 

M28 

 

none 

M29 

 

strong 

 

M30 

 

none 

 

due to the formation of an intramolecular hydrogen bond that stabilizes a conformation that is 

unfavorable for binding (e.g., M5, M13, M15). Between the 2- and 4-aryl substituents, no clear 

distinguishing traits could be identified, suggesting that the compounds can bind in two 

mirrored poses where the 2-aryl replaces the 4-aryl and vice versa. Still, one of the aryls should 

be electron-rich (e.g., M11, M18, M19) or at least have a +M substituent like an alkoxy group 

(e.g., M7, M10). 

To study, if the compounds form similar interactions to the tetrameric NHR2 as compared to 

7.44, unbiased ligand diffusion simulations were performed on seven compounds: M7, M8, 

M9, and M11 which show high structural analogy to 7.44; M10 and M23 which are lacking the 

carboxyl group; and M27 which represents a novel urea-based scaffold. The MD simulations 

were performed in analogy to the simulations on 7.44, presented in section 5 (Publication IV). 

For each of the compounds twenty independent starting conformations were simulated for 1 µs, 

accumulating 20 µs of MD simulations per compound (140 µs in total). 

For all compounds, their bound states were mapped on the NHR2 tetramer, and the relative 

occupancy was calculated (Figure 19A-G). Overall, the same binding epitopes – I, II, and III 

– as for 7.44 were detected. To quantify the binding to these areas, the fingerprint-based 

clustering approach described before (section 5.2) was used. This showed that the negatively 

charged compounds M7, M9, M11, and M27 preferably encounter the NHR2 tetramer in  

  



Identification and characterization of improved inhibitors of RUNX1-ETO 

49 

 

ar
e 

la
b
el

ed
 s

tr
o
n
g
/w

ea
k

/n
o

n
e.

 T
h

e 
g

ro
u

p
 R

 r
ef

er
s 

to
 a

li
p

h
at

ic
 s

u
b

st
it

u
en

ts
 f

o
r 

th
e 

ca
rb

o
x
y
li

c 
ac

id
 m

o
ie

ty
, 

in
cl

u
d

in
g

 m
et

h
y

l,
 e

th
y

l,
 i

-p
ro

p
y

l,
 a

n
d

 c
y

cl
o
p

ro
p

y
l.

 

F
ig

u
re

 
1
8
. 

S
y
st

em
a
ti

c 
o
v
er

v
ie

w
 

o
f 

th
e 

m
o
d

if
ic

a
ti

o
n

s 
in

 
th

e 
sc

re
en

ed
 

a
n

a
lo

g
u

es
 o

f 
7
.4

4
. 
T

h
e 

in
te

n
si

ty
 c

h
an

g
e 

o
b
se

rv
ed

 i
n
 t
h
e 

S
T

D
-N

M
R

 e
x
p
er

im
en

ts
  



Identification and characterization of improved inhibitors of RUNX1-ETO 

50 

  

 
 

Figure 19. Grid density and clustering analysis of the compounds M7, M8, M9, M10, M11, M23, 

and M27. Grid densities mapped on the structure of the tetrameric NHR2 domain (PDB ID: 1wq6). 

The most prominent epitopes are indicated and labeled. A. M7. B. M8. C. M9. D. M10. E. M11. F. 

M23. G. M27. H. The graphic shows the relative frequency of the largest cluster corresponding to the 

epitopes I, II, and III, respectively. Results for 7.44 are taken from the simulations in section 5.  

 

epitope I, where the compounds can form interactions with R527 and R528. In contrast, for the 

neutral compounds M8, M10 and M23 the ratios between the epitopes I, II, and III are more 

even, with II being the most frequented binding epitope. This suggests that negatively charged 

and neutral compounds interact with the NHR2 domain differently, and thus, might elicit 

different effects in the cell or differ in their potency. 
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Finally, we tested the compounds that showed strong signals in the STD-NMR in a cell-based 

proliferation assay *. The compounds M5 and M6 were included as negative controls. The 

compounds were tested in three cell lines of which two cell lines express the RUNX1-ETO 

fusion gene (Kasumi and SKNO-1), and one is a BCR-ABL-positive leukemia cell line (K562). 

All compounds that were tested, except for the negative controls M5 and M6 showed higher 

antiproliferative effects than 7.44 (Figure 20). Interestingly, the neutral compounds M23 and 

M10 are the most potent compounds, while still having some selectivity for the RUNX1-ETO-

positive cells. This might indicate that compounds binding in epitope II elicit a higher 

antiproliferative effect, than compounds that preferably bind to epitope I.  

6.3 Conclusion and significance 

In prior studies the compound 7.44 was shown to interact with the NHR2 domain of the 

RUNX1-ETO fusion protein, and interfere with its (section 5, Publication IV) oncogenic effect 

270,271. To further our understanding about which structural features of 7.44 enable this effect, 

we started a virtual screening campaign. 

On basis of a shape-based virtual screening, we identified a set of 30 analogues of 7.44. Among 

these are compounds that share high structural analogy with 7.44, and compounds which can 

assume a 7.44-like conformation and mimic its interactions, but do not share a common 

molecular scaffold. 

 

 

 

 
 

Figure 20. Cell toxicity assay. K562 is a BCR-ABL-positive leukemia cell line, while 

Kasumi and SKNO-1 are RUNX1-ETO-positive. The values correspond to the decadic 

logarithm of the IC50 in µM. For the compounds labeled n.d., the IC50 is > 1,000 µM. 

For 7.44, two sources of compound were used. 

 
* The CellTiter-Glo® experiments were performed by Niklas Dienstbier and Jia-Wey Tu in the research group of 

Dr. Sanil Bhatia. 
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In STD-NMR experiments 12 (18) of the 30 screened compounds show strong (strong or weak) 

intensity shifts, indicating that these compounds bind to the NHR2 domain. This constitutes a 

hit rate of 40% (60%) for the first batch of tested compounds. Based on the STD-NMR results, 

a preliminary SAR study was performed. Though, this study is limited by the commercial 

availability very close analogues of 7.44, still, structural determinants of the action of 7.44-like 

compounds could be deduced and are to be tested by further studies. 

In MD simulations of the unbiased diffusion, two distinct interaction patterns could be 

identified. Negatively charged compounds preferably interact with the NHR2 tetramer in a site 

formed by R527, R528, and W502. In contrast, the uncharged compounds we simulated 

intercalated in the C-termini of the NHR2 monomers, forming interactions with W540. 

Finally, the screening hits were evaluated for their anti-proliferative properties in a cell viability 

assay. Here, for all screened compounds an improvement over the template compound 7.44 was 

seen. The uncharged compounds M23 and M10 showed very promising antiproliferative 

effects, while still maintaining moderate selectivity for RUNX1-ETO-positive cells.  
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7 Summary and perspectives 

Over the course of this thesis, studies to three independent projects were performed. The 

common objective was to explore novel mechanisms of action to counter therapy resistance in 

solid and humoral tumors. The first project was centered around the lead compound PXA, while 

the other two projects were target-centered, focusing on HSP90, which is a promoter of 

proliferation in many cancers, and the RUNX1-ETO fusion protein, which is directly linked to 

the etiology of a subset of AML. 

The natural product PXA was described before to induce apoptosis in various cancer cells. This 

was shown to be associated with the depolarization of the mitochondrial membrane potential 

which in turn lead to fission of the mitochondrial network 54,276. Here, the hypothesis of PXA 

acting as protonophoric decoupler across the IMM is explored. The computations suggest that 

the natural product can cross the membrane in the neutral and singly deprotonated state, 

carrying protons along the concentration gradient into the mitochondrial matrix 

(Publication II). Thus, our calculations align with the hypothesis of PXA acting as a 

protonophore across the IMM, though experimental evidence is yet to be provided. In a recent 

publication, the mitochondrial enzyme CPS1 was identified as a target of PXA 261. This 

provides an alternative mode of action for the natural product. However, the demonstrated 

effect on the CPS1 does not explain the observed depletion of the mitochondrial membrane 

potential 54,276. Thus, PXA likely acts on multiple sites in the cell, leading to its unique activity. 

To further the development of PXA or its derivatives as a new anticancer drug, its primary 

mode of action as well as off-targets need to be elucidated. 

The molecular chaperone HSP90 promotes proliferation and cell survival in cancer cells. Thus, 

it was targeted by researchers in an attempt to develop new targeted anti-cancer drugs. 

However, at this point virtually all clinical studies on HSP90 inhibitors have been performed 

on competitive inhibitors of the N-terminal ATP binding site, which are potent anti-cancer 

drugs, but elicit dose-limiting toxicities. Consequently, no HSP90 inhibitors have been 

approved by the FDA or EMA so far. We reviewed the state of the art of HSP90 inhibitor 

development, focusing on non-N-terminally acting compounds (Publication I). We further 

studied LSK82 on a molecular level. The compound is a novel, first-of-class C-terminal HSP90 

inhibitor, which was designed to mimic the helix 5 in the C-terminal dimerization interface. In 

the simulations LSK82 exhibited a preference for binding in the C-terminal dimerization 

interface. Moreover, from the simulations a binding mode could be extracted, where LSK82 

binds in a fashion similar to the helix 5 of the second dimer (Publication III). LSK82 however 
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is still characterized by a poor solubility. Thus, further studies are being performed to explore 

chemical scaffolds that can form identical interactions to LSK82, while exhibiting more 

favorable physicochemical properties. Moreover, the bound pose of LSK82 will be used in a 

virtual screening to identify new scaffolds that could replace the bulky trispyrimidone. 

While an upregulation of HSP90 is found in many types of cancer as a mechanism that promotes 

cancer proliferation, the RUNX1-ETO fusion protein is only found in a subset of AML 

associated with the t(8;21) translocation. The compound 7.44 was identified as a modulator of 

NHR2-mediated tetramerization of the RUNX1-ETO fusion protein. In Publication IV, we 

further characterized the interaction of 7.44 with NHR2 by biophysical studies and MD 

simulations. In the MD simulations, two likely binding epitopes of 7.44 were identified. We 

further performed a template-based virtual screening to explore the chemical space around 7.44. 

This yielded a set of analogous structures, which were screened by STD-NMR with respect to 

their binding to NHR2. About half of the screened compounds were confirmed binders and 

were further analyzed with respect to their antiproliferative properties. This yielded compounds 

with significantly improved anti-proliferative properties in comparison to 7.44. Furthermore, in 

MD simulations, the compounds were shown to occupy similar binding epitopes. Moreover, a 

preliminary SAR study gave first insights into structural features of 7.44 that are crucial to its 

modulation of the NHR2. In the next steps, 7.44 will be replaced as a lead compound by one of 

its more active derivatives. For this compound, it would be highly desirable to obtain 

experimental structural information to validate the binding mode obtained from the MD 

simulations. In addition, the established SAR will guide the screening for novel inhibitors of 

the RUNX1-ETO fusion protein, while being iteratively expanded. 
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