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Abstract

This dissertation investigates the role of different phonetic fac-
tors in phonological learning by considering theoretical and
methodological aspects. On the theoretical side, my work deals
with the phonetic factors and their interaction in learning. On
the methodological side, it investigates the dependency on the
type of test, the role of evidence for a morphophonological al-
ternation during training and whether the learning or the gen-
eralization behavior is tested.

The learnability of vowel nasalization and retroflexion is
studied with adult German native speakers in four artificial lan-
guage learning experiments which are framed by typological
surveys, perception and production experiments and an acous-
tic analysis.

The learning experiments on vowel nasalization show that
perception biases the learning behavior more than articulation.
They further demonstrate that generalizations are formed based
on phonetic similarity. This is true in a perceptual as well
as in a productive test. The learning experiments on retrofle-
xion show that language-specific perceptual cues affect learn-
ing and generalizations more than language-general perceptual
cues. However, without evidence for a morphophonological al-
ternation, the learning performance becomes weaker, the influ-
ence of language-general perceptual cues increases and genera-
lizations are impossible.

The results, thus, call for a tight integration of phonetics in
phonology with phonological representations including phone-
tic details.



Abstract (Deutsch)

Diese Dissertation untersucht die Rolle verschiedener phoneti-
scher Faktoren beim phonologischen Lernen unter Beriicksichti-
gung theoretischer und methodischer Aspekte. Theoretisch be-
fasst sie sich mit den phonetischen Faktoren und deren Inter-
aktion beim Lernen. Methodisch testet sie, ob der Einfluss der
Faktoren von der Testart und der Evidenz fiir eine morphopho-
nologische Alternation im Training abhéngig ist, und ob diese
Faktoren das Lern- oder Generalisierungsverhalten betreffen.

Die Lernbarkeit von Vokalnasalierung und Retroflexion wird
mit erwachsenen deutschen Muttersprachlern in vier Kunst-
sprachexperimenten untersucht — erginzt um typologische Stu-
dien, Perzeptions- und Produktionsexperimente und eine akus-
tische Analyse.

Die Lernexperimente zur Vokalnasalierung zeigen, dass die
Perzeption das Lernen starker beeinflusst als die Artikulation
und dass Generalisierungen basierend auf phonetischer Ahn-
lichkeit gebildet werden — sowohl in einem perzeptiven als auch
in einem produktiven Test. Die Lernexperimente zur Retrofle-
xion zeigen, dass sprachspezifische perzeptuelle Cues das Ler-
nen und Generalisieren stirker beeinflussen als sprachiibergrei-
fende. Ohne Evidenz fiir eine morphophonologische Alternati-
on wird das Lernergebnis jedoch schwécher, steigt der Einfluss
sprachiibergreifender perzeptueller Cues und sind Generalisie-
rungen nicht mehr maglich.

Somit sollten Phonetik und Phonologie eng miteinander ver-
bunden sein und phonologische Reprisentationen phonetische
Details enthalten.
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1 Introduction

In this dissertation I will focus on the role of phonetics in phono-
logical learning. Phonetics biases learners in the process of
learning, which means that a certain phonological pattern is
learned more easily than another phonological pattern (Baer-
Henney, 2015; Hayes & Steriade, 2004; Peperkamp & Martin,
2016; White & Sundara, 2014; Wilson, 2006). This learning ad-
vantage is due to differences in phonetic details among phono-
logical patterns, e.g. differences in the acoustic salience or dif-
ferences in the articulatory or perceptual effort. Hence, learners
use detailed phonetic knowledge to master the task of learning
phonological patterns (Hayes, 1999).

By investigating the role of phonetics in phonological learn-
ing my work adds to the growing body of literature on learn-
ing biases. Most studies aimed at giving evidence for the ex-
istence of one of such learning biases, e.g. substantive bias
(Baer-Henney, 2015; Peperkamp & Martin, 2016; White, 2017;
Wilson, 2006), complexity bias (Moreton, 2008, 2012), sonority
bias (Berent, Steriade, Lennertz & Vaknin, 2007; G6mez, Berent,
Benavides-Varela, Bion, Cattarossi, Nespor & Mehler, 2014). I,
however, will additionally explore how several learning biases
interact with each other by testing the learnability of phono-
logical patterns for which different learning biases make differ-
ent predictions. In doing so, I will focus on biases grounded in
phonetics — often called substantive biases (Baer-Henney, 2015;
Wilson, 2006) or phonetic (naturalness) biases (Finley, 2012;
Skoruppa, Lambrechts & Peperkamp, 2011). The term substance
goes back to Chomsky (1965) and originally referred to the sys-
tem of categories in the mental representations of our linguis-
tic knowledge (Wilson, 2006). However, today substance refers
to all aspects of grammar, which are grounded in the physi-
cal characteristics of speech. These are the articulatory, acous-
tic and perceptual characteristics of speech (Crystal, 2008). A
similar definition was used by Seidl & Buckley (2005) who de-
scribed substance as grounded in phonetics. They further put



it on the same level as phonetic naturalness or unmarkedness.
However, as Seidl & Buckley (2005) pointed out, the term nat-
uralness is quite vague and the term markedness generally refers
to frequency distributions so that substance should better be
defined as phonetically grounded. As such, I will use the terms
phonetic bias or grounded in phonetics as well. I will further ex-
amine the influence of phonetic biases that are based on ease of
articulation or ease of perception and the influence of phonetic
similarity on the learning behavior and on the generalization
behavior. The learning behavior refers to the participants’ per-
formance in the trained pattern only, whereas the generaliza-
tion behavior refers to the application of the trained pattern to
novel patterns.

I will investigate these phonetic factors with German native
speakers in four artificial language learning experiments with
vowel nasalization and retroflexion. Vowel nasalization and re-
troflexion are both phonological patterns, which are not used
phonemically in German - retroflexion is even not used allo-
phonically in German (Wiese, 1996). In the artificial language
learning experiments testing vowel nasalization I will explore
whether ease of articulation, ease of perception or phonetic sim-
ilarity have a stronger effect on learning a phonological pattern
and generalizing it to novel patterns. In addition to that, I will
test whether the effects depend on the type of test — produc-
tion or perception. In the learning experiments testing retrofle-
xion I will investigate whether ease of perception or the percep-
tual similarity to phonemes of the native language (L.1) have a
stronger effect on learning a phonological pattern and general-
izing it to novel patterns. Besides, I will test whether the effects
depend on whether direct evidence for a morphophonological
alternation is provided during training or not. By not providing
evidence for an alternation I will further investigate whether a
phonological pattern is actually generalizable due to pure trans-
fer (as proposed by e.g. Berent (2013) and Berent, Wilson, Mar-
cus & Bemis (2012)) or whether learners need to know about
the relation between morphophonological forms to accurately
generalize a phonological pattern. Short typological surveys as



well as production and perception experiments frame these arti-
ficial language learning experiments to establish whether what
is assumed to be articulatory and perceptually easy according
to the literature is indeed articulatory and perceptually easy for
German native speakers.

1.1 Phonetic effects on learning phono-
logical patterns

Do learners bring phonetic knowledge to the task of learning
phonological alternations? When we generalize from observed
phonological patterns to unfamiliar phonological patterns we
have not observed, what is the role of the phonetics of the ob-
served patterns and of the novel patterns? Do phonetic similar-
ities between sound patterns play a role or are generalizations
mainly determined by ease of articulation or ease of perception?

Testing the learning behavior — that is how well participants
perform when being tested on the same pattern that they have
been trained on, e.g. nasalization of [i] — gives insights into
what mechanisms are used during learning and shows whether
learners bring phonetic knowledge to the task of phonological
learning. However, the process of learning involves not only
memorizing a certain pattern but incorporates also how this
newly gained knowledge is applied to other — untrained - pat-
terns, e.g. nasalization of [¢] and [a]. I will refer to this ex-
tension of a trained pattern to a novel one as generalizations in
this dissertation. With the term learning I will refer to the ‘pure’
learning of exactly that pattern that has been trained - to con-
trast it with generalizations. For example, in the learning experi-
ment on vowel nasalization (see chapter 2.4) one group of learn-
ers will be trained on high nasal vowels, but at test this group
will be confronted not only with high nasal vowels (trained)
to test their learning behavior but also with mid and low nasal
vowels (untrained) to test their generalization behavior. When-
ever learning (behavior) is not used to contrast with generaliza-
tion (behavior), learning will refer to the broader mental process



of acquiring something new as used in common language use,
e.g. as in terms like ‘phonological learning’. This wording is
in line with several other experimental studies on phonologi-
cal learning, e.g. Baer-Henney & van de Vijver (2012), Becker,
Nevins & Levine (2012), Cristia, Mielke, Daland & Peperkamp
(2013), Finley & Badecker (2009), Linzen & Gallagher (2017)
and Wilson (2006).

The above-mentioned questions can be answered by looking at
how well participants learn phonological patterns which differ
in ease of articulation, ease of perception and phonetic similar-
ity and how they generalize the learned pattern to novel, similar
patterns.

Ease of articulation refers to how easy it is to articulate a
certain sound or pattern. Something is easy to articulate when
it requires e.g. less muscular activity or small changes in vocal
tract configurations (Hayes & Steriade, 2004). Let me illustrate
this using the so-called alternation between the [ic]- and the
[ax]-Laut in German. In German the palatal fricative [¢] is ar-
ticulated after front vowels, e.g. [i], whereas the velar fricative
[x] is articulated after back vowels, e.g. [a] (Wiese, 1996). The
reason for this lies in the places of articulation of the vowels
and the fricatives: Depending on the place of articulation of the
preceding vowel the place of articulation of the fricative alter-
nates to shorten the articulatory distance between vowel and
fricative, hence avoiding large movements of the tongue during
the articulation of this sound sequence. Producing [ix] or [a¢]
would be more difficult due to the articulatory distance between
the vowels and the fricatives. One further example is the process
of velar palatalization by which velar plosives, e.g. [k], become
palatoalveolar affricates, e.g. [tf]. Velar palatalization is easier
before front vowels, e.g. [i], than before central or back vowels,
e.g. [e] or [a] (Wilson, 2006). This is because due to the velar
palatalization the place of articulation of the plosive is fronted
from the velar region to the palatal region. This means that the
places of articulation of the consonant and the vowel are more
equal to each other in [ﬁi] than in [ﬁe] or [ﬁa], and hence



their articulation requires less muscular activity of the tongue —
similar to the alternation between [i¢] and [ax] in German de-
scribed above. When speakers rely on ease of articulation, those
participants who are trained on the pattern which is easiest to
articulate — that is a pattern which is articulated with less mus-
cular activity or smaller changes in vocal tract configurations,
e.g. [tfi], compared to another one — should be more successful
in learning than those who are trained on a pattern which is
more difficult to articulate — that is a pattern which is articu-
lated with more muscular activity or greater changes in vocal
tract configurations, e.g. [tfe] or [tfa], compared to another
one. When speakers base their generalizations on ease of arti-
culation, they should generalize more to a pattern that is easy to
articulate, e.g. [tfi]. This is exactly what Wilson (2006) found
in his learning experiment. For details and further experimental
studies testing a learning bias based on ease of articulation see
chapter 1.1.1.

In Figure 1 you can see how ease of articulation might af-
fect phonological learning in an experimental setting using the
example of velar palatalization described above. Note that for
illustrative purposes it is assumed that ease of articulation is the
only factor affecting learning and generalizations. In this Figure
A’, B’ and C’ are sound patterns which differ in how easy they are
to articulate. Let us assume that A’ is easier to articulate than B’
and C’. This is illustrated with the thick rectangle around A’ as
compared to the thin rectangles around B’ and C’. Imagine an
experimental setting in which three groups of participants are
trained on the sound patterns A’, B’ and C’ by means of auditory
exposure, whereby each group is trained on only one of these
patterns. As A’ is easiest to articulate, it will also be easiest to
learn. Learning is illustrated with the arrows connecting the
sound patterns in the rectangles and the learned categories in
the circles. The thick arrow connecting A’ and A as well as the
thick circle around A mean better learning than the thin arrows
connecting B’ or C’ with B or C as well as the thin circles around
B and C. The arrows connecting the learned categories A, B and
C with each other illustrate the generalizations. As can be seen,



it is easier to generalize to the articulatory easy A (thick arrows)
than to the articulatory more difficult categories B and C (thin
arrows).
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Figure 1: Learning and generalizing based on ease of
articulation using the example of velar palatalization.

Ease of perception refers to how easy it is to perceive a certain
sound or pattern. Something is easy to perceive when there are
no perceptually similar sounds in the inventory or in the context
under investigation (Hayes & Steriade, 2004). Let me illustrate
this with the perception of non-native vowels: It is easier to per-
ceive the contrast between two non-native vowels, which are
phonetically more different from each other, than the contrast
between two non-native vowels, which are phonetically more
similar to each other. For German native speakers who are not
familiar with the English vowels [a] as in but, [a] as in palm
and [3] as in bird it is more difficult to perceive the contrast
between [a] and [a] than to perceive the contrast between [a]
and [3] as I found out in a short survey. This is because [A] is a
back open-mid vowel, whereas [a] is a back open vowel — hence
both vowels differ only in their height but not in their backness.
[3], however, is a central open-mid vowel, which means that it



differs from [a] not only in height but also in backness. Thus,
the less phonetically similar two sounds are, the easier it is to
perceive their contrast. A further example can be found in the
perception of rounding harmony — a process in which all vowels
in a domain are either round, e.g. [u] and [o], or not, e.g. [i]
and [e], — which is easier with mid vowels than with high vow-
els (Kaun, 2004). The reason for this lies in the articulation of
these vowels: All high vowels — independent of their rounding
— are produced with more lip rounding than mid vowels, which
makes high unround vowels sound even a bit round. When
speakers rely on ease of perception, those participants who are
trained on the pattern which is easiest to perceive - that is a
pattern which forms a larger contrast, e.g. rounding harmony
of mid vowel, than another one — should be more successful in
learning than those who are trained on a pattern which is more
difficult to perceive — that is a pattern which forms a smaller
contrast, e.g. rounding harmony of high vowels, than another
one. When speakers base their generalizations on ease of per-
ception, they should generalize more to a pattern that is easy to
perceive, e.g. rounding harmony of mid vowels. In her study,
Finley (2012) found that learners exposed to mid rounding har-
mony indeed generalized their learned pattern to novel items
with mid vowels, whereas learners exposed to high rounding
harmony did not generalize their learned pattern to novel items
with high vowels. Unfortunately, no generalizations to other
vowel heights were tested. For details and further experimental
studies testing a learning bias based on ease of perception see
chapter 1.1.1.

In Figure 2 you can see how ease of perception might affect
phonological learning in an experimental setting. Note that for
illustrative purposes it is assumed that ease of perception is the
only factor affecting learning and generalizations. In this Figure
A’, B’ and C’ are sound patterns which differ in how easy they
are to perceive. Let us assume that A’, e.g. rounding harmony
with mid vowels, is easier to perceive than B’, e.g. rounding har-
mony with high vowels, and C’. This is illustrated with the thick
rectangle around A’ as compared to the thin rectangle around B’



and C’. Imagine an experimental setting in which three groups
of participants are trained on the sound patterns A’, B’ and C’
by means of auditory exposure, whereby each group is trained
on one pattern only. As A’ is easiest to perceive, it is also easi-
est to learn. Learning is illustrated with the arrows connecting
the sound patterns in the rectangles and the learned categories
in the circles. The thick arrow connecting A’ and A as well as
the thick circle around A mean better learning than the thin ar-
rows connecting B’ or C’ with B or C as well as the thin circles
around B and C. The arrows connecting the learned categories
A, B and C with each other illustrate the generalizations. As
can be seen, it is easier to generalize to the perceptually easy A
(thick arrows), e.g. rounding harmony with mid vowels, than to
the perceptually more difficult categories B and C (thin arrows),
e.g. rounding harmony with high vowels.

4)) A, B, C,

Figure 2: Learning and generalizing based on ease of
perception.

Note that Figure 1 (learning and generalizing based on ease of
articulation) and Figure 2 (learning and generalizing based on
ease of perception) do not differ in their structure, as the mech-
anisms applying in learning and generalizing are the same. The
only difference is the reason why a certain pattern — in this case
A’ — is easy to learn and consequently easy to generalize to —



either due to articulatory ease or due to perceptual ease.

Phonetic similarity refers to how similar certain sounds or pat-
terns are. Sounds or patterns are phonetically similar to each
other when they have similar phonetic features or when they
are acoustically and perceptually close to each other (Steriade,
2001b, 2009). Phonetic similarity acts on two different lev-
els. Either it refers to the similarity between the learned pat-
tern and the generalized pattern or it refers to the similarity
between a non-native sound in the learned pattern and a native
sound. There is also a third level on which phonetic similarity
can act: the similarity between alternating sounds. However,
this similarity resembles what I refer to as ease of perception
that deals with the perceptibility of contrasting or alternating
sounds. Thus, I will not focus on it here. I will now briefly ex-
plain the difference between these forms of phonetic similarity.

First, the learned pattern (the trained pattern) and the gen-
eralized pattern (the untrained pattern) can be more or less pho-
netically similar to each other. In the following I will refer to
this kind of similarity as phonetic similarity. It can be illus-
trated with the vowels [a], [¢] and [i]. Low [a] and mid [¢] are
phonetically more similar to each other than mid [e] and high
[i]. The reason for this is that [¢] is a lower mid vowel, with
formant frequencies closer to low [a] than to high [i] (see chap-
ter 1.3 for details). The same is true for the nasal vowels: [£]
is phonetically more similar to [a] than to [i]. When speakers
base their generalizations on phonetic similarity, they should
generalize more to a pattern that is phonetically similar — mea-
sured in terms of phonetic features or perceptual and acoustic
characteristics between two or more sounds or patterns — to the
learned one. I will investigate this in chapter 2.4. Note that
phonetic similarity makes no predictions regarding learning —
it does not predict a learning advantage for one pattern over
the other one as e.g. ease of perception or ease of articulation
do - as it refers to the similarity between the learned pattern
and the generalized pattern only.

Second, a non-native sound in a pattern that should be



learned can be phonetically similar to a native sound. In the
following I will refer to this kind of similarity as perceptual sim-
ilarity to native language phonemes (Kuhl, 1991; Kuhl & Iver-
son, 1995). It can be illustrated with the retroflex fricative [s]
that is phonetically more similar to the postalveolar fricative [{]
than to the alveolar fricative [s] for German native speakers (see
chapter 4.3). When speakers rely on the perceptual similarity
to native language phonemes — measured in terms of phone-
tic features or perceptual and acoustic characteristics between
two or more sounds or patterns —, those participants who are
trained on the pattern that is phonetically most similar to an al-
ready known L1-pattern should be more successful in learning
than those who are trained on a pattern that is less similar to an
already known L1-pattern. When speakers base their generali-
zations on perceptual similarity to native language phonemes,
they should generalize less to a pattern that is similar to an L1-
pattern, as this L1-pattern does not involve the trained pattern
but an incorrect mapping onto a native pattern. I will investi-
gate this in chapter 4.4.

In this dissertation I will focus on both aspects of phonetic
similarity in learning and generalizing phonological
alternations. As the second aspect is affected by the native lan-
guage inventory there will be a separate chapter on the sim-
ilarity to native sounds below. More information on phonetic
similarity and experimental studies testing a learning bias based
on phonetic similarity can be found in chapters 1.1.2-1.1.3.

In Figure 3 you can see how phonetic similarity might affect
phonological generalizations in an experimental setting. Note
that for illustrative purposes it is assumed that phonetic similar-
ity is the only factor affecting phonological generalizations. In
this Figure A’, B’ and C’ are sound patterns which differ in their
phonetic similarity. B’, e.g. [e], is phonetically more similar to
A’) e.g. [a], than to C’, e.g. [i]. This is illustrated with the dis-
tance between A’, B’ and C’. In this case neither of A’, B’ or C’ is
easier to learn so that the arrows connecting X’ and X as well as
the rectangles around A’, B’ and C’ have all the same thickness.
However, the generalizations differ as is illustrated with the ar-
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rows connecting the learned categories A, B and C. As can be
seen, it is easier to generalize from B to A (thick arrows), and
vice versa, than from B to C (thin arrows), and vice versa. The
most difficult generalizations are from A to C (dotted arrows),
and vice versa.

<) |A B’ C’

Figure 3: Generalizations based on phonetic similar-
ity.

In Figure 4 you can see how the perceptual similarity to a na-
tive language phoneme might affect phonological learning and
generalizations in an experimental setting. Note that for illus-
trative purposes it is assumed that the perceptual similarity to a
native language phoneme is the only factor affecting phonolog-
ical learning and generalizations. In this Figure A’, B’ and C’ are
sound patterns which differ in their perceptual similarity to the
native language phoneme A”, B” and C”. Only the native cat-
egory C” is perceptually very similar to the trained category C
so that it is (mis)learned as C”. This is illustrated with the thick
arrow connecting C’ with C” as well as with the overlapping
circles of C and C”. The native categories A” and B”, however,
are more distant from the learned categories A and B so that
they do not affect learning. This is illustrated with the non-
overlapping circles of A and A” as well as of B and B”. Learning
a native category is easier than learning a non-native category,
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which is illustrated with the thick and thin arrows connecting
the rectangles with the circles as well as with the thickness of
the circles around the learned categories. Generalizations from
and to the mislearned category C” are not possible as C” does
not have the same phonetic and phonological characteristics as
A and B. Thus, only generalizations from and to A and B are

possible.
@) )
A B’
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Figure 4: Learning and generalizing based on percep-
tual similarity to L1.

In the following chapter 1.1.1 I will describe each of the
phonetic factors under investigation in detail and I will pro-
vide evidence for their role in phonological learning. After that
I will continue with a description of the method used in the
present experimental studies — artificial language learning ex-
periments — in chapter 1.2 and an explanation why vowel na-
salization (chapter 1.3) and retroflexion (chapter 1.4) are ap-
propriate sound patterns to explore the interaction of phonetic
biases during phonological learning. The present chapter ends
with an overview of my experimental studies (chapter 1.5). The
subsequent chapters focus on the four experimental studies on
vowel nasalization (chapters 2 and 3) and retroflexion (chapters
4 and 5) whose results are summarized and discussed in chapter
6. A final conclusion is drawn in chapter 7.
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1.1.1 Phonetically based phonology: ease of ar-
ticulation and ease of perception

According to the framework of phonetically based phonology
(Archangeli & Pulleyblank, 1994; Hayes & Steriade, 2004; Wil-
son, 2006) there is a learning bias for phonological patterns
that results from ease of articulation or ease of perception. This
means that phonological patterns that are either easier to artic-
ulate — due to e.g. less muscular activity — or easier to perceive —
due to e.g. less perceptually overlap — than other phonological
patterns, or both, are easier to learn.

Within the framework of phonetically based phonology
(Archangeli & Pulleyblank, 1994; Hayes & Steriade, 2004; Wil-
son, 2006) it is proposed that knowledge of the phonetic sub-
stance of a phonological pattern - its ease of articulation and
perception — is part of the learners’ linguistic knowledge and
that learners are predisposed towards patterns motivated in this
way. The predisposition is encoded in the learners’ grammars as
markedness that reveals itself in typological distributions
(Archangeli & Pulleyblank, 1994; Finley, 2012; Hayes & Ste-
riade, 2004; Wilson, 2006). Crudely stated, unmarked patterns
are easy to articulate or easy to distinguish, or both, while
marked patterns are difficult to articulate or distinguish. Pho-
netic substance acts as a learning preference so that learning an
unmarked pattern is easier than learning a marked pattern. As
a consequence of this learning preference, unmarked patterns
are attested more abundantly cross-linguistically than marked
patterns. In addition to that, children prefer unmarked patterns
over marked patterns (Demuth, 1995; Jusczyk, Smolensky & Al-
locco, 2002). An example of this is final devoicing which is un-
marked in comparison to final voicing. It is perceptually diffi-
cult to distinguish voiced and voiceless obstruents word-finally
(Keating, 1984; Steriade, 1997), and this knowledge is encoded
as markedness and reflected typologically. There are many un-
related languages in which the voicing contrast among obstru-
ents is almost completely neutralized in word-final position (in
Indo-European languages such as Dutch (Booij, 1995; Warner,
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Jongman, Sereno & Kemps, 2004), German (Rottger, Winter,
Grawunder, Kirby &  Grice, 2014) and Polish
(Slowiaczek & Dinnsen, 1985), in the Semitic language Maltese
(Borg & Azzopardi-Alexander, 1997) and in the Altaic language
Turkish (Kopkalli, 1993)), whereas there are only very few lan-
guages (e.g. the Nakh-Daghestanian language Lezgian) which
have a process in which obstruents at the end of a word are
voiced (Yu, 2004). The abundance of final devoicing and the
scarcity of the opposite pattern — final voicing — are hypothe-
sized by phonetically based phonology to be a consequence of
learning (Hayes & Steriade, 2004; Wilson, 2006): There is a
learning preference for phonetically well motivated patterns in
comparison to phonetically less motivated patterns.

To test the existence of a learning preference for unmarked pat-
terns over marked patterns or the existence of a learning prefer-
ence for articulatory or perceptually easy patterns over articu-
latory or perceptually difficult patterns, participants are tested
on how well they can learn a specific phonological pattern and
how well they can generalize this pattern to novel instances in
an experimental set-up (for details on this method see chapter
1.2).

Wilson (2006) investigated whether phonetic substance, in-
stantiated as ease of articulation or ease of perception, acts as
a bias in learning phonological patterns. As an empirical basis
he used velar palatalization, a process in which velar stops ([k]
and [g]) are pronounced as palatoalveolar affricates ([ﬁ] and
[d%]) before front vowels ([i] and [e]). If a language palatalizes
velars before [e], it also palatalizes them before [i]. This is the
result of a cascade of phonetic factors that starts out with articu-
lation. The more front a vowel is before a velar stop, the more
front its place of articulation is. As a result the velar receives a
place of articulation very similar to the place of articulation of a
palatoalveolar (Keating & Lahiri, 1993). A consequence of this
fronting is that the noise spectrum of the release burst is acousti-
cally similar to the noise spectrum of a palatoalveolar affricate,
which makes them perceptually similar (Guion, 1996, 1998;
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Keating & Lahiri, 1993). In other words, [k] is more like [ﬁ]
before [i] than before [e], since [i] is more front than [e], and
[k] is more like [tT] before [e] than before [a], since [e] is more
front than [a]. These facts reflect the typological distribution of
velar palatalization as well (Guion, 1996, 1998). In sound pat-
terns in languages of the world velar palatalization occurs more
frequently before front vowels than before back vowels, and if
it occurs before back vowels, it also occurs before front vowels
(Guion, 1996, 1998). Wilson (2006) investigated learning of
velar palatalization by means of a language game. Participants
were taught a small discourse, in which one group first heard “I
say [ki]” followed by “You say...” after which they would have
to respond with “[t[i]”. Another group was taught that after
they heard [ke] they would have to respond with [tfe]. After
training both groups of participants were prompted to respond
to [ki]- and [ke]-items. Wilson (2006) found that participants
trained with [ke]-items generalized velar palatalization to [ki]-
items, thus responding with [tASe] and [tAfi]. This is due to the
fact that [i] is phonetically more front than [e], and if [e] trig-
gers palatalization, then [i] should trigger it as well. This is also
the pattern found in typology: If a language has palatalization
before [e], it will also have palatalization before [i]. In contrast,
participants who were trained with [ki]-items did not generalize
palatalization to [ke]-items, thus only responding with [tfi], but
not with [ffe]. This is due to the fact that [i] is more front than
[e], and if [i] triggers palatalization, this does not mean that [e]
should also trigger it. This pattern, too, is found in typology: If
a language has palatalization before [i], it will not necessarily
have palatalization before [e]. Wilson (2006) interpreted his re-
sults as support for the theory that typological patterns are the
result of a preference in learning for phonetically based phono-
logical patterns. Similar findings and conclusions concerning
the role of ease of articulation and ease of perception are re-
ported in Baer-Henney & van de Vijver (2012), Baer-Henney,
Kiigler & van de Vijver (2015a), Finley (2012, 2017) and Finley
& Badecker (2009).

Finley (2012) investigated the learning of rounding harmony
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in an artificial language. Cross-linguistically mid vowels, e.g.
[e] and [o], are more often triggers — that are sounds which
initiate a phonological alternation - of rounding harmony than
high vowels, e.g. [i] and [u], because mid round and unround
vowels are easier to distinguish from each other than high round
and unround vowels; high vowels, even unround ones, always
sound somewhat round (Kaun, 2004). Finley (2012) created an
artificial language that was taught to native speakers of English,
a language without vowel harmony. One group of learners was
taught a rounding harmony pattern involving mid vowels and
another group a rounding harmony pattern involving high vow-
els. If ease of perception affects learning, the grammar with mid
vowels as triggers of harmony should be easier to learn than the
grammar with high vowels as triggers. This is indeed what Fin-
ley (2012) found. She concluded that this finding supports the
existence of a learning preference that is independent of the na-
tive language of a learner and that this learning preference is
therefore also likely responsible for typology.

Martin & Peperkamp (2020) found a learning preference for
phonetically motivated patterns that are typologically frequent
in their experiment as well. They tested the learnability of a
vowel backness harmony (phonetically motivated and typolog-
ically frequent) and a vowel backness disharmony (not pho-
netically motivated and typologically infrequent) with native
speakers of American English. Those participants who had been
exposed to the harmonic pattern performed better at test than
those participants who had been exposed to the disharmonic
pattern. Martin & Peperkamp (2020) thus concluded that pho-
netic substance acts as a learning bias leading to a learning ad-
vantage for harmonic patterns over disharmonic patterns. This
is supported by the findings of Martin & White (2021).

There are, however, also experimental studies that do not
fully support a learning bias based on phonetics. Glewwe (2019)
focused in her work on biases in phonotactic learning — learning
positional distributions of phonological alternations — and in al-
ternation learning — learning phonological alternations indepen-
dent of its position in the word. In the first set of experiments
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she investigated whether English native speakers were better
in learning a phonetically motivated phonotactic pattern that
is typologically unmarked and whether they extended it based
on the implicational universals from typology. In doing so she
focused on the positional distribution of place contrasts and of
voicing. According to Steriade (2001a) consonants are easier to
distinguish before a vowel than after a vowel. Moreover, obstru-
ent voicing is easier to perceive word-initially than word-finally
- similar to the place contrasts. Consequently, if place of articu-
lation contrasts after a vowel — that is the perceptually difficult
condition —, it should also contrast before a vowel — that is the
perceptually easy condition —, and if voicing contrasts word-
finally - that is the perceptually difficult condition -, it should
also contrast word-initially - that is the perceptually easy condi-
tion. This is exactly what is found in the languages of the world.
However, in Glewwe (2019)’s experiments the participants did
not extend the place contrast more from postvocalic position to
prevocalic position than from prevocalic to postvocalic position
- showing no support for a phonetic bias in phonotactic learn-
ing. Concerning the voicing contrast, there was some support
for a phonetic bias, as some participants tended to extend the
voicing contrast more from word-final position to word-initial
position than from word-initial position to word-final position;
other participants, however, did not. Glewwe (2019) further
found that those participants who learned that voiceless ob-
struents are not allowed performed better than those partici-
pants who learned that voiced obstruents are not allowed. She
explained these results with the structure of the stimuli: Ex-
cept for the obstruent in word-final or word-initial position only
voiced sonorants were used as consonants. Thus, those partic-
ipants who learned that voiceless obstruents are not allowed
word-finally or word-initially, had to learn only a one-feature
constraint (#*[—voice] or *[—voice]#), whereas participants
who learned that voiced obstruents were not allowed had to
learn a two-feature constraint (#*[—son, + voice] or *[—son,
+voice]#). This two-feature constraint is more complex than
the one-feature constraint, which means that the two-feature
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constraint is also more difficult to learn than the one-feature
constraint. The effect of the structural complexity of a pattern
on its learnability is manifested in a complexity bias or a sim-
plicity bias': Learners are biased to prefer structurally simple
patterns or constraints (Moreton, 2008, 2012) (for details see
Glewwe (2019): chapter 3).

In the second set of experiments Glewwe (2019) investigated
whether English native speakers were better in learning a pho-
netically motivated alternation which is typological unmarked.
Participants were exposed either to a final voicing pattern or
to a final devoicing pattern, whereas final devoicing is phoneti-
cally motivated as voiceless plosives are easier to produce word-
finally than voiced plosives (Westbury & Keating, 1986). Con-
sequently, final devoicing should be learned better than final
voicing. The experimental results, however, showed the oppo-
site pattern: Final voicing was learned better than final devoic-
ing. In this set of experiments Glewwe (2019) argued again
that a simplicity bias might explain the results. Thus, these ex-
periments investigated the learnability of phonotactic patterns
and its implicational universals as well as the learnability of
phonological alternations, all of which were grounded either in
perceptual ease or in articulatory ease. Glewwe (2019) inter-
preted some of her results in favor of a phonetic bias — others
showing evidence for a simplicity bias — and argued for a robust
simplicity bias as well as for a distinction between perceptually
grounded and articulatory grounded phonetic biases. She fur-
ther claimed that only a perceptually grounded phonetic bias in-
fluences phonological learning. This is because Glewwe (2019)
found a generalization advantage based on perceptual ease (po-
sitional distribution of voicing) but no learning advantage based
on articulatory ease (final voicing vs. final devoicing).

LThe terms simplicity bias and complexity bias are used interchangeably. I decided
to stick with the term simplicity bias as learners are biased to prefer simple pat-
terns — similar to a phonetic bias due to which learners are biased to prefer the
phonetically motivated pattern.
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In Glewwe (2019)’s study a phonetic learning bias did not show
up in all experiments. There are, in addition to that, further rea-
sons to assume that it is not clear whether the above-mentioned
results of previous studies support the claim that the ease of ar-
ticulation or the ease of perception of a phonological pattern
afford it a learning advantage, and that this learning advantage
is reflected in the typological distribution of a pattern. The ex-
istence of such a learning bias based on phonetics is thus a con-
tentious matter. See Moreton & Pater (2012a,b) for a review.
The study of Kimper (2016), for example, was similar to the
one of Finley (2012), who found a learning advantage for the
perceptually easy pattern in her experiment on vowel harmony
(see above). Kimper (2016) found evidence for a phonetic bias,
too. However, this bias did only show up in some of the learn-
ers. Moreover, training included a verification phase with feed-
back so that learning was explicit and not implicit as it should
be in artificial language learning experiments (see chapter 1.2).
The results of Baer-Henney (2015)’s experiment which she de-
scribed in chapter 4 are problematic as well. She trained native
German participants on intervocalic voicing of different conso-
nants to test for the gradience of a phonetic bias. Gradience
refers to a continuous scale without clear boundaries between
two or more categories (Crystal, 2008). The larger the oral cav-
ity, the easier it is to maintain voicing (Westbury & Keating,
1986). Thus, intervocalic voicing of labial consonants is artic-
ulatory easier than intervocalic voicing of coronal consonants
or dorsal consonants, meaning a learning advantage in terms
of a phonetic bias for labial consonants or a learning disadvan-
tage for dorsal consonants. She found indeed a learning dis-
advantage for dorsal consonants. For the generalizations one
would predict more generalizations from dorsal to other places
and fewer generalizations from labial to other places. However,
this was not fulfilled. Participants trained on labials generalized
most. Thus, not every aspect of a phonetic bias could be given
evidence for. Moreover, German native speakers might have ex-
perience with intervocalic voicing as German has final devoic-
ing: Conversely, final devoicing can be interpreted as a process
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of intervocalic voicing in some contexts, e.g. [ta:k] Tag ‘day’ -
[ta:go] Tage ‘days’. Baer-Henney (2015)’s experimental results
may thus be influenced by the occurrences of the consonants
under investigation in German according to Glewwe (2019).

Another problem with studies investigating a phonetic bias
is that phonetic naturalness is often confounded with simplicity,
thus giving evidence for a simplicity bias instead. Peperkamp,
Skoruppa & Dupoux (2006) trained participants either on the
phonetically natural rule of intervocalic voicing or on a phonet-
ically unnatural rule, in which /g/ surfaces as [f] intervocali-
cally. The results showed a learning advantage for the phoneti-
cally natural pattern over the phonetically unnatural pattern so
that the authors claimed to have found evidence for a phone-
tic bias. However, they confounded phonetic naturalness with
structural simplicity, as the voicing alternation can be described
by a one-feature change from [—voiced] to [+ voiced] whereas
the phonetically unnatural alternation cannot.

Another problem with investigating the role of phonetic bi-
ases in learning is that many experiments reached null results.
Pycha, Nowak, Shin & Shosted (2003) compared the learning
of vowel harmony - a phonetically motivated and unmarked
pattern — and vowel disharmony. Both patterns could be pre-
dicted by only one feature: backness. They found no difference
in learning. However, they gave further support for a simplic-
ity bias, as the learning of a third pattern, an arbitrary rule in-
volving more than one feature change, was learned worse than
the vowel harmony and the vowel disharmony pattern. Test-
ing the same with a rounding harmony, Skoruppa & Peperkamp
(2011) found no difference in learning a harmony pattern and in
learning a disharmony pattern either. However, again, a mixed-
harmony/disharmony-pattern involving more than one feature
change was learned worst.?

The results of the study of Wilson (2006), described in detail

2Note that Martin & Peperkamp (2020) found a learning advantage for a vowel
harmony pattern over a vowel disharmony pattern without confounding pho-
netic naturalness with structural simplicity.
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above, have been criticized as well (Moreton & Pater, 2012b).
Even though the results Wilson (2006) obtained in his language
game for learning palatalization of voiceless velar stops are con-
gruent with the typological distribution of velar palatalization,
the results concerning voiced velar stops are not. This is prob-
lematic since the phonetic effects that drive the typological dis-
tribution of palatalization of voiceless velars are hypothesized
to be encoded in phonology as markedness. However, this ex-
planation then would not apply to the palatalization of voiced
velar stops. Across languages, if a language palatalizes [g]
before front vowels, it also palatalizes [k] (Moreton & Pater,
2012b). However, the participants in Wilson (2006)’s experi-
ment did not generalize a palatalization pattern from voiced
velar stops to voiceless velar stops. He attributed this to another
perceptual factor, namely the perception of [voice] in stops and
suggested that the interaction of two perceptual factors in one
phonological pattern make it difficult to establish a direct re-
lation between the learning of this pattern and its typology.
There is a plausible alternative explanation for Wilson (2006)’s
findings concerning palatalization of voiceless velars, furnished
by Kapatsinski (2013a), which is based on phonetic similarity
rather than on effects of ease of articulation and ease of per-
ception. Kapatsinski (2013a) assumed that listeners overgener-
alize their learned pattern based on phonetic similarity: As [e]
is phonetically between [i] and [a], participants trained on the
palatalization in the context of [e] and on the non-palatalization
in the context of [a] will also admit the palatalization in the con-
text of [i] due the phonetic similarity between [e] and [i]. I will
describe this explanation in detail below in chapter 1.1.2.

In short, even though some findings support a connection
between ease of perception and ease of articulation of a phono-
logical pattern, its learnability and typology, others do not. This
raises the question whether there is a connection between the
ease of perception or the ease of articulation of a pattern, its
learnability on the one hand, and its typology on the other
hand. I will investigate exactly this question and I will sug-
gest a further phonetic factor affecting phonological learning:
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If Kapatsinski (2013a)’s reanalysis of Wilson (2006)’s results of
palatalization of voiceless velar stops is on the right track, gene-
ralizations of a phonological pattern may be governed by pho-
netic similarity.

In this dissertation I will consider the effects of ease of arti-
culation and ease of perception on phonological learning and
phonological generalizations separately. I will do this by in-
vestigating the learnability of a vowel nasalization pattern for
vowels of different height (see chapter 2.4) as ease of articula-
tion and ease of perception make different prediction regarding
a learning advantage and a generalization advantage for vowel
nasalization of vowels of different height. Whereas the nasali-
zation of low vowels is the articulatory easiest, the nasalization
of high vowels is the perceptually easiest. As the influence of
these biases may show up in perception as well as in produc-
tion, I will conduct not only a perceptual task but also a pro-
ductive task (see chapter 3). Doing so, I can differentiate the
contribution of ease of perception and ease of articulation in
the perception of the learners as well as in the articulation of
the learners.

1.1.2 Phonetic similarity

Another aspect of phonetics that may affect the learning of
phonological patterns is their phonetic similarity (Kapatsinski,
2013a). As noted above in chapter 1.1 phonetic similarity refers
to the similarity between certain sounds or patterns. They are
phonetically similar to each other when they have similar pho-
netic features or when they are acoustically and perceptually
close to each other. There are two subtypes: Phonetic similarity
will be discussed in this chapter, whereas the perceptual simi-
larity to native language phonemes will be discussed separately
in chapter 1.1.3 below.

Even though the literature focused on the role of phonolog-
ical similarity — not phonetic similarity — in learning alterna-
tions, there is some work on the role of phonetic similarity in
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learning phonotactic generalizations. Knowledge of phonotac-
tics of adults is best captured by means of natural classes of
phonological features (Daland, Hayes, Garellek, White, Davis &
Norrmann, 2011; van de Vijver & Baer-Henney, 2012). Natu-
ral classes can be thought of as phonologized phonetic similar-
ities (Clements, 1985, 2009; Clements & Hume, 1995; Cristia
et al., 2013; McCarthy, 1988; Uffmann, 2011). Thus, phone-
tic details that are used to group segments in natural classes
are incorporated in phonology as features. Similarity is an
important factor in generalizations concerning existing mor-
phophonological patterns in a language (Albright & Hayes,
2003; Blevins & Blevins, 2009; Ernestus & Baayen, 2003). Al-
bright & Hayes (2003) found that native speakers of English
inflect pseudowords (verbs) based on the similarity of the pseu-
dowords to existing verbs. If a pseudoword resembles existing
verbs with irregular past tenses, it is likely to be inflected irreg-
ularly itself. The phonetic similarity is calculated based on the
natural class based theory by Broe (1993). Ernestus & Baayen
(2003) similarly found that Dutch native speakers inflect pseu-
dowords based on their phonetic and phonological similarity to
existing verbs in the mental lexicon. The explanation of the
findings of Albright & Hayes (2003) and Ernestus & Baayen
(2003) can be paraphrased as follows: Learners take a pattern
they know as a particular good instance of a morphophonolog-
ical form, and a novel pattern will be evaluated based on its re-
semblance to known forms. The more a novel pattern resembles
a known one, the more likely it will be given a morphophono-
logical form similar to the known one.

Daland et al. (2011) investigated the knowledge of English
native speakers of the well-formedness of English words, like
brick, and pseudowords, such as blick, and non-words, such as
bnick. They created pseudowords and non-words and asked par-
ticipants to assess their well-formedness. Based on an analysis
of the onsets in a corpus of English words as sequences of nat-
ural classes, they found that the best explanation of the assess-
ments was the frequency of the sequence of natural classes. A
similar role for natural classes, and thus for phonetic similarity,
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has been found in the phonotactics of onset clusters in English
(Hayes & Wilson, 2008) and in German (van de Vijver & Baer-
Henney, 2012). van de Vijver & Baer-Henney (2012) conducted
a rating study in which German native speakers were asked to
judge the well-formedness of onsets in pseudowords. It turned
out that German native speakers rated pseudowords with on-
sets with sequences of natural classes that are frequent in Ger-
man best: The rarer the sequence of natural classes in German,
the worse the rating. In addition to that, onsets attested in the
German lexicon were rated higher than pseudowords with unat-
tested onsets. Among the unattested onsets unmarked onsets —
those with a rising sonority profile — were given a higher rating
than marked onsets — those with a sonority plateau or a falling
sonority. A phonotactic learner model confirmed these results
and further showed that distinctive features are used to derive
the preferred onsets from the lexicon.

There is also evidence that shows that phonetically similar
patterns are preferred in learning over phonetically less simi-
lar patterns, even though this difference in preference is not re-
flected typologically. For example, Cristia & Seidl (2008) inves-
tigated whether infants use phonetic details to group segments
in natural classes, and whether they can use these groupings to
learn about the phonotactics of a miniature language. Cristia
& Seidl (2008) taught one group of infants that a word always
starts with a plosive or a nasal — the natural class of sounds
that are [—cont]. Sounds that are [—cont] are pronounced with
a complete closure in the mouth. Another group was taught
that a word always starts with a nasal or a fricative. Nasals
and fricatives cannot be united in a natural class by means of
one or more phonological features. They found that it is more
difficult to learn words that start with segments drawn from a
phonetically arbitrary set of sounds. Even though a preference
for words starting with a plosive or a nasal as opposed to words
starting with a nasal or a fricative can be explained phonetically,
there is no evidence that this pattern is reflected typologically
(Moreton & Pater, 2012b).

Cristia et al. (2013) investigated different measures of simi-
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larity in learning phonotactic patterns. French native speakers
were exposed to words from an artificial language. The seg-
ments in the onsets of the words were classified along different
similarity dimensions. For example, onsets with [g] are com-
pared to other onsets that are similar along different dimen-
sions: The onset [b] belongs to the narrowest natural class,
differing only in place of articulation, the onset [k] belongs
to a near natural class, differing only in voice, and the onset
[p] belongs to a far natural class, differing in voice and place.
During the exposure phase participants were asked to judge the
well-formedness of these words. In a subsequent test phase they
heard novel words, and were additionally asked to judge their
relative frequency, even though they had heard all words the
same number of times. The words that were judged as most fre-
quent were those from the narrowest and the near natural class
of the words presented during exposure. Cristia et al. (2013)
concluded that generalizations were made on the basis of simi-
larity between the onsets of the words in exposure and the on-
sets of the words in the test phase.

The above-mentioned studies investigated the role of phonetic
similarity in learning and generalizing phonotactics. There is,
however, less work on the role of phonetic similarity in learn-
ing and generalizing (morpho)phonological alternations or pat-
terns. Examples in which phonetic similarity is used as an ex-
planation for learning a phonological alternation and for gene-
ralizations of a learned phonological alternation are the study
of Skoruppa et al. (2011) as well as the above-mentioned al-
ternative explanation for Wilson (2006)’s findings concerning
palatalization of voiceless velars.

Skoruppa et al. (2011) exposed participants to phonological
alternations in which either one, e.g. place of articulation, two,
e.g. place of articulation and manner of articulation, or three
features, e.g. place of articulation, manner of articulation and
voicing, changed. Participants were better in learning a one-
feature-change than a two- or three-feature-change. Skoruppa
et al. (2011) infer that the phonetic distance based on features
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influences phonological learning: The larger the phonetic dis-
tance between two alternating sounds is, the more difficult this
alternation is to learn. Note that in this case phonetic similar-
ity is confounded with structural simplicity so that these results
may be due to a simplicity bias.

Whereas Wilson (2006) interpreted his results in the light of
ease of articulation and ease of perception, Kapatsinski (2013a)
interpreted them based on phonetic similarity. Wilson (2006)
found, to briefly recapitulate, that learners, who were taught
that [k] is pronounced as [tAj] before [e] and as [k] before [a],
generalized that [k] is pronounced as [tf] before [i] and that
learners, who were taught that [k] is pronounced as [tT] before
[i] and as [k] before [a], tended not to generalize that [K] is
pronounced as [tAS] before [e]. Kapatsinski (2013a) pointed out
that [e] is perceptually between [i] and [a], and he argued that
listeners always generalize slightly beyond observable patterns.
This means that after being taught that [ke] palatalizes to [ﬁe]
and that [ka] remains [ka], participants have evidence for [tAje]
(provided to the participants) and [tfi] (generalized by the par-
ticipants based on perceptual similarity between [e] and [i]).
The learners in this group, therefore, have evidence for [tfe],
[tAji] and [ka], and explicit evidence against [ke]. Learners who
have learned that [ki] palatalizes to [tTi] have explicit evidence
for [tfi] (provided to the participants) and [tfe] (generalized by
the participants on the basis of perceptual similarity between
[e] and [i]). They also have explicit evidence for [ka], and im-
plicit evidence for [ke] (because [e] and [a] are perceptually
similar). Learners in this group, therefore, have evidence for
[ffi], [ka] and for [ﬁe] and [ke], and are consequently uncer-
tain as to the correct consonant preceding a mid vowel. This
is due to mid vowels’ phonetic similarity to high vowels and to
low vowels, which both give evidence for different consonants.
Thus, it is possible that the velar palatalization results do not
support the claim that the ease of articulation or the ease of
perception of a phonological pattern affords it a learning ad-
vantage. Instead, phonetic similarity might fully explain the
results.
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Further evidence for a preference of phonetically similar pat-
terns comes from Steriade (2001b, 2009)’s P-map theory (per-
ceptibility map). She argued that speakers have detailed knowl-
edge of the perceptual similarity between sound patterns and
that learners prefer phonological alternations with small per-
ceptual changes. White (2013) investigated this experimen-
tally with artificial language learning experiments by studying
the learnability of a saltatory alternation — an alternation that
involves a two-feature change, whereas intermediate patterns
with a one-feature change remain unaffected from this alter-
nation — with infants and adults. An example for a saltatory
alternation is the change from voiceless plosive [p] to voiced
fricative [v], for which the voiceless fricative [f] and/or the
voiced plosive [b] have to be skipped, which means that [f]
and [b] would be unaffected from this alternation and would
never change to [v]. In one of his experiments, White (2013)
trained one group of participants on a saltatory alternation ([p]-
[v] and [t]-[8]) without exposing participants to the interme-
diate sounds [b], [f], [d] and [6]. Another group - the control
group — was trained on a non-saltatory alternation ([b]-[v] and
[d]-[8]) and was not exposed to [p], [f], [t] and [0]. If partici-
pants in the saltatory condition stick to the saltatory alternation,
they will not change the untrained intermediate sounds. How-
ever, if they have a bias to disprefer saltatory alternations — or in
other words, a bias to prefer alternations with small perceptual
changes —, they will change the untrained intermediate sounds.
He found that learners are indeed biased to prefer alternations
between similar sounds, which means that participants in the
saltatory condition also changed the intermediate sounds — so
that the change was smaller — although there was no direct evi-
dence for this change during training. The infants’ reaction also
indicate that they generalized a learned rule between dissimi-
lar sounds to a pattern with similar sounds, but not vice versa.
This experiment thus showed that participants who learned an
alternation between dissimilar sounds generalized it to an al-
ternation between more similar sounds, which is in line with
Steriade (2001b, 2009)’s P-map theory which says that learners
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prefer small perceptual changes.

In sum, phonetic similarity is used by adults as well as by in-
fants to learn about phonological patterns. They make use of
phonetic similarity as instantiated in natural classes when they
generalize from observed to novel forms. For generalizations
from observed to novel forms in a morphophonological artifi-
cial language learning experiment this would mean that gene-
ralizations to novel forms are made on the basis of the phonetic
similarity of these novel forms to known forms from training.
This phonetic similarity is a further phonetic factor affecting
phonological learning, adding to the often discussed and criti-
cized phonetic factors ease of perception and ease of articula-
tion as proposed within the framework of phonetically based
phonology (Archangeli & Pulleyblank, 1994; Hayes & Steriade,
2004; Wilson, 2006). Inspired by Kapatsinski (2013a)’s rein-
terpretation of Wilson (2006)’s findings I propose the following
hypothesis: Learners will take a pattern they know (from train-
ing) as a particular good example of a phonological category,
and novel patterns will be evaluated on the basis of their pho-
netic resemblance to known patterns. The more a novel pat-
tern resembles a known pattern, the better they will rate the
novel pattern. This means that the phonetic similarity between
phonological patterns affects their generalizability.

In this dissertation I will consider the effect of phonetic simi-
larity on phonological generalizations (see chapters 2.4 and 3).
This phonetic similarity is not necessarily connected with ty-
pology. I propose that learners make phonetic generalizations
in which phonetically similar patterns are learned easier than
dissimilar patterns. As phonetic similarity does not necessarily
dovetail with ease of articulation or ease of perception, I will
be able to differentiate the contribution of phonetic similarity
from that of ease of perception and ease of articulation.
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1.1.3 Perceptual similarity to native phonemes

The above-mentioned phonetic similarity and its effect on
phonological generalizations always assumes that the learning
process is taking place as expected. Participants listen to cer-
tain stimuli, perceive and recognize the pattern in the way the
experimenter expects, and generalize it to other stimuli that are
again perceived in the way the experimenter wants them to be
perceived. However, it might be the case that unfamiliar sounds
or pattern which are under investigation in those experimental
studies are perceived differently — namely not as the unfamil-
iar sound or pattern but as a similar sounding native sound or
pattern. Although the perceptual similarity to native phonemes
is based on acoustics, and in some part also on articulation, I
will call it perceptual similarity as the parameters to establish
that sounds are similar to native phonemes or not are measured
based on results of a perceptual task. This, however, does not
mean that the sounds under investigation are only similar in
terms of perception.

Theories about perception and learning of non-native sounds
and contrasts were developed by Kuhl (1991) (native language
magnet), Best (1995) (perceptual assimilation model) and Flege
(1995) (speech learning model). They all agree that the abil-
ity to perceive non-native sounds as native or non-native de-
pends on the perceptual distance between non-native and na-
tive sounds. If native and non-native sounds are perceptually
similar, the non-native sound will be perceived as an exam-
ple of a native sound. If both sounds are perceptually differ-
ent, the non-native sound will be perceived as such. Concern-
ing the perception of non-native sounds, Best (1995) differen-
tiates between three types of assimilation patterns: Non-native
sounds can be assimilated to a native category, which means
that they are either perceived as an ideal, good or poor exemplar
of that category, or they can be assimilated as an uncategoriz-
able speech sound, which means that they are perceived as non-
native speech sounds, or they can be unassimilated to speech,
which means that they are perceived as non-speech sounds. She
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further differentiates several types of assimilation patterns for
non-native contrasts and their discrimination ability, e.g. if
both non-native sounds are perceived as another native cate-
gory (termed two-category assimilation), discrimination will be
very good. The same is true if one non-native sound is perceived
as native, the other one as non-native sound (termed uncatego-
rized versus categorized). If both sounds are perceived as the
same native category, the discrimination ability will depend on
the proximity to the native sound: If this proximity differs for
both sounds (termed category goodness difference), discrimina-
tion will be better than if both sounds are equally distant from
the native sound (termed single category assimilation). These
perceptual differences allow predictions regarding learnability.

Kuhl & Iverson (1995) and Flege (1995) assume that a per-
ceptually more distant non-native sound can be learned easier
than one that is perceptually close to a native sound — not only
this particular non-native sound but also the contrast between
this sound and native sounds. However, Aoyama, Flege, Guion,
Akahane-Yamada & Yamada (2004) consider another possibil-
ity into account and additionally assume a learning advantage
for a non-native sound which is very similar to a native sound.
In this case, the non-native sound is directly mapped onto an al-
ready existing native sound. No new sound category has to be
established. However, we have to keep in mind that in this case
no new non-native sound is “learned” but it is misperceived and
“mislearned” as a native sound.

These theories were extensively tested with various cases.
The classic example is the perception of the English /1/-/1/-
contrast by Japanese native speakers. In American English
there are two approximants [1] and [1] (Ladefoged, 2001), but
in Japanese there is just the tap [r] (Vance, 1987). Several
studies showed that Japanese listeners assimilate both English
sounds to the Japanese sound and suggested a 2-to-1 mapping as
there is only one perceptually similar sound in Japanese (Best &
Strange, 1992; Guion, Flege, Akahane-Yamada & Pruitt, 2000;
Komaki, Akahane-Yamada & Choi, 1999; Takagi, 1993). How-
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ever, the English consonants differ in terms of their goodness
of fit with respect to the Japanese sound: The studies of Iver-
son, Kuhl, Akahane-Yamada, Diesch, Tohkura, Kettermann &
Siebert (2003), Komaki et al. (1999) and Takagi (1993) showed
that English [1] is considered to be more similar to Japanese [r]
than English [1]. This means that the perception and the learn-
ing of English [1] should be easier for Japanese native speak-
ers than that of English [1]. As English [1] is perceived as less
similar to the native category than English [1] is, it should be
easier for learners to identify it as a non-native sound, and thus
to establish English [1] as a new category. This is what was
indeed found: Bradlow, Pisoni, Akahane-Yamada & Tohkura
(1997), Flege, Takagi & Mann (1996) and Sheldon & Strange
(1982) found better identifications for English [1] over [I] by
Japanese native speakers and Aoyama et al. (2004) found a
learning advantage for [1] over [l]. Aoyama et al. (2004) stud-
ied the perception and production of the /r/-/1/-contrast with
Japanese adults and children at two time points (with one year
in between) and found perceptual learning and an improve-
ment in production for [1] for children. Adults’ scores in both
production and perception, however, did not improve signifi-
cantly from time point 1 to time point 2 — probably because the
Japanese adults had an initial advantage due to English lessons
in school.

Another example is the study of Polka (1995). She tested the
perception of the German vowel contrasts /u/-/y/ and /u/-/Y/
with native speakers of English. English has only back round
vowels (/u/ and /u/) and no front round vowels (/y/ and /v/).
The performance of the English listeners was better for the tense
contrast /u/-/y/ than for the lax contrast /vy/-/u/. In a second
task the participants were asked to identify the German vowels
as English ones and to rate them according to their goodness
of fit. The English listeners perceived German /u/ and German
/y/ both as English /u/, whereas German /u/ was considered a
better instance of English /u/ than German /y/. This difference
in similarity to a native sound explains the good performance
in the perception of the tense contrast: English listeners iden-
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tified the German tense contrast as good and poor instances of
an English vowel, and performed thus very well. The results
for the lax vowels were similar, but not as clear as for the tense
vowels, with German /u/ being considered perceptually more
similar to English /u/ than German /y/. This again explains
the poorer performance of the perception of the lax contrast:
English listeners were not able to clearly map the German con-
trast onto good and poor examples of one English vowel — some
of the contrast pairs were equally well (or poor) so that their
performance decreased. Taken together the studies of Aoyama
et al. (2004) and Polka (1995) showed that the perception of
non-native sounds and contrasts depends on the perceptual sim-
ilarity to native sounds and that the difficulty in the perception
of contrasts is influenced by the way in which non-native sounds
are mapped onto native ones.

In this dissertation I will explore the role of perceptual simi-
larity in phonological learning. I will focus on the perceptual
similarity between alternating sounds (as proposed by phonetic
similarity (see chapter 1.1.2)) and on the perceptual similarity
between native and non-native sounds — testing a possible in-
terference of L1 with the latter. As the interference of L1 may
depend on how reliable the evidence for a morphophonologi-
cal alternation is in the learning situation, I will conduct not
only an artificial language learning experiment with evidence
for a morphophonological alternation (see chapter 4.4) but also
without evidence for a morphophonological alternation during
training (see chapter 5). Doing so, I will on the one hand be
able to differentiate the contribution of language-general per-
ception and language-specific perception in phonological learn-
ing and on the other hand I will be able to demonstrate whether
learners can transfer one feature from a trained pattern to novel
items without knowing about the relation between phonologi-
cal forms or whether the relation between phonological forms
has to be known to generalize a trained pattern to novel items.
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1.2 The use of artificial language learn-
ing experiments

As shown with the experimental studies mentioned above, the
role of learning biases is usually tested by means of artificial
language learning experiments. Thus, I will make use of this
method in the experiments designed for my dissertation as well.
An artificial language is a constructed miniature language which
does not exist in reality but which may be a possible language
(Culbertson, 2012). This miniature language includes a phono-
logical pattern that is not present in the participants’ native lan-
guage (Glewwe, 2019). Consequently, differences in learning
are assumed to be due to the bias under investigation (Glewwe,
2019). Note that artificial language learning experiment are
not only used to test phonological learning but also to test e.g.
morphological, semantic or syntactic learning (Merkx, Rastle &
Davis, 2011; Mintz, 2002; Morgan & Newport, 1981).
Artificial language learning experiments in phonology usu-
ally consist of a learning or training phase in which participants
are exposed to auditory stimuli which contain a certain alterna-
tion or pattern. These auditory stimuli can be supported visually
by images or symbols to convey a meaning, e.g. express plural
by means of two symbols as in Peperkamp et al. (2006) and
White (2013). There are, however, also experiments without
visual support as e.g. in Finley (2009). Participants are most
often not expected to learn the semantic meaning of the form or
think about what they hear (Culbertson, 2012). They are rather
asked to just listen and look at the screen as in Baer-Henney &
van de Vijver (2012) and Finley (2009) — except for e.g. in the
study of Pycha et al. (2003) in which participants were asked to
find out how the plural is formed in the artificial language con-
structed for this study. To make the experiment more exciting
some researchers also give the experiment a gaming character
as in Wilson (2006). In most of the training phases no negative
input is given to the participants, which means that participants
are only exposed to correct forms so that they do not learn what
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is wrong. This method mimics the implicit learning of a natural
learning situation of a child that mainly hears what adult speak-
ers are saying in everyday life (Glewwe, 2019; van de Vijver &
Baer-Henney, 2014). In the artificial language learning experi-
ments conducted for this dissertation the auditory stimuli will
be supported visually and the participants will not be asked to
figure out a rule.

After the training phase the test phase follows. Sometimes
there is an intermediate phase between training and test which
can vary from a two minute break to work on pencil-and-paper
math problems (Wilson, 2006) to twelve hours of sleep (Earle,
Landi & Myers, 2017; Martin & Peperkamp, 2020), but in most
experiments the test directly follows training. The test can in-
clude various tasks. It can, for example, be a productive task
as in Baer-Henney, Kiigler & van de Vijver (2015b), Peperkamp
et al. (2006) and Wilson (2006), a perceptual forced-choice task
as in Finley (2009, 2012), Moreton (2008) and White (2013) or
a written task as in Becker et al. (2012) to name just a few.
This test phase aims at investigating whether the pattern the
participants had been exposed to was learned and — depending
on the structure and aim of the experiment — how well partic-
ipants generalized the learned pattern to other patterns. I will
make use of a perceptual forced-choice task and a productive
task which directly follows training in the artificial language
learning experiments presented in this dissertation to investi-
gate whether the effects of biases which are grounded in per-
ception and of biases which are grounded in articulation show
up in the learners’ perception and in the learners’ articulations.

One way of testing this is by using an artificial language in
which learners are taught a phonological pattern that implies
the presence of another pattern and investigate whether the im-
plication is learned (Finley, 2012). Another way of testing this is
by using an artificial language with two or more patterns which
differ in their ease of articulation, ease of perception or pho-
netic similarity (or any other aspect of interest) and investigate
whether the easier or more similar pattern is learned better than
the more difficult or dissimilar pattern (Skoruppa & Peperkamp,
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2011). More insights in the process of learning gives the way
learners generalize the learned pattern to other patterns. To test
this, Wilson (2006) used the poverty-of-the-stimulus method:
Participants are trained on only one pattern but they are tested
on more than one pattern. In most experiments participants are
divided into learning groups which are all trained on a different
pattern, e.g. on the velar palatalization before [i], [e] or [a].
In the subsequent test phase participants of all groups are then
tested on all patterns, e.g. on the velar palatalization before [i],
[e] and [a], in order to test how learners generalize their learned
rule from training to novel patterns at test. As this method was
used successfully in several artificial language learning experi-
ments (Baer-Henney, 2015; Baer-Henney et al., 2015a; Cristia
& Seidl, 2008; Finley, 2009, 2012; White, 2013, 2014; White &
Sundara, 2014; Wilson, 2003, 2006; Zuraw, 2007), I will make
use of this method as well.

The reasons why artificial language learning experiments are
used to explore the role of learning biases and other effects on
learning phonological patterns are diverse. By means of arti-
ficial languages one can create a simple linguistic context — a
miniature language — in which one can compare one or more
patterns directly without any interference. One can control for
confounding factors that might influence the learning process
so that one can investigate only the particular pattern or alter-
nation under investigation (Culbertson, 2012). This is not pos-
sible in a natural learning environment in which the linguistic
context is very complex — with several phonological processes
taking place and affecting one sound at the same time. In a
natural learning environment there are also many confounding
factors, such as relative frequency of the occurrence of one pat-
tern in the native language, the different degree of familiarity
with a pattern by different participants with different language
skills or different phonetic contexts, which one cannot control
for. Another advantage of the use of artificial language learning
experiments is that one can investigate the complex process of
learning in a relatively short time at one place without much
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effort. Testing the same process of learning in natural language
acquisition would be of more effort and would take much more
time, e.g. longitudinal study.

However, just as any method, the artificial language learn-
ing paradigm also has drawbacks. Critics argue that in artificial
language learning experiments participants may use different
learning strategies from those used in natural language acqui-
sition (Culbertson, 2012). This is a problem as the experiments
aim at making statements about the learning process in gen-
eral. Furthermore, it is not clear whether a very short training
phase of only five to ten minutes in a laboratory setting has
the same effect as a longer learning process of several weeks,
months or years (Glewwe, 2019). Consequently, according to
Glewwe (2019) one has to keep in mind that the presence of
a bias in an artificial language learning experiment does not
imply the presence of this bias in natural language acquisition
and that the absence of a bias in an artificial language learn-
ing experiment does not imply the absence of this bias in nat-
ural language acquisition. Glewwe (2019) therefore suggests
conducting artificial language learning experiments and natural
language studies to compare the results. For a detailed review
on artificial language learning experiments investigating differ-
ent types of learning biases see Culbertson (2012) and Moreton
& Pater (2012a,b).

Despite the drawbacks mentioned above, I think that artificial
language learning experiments are most suitable to tease apart
different influences on the learning and generalization process.
Without artificial languages one will not be able to investigate
whether ease of perception, ease of articulation or phonetic sim-
ilarity influences learning a particular pattern and how learners
generalize their learned rule to another pattern.
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1.3 Justification for the use of vowel
nasalization in my experiments

To test whether ease of perception, ease of articulation or pho-
netic similarity influences learning a particular pattern and how
learners generalize the learned pattern to another pattern, a
phonological pattern is needed that makes different predictions
based on these three factors. Therefore, I will test the learnabil-
ity of vowel nasalization of three different heights — low [a],
lower mid [€] and high [i] - and how the learned pattern is
generalized to the other vowel heights. Vowel nasalization is a
process by which the velum is lowered during the articulation
of a vowel. Due to this lowering of the velum the nasal cavity
is connected to the oral cavity, which means that both cavities
resonate together (Ohala, 1975) — in contrast to the articula-
tion of oral vowels which is characterized only by resonances
of the oral cavity. This connection of oral and nasal cavity has
acoustic consequences, e.g. raised frequency of the first formant
(F1) or reduced amplitude of F1, and likewise perceptual conse-
quences (Ohala, 1975). More information on the acoustics and
the perception of vowel nasalization are provided below and in
chapter 2.2 and 2.3.

All participants were German native speakers and because
German native speakers are not familiar with phonemic vowel
nasalization (Laeufer, 2010; Wiese, 1996) a possible influence
of frequency distributions of nasal vowels in their L1 can be
excluded. There are, however, French loan words in German
in which nasal vowels are imitated by German native speakers
(Laeufer, 2010). Thus, the test case of vowel nasalization is not
only suitable to investigate how small phonetic details influence
the perception of the learners but also the production of the
learners. To do this, I will test whether the exposure to vowel
nasalization leads to better imitations of nasal vowels in French
loan words by German native speakers.

I will now describe how the nasalization differs for differ-
ent heights. In terms of vowel nasalization the articulation of
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low nasal vowels is easier than that of non-low nasal vowels.
The reason for the ease of articulation of low nasal vowels lies
in the anatomic connection between the muscles used for low-
ering the velum and the muscles used for lowering the tongue
body. The palatoglossus muscle connects the tongue with the
velum. A contraction of the palatoglossus causes a lowering of
the velum, which means that the velopharyngeal port is open
and a nasal sound is articulated (Bell-Berti, 1993). The low-
ering of the tongue body for the articulation of low vowels is
achieved by the hyoglossus muscle. Both muscles, palatoglossus
and hyoglossus, are anatomically connected with each other,
which means that a lowering of the tongue body by the hyo-
glossus to produce a low vowel pulls the palatoglossus down
which causes the lowering of the velum and thus the nasaliza-
tion of the low vowel (Ohala, 1975). This is the reason why
low vowels are easier to nasalize than high vowels for whose
production additional muscles would be required.

Let us now turn to perception. The distinction between high
nasal and oral vowels is easier to perceive than the distinction
between non-high nasal and oral vowels. The reason for the
greater perceptual difference between oral and nasal high vow-
els compared to oral and nasal non-high vowels lies in the dif-
ferent degree of acoustic modification due to the nasalization.
The most prominent acoustic consequences of nasalization are
the reduction of the first formant’s amplitude (Delattre, 1954;
Delvaux, 2009; Fant, 1960; House & Stevens, 1956; Macmil-
lan, Kingston, Thorburn, Walsh Dickley & Bartels, 1999; Pruthi
& Epsy-Wilson, 2004; Schwartz, 1968; Stevens, 1998) as well
the introduction of additional resonances and anti-resonances
in the vicinity of the first formant due to the nasal cavity as an
additional resonator (Chen, 1995, 1997; House & Stevens, 1956;
Kingston & Macmillan, 1995; Mermelstein, 1977; Schwartz,
1968; Stevens, 1998). Measuring nasality is thus possible by
investigating changes in amplitude in the spectrum, e.g. mea-
suring spectral tilt, which is the decrease of amplitude in neigh-
boring frequencies. This spectral tilt is very similar in oral and

38



nasal non-high vowels, but less so in oral and nasal high vow-
els (Schwartz, 1968; Styler, 2015). Consequently, non-high oral
and nasal vowels are acoustically more similar than high oral
and nasal vowels. Previous acoustic studies confirmed that low
oral and nasal vowels are acoustically more similar than non-
low oral and nasal vowels (Ohala, 1975; Schwartz, 1968). This
acoustic difference is reflected in perception. Native speakers
of American English identified high nasal vowels best, followed
by mid and low nasal vowels (Bond, 1976). These results are
supported by a study of House & Stevens (1956) who showed
that the lower the vowel, the more velum lowering is required
to judge a vowel as nasal by native speakers of American En-
glish even though they are familiar with nasal vowels (Hayes,
2009).

Another reason to choose vowel nasalization is the phonetic
similarity among vowels of different heights. Phonetic similar-
ity refers to how similar certain sounds or patterns are. Sounds
or patterns are phonetically similar when they have the same
phonetic features or when they are acoustically close to each
other. In the case of vowel nasalization this phonetic similarity
is independent of nasalization. Low [a] and mid [e] are pho-
netically more similar to each other than mid [¢] and high [i].
The reason for this is that [¢] is a lower mid vowel, with for-
mant frequencies closer to low [a] than to high [i]. The same is
true for the nasal vowels: [€] is phonetically more similar to [a]
than to [i]. To test whether this is also true for the stimuli I used
in the experiments on vowel nasalization I did a short acoustic
analysis (see chapter 2.1). The results confirm my expectations:
(Lower) Mid [¢] is phonetically more similar to low [a] than to
high [i] - independent of whether the vowels are oral or nasal.

A further reason to investigate vowel nasalization is perceptual
frequency. It refers to how often we are exposed to a phonetic
detail and consequently how much memory traces there are for
a given phonetic detail (Goldinger, 1998; Zellou, Dahan & Em-
bick, 2017). As low-frequency words are represented by fewer

39



traces, the influence of a low-frequency prime on the activation
of a single representation is greater — due to missing concur-
rent words — than the one of a high-frequency prime, and this
induces a better imitation of this prime in production (for de-
tails see chapter 3.1). In the case of vowel nasalization high
nasal vowels correspond to low-frequency primes and mid and
low nasal vowels correspond to high-frequency primes for Ger-
man native speakers. This is because German native speakers
perceive (strongly) nasalized vowels most often in French loan
words, and as there are no high nasal vowels in French (Fagyal,
Kibbee & Jenkins, 2006), German native speakers are hardly ex-
posed to high vowel nasalization.

A fifth factor is often said to influence phonological learning
as well: structural simplicity (Moreton, 2008, 2012). Some-
thing is structurally simple when it involves only few distinc-
tive/phonetic features. This factor, however, is not under in-
vestigation here. At first sight, structural simplicity might cor-
relate with phonetic similarity that is partly based on phonetic
features, but the two factors focus on different aspects of sim-
ilarity. Whereas structural simplicity refers to the number of
features of the tested sound patterns, phonetic similarity refers
to the similarity between features while keeping the number of
features constant. Let me illustrate this with the example of
vowel nasalization.

I will investigate the learnability and the imitation of vowel
nasalization of vowels of different heights. These vowels do
not differ in their structural simplicity in terms of distinctive
features (Pulleyblank, 2011; Uffmann, 2011): When a vowel is
nasalized, the feature [nasal] is added to a former (default) oral
vowel. Adding the feature [nasal] to a low vowel is of the same
structural complexity as adding it to a mid vowel or to a high
vowel as illustrated in Figure 5. Thus, studying the learnability
of vowel nasalization, its generalizations and imitations avoids
the confounding factor structural simplicity.
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[—con, +son] [—con, +son] [—con, +son]

V2 N NV AN

[nas] [nas] [nas]

ORAL ORAL ORAL
CAVITY CAVITY CAVITY
DORS DORS DORS
[+high, —low] [—high, —low] [—high, +low]

Figure 5: Structure of high, mid and low nasal vow-
els.

To sum up, vowel nasalization is used as an experimental test
case to investigate whether phonological learning is influenced
more by ease of articulation or by ease of perception, whether
learners base their generalizations more on ease of articulation,
ease of perception or phonetic similarity and whether learners
base their imitations more on ease of articulation, ease of per-
ception, phonetic similarity or perceptual frequency. Ease of
articulation predicts a learning advantage for low nasal vow-
els as well as better imitations of and more generalizations to
low vowels for all learning groups, ease of perception predicts a
learning advantage for high nasal vowels as well as better imita-
tions of and more generalizations to high vowels for all learning
groups, phonetic similarity predicts different imitations and ge-
neralizations depending on the learning group (e.g. better imi-
tations of and more generalizations from lower mid [¢] to low
[a] than to high [i], but better imitations and more generaliza-
tions from [i] to lower mid [¢] than to low [a]) and perceptual
frequency predicts better imitations of high vowel nasalization
than of mid or low vowel nasalization. For detailed predictions
see chapters 2.4 and 3.1.
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1.4 Justification for the use of retrofle-
xion in my experiments

To test whether ease of perception or phonetic similarity be-
tween native and non-native sounds influences learning a par-
ticular pattern and how learners generalize the learned pattern
to another one, a phonological pattern is needed that makes dif-
ferent predictions based on these two factors. Therefore, I will
test the learnability of retroflexion of three different consonant
manners — plosive [t], fricative [s] and lateral approximant [1]
— and how the learned pattern will be generalized to the other
consonant manners.

Retroflex describes a place of articulation, such as bilabial,
dental or velar based on the IPA chart. In this case retrofiex
refers to a place of articulation between the alveolar ridge and
the palatum, which is rather variable in contrast to other places
of articulation that have a fixed place. Additionally, there
is more into retroflex than only the articulation in the pala-
toalveolar region. Retroflex sounds are traditionally described
as sounds articulated with a backward bending of the tongue
(Trask, 1996). However, in order to reflect the complexity
of retroflex sounds, Hamann (2003b) proposed a new defini-
tion of retroflex that includes four articulatory characteristics
— apicality, posteriority, sublingual cavity and retraction — and
suggested retroflex to describe a gesture and not a fixed place
of articulation. These articulatory characteristics have acous-
tic consequences that can be observed in the formant frequen-
cies and transitions as well in the spectral shapes of retroflex
consonants. Retroflex consonants most likely have a lower F3
than their alveolar counterparts (Ladefoged & Maddieson, 1996;
Narayanan & Kaun, 1999) and formant transitions from the re-
troflex consonants into a vowel often show a decreasing F2 and
an increasing F3 (Stevens, 1998; Stevens, Keyser & Kawasaki,
1986). Generally, the formant transitions from retroflex conso-
nants are quite short compared to those from alveolar conso-
nants (Stevens et al., 1986). The spectral shape of a retroflex
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consonant shows an abrupt decrease of amplitude in the higher
frequencies as well as concentrated energy in the lower fre-
quencies (Dart & Nihalani, 1999). The frication noise most of-
ten starts lower in retroflex fricatives than in alveolar fricatives
(Ladefoged & Maddieson, 1996; Stevens & Blumstein, 1975).
Moreover, there is a strong mid-frequency peak in retroflex con-
sonants that is lower than in alveolar consonants (Ladefoged &
Maddieson, 1996). For a detailed overview of the phonetics and
phonology of retroflex consonants see Hamann (2003b) and for
information on the perceptual consequences of retroflexion see
chapter 4.2.

To investigate the different effects of the phonetics of
retroflexes on their learning, I will test German native speakers
because German native speakers are not familiar with retroflex
consonants so that a possible influence of frequency distribu-
tions of retroflex consonants in their L1 can be excluded. Ger-
man native speakers are, however, familiar with the postalveo-
lar fricative [[] that is perceptually and acoustically similar to
the retroflex fricative [s]. There are no such similar sounds for
the other retroflex consonants in German (Wiese, 1996). This
enables me to test a possible interference of one phonetically
similar L1-sound on learning and generalizations.

I will now describe how the retroflexion differs for different
manners. Ease of perception refers to how easy it is to per-
ceive a certain sound or pattern. The perception of retroflex
fricatives is easier than the perception of retroflex plosives or
nasals (Stausland Johnsen, 2012). Stausland Johnsen (2012)
conducted a perception experiment with native speakers of Nor-
wegian. Based on the perceptual data he gained he calculated
the perceived distances for the alveolar-retroflex consonant
pairs. Stausland Johnsen (2012) found that the perceived dis-
tance between alveolar and retroflex fricatives is greater than
that of alveolar and retroflex plosives or nasals. He explained
his data with similar data from German regressive place as-
similation by Kohler (1990). Kohler (1990) found that alveo-
lar plosives and alveolar nasals totally assimilate to a follow-
ing labial consonant, whereas alveolar fricatives do not. These
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findings were explained with the acoustic weakness of nasals
and plosives after vowels. According to Kohler (1990) they
are relatively less salient so that omitting them would not be
that remarkable as omitting fricatives that are acoustically more
salient than plosives or nasals. Thus, the high acoustic salience
of fricatives compared to other consonant manners like plosives
or nasals is the reason why modifications of fricatives lead to a
perceptually greater change than those of other consonant man-
ners. Thus, the perceptual distance between fricative pairs, e.g.
[s]-[s], is greater and consequently perceived better than that
between other consonant manner pairs, e.g. [t]-[{].

Phonetic similarity refers to how similar certain sounds or pat-
terns are. Sounds or patterns are phonetically similar when they
have the same phonetic features or when they are acoustically
close to each other. In the case of retroflexion the phonetic
similarity refers to the similarity between retroflex consonants
and German native sounds. If native and non-native sounds are
perceptually similar, the non-native sound will be perceived as
an example of a native sound. If both sounds are perceptu-
ally different, the non-native sound will be perceived as such.
My intuition as a German native speaker and the results of a
perception experiment (see chapter 4.3) agree that the German
postalveolar fricative [{] is perceptually very close to the re-
troflex fricative [g] for German native speakers. There are no
perceptually similar German sounds for the other retroflex con-
sonant manners under investigation. Thus, the retroflex frica-
tive is perceptually more similar to a native category than the
other retroflex consonants (for details see chapter 4.3).

Again retroflex consonants of different manners do not differ in
their structural simplicity in terms of distinctive features. When
an alveolar consonant is retroflexed, the feature [anterior]
underneath the CORONAL node changes from [+ anterior] to
[—anterior] (Chomsky & Halle, 1968; Clements, 1991). All
other features are unaffected by retroflexion. Thus, chang-
ing the value of the feature [anterior] from [+ anterior] to
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[—anterior] in an alveolar fricative is of the same structural
complexity than changing the value of the feature [anterior]
from [+anterior] to [—anterior] in an alveolar lateral ap-
proximant or in an alveolar plosive as illustrated in Figure
6. Some researchers argue for additional features such as
[+back] (Gnanadesikan, 1993) or [+high] (Pulleyblank,
1989) to discriminate retroflex consonants from non-retroflex
consonants. However, as this requirement is language-specific
and as the addition or change of these feature values does not
differ across consonant manners, I avoided this in the feature
representation in Figure 6 for reasons of simplicity. Thus,
studying the learnability of retroflexion and its generalizations
avoids the confounding factor of structural simplicity.

[+ con, +son] [+ con, —son] [+ con, —son]
LARYNGEAL LARYNGEAL LARYNGEAL
ORAL ORAL ORAL
CAVITY CAVITY CAVITY
[ +voiced] /\ [+ voiced] /\ [—voiced] /\
PLACE [—cont] PLACE [+ cont] PLACE [—cont]
CORONAL CORONAL CORONAL

[—ant, —distr] [—ant, —distr] [—ant, —distr]

Figure 6: Structure of retroflex lateral approximants,
fricatives and plosives.

The experiments dealing with retroflexion will not consider
the effect of ease of articulation. The reason for this is that the
statements regarding differences in the articulation depending
on consonant manner are contradictory (see below). Unfortu-
nately, it is beyond the scope of this dissertation to accurately
investigate the articulatory differences in retroflex consonants
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of different manners. For the sake of completeness, let me
briefly explain the difficulties establishing ease of production
for retroflexes. Retroflex consonants are traditionally described
as those consonants that are articulated with a backward curled
tongue tip or tongue blade (Hamann, 2003b; Trask, 1996).
According to Stausland Johnsen (2012) there is no difference in
the articulation of the retroflex consonants of different manners
because the process of changing the place of articulation —
from alveolar to a point further back in the mouth due to the
backward bending - is the same for all alveolar consonants.
Hamann (2003b), however, points out that retroflex plosives
and retroflex laterals have the same articulatory characteristics
(Dixon, 2011; Ladefoged & Maddieson, 1996) while retroflex
plosives and retroflex fricatives differ in their articulatory
characteristics (Keating, 1991). Whereas retroflex plosives
require a backward bending of the tongue for only a very short
time during closure, retroflex fricatives require a backward
bending of the tongue during the whole articulation (Hamann,
2003b; Ladefoged & Maddieson, 1996). This suggests that the
retroflexion of fricatives might be of more effort than that of
plosives or laterals. This assumption is based on articulatory
data of retroflex consonants from Indo-Aryan, Dravidian, Indic
and Australian languages. There is, however, no comment on
retroflex consonants in North-Germanic languages, such as
Norwegian, the language my experimental stimuli are recorded
in.

To sum up, retroflexion is used as an experimental test
case to investigate whether learners are biased by perceptual
cues when learning and generalizing a phonological pattern.
As there is the postalveolar fricative [{] in German that is
perceptually similar to the retroflex fricative [s], this offers
me the possibility to investigate in how far participants rely
on language-specific perceptual cues based on the phonetic
similarity to sounds in their native language and in how
far they rely on language-general perceptual cues based on
ease of perception. Language-general perception (ease of
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perception) predicts a learning advantage for fricatives and
more generalizations to fricatives for all learning groups and
language-specific perception (phonetic similarity to L1) pre-
dicts a learning advantage for fricatives but no generalizations
to and from fricatives. For detailed predictions see chapter 4.4
and 5.

1.5 Overview of the experiments

In this chapter I will briefly summarize the experiments I con-
ducted by focusing on their aims, their procedures and their
results.

Chapter 2: Production, perception and learning of vowel
nasalization In this experiment series I focused on the ques-
tion of what aspects of the phonetics of a phonological pat-
tern affect its learning. Is learning a phonological pattern more
strongly biased by ease of articulation or by ease of percep-
tion? Does a phonetic learning bias influence generalizations
as proposed by ease of perception and ease of articulation or is
it the case that the phonetics of a phonological pattern is used
by learners as proposed by phonetic similarity? To this end I
considered the effects of ease of articulation, ease of percep-
tion and phonetic similarity on learning and generalizations in
an artificial language learning experiment. Ease of articulation
was assessed by the literature already mentioned and the data
of a production experiment, ease of perception was assessed by
the literature already mentioned and the data of a perception
experiment and phonetic similarity was assessed by phonetic
measurement of the stimuli.

For the phonetic measurement (chapter 2.1) of the stimuli
formant frequencies of oral and nasal vowels of different heights
were measured. The data was used to measure — based on for-
mant frequencies — the phonetic distance between vowels of dif-
ferent height. This was done to establish the phonetic similarity
of vowels. The results show that low and mid vowels are closer
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to each other than high and mid vowels. This is true for oral
vowels and for nasal vowels and it is in line with the predictions
based on the vowel names.

The production experiment (chapter 2.2) consisted of a read-
ing task and an acoustic analysis of the recordings. In the pro-
duction experiment German native speakers were asked to read
aloud pseudowords with vowels of different height either after
a non-nasal consonant (CV), after a nasal consonant (NV) or be-
fore a nasal consonant (VN). The data was used to measure —
based on spectral tilt — how heavily vowels of different height
are nasalized in the context of nasal consonants in comparison
to vowels in the context of non-nasal consonants. This was done
to establish the ease of articulation of nasal vowels. The results
show that the difference in acoustic nasality between the oral
and the nasal contexts is greatest in low and mid vowels, and
smallest in high vowels. This is in line with former experimental
results and the predictions based on anatomy.

The perception experiment (chapter 2.3) was a forced-choice
identification task that tested the perception of nasal and oral
vowels of different height by German native speakers. In this
experiment participants were asked to identify oral and nasal
vowels of different height from a choice of six alternatives. The
data was used to measure — based on confusions — how percep-
tually similar oral and nasal vowels for each height are. This
was done to establish the ease of perception of nasal vowels.
The results show that oral and nasal high vowels are less often
confused with each other than oral and nasal low vowels or oral
and nasal mid vowels. This is in line with former experimental
results and the predictions based on acoustics.

The artificial language learning experiment (chapter 2.4)
consisted of a perceptual training phase and a perceptual two-
alternative forced-choice test phase. In this experiment I used
morphophonological vowel nasalization of different heights to
investigate the role of phonetics in learning and generalizations.
In the experiment German native speakers were taught an artifi-
cial language in which plurals are marked by the suffix [m] with
a preceding nasalized vowel, whereas diminutives are marked
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by the suffix [1] without a preceding nasalized vowel. The learn-
ing results support the role of ease of perception more than the
role of ease of articulation. The generalization results support
the role of phonetic similarity more than the role of ease of
perception and ease of articulation as the learners generalized
more to a phonetically similar pattern than to a perceptually or
articulatory easy pattern.

Chapter 3: Articulation and learning of vowel nasalization
This experiment aimed at testing whether the articulation of
nasal vowels is modified by German native speakers due to au-
ditory exposure to vowel nasalization of different height. Do
speakers increase the degree of nasalization so that they are
better at imitating vowel nasalization after exposure to audito-
rily presented vowel nasalization? If so, do speakers imitate the
nasalization of the articulatory easy pattern, of the perceptually
easy pattern, of the phonetically similar pattern or of the pho-
netically less frequent pattern better? To this end I considered
the effects of ease of articulation, ease of perception, phonetic
similarity and perceptual frequency on imitations in a reading
task incorporated in an artificial language learning experiment.

The artificial language learning experiment (chapter 3.2)
consisted of a first reading task, a perceptual exposure phase
and a second reading task. In the two reading tasks German
native speakers read aloud sentences that contain French loan
words with nasal vowels. In the perceptual exposure phase
participants were taught the same artificial language as in the
first experiment series described above. The recordings of the
French loan words before and after exposure to vowel nasaliza-
tion were used to measure — based on acoustic analysis — how
auditory exposure to vowel nasalization of different height in-
creases the degree of articulatory vowel nasalization. I mea-
sured spectral tilt and the degree of vowel space centralization
by looking at vowel quality changes and calculating the vowel
space area. The results were quite variable so that none of the
predictions could be entirely confirmed. However, the results
suggest a greater increase of nasalization in the trained height
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by participants being exposed to high vowel nasalization — that
is the perceptually easy and the phonetically less frequent pat-
tern. As participants did not generalize their learned pattern in
a systematic way, I was not able to make any clear statement
about how phonetics affects the generalizations in production.
The results suggest, however, that speakers generalize to pho-
netically similar patterns.

Chapter 4: Perception and learning of retroflexion This ex-
periment series focused on the question to what extent language-
general perceptual knowledge and native language knowledge
bias phonological learning and generalizations. Does a phonetic
bias influence learning and generalizations as proposed by ease
of perception or is it the case that the phonetics of a phonologi-
cal pattern that is compared to the phonetics of a native phono-
logical pattern is used by learners as proposed by the perceptual
similarity to an L1-pattern? To this end I considered the effects
of ease perception and perceptual similarity to native patterns
on learning and generalizations in an artificial language learn-
ing experiment. Ease of perception and perceptual similarity
were assessed separately by the data of two perception experi-
ments.

The first perception experiment (chapter 4.2) was a forced-
choice identification task that tested the perception of alveolar
and retroflex consonants of different manner by German native
speakers. In this experiment participants were asked to iden-
tify alveolar and retroflex consonants of different manner from
a choice of ten alternatives. The data was used to measure —
based on confusions — how perceptually similar alveolar and
retroflex consonants for each manner are. This was done to
establish the ease of perception of retroflex consonants. The re-
sults show that alveolar and retroflex fricatives are less often
confused with each other than alveolar and retroflex plosives,
nasals and lateral approximants. This is in line with former ex-
perimental results and the predictions based on acoustics.

The second perception experiment (chapter 4.3) was a forced-
choice discrimination task that tested the discriminability of
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non-native retroflex consonants and native (post)alveolar con-
sonants by German native speakers. In this experiment partici-
pants were asked to decide whether the first or the second syl-
lable was repeated in a triplet. The data was used to measure
- based on percentages correct — whether the participants can
discriminate the native and non-native consonants. This was
done to establish the perceptual similarity between non-native
and native consonants. Special focus lay on the discrimination
of the retroflex and postalveolar fricative. The results show that
German native speakers can only poorly discriminate the retro-
flex and postalveolar fricative, whereas they performed much
better on the discrimination of alveolar and retroflex plosives,
lateral approximants and fricatives.

The artificial language learning experiment (chapter 4.4)
consisted of a perceptual training phase and a perceptual two-
alternative forced-choice test phase. In this experiment I
used morphophonological retroflexion of consonants of differ-
ent manner to investigate the role of phonetics in learning and
generalizations. In the experiment German native speakers
were taught an artificial language in which plurals are marked
by the suffix [r] with a preceding retroflex consonant, whereas
diminutives are marked by the suffix [n] without a preceding
retroflex consonant. The results support the role of language-
specific perception more than the role of language-general ease
of perception as the learners misperceived the retroflex frica-
tive as postalveolar fricative so that no generalizations from or
to the retroflex fricative appeared.

Chapter 5: Learning morphophonology without alternation
In this chapter I investigated whether a morphophonological
pattern can be generalized without evidence for a morphophono-
logical alternation and whether this lack of reliability about
an alternation forces participants to rely more on language-
general (phonetically grounded) perceptual information than
on language-specific (L1-based) perceptual information when
learning and generalizing a pattern, for which both kinds of in-
formation are available, namely retroflexion. Previous studies
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suggested that participants in less reliable situations, e.g. short
training phases and training input with exceptions, are more
strongly affected by phonetics and less strongly affected by L1
than participants in more reliable situations, e.g. long training
phases and training input with fewer exceptions. To this end,
I conducted an artificial language learning experiment without
evidence for an alternation during training. This training phase
contrasts with the training phase in the previous artificial lan-
guage learning experiment on retroflexion in which evidence
for an alternation was provided.

The artificial language learning experiment (chapter 5.2)
consisted of a perceptual training phase and a perceptual two-
alternative forced-choice test phase as the artificial language
learning experiment described above. In the experiment Ger-
man native speakers were taught an artificial language in which
plurals are marked by a retroflex consonants following [r]. How-
ever, no singular forms were presented during training, which
on the one hand made training shorter and on the other hand
failed to provide direct evidence for a morphophonological al-
ternation. If singulars, plurals and diminutives are presented,
and if retroflexion occurs only in plurals, learners have evidence
for an alternation in the plurals based on the singular. However,
if only plurals and diminutives are presented, and if retroflexion
occurs only in plurals, learners have no evidence for a phono-
logical alternation, since it can be just another consonant in
those items. The learning results were similar to the ones in the
previous artificial language learning experiment but the perfor-
mances with the untrained items were much weaker and offered
more support for the role of language-general ease of perception
than for the role of language-specific perception. This is in line
with the prediction that the phonetic bias is stronger, the less
reliable the information about the morphophonological pattern
is. As the learners did not generalize their learned phonolog-
ical pattern, evidence for a morphophonological alternation —
knowledge about the relation of forms in a paradigm - is nec-
essary to accurately predict novel items based on the learned
pattern.
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2 Production, perception and
learning of vowel nasalization

2.1 Introduction

The aim of the present study is to directly address the ques-
tions whether learning a morphophonological pattern is biased
by ease of articulation or ease of perception (Finley, 2017; Fin-
ley & Badecker, 2007, 2009; Wilson, 2003, 2006), and whether
learners are biased by the ease of articulation, the ease of per-
ception or the phonetic similarity (Kapatsinski, 2013a) when
generalizing this learned morphophonological pattern. I further
aim at investigating to what extent markedness can be used to
predict learning biases based on ease of perception or ease of
articulation.

To this aim I conducted a learning experiment in which
adult German native speakers were taught an artificial language
consisting of CVCV singulars, CVCV[m] plurals and CVCVII]
diminutives. The final vowel of the singular was either high
[i], mid [e] or low [a]. These different vowel heights allowed
me to test whether learners are biased by phonetics and if so,
whether they rely more on ease of perception, ease of articula-
tion or phonetic similarity as will be elaborated further below.

Iinvestigated the similarity of the vowels by measuring their
formants and calculating their distance, I assessed the ease of
perception by means of a perception experiment (see chapter
2.3) and I assessed the ease of articulation by means of a pro-
duction experiment and an acoustic analysis (see chapter 2.2).
I further assessed ease of perception and ease of articulation by
investigating the typology of nasal vowels.

According to the framework of phonetically based phonology
(Archangeli & Pulleyblank, 1994; Hayes & Steriade, 2004; Wil-
son, 2006) the predispositions based on ease of perception and
ease of articulation are encoded as markedness in our gram-
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mars. In the case of vowel nasalization, low nasal vowels are
easiest to articulate because the muscle that lowers the tongue
body simultaneously lowers the velum, thereby allowing air to
flow through the nose (Bell-Berti, 1993; Ohala, 1975; Zsiga,
2013), whereas high nasal vowels are easiest to perceive since
even slight lowering of the velum has a large spectral effect
(Ohala, 1975). This is in line with Hajek (1997) and Hajek &
Maeda (2000) who claims that there are two universal factors
that affect the emergence of contrastive vowel nasalization: a
preference for low vowel nasalization and a preference for high
vowel nasalization. Hajek & Maeda (2000), however, claim that
both preferences are due to perception. They argue that low
nasal vowels are favored perceptually because low vowels have
an intrinsically longer duration which makes the nasalization
more salient (Laver, 1994; Lehiste, 1970).

To assess these reported effects of ease of articulation and
ease of perception independently, I investigated the distribution
of the height of nasal vowels in the languages of the world.
Since ease of articulation favors low nasal vowels and ease of
perception favors high nasal vowels, I will expect that there
will be relatively few languages with nasal mid vowels, if these
factors affect the typology of nasal vowels due to markedness.

I did this by creating a dataset of 98 languages that are all
languages with short nasal vowels. I selected languages with
short nasal vowels because I used these short vowels in my ar-
tificial language learning experiment. The dataset was drawn
from the 451 languages of the UPSID corpus (Maddieson, 1984).
I used the interface programmed by Henning Reetz to do this:
http://web.phonetik.uni-frankfurt.de/upsid.html. The UPSID
corpus contains a representative set of languages from all lan-
guage families. I then annotated for each language with short
nasal vowels which vowel heights were present. The typology
of nasal vowels matches their ease of articulation and ease of
perception (Hajek & Maeda, 2000; Ohala, 1975; Zsiga, 2013).
Nasal mid vowels are indeed infrequent in comparison to nasal
low and high vowels. In only 47% (n = 46) of the languages
there are mid nasal vowels, whereas 90% (n = 88) have high
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nasal vowels and 93% (n = 91) have low nasal vowels (see Ta-
ble 1).

Table 1: Distribution of vowel height in languages
with short monophthong vowels.

Vowel height V \Y% V among V

high 88 416 21%
mid 46 240 19%
low 91 432 21%

However, one has to keep in mind that mid vowels are gen-
erally rare in the languages of the world. Thus, these numbers
may be misleading. To check the percentages of nasal vowels
among the total number of vowels of different heights I cre-
ated a second dataset. This second dataset contained all 449
languages that have short monophthong vowels of the heights
high, mid or low - independent of any spectral modification.
The results can be seen in Table 1 as well. It turns out, that mid
vowels are indeed infrequent in comparison to low and high
vowels. In only 53% (n = 240) of the languages there are mid
vowels, whereas 93% (n = 416) have high vowels and 96% (n
= 432) have low vowels.

When comparing the distribution of short nasal monoph-
thong vowels with the distribution of all short monophthong
vowels in Table 1 one can observe that there is the same amount
of high and low oral and nasal vowels (about 90%) and a smaller
amount of mid oral and nasal vowels (about 50%). Thus, the
percentage of nasal vowels among all vowels should not differ
across height.

By calculating the percentages of nasal vowels among all
vowels, it turns out that the distribution of nasal vowels does
indeed not differ depending on height: 21% of all high vow-
els are nasal, 19% of all mid vowels are nasal and 21% of all
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low vowels are nasal. It thus seems as if the low number of
languages with mid nasal vowels is due to the low number of
languages with mid vowels in general.

As a consequence, the proposed encoding of the predispo-
sitions as markedness by the framework of phonetically based
phonology (Archangeli & Pulleyblank, 1994; Hayes & Steriade,
2004; Wilson, 2006) does not hold for vowel nasalization when
considering the percentages of nasal vowels among all vowels
but only when considering the raw numbers. This is an im-
portant finding as it questions the encoding of a phonetic bias
in markedness, one of the core statements of the framework of
phonetically based phonology.

Independent of the potential failure of a phonetic bias to
be encoded in markedness, a phonetic bias might be present
during learning. To test this, I did a production experiment
with an acoustic analysis to check whether low nasal vowels
are more heavily nasalized than high nasal vowels by German
native speakers (see chapter 2.2) and a perception experiment
to check whether high nasal vowels are easier to perceive than
low nasal vowels by German native speakers (see chapter 2.3).

To further test for the phonetic similarity as a factor influenc-
ing the learning behavior of the participants, it is necessary to
check whether (lower) mid [€] is phonetically more similar to
low [a] than to high [i] in the stimuli I used in the artificial
language learning experiment. Foreshadowing a more detailed
description of my items in chapter 2.4.1, I provide data on the
phonetic properties of the last vowel in the learning experiment
items, which I call target vowel here. There are three target vow-
els: [il, [e] and [a]. In the training phase these were the last
vowels in the items and in the plural they were followed by an
[m]. I measured the first and second formants at the mid point
of these vowels by means of a Praat script (Boersma & Weenink,
2019). Figure 7 provides a graphic overview of the F1- and F2-
values of the target vowels. The boxed labels in the graphic are
the mean values calculated with R (R Core Team, 2015) and
plotted with ggplot2 (Wickham, 2009).
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Figure 7: Acoustic properties of the target vowels in
the items of the artificial language learning experi-
ment on vowel nasalization.

The graph shows that [¢] and [a] are closer together than
[i] and [e], or [i] and [a] and that [i] is closer to [¢] than to
[a]. This is true for the oral vowels and for the nasal vowels.
This means that [¢] and [a] resemble each other more than [i]
resembles [¢], or [i] resembles [a] and that [i] resembles [¢]
more than [a].

The visual impression of Figure 7 is confirmed by the acous-
tic distance I calculated for these vowels. I estimated their dis-
tance by considering their mean values as points on a two di-
mensional plane, and I then used Pythagoras’ theorem to cal-
culate the distance between these points. I used the formula in

.

) V/(F24 —F25)2 4 (FL, — Fly)?
The results of these calculations are presented in Table 2. The
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smaller the number, the closer the vowels are. The smallest
distance is between [a] and [¢], followed by [i] and [e], while
the greatest distance is between [i] and [a]. This is true for the
oral vowels as well as for the nasal vowels. Thus, the phonetic
similarity based on the vowel names and their position in the
general vowel chart is consistent with the phonetic similarity in
the experimental items.

Table 2: Acoustic distance (in Hz) between target
vowels in the items of the artificial language learn-
ing experiment on vowel nasalization.

Distance

Vowel pairs oral mnasal
[i] & [€] 565 757
[i] & [a] 1063 1199
[e] & [a] 504 443

I will now continue with experiments testing the articulation
and the perception as well as the learning and generalization
behavior of German native speakers.

2.2 Production experiment and acous-
tic analysis

According to Laeufer (2010) and Wiese (1996) there are no
phonemic nasal vowels in German and even allophonic nasa-
lization is most often restricted to French loan words and to
the speech of some speakers from southern areas of Germany.
As far as I know, there is no systematic research on the pro-
duction of coarticulatory nasalized vowels in German. The re-
search is most often limited to the pronunciation of nasal vow-
els in French loan words by German native speakers (Greis-
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bach, 2003; Laeufer, 2010). To investigate whether there is
coarticulatory vowel nasalization in Northern German - a va-
riety in which neither phonemic nor allophonic nasal vowels
are present according to Laeufer (2010) and Wiese (1996) — I
asked participants from the region in the western part of North
Rhine-Westphalia to read aloud pseudowords with vowels in
the context of nasal and non-nasal consonants. People who
live there usually pronounce nasal vowels as an oral vowel fol-
lowed by [g]: The French loan word Croissant is pronounced
as [kro.sop]. Sometimes Croissant is even incorrectly written as
Crossong illustrating the ‘non-nasalized German’ pronunciation
of originally nasal vowels (seen at a bakery at a train station in
the western part of North Rhine-Westphalia). Nevertheless, it
might be the case that in Northern German allophonic nasaliza-
tion is present due to automatic assimilatory processes driven
by coarticulation (Bell-Berti, 1993; Crystal, 2008). As the move-
ment of the velum from its closed position to its open position
that is large enough to produce perceptible nasalization, and
vice versa, takes about 50 ms, a certain amount of coarticula-
tion is physiologically necessary (Ohala, 1975).

To test this I did a production study and I analyzed the de-
gree of nasalization of vowels of different heights and in differ-
ent contexts. I wanted to establish whether adult native speak-
ers of Northern German nasalize vowels in the context of nasal
consonants and if so, whether they produce stronger nasaliza-
tion in low nasal vowels than in high nasal vowels as would be
expected based on ease of articulation. As Northern Germans
are said to produce no vowel nasalization, they are appropriate
participants to investigate the ease of articulation. If I tested
Southern Germans who are said to sometimes nasalize vowels,
their individual experience with nasal vowels would have been
a confounding factor. Moreover, it might have been the case —
as nasalization is familiar to them — that the degree of nasaliza-
tion would not differ depending on vowel height.

During the articulation of nasal vowels the velum is low-
ered and as a result the nasal cavity then acts as an additional
resonator (Ohala, 1975). The most prominent acoustic conse-
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quences of having two resonators — oral cavity and nasal cavity —
are the reduction of the first formant’s amplitude in addition to
other acoustic effects (House & Stevens, 1956; Schwartz, 1968)
(for details chapter 1.3). Measuring nasality is thus possible by
looking at changes in amplitude in the spectrum. I measured
the A1-PO difference as this value was used in several other
studies (Chen, 1995, 1997; Styler, 2015; Zellou, Scarborough &
Nielsen, 2016; Zellou et al., 2017) and revealed congruent and
robust results (Styler, 2017). Al refers to the amplitude of the
highest harmonic near the first formant whereas PO refers to the
amplitude of a nasal peak at about 250 Hz. As proposed by Chen
(1997) Al is either the first (H1) or the second harmonic (H2),
which depends on whichever of the two harmonics has a higher
amplitude. As Al and PO can occur at the same place in high
vowels, some researchers measure the A1—P1 difference in high
vowels (Chen, 1997; Styler, 2015). P1 refers to the amplitude
of a nasal peak harmonic at about 950 Hz closest to the first
formant. However, Styler (2017) considered the A1—PO differ-
ence as the most robust measurement for vowels of all heights.
The smaller the A1—PO difference, the higher the amount of
nasality. The reason behind this is that a larger velopharyngeal
port opening causes a more prominent nasal peak (PO (and P1))
as well as a more reduced amplitude of the first formant (A1)
(Chen, 1997).

For the present experiment I predicted that if German native
speakers benefit from a language-independent phonetic bias
based on articulatory ease, they will nasalize low vowels to a
greater degree than non-low vowels in the context of nasal con-
sonants. If my participants do not produce a different degree of
nasalization on low and non-low vowels in the context of nasal
consonants, they will not benefit from articulatory ease.

2.2.1 Method

Stimuli I created a list of 75 pseudowords with legal Ger-
man phonotactics (Wiese, 1996). The stimuli consisted of 25
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C1V1C2V2-, 25 C]V]CZVZ [m]-, and 25 C1V1 [m]Vz-items. The
consonants [p], [d], [k], [f] and [v] were used in C;-position
and the consonants [b], [t], [g], [s] and [f] were used in Cs-
position. V; was one of the vowels [0] and [u] and V, was one
of the vowels [al, [¢], [i], [o] and [u]. V; was the vowel in
which the nasality was measured. I measured the nasality in a
vowel after a non-nasal consonant (context CV), before a nasal
consonant (context VN), and after a nasal consonant (context
NV). As the participants were not familiar with IPA transcrip-
tions I gave all stimuli in German orthography. An example of a
CVCV-item is <wusa> [vusa], an example of a CVCV[m]-item
is <wusam> [vusam], and an example of a CV[m]V-item is
<wuma> [vuma]. A complete list of all stimuli used in this
experiment is given in the appendix (see Table 26).

Procedure The participants read aloud the stimuli that were
embedded in one of two target sentences. Vowel-final items
(CVCV and CV[m]V) were embedded in Ich habe X gesagt. ‘I said
X.” and nasal-final items (CVCV[m]) were embedded in Ich habe
X erblickt. ‘I saw X.”. The sentences were displayed separately
on a computer screen of a Windows laptop in randomized order.
After having read out one sentence the participants pressed a
button and the next sentence was displayed.

The recordings took place in an anechoic booth in the pho-
netics laboratory of the Heinrich-Heine University Diisseldorf to
avoid disturbing noise. For the recordings a microphone (phan-
tom power 48V), a Sound Devices amplifier, a Marantz recorder
and a Transtec computer were used. The sampling rate was 48
kHz.

Participants 15 adult native speakers of Northern German
(9 identified as female, 6 identified as male, mean age: 23.7,
range: 21-28) were recorded. No one reported knowledge of
a language that uses nasalized vowels distinctively. All partic-
ipants had normal or corrected-to-normal vision, no reported
hearing problems and did not suffer from hoarseness during the
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recordings. They participated voluntarily. Prior to the expe-
riment each participant filled out a consent form and a ques-
tionnaire with which data about the participants’ age, sex, na-
tive language, foreign language skills, the region they had been
grown up and education was collected.

2.2.2 Results

Prior to analysis the data had to be prepared, which means that
textgrids were created in Praat (Boersma & Weenink, 2019), in
which the items as well as the vowel under investigation were
labeled. The selection and the labeling of the vowel had to
be consistent across all recordings so that the measurements
were not confounded by inconsistent vowel boundaries. The
vowels’ starting point and the vowels’ end point was always a
zero-crossing point. A zero-crossing point is a time point in the
oscillogram at which the amplitude is zero, which means com-
plete silence. The vowel boundaries were set based on visual
inspections of the wave form and the spectrogram. The first
quasiperiodic wave of the vowel was chosen as starting point
and the last quasiperiodic wave was chosen as end point of the
vowel. This selection was in agreement with the visible for-
mants in the spectrogram. Figure 8 shows as an example the
annotation made by means of a textgrid in Praat (Boersma &
Weenink, 2019). Oscillogram (above) and spectrogram (below)
of [pogam] (speaker-01: male) are shown. The stimulus item
[pogam] and the vowel [a] were selected and labeled in the
textgrid tiers 1 and 2 below.

The original data set consisted of 1125 vowels (75 words
x 15 participants). Eleven words had to be excluded due to
mispronunciations. As nasality has similar acoustic features as
creaky voice (Zhang, 2015), I also had to exclude all words (n
= 36) produced with creaky voice. Creak has several acous-
tic properties, e.g. irregular FO (measurable by harmonicity-to-
noise-ratio (HNR)), low F0, glottal constriction (measurable by
spectral tilt) and damped pulses (Keating, Garellek & Kreiman,
2015). The literature provides no guidance as to the cut-off
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point between creaky voice and nasality. I therefore conducted
the following procedure: I decided to measure HNR with Praat
(Boersma & Weenink, 2019) to determine which of the record-
ings sound creaky. As sounds with lower HNR are creakier, I
ordered the stimuli according to their HNR-value. A phonet-
ically trained linguist and I listened independently from each
other to the ones with the lowest HNR. In addition to that we
checked the distance between the pulses visually because irreg-
ularly spaced pulses are a further hint to creaky voice. By doing
so, both listeners labeled all sounds with an HNR lower than 8
dB as creaky, which was then chosen as cut-off point. In Figures
15 and 16 in chapter 3.2.2 you can see the difference between
recordings with creaky voice (Figure 15) and without creaky
voice (Figure 16).

0349177 0.105295(0497 /5) _ |0.454472
0.1436] i

-t
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0 He|

0.349177 0.105295 0.087153 |
0 Visible part 0.541625 seconds 0541625
Total duration 0.541625 seconds

Figure 8: Example of the annotation made by means
of a textgrid.

The remaining vowels (n = 1078) were further analyzed.
I measured nasality acoustically by means of the A1—PQ value
to objectively compare the amount of acoustic nasality in the
items depending on vowel height. The lower the A1—-P0 value,
the greater the amount of nasality. With Praat (Boersma &
Weenink, 2019) and the Nasality Automeasure script (Styler &
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Scarborough, 2017) I measured A1—POQ values at five different
time points for each vowel in a word. These time points related
to the beginning, to 25%, to 50%, to 75% and to the end of
the vowel portion. Due to problems with the measurement in-
dicated by the script (A1=P0 (n = 1362), Shallow (n = 268),
LoPitch (n = 124), HighF1 (n = 44), HiPitch (n = 29), Har-
mDev (n = 27)), only 3536 data points of the original 5390 data
points (1078 vowels x 5 time points) were analyzable. These er-
rors occur when no A1—PO0 value can be measured because both
— Al and PO - are the same (A1 =P0), when H1 and H2 cannot
be detected on the side of a single peak (Shallow), when H1 is
below 80 Hz (LoPitch), when F1 is above 1000 Hz (HighF1),
when H2 is above 300 Hz (HiPitch) or when H2 is more than
half an FO above or below 2 x H1 (HarmDevV) (see Styler & Scar-
borough (2017) for details). These errors — especially the error
A1=PO0 - and thus the failure to measure nasality might be a
first hint at the results: There might only be a small amount of
nasality in the items, if at all.

For the analysis I calculated the mean A1—PO value for each
context depending on only three of the five measured time
points. For VN-items these time points related to 50%, 75%
and to the end of the vowel interval and for NV-items these time
points related to the beginning, to 25% and to 50% of the vowel
interval. This was done because I expected the greatest amount
of nasality in the vowel portion next to the nasal consonant. As
the A1—PO values of NV- and VN-items were compared to those
of CV-items, A1—PO0 values for CV-items were measured at time
points relating to 50%, 75% and to the end of the vowel interval
for the comparison with VN-items and at times points relating
to the beginning, to 25% and to 50% of the vowel interval for
the comparison with NV-items.

I was interested in whether there are differences in the de-
gree of nasalization in vowels of different height. I therefore
measured the mean difference between the A1—-PO values in
the oral context (CV) and the nasal contexts (VN and NV) for
each vowel height separately. The greater this difference be-
tween oral and nasal contexts is, the more nasal the vowels
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in the nasal contexts are. Additionally, I calculated for each
vowel height (high, mid and low) in each comparison (CV-VN
and CV-NV) a separate linear mixed-effects model in R (R Core
Team, 2015) with the R packages Ime4 (Bates, Méchler, Bolker
& Walker, 2015) and ImerTest (Kuznetsova, Brockhoff & Chris-
tensen, 2018). In the models which fitted the data best (as as-
sessed by backward stepwise elimination (Baayen, 2008)) the
A1—PO VALUE was the independent variable and the CONTEXT
(oral (CV) and nasal (NV or VN)) was the dependent variable.
PARTICIPANT and ITEM served as random intercepts (R syn-
tax: Imer(A1—PO0 ~ CONTEXT + (1|PARTICIPANT) + (1|ITEM))).
With the R package (R Core Team, 2015) ggplot2 (Wickham,
2009) and Rmisc (Hope, 2013) I plotted the mean A1—PO val-
ues depending on vowel height (high, mid and low) and context
(CV, VN and NV). In Figures 9 and 10 the A1—PO0 values (in dB)
=+ 1.96 SE are shown for high, mid and low vowels in the oral
context (gray) and in the nasal context (red). Higher bars (=
lower values) correspond to greater acoustic nasality. Note that
the y-axis is turned upside down so that negative values that
correspond to a greater amount of nasality are illustrated with
raising bars.

The three linear mixed-effects models — one for each vowel
height — for the comparison of CV and NV show, that there was
no significant difference (—0.62 dB) between CV (—0.74 dB)
and NV (—1.36 dB) for high vowels (Est. = —0.8226, SE =
0.5717, df = 11.449, t = —1.439, p = 0.177). There was,
however, a greater amount of nasality (a lower A1—PO0 value)
in NV (—2.24 dB) than in CV (2.02 dB) in mid vowels. This
difference (—4.26 dB) was significant (Est. = —4.2332, SE =
0.9439, df = 18.539, t = —4.484, p < 0.001). The same is
true for low vowels. There was a significant greater amount of
nasality (a lower A1—PO value of —3.94 dB) in NV (—1.92 dB)
than in CV (3.02 dB) in low vowels (Est. = —4.8258, SE =
0.5628, df =328.6847,t = —8.575, p < 0.001). An overview
of the results for the CV-NV-comparison can be found in Figure
9.
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Figure 9: A1—PO values (in dB) 4 1.96 SE for high,
mid and low vowels in the oral context CV (gray) and
in the nasal context NV (red).

The three linear mixed-effects models — one for each vowel
height - for the comparison of CV and VN show similar re-
sults. There was only a marginally significant difference (0.88
dB) between CV (0.22 dB) and VN (1.10 dB) for high vowels
(Est. = 1.4081, SE = 0.7094, df = 17.220,t = 1.985, p =
0.063). There was, however a greater amount of nasality (a
lower A1—PO value) in VN (0.33 dB) than in CV (2.18 dB) in
mid vowels. This difference (—1.85 dB) was significant (Est.
= —1.8369, SE = 0.5018, df = 17.919, t = —-3.661, p <
0.01). The same is true for low vowels. There was a signifi-
cant greater amount of nasality (a lower A1—PO value of —1.40
dB) in VN (0.86 dB) than in CV (2.26 dB) in low vowels (Est. =
—1.3845, SE = 0.5345, df = 332.791,t = —2.590, p < 0.05).
An overview of the results for the CV-VN-comparison can be
found in Figure 10.
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Figure 10: A1—PO values (in dB) £ 1.96 SE for high,
mid and low vowels in the oral context CV (gray) and
in the nasal context VN (red).

2.2.3 Discussion

As there has not been any systematic investigation of coarticula-
tory vowel nasalization in Northern German yet, the gained re-
sults offer new findings with which one can evaluate the restric-
tions of coarticulatory nasalization — concerning vowel height,
position and degree of nasalization — in a language that is gener-
ally considered to have neither phonemic nor allophonic nasa-
lization. The results show that there is coarticulatory nasaliza-
tion in Northern German. Based on the A1—PO0 values non-high
vowels are coarticulatory nasalized in NV and in VN contexts by
Northern German native speakers. High vowels are not nasal-
ized in NV or VN contexts. This means that there is coarticula-
tory vowel nasalization in non-high vowels in Northern German.
Thus German participants benefit from articulatory ease.

To rank the degree of nasality, one has to compare the mea-
sured A1—PO with those from other languages. Chen (1997) re-
ported mean differences of A1—PO0 values in oral and nasal con-
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texts of 6-8 dB for English and 3-9 dB for French, the mean dif-
ferences of A1—PO values in the Northern German data in oral
and nasal contexts are the following: mid vowelscy.yn: 2 dB,
mid vowelscy.ny: 4 dB, low vowelscy.yn: 1 dB, low vowelscy.ny:
4 dB. This means that there is only a weak amount of nasality
in non-high vowels in Northern German in comparison to other
languages with allophonic nasalization such as English or with
phonemic nasalization such as French. The differences between
oral and nasal contexts in non-high vowels are greater in NV-
than in VN-context — pointing at a stronger progressive nasali-
zation and a weaker regressive nasalization.

Northern German native speakers are guided by phonet-
ics when articulating unfamiliar sound patterns as for example
nasal vowels of different height. This is in line with the frame-
work of phonetically based phonology (Archangeli & Pulley-
blank, 1994; Hayes & Steriade, 2004; Wilson, 2006) and gives
evidence for the ease of articulation of low nasal vowels. As the
literature gives no information as to how easy the nasalization
of mid vowels is, I cannot state whether my data of mid vow-
els is in line with the proposed ease of articulation. According
to the data of Northern Germans it seems as if the articulation
of mid nasal vowels is as easy as the nasalization of low nasal
vowels. Whether this is due to the same anatomic factors or due
to other factors, cannot be assessed with the present analysis.

Nevertheless, as shown in Figure 7 and Table 2, the mid
vowel [¢] is a lower mid vowel that is acoustically more similar
to the low vowel [a] than to the high vowel [i]. As articulatory
differences have most often direct acoustic consequences — for
vowels these consequences are manifested in frequency changes
of F1 and F2 — the nasalization of lower mid [¢] seems — due to
the acoustic proximity to the easy to nasalize [a] — to be of less
effort than that of a high vowel. Note that I did not analyze
the acoustic distance between [a] and [o]. However, as [o] is
traditionally described as upper mid vowel, I suggest [0] to be
acoustically and articulatory more distant from [a] than from
[e]. The combined analysis in which [¢] and [0] are summarized
under mid vowels thus may suffer from the different acoustic
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distances between [a] and both mid vowels. A closer look in the
data confirms this: [€] is more heavily nasalized in NV (—4.22
dB) and VN (—0.36 dB) than [o] (NV: 0.14 dB, VN: 1.06 dB), and
especially for NV the difference to the oral context (CV) is much
greater for [¢] (—5.78 dB) than for [0] (—2.68 dB), whereas the
difference between CV and VN is quite similar ([e]: —1.93 dB,
[0]: —1.68 dB). Based on this short analysis, I suggest that the
great amount of nasality in mid vowels is mainly due to the
data of the vowel [¢] and that lower mid vowels benefit more
from ease of articulation (like low vowels), whereas upper mid
vowels benefit less from ease of articulation. Upper mid vowels,
however, may benefit more from ease of perception (like high
nasal vowels). To investigate this gradience is beyond the scope
of this dissertation so that in the following experiments only
[al, [e] and [i] are used in the stimuli. Independent of these
differences, as Northern German native speakers, who should
not be familiar with vowel nasalization at all, are influenced by
ease of articulation in their productions, I expect that this is true
for all German native speakers.

2.3 Perception experiment

Similar to the production of vowel nasalization by German na-
tive speakers, there is no systematic research on the percep-
tion of vowel nasalization by German native speakers. Thus, I
conducted a perception experiment to investigate how German
native speakers who are not familiar with strong nasalization
perceive nasal vowels of different height. In this perception ex-
periment the participants were asked to identify oral and nasal
vowels in order to assess their perceptual similarity. This task
tested the perceptual confusability of oral and nasal vowels of
different heights.

On the basis of acoustics and previous studies on the perception

of nasal vowels by native speakers of American English (Bond,
1976; House & Stevens, 1956), I predicted the following for the
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present experiment: If German native speakers benefit from a
language-independent phonetic bias based on perceptual ease,
they will confuse oral and nasal high vowels less often with each
other than oral and nasal non-high vowels. If my participants
do not confuse oral and nasal vowels differently depending on
vowel height, they will not benefit from perceptual ease.

2.3.1 Method

Stimuli The stimuli were the three oral vowels [a], [¢] and [i]
and their three nasal counterparts [a], [€] and [1]. In addition to
the experimental vowels I used the four vowels [o], [0], [u] and
[1] for a short practice phase at the beginning of the experiment.
There was exactly one token of each vowel for all parts of the
experiment.

The vowels were spliced out of CV(C)-syllables: The oral
vowels were spliced out of CV-syllables and the nasal vowels
were spliced out of CV[m]-syllables. Those syllables were the
last syllables of the stimuli recorded for the subsequent artifi-
cial language learning experiment (see chapter 2.4) — either of
a singular form (the oral vowels) or of a plural form (the nasal
vowels). The stimuli for the practice vowels were recorded sep-
arately. The consonant preceding the vowel was the same in all
syllables. All vowels were sliced out of their context at the near-
est zero-crossing point using Praat (Boersma & Weenink, 2019)
to avoid irritating noise at the beginning or at the end of the
vowels. As vowels show strong formants and a quasiperiodic
wave form I chose the first quasiperiodic wave of the vowel as
starting point of the vowel and the last quasiperiodic wave as
end point of the vowel. This selection was in agreement with
the visible formants in the spectrogram.

The stimuli were recorded in an anechoic booth in the pho-
netics laboratory at Heinrich-Heine University Diisseldorf to
avoid disturbing noise. For the recordings a microphone (phan-
tom power 48V), a Sound Devices amplifier, a Marantz recorder
and a Transtec computer were used. The sampling rate of the
recording was 48 kHz. The material was recorded by a female
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fully bilingual German-Portuguese native speaker who was able
to produce the nasal vowels as well as the oral vowels eas-
ily. The intensity was scaled to 70 dB using Praat (Boersma
& Weenink, 2019). Details about the recording of these stim-
uli, e.g. about the target sentence, can be found in the stim-
uli description of the following artificial language learning ex-
periment on vowel nasalization in chapter 2.4.1 as the stimuli
used in the perception experiment were sliced out of the stimuli
recorded for the artificial language learning experiment.

Procedure The experiment was a forced-choice identification
task and it was run as an online experiment using the software
Percy (Draxler, 2014). Participants were asked to wear head-
phones and to run the experiment in a quiet place to avoid dis-
turbing noise. The experiment lasted about 5 minutes.

In a short introductory phase they became familiar with the
experiment and its setting. During this introductory phase they
learned how the sounds are represented orthographically on the
screen. I used the four vowels [o], [0], [u] and [{i] whereas oral
vowels were presented in red and nasal vowels in blue with a
tilde on top, for example <6>. The participants listened to each
of these vowels once. At the same time they saw a transcrip-
tion on the screen. In the subsequent test phase all vowels were
transcribed orthographically in the same way: Oral vowels were
transcribed in red and in their standard orthography and nasal
vowels in blue with a tilde on top, e.g. [a] was transcribed as
<a>, [e] as <d>, and [i] as <i>. Participants listened to vow-
els and were forced to identify each vowel as one of these six
vowels: [al, [a], [e], [E], [il, [i]. The participants responded
by clicking on a box surrounding one of the six vowels on the
screen. After they had made their choice the next vowel was
presented. Each vowel was presented ten times in random or-
der. The experiment lasted about ten minutes. At the end of the
experiment the participants were asked to rate the difficulty of
the task on a scale from 1 (very easy) to 5 (very difficult).
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Participants I tested 38 adult native speakers of German (28
identified as female, 9 identified as male and 1 identified as
gender diverse, mean age: 31.2, range: 18-63). No one re-
ported knowledge of a language that uses nasalized vowels dis-
tinctively. All participants had normal or corrected-to-normal
vision and no hearing problems. None of them had participated
in the previous production experiment. All of them participated
voluntarily. Each participant agreed to let me use the collected
data and filled out a form giving information about the partici-
pants’ age, sex, native language, foreign language skills and the
region they had been grown up.

2.3.2 Results

AsIwas not able to control that every participant completed the
online perception experiment, only 2032 data points of 2280
(38 participants x 60 stimuli) were available and analyzable.
248 data points were missing because 6 participants voluntar-
ily had stopped the experiment before it was completed. The
participants mean rating of the difficulty of the experiment was
2.6/5, which means that the task was neither too difficult nor
to easy for the participants who have no experience with nasal
vowels.

The results of the perception experiment are provided in Ta-
ble 3. It is shown how often each stimulus (rows) was identified
as one of the six vowels (columns). Percentages are given in
brackets. Shaded cells are the ones were participants had the
most misperceptions. For example, the auditory stimulus [a]
was identified as <> 189 times — 57% of all responses given
to the auditory stimulus [4] — and it was identified as <a> 134
times — 40% of all responses given to the stimulus [a]. First,
one can see, that oral vowels were easy to identify for German
native speakers with percentages of correct responses between
83% and 94%. Second, nasal [T] was more often correctly iden-
tified (84%) than nasal [€] (64%) and nasal [a] (57%).
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Table 3: Confusion matrix of nasal & oral vowels in

German.
response
. [a] [a] [€] [e] [i] [i]
stimulus
. 189 134 4 4 0 1
[a] G7%) | 40%) | %) | % | 0% | (<1%)
17 322 1 2 0 0
[a] 6% | ©4%) | (<1%) | (<1%) | ©%) | (0%)
] 4 1 217 117 0 1
€] 1%) | (<1%) | 64%) | (34%) | (0%) | (<1%)
3 2 53 281 0 1
[e] (1%) (1%) | (16%) | (83%) | (0%) | (<1%)
. 1 0 0 1 285 54
[ (<1%) | (0%) 0%) | (<1%) | (84%) | (16%)
] 0 1 0 3 39 294
Ll ©0%) | (<1%) | (%) 1%) | (12%) | (87%)

A statistical analysis with R (R Core Team, 2015) using the
packages languageR (Baayen, 2013), Ime4 (Bates et al., 2015)
and ImerTest (Kuznetsova et al., 2018) confirmed the results
from the visual analysis. I ran a linear mixed-effects model
on a subset of the data which only included the correct re-
sponses and the incorrect ones in which only nasalization was
misperceived. This corresponds to the shaded cells in Table 3.
In the model which fitted the data best (as assessed by back-
ward stepwise elimination (Baayen, 2008)) ACCURACY (correct
and incorrect) served as dependent variable and VOWEL HEIGHT
(high, mid and low) as independent variable. PARTICIPANT
was included as random intercept (R syntax: glmer(ACCURACY
~ VOWEL HEIGHT + (1|PARTICIPANT), family = "binomial”)).
The model shows that oral and nasal high vowels were less of-
ten confused with each other than oral and nasal mid (Est. =
—1.0561, SE = 0.1675,z = —6.307, p < 0.001) and low vowels
(Est. = —0.8499, SE = 0.1693,z = —5.019, p < 0.001). There
was no significant difference in the confusions of oral and nasal
low vowels and oral and nasal mid vowels (Est. = —0.2062, SE
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= (0.1488,z = —1.386, p = 0.166).

To visualize the confusions between the high, mid and low oral-
nasal vowel pairs I used the perceived distance d’ (dprime). I
calculated d’ using R (R Core Team, 2015) (R syntax:
dprime.mAFC(proportion of correct responses, number of alterna-
tive choices)) and the R package psyphy (Knoblauch, 2014). The
results can be seen in Figure 11. This Figure was created with
the package ggplot2 (Wickham, 2009) in R (R Core Team, 2015).
The perceived distance between [a] and [4] (3.42) and between
[e] and [€] (3.07) was lower than the perceived distance be-
tween [i] and [i] (4.99).3

&~

N

mean perceived distance (in d')

[al-{a] [

[e]-[€]
vowel pairs

Figure 11: Perceived distance based on d’ between
oral and nasal vowels.

The experimental results further confirm the acoustic prox-
imity of low and (lower) mid vowels as low and (lower) mid

3d’-values can range from —10 to + 10, whereby positive values mean that par-
ticipants can discriminate the sounds above chance.
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vowels were more often confused with each other than low vow-
els or (upper) mid vowels with high vowels. High vowels, on the
other hand, were seldom confused with other vowels, but when
they were, they tended to be confused more often with (lower)
mid vowels than with low vowels. When low vowels were the
stimulus, (lower) mid vowels were more often given as response
(11 times) than high vowels (only once). When (lower) mid
vowels were the stimulus, low vowels were more often given
as response (10 times) than high vowels (2 times). When high
vowels were the stimulus, (lower) mid vowels were more often
given as response (4 times) than low vowels (2 times). A chi-
squared test performed in R (R Core Team, 2015) shows that
this pattern is not random (X2 (25) = 6075.6, p < 0.001).

As the participants of the production experiment (see chap-
ter 2.2) and the participants of the preceding artificial language
learning experiment were all Northern German native speakers,
I performed the analysis of the perception experiment again on
a subset of the data. This subset contained the data of all 21 par-
ticipants who had been grown up in Northern Germany (most of
them in North Rhine-Westphalia, some of them in Lower Sax-
ony, Berlin, Saxony-Anhalt or Brandenburg). The results are
similar to the results of all German native speakers: The per-
centages of correct responses to high vowels ([i]: 93%, [il:
85%) was significantly higher than the percentages of correct
responses to mid ([e]: 91%, [€]: 71%) (Est. = —0.8389, SE
= 0.2341, z = —3.584, p < 0.001) and to low vowels ([a] =
98%, [a]: 58%) (Est. = —0.9640, SE = 0.2316, z = —4.162,
p < 0.001). There was no significant difference between the
percentages of correct responses to mid and low vowels (Est. =
0.1251, SE = 0.2042,z = 0.612, p = 0.540).

2.3.3 Discussion

The results confirm my expectations that German native speak-
ers are more likely to confuse [a] with [4] and [e] with [£]
than [i] with [i]: The perception of high vowel nasalization
is easier than the perception of non-high vowel nasalization.
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This pattern is in agreement with the perceptual similarity be-
tween non-high oral and nasal vowels, and the dissimilarity be-
tween high oral and nasal vowels as shown by Bond (1976) and
House & Stevens (1956) — even in a language without phone-
mic vowel nasalization. These differences can also be observed
in the vowel chart presented in Figure 7 as oral and nasal high
vowels are more distant from each other than oral and nasal
mid or low vowels. In accordance with the production experi-
ment (see chapter 2.2) (Northern) German native speakers are
thus guided by phonetics when perceiving unfamiliar sound pat-
terns as for example nasal vowels of different height. This is
in line with the framework of phonetically based phonology
(Archangeli & Pulleyblank, 1994; Hayes & Steriade, 2004; Wil-
son, 2006) and gives evidence for the ease of perception of high
nasal vowels.

Hajek & Maeda (2000) proposed that a preference for low
nasal vowels may also be due to perception because low vow-
els are intrinsically longer which makes the nasalization more
salient (Laver, 1994; Lehiste, 1970). Unfortunately, I did not
control for the length of the stimuli, as they were sliced out of
stimuli recorded for the artificial language learning experiment.
However, my data does not confirm Hajek & Maeda (2000)’s
claim. I measured the duration of the stimuli and found that in
my stimuli the low vowel stimuli were not longer than the mid
and high vowel stimuli. Further, I found that the oral vowel
stimuli (mean: 264 ms) were generally longer than the nasal
vowel stimuli (mean: 159 ms). Moreover, the difference in du-
ration was greatest for [€]-[€] (165 ms), followed by [a]-[4]
(107 ms) and [i]-[i] (43 ms). Thus, if the perception of nasali-
zation was based on the vowel duration, the contrast between
[e] and [&] would have to be perceived best and the contrast be-
tween [i] and [i] would have to be perceived worst. This, how-
ever, was not the case. The results show exactly the opposite.
Thus, the results were not confounded by (intrinsic) duration.
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2.4 Artificial language learning experi-
ment

The results of the previous investigations show that the per-
ception and the articulation of vowel nasalization by Northern
German native speakers are affected by vowel height. The dif-
ference between oral and nasal vowels is perceived better in
high vowels than in mid and low vowels. The reason for this is
that in general oral and nasal higher vowels are not confused
with other as much as oral and nasal lower vowels are, which
has also been shown for (Northern) German native speakers (see
chapter 2.3). The acoustic analysis, however, showed that the
difference between oral and nasal vowels is produced better in
mid and low vowels than in high vowels. The reason for this
is that in general lower nasal vowels are easier to produce than
higher nasal vowels, which has also been shown for Northern
German native speakers (see chapter 2.2).

Next I investigated whether the phonetics of nasal vowels also
plays a role in phonological rule learning. My aim was to inves-
tigate the hypothesis that native speakers of Northern German
are more likely to learn a nasalization pattern that is phoneti-
cally grounded (Archangeli & Pulleyblank, 1994; Hayes & Ste-
riade, 2004; Wilson, 2006). I was further interested in whether
this phonological learning is more affected by the differences in
articulation or by the differences in perception. I additionally
investigated whether the generalization behavior during learn-
ing may be affected by a further factor: phonetic similarity (Ka-
patsinski, 2013a).

To test whether perceptual differences, articulatory differ-
ences or phonetic similarity affect learning a nasalization pat-
tern, I created an artificial language learning experiment in
which the crucial condition was the plural. The participants
learned that plural forms ended in a nasal vowel followed by
the nasal consonant [m] (see phonological rule in (2)) and that
diminutive forms ended in an oral vowel followed by [1]. The
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diminutives were added in order to conceal the focus of the
experiment for the participants and to provide evidence that a
vowel is only nasalized in the plural. I chose the context VN be-
cause this context was used in the perception experiment (see
chapter 2.3) and because in this context vowels are coarticula-
tory nasalized by Northern German native speakers — although
only to a weak degree (see chapter 2.2). VN is hence the con-
text that should induce perceptual ease for high vowels as well
as articulatory ease for non-high vowels for (Northern) German
native speakers.

(2) /V/ = [V]/ _[m]

Questions of biases in learning are usually investigated by
means of poverty-of-the-stimulus experiments (Baer-Henney,
2015; Baer-Henney et al., 2015a; Cristia & Seidl, 2008; Fin-
ley, 2009, 2012; White, 2013, 2014; White & Sundara, 2014;
Wilson, 2003, 2006; Zuraw, 2007). In such experiments par-
ticipants are exposed to one pattern, but are tested on novel
patterns that they had not been exposed to before. I therefore
compared three groups of German learners who all learned a
nasalization pattern but each with a different vowel height —
either with high [i], mid [€] or low [a]. In the test phase the
learners were asked to judge plural forms with vowels from all
heights.

First, I lay out the predictions based on the framework of
phonetically based phonology (Archangeli & Pulleyblank, 1994;
Hayes & Steriade, 2004; Wilson, 2006). If there is a learning
bias that is based on ease of perception, I will expect that [i]-
learners learn their nasalization pattern best, followed by [¢]-
learners and [a]-learners and I will expect that [a]-, [e]- and
[i]-learners all generalize more to [i]-items than to [¢]- or [a]-
items. If ease of perception is part of their linguistic knowl-
edge, they will know that high nasal and oral vowels are easiest
to distinguish. Having perceived a nasal vowel of any height
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(and they can do so in principle, see Table 3), they neverthe-
less have a preference to generalize to high vowels. If there is a
learning bias that is based on ease of articulation, I will expect
that [a]-learners learn their nasalization pattern best, followed
by [e]-learners and [i]-learners and I will expect that [a]-, [€]-
and [i]-learners all generalize more to [a]-items than to [€]-
or [i]-items.* If ease of articulation is part of their linguistic
knowledge, they will know that low nasal vowels are easiest to
pronounce (Hajek & Maeda, 2000; Ohala, 1975; Zsiga, 2013).
Having perceived a nasal vowel of any height, they nevertheless
have a preference to generalize to low vowels.

Table 4: Predictions for the artificial language learn-
ing experiment testing vowel nasalization.

Generalizations of

Learning [a] -learners [e] -learners [i] -learners

Ease of . ) .
perception [il > [e], [a] [i] > [e] [i] > [a]
Ease of . .
articulation & > [€], ] [al > [] [a] > [e]
Phonetic
similarity

~

[e] > [i] [a] > [i] [e] > [a]

Second, I lay out the predictions based on phonetic similarity
(Kapatsinski, 2013a). If there is a learning bias for phonetically
similar patterns, I will expect that [a]-learners extend the nasa-
lization more to [¢]-items than to [i]-items. This is because [a]
resembles [¢] more than [i] does (see Figure 7). [e]-Learners

4According to the data of the production experiment in chapter 2.2 there should
be no difference between [a] and [¢]. However, for reasons of simplicity and
reliability I base my predictions on the literature, e.g. Bell-Berti (1993) and
Ohala (1975), and not on the small subset of German native speakers I tested.
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should extend the nasalization to [a]-items more than to [i]-
items. This is because [¢] is more similar to [a] than to [i] (see
Figure 7). [i]-Learners, finally, should extend the nasalization
to [e]-items more than to [a]-items. This is because [i] is more
similar to [¢] than to [a] (see Figure 7). In Table 4 you can find
an overview of the different predictions. In this Table empty
cells are those in which the vowel in training would be the one
most generalized to. In this case the effect of phonetics and the
effect of exposure during the training phase of the experiment
would not be separable. Cells including ‘/ ’ are those in which
the phonetic effect makes no prediction.

2.4.1 Method

Stimuli The artificial language consisted of singular, plural
and diminutive forms. The stimuli were constructed from a sub-
set of the German (Wiese, 1996) and Portuguese phoneme in-
ventories (Azevedo, 2005). The items conformed to the phono-
tactics of German (Wiese, 1996) — with the exception of the
nasal vowels. The structure of the stimuli and examples for
each grammatical form are illustrated in Table 5.

Table 5: Structure of the stimuli for the artificial
language learning experiment testing vowel nasali-

zation.
Form C Vi Cy Vo Suffix  Example
singular [pdkfvl [ou]l [btgzfl [iea]l 0 [koga]
plural [pdk(vl] [ou] [btgzf] [i€a] [m] [kogam]
diminutive [pdkfv] [o u] [btgzf] [iea] 1] [kogal]

The singulars were C;V;C;V;-items with a high, mid or low
vowel as the second vowel (V3). To form a plural, an [m] was
suffixed, which caused the nasalization of the preceding vowel,
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and to form a diminutive an [1] was suffixed without any other
phonological change. The consonants [p], [d], [k], [f] and [v]
were used in C;-position and the consonants [b], [t], [g], [z]
and [f] were used in Cy-position. V; was one of the back vow-
els [o] and [u] whereas V, was one of the front vowels [i], [£]
and [a]. The oral vowels [i], [¢] and [a] and their nasal coun-
terparts [i], [€] and [a] were used as the critical vowels be-
cause these vowels are part of the Portuguese phoneme inven-
tory (Azevedo, 2005) and they allowed me to compare vowels
of different heights.

For the training phase I used 48 items for each group of par-
ticipants (16 singulars, 16 plurals and 16 diminutives). For the
subsequent test phase I used 48 stimulus pairs, each consisting
of a form which conformed to the nasalization rule (e.g. the
correct plural [kogadm] and the correct diminutive [dufil]) and
of a form which did not conform to the nasalization rule (e.g.
the incorrect plural [kogam] and the incorrect diminutive [du-
fil]). Half of the pairs (n = 24) tested the plural formation and
half of the pairs (n = 24) tested the diminutive formation. In
both stimulus groups there was an equal number of eight pairs
for each of the three vowel heights. Half of these eight pairs
were part of the training items (n = 4) and half of them were
not part of the training items (n = 4). A complete list of all
stimuli used in this experiment can be found in the appendix
(see Table 27-30).

The stimuli were recorded by a female fully bilingual native
speaker of Portuguese and German who also did the record-
ing for the perceptual confusion experiment. Recording took
place in an anechoic booth in the phonetics laboratory of the
Heinrich-Heine University Diisseldorf to avoid disturbing noise.
For the recordings a microphone (phantom power 48V), a Sound
Devices amplifier, a Marantz recorder and a Transtec computer
were used. The sampling rate was 48 kHz. Stimuli were
recorded as the answer to the Portuguese question O que é que eu
disse? ‘What did I say?’ to focus on the stimulus item and to en-
sure a uniform language environment that allows the speaker
to naturally produce nasal vowels. The target sentence itself
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was not read aloud but quietly. After recording all stimuli were
sliced out at the nearest zero-crossing point using Praat
(Boersma & Weenink, 2019) to avoid irritating noise at the be-
ginning or at the end of the items. The intensity of the stimuli
was adjusted to 70 dB using Praat (Boersma & Weenink, 2019).

Procedure The artificial language learning experiment was
divided into a perceptual training phase and a perceptual forced-
choice test. The experiment was run using the software Psy-
choPy (Peirce, 2007) on a Windows laptop. Participants lis-
tened to the auditory stimuli via headphones. The experiment
lasted 10 to 15 minutes and took place in an anechoic booth in
the phonetics laboratory of the Heinrich-Heine University Diis-
seldorf to avoid disturbing noise.

In the experiment the poverty-of-the-stimulus method (Wil-
son, 2006) was used, which allowed me to study not only the
learning behavior but also the generalization behavior of the
participants. The participants were trained on a subset of the
stimuli but tested on all stimuli - including stimuli known from
training and stimuli they had not yet heard. There were three
experimental groups: one for each vowel height of the stimuli’s
V,. During training each group heard the nasalization of only
one vowel — either [a] or [¢] or [i]. The test was identical for
each group and included high, mid and low vowels.

At the beginning of the experiment participants were in-
formed that a new language was discovered on an island in the
South Sea and that they would get to know this new language
as well as the animals living on this island in the course of the
experiment.

In a short introductory phase the participants were famil-
iarized with the set-up of the experiment. They listened to
three German animal names in the singular, plural and dimi-
nutive, e.g. Hase ‘rabbit’, Hasen ‘rabbits’, Hdschen ‘little rabbit’.
These examples were supported visually by means of images
with these animals. The images I used are part of the Snodgrass
& Vanderwart (1980) collection and illustrate the meaning of
the forms in the artificial language.
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After the introductory phase the training and test phase fol-
lowed. The participants were told that the experiment consists
of two parts, a first phase and a second phase (similar to Wilson
(2006)). During training the participants heard two repetitions
of 48 stimuli (16 singulars, 16 plurals and 16 diminutives) in
randomized order, which should mimic word learning (van de
Vijver & Baer-Henney, 2014). An auditory stimulus was played
while the visual stimulus was shown for 1000 ms. As I used
an artificial language I showed fantasy animals as visual stim-
uli (van de Vijver & Baer-Henney, 2014). Therefore a singular
form was accompanied by an image of a single fantasy animal,
a plural form was accompanied by an image of two fantasy an-
imals and a diminutive form was accompanied by an image of
a small fantasy animal. There was an inter-stimulus-interval of
500 ms (see Figure 12). During training participants were con-
fronted with positive input only, which means that they never
listened to an incorrect plural, e.g. [kogam], or to an incorrect
diminutive, e.g. [dufil].

visual
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(blank) (blank) f

auditory
stimulus

(silence) (silence) dobal (silence)

pobam
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Figure 12: Time course of the training phase in the
artificial language learning experiment.

The subsequent test was a forced-choice task and was iden-
tical for all groups. There were 48 stimulus pairs that consisted
of a correct and an incorrect form that only differed in the na-
salization of V,. Half of the pairs (n = 24) tested the plural
formation and half of the pairs (n = 24) tested the diminutive
formation. There was for instance a correctly nasalized plu-
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ral form like [kogdm] vs. an incorrectly oral plural form like
[kogam] and an incorrectly nasalized diminutive form like [du-
fil] vs. a correctly oral diminutive form like [dufil]. There were
16 pairs with high, mid and low vowels each. A trial consisted
of the presentation of the first form, which lasted one second,
followed by the presentation of the second form (see Figure 13).
There was an equal number of trials in which the first and the
second form was the correct one. The inter-stimulus-interval
was 200 ms. During the auditory presentation the correspond-
ing visual support was displayed. After that the participants
had 3000 ms to decide which of the two forms was correct by
pressing either the right or the left arrow key. After an inter-
trial-interval of 500 ms the next stimulus pair was presented.
The stimulus pairs were presented in randomized order.
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Figure 13: Time course of one trial in the test phase
of the artificial language learning experiment.

Participants 61 native speakers of Northern German took part
in the experiment (39 identified as female, and 22 identified as
male, mean age: 28.0, range: 18-74). They were randomly as-
signed to one of the three experimental groups. 20 participants
were trained with nasalization of the high vowel [i], 20 partic-
ipants were trained with nasalization of the mid vowel [¢] and
21 participants were trained with nasalization of the low vowel
[a]. All groups were tested with all vowels [i], [€] and [a]. No
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one reported knowledge of a language that uses nasalized vow-
els distinctively. All participants had normal or corrected-to-
normal vision and no hearing problems. None of them had par-
ticipated in the previous experiments (perception experiment
and production experiment). Participants were given a small ex-
pense allowance for their participation. Prior to the experiment
each participant filled out a consent form and a questionnaire
with which data about the participants’ age, sex, native lan-
guage, foreign language skills, the region they had been grown
up and education was collected.

2.4.2 Results

From 2928 data points (61 participants x 48 trials) 51 were
not analyzable because the participants did not respond within
3000 ms. I analyzed the remaining 2877 data points with R
(R Core Team, 2015) by means of a generalized linear mixed-
effects analysis with the corresponding package lme4 (Bates
et al.,, 2015). I was interested in the learning behavior and in
the generalization behavior across experimental groups. For an
overview of the results to plural forms only (n = 1442) see Fig-
ure 14°. This Figure was created using R(R Core Team, 2015)
and the R packages Rmisc (Hope, 2013) and ggplot2 (Wickham,
2009).

First of all, I compared the results of the trained vowel in the
plural items in each group. This is what I call learning. In the
model that fitted the data best (as assessed by backward step-
wise elimination (Baayen, 2008)) ACCURACY (correct and incor-
rect) served as dependent variable and TRAINED VOWEL ([a], [€]
and [i]) was the independent variable. PARTICIPANT and ITEM
were included as random intercepts (R syntax: glmer(ACCURACY

5T decided to focus on plural forms only as plural was the crucial condition.
Besides, the results including plurals and diminutives showed the same tenden-
cies as plural only results. However, the differences were not that robust so that
some of them did not reach significance: ([a]-learners: [a] (63%) = [e] (62%)
= [i] (59%), [e]-learners: [e] (84%) > [a] (70%) = [i] (68%), [i]-learners: [i]
(84%) > [e] (71%) > [a] (56%)
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~ TRAINED VOWEL + (1|PARTICIPANT) + (1JITEM), family = "bi-
nomial"))

100%
75%

50%

percentage correct

25%

0%

[a]-learners [e]-learners [i-learners

test items M [a]-items M [g]-items [i]-items

Figure 14: Percentages of correct responses + 1.96
SE to plural items across all training groups and all
vowel heights at test.

In the trained condition the percentage of correct responses
of [e]-learners was 91%, that of [i]-learners was 85% and that of
[a]-learners was 74%. The percentages of correct responses of
[e]- and [i]-learners did not differ significantly from each other
(Est. = —0.6072, SE = 0.4929,z = —1.232, p = 0.218). [e]-
learners gave significantly more correct responses to [¢]-items
than [a]-learners to [a]-items (Est. = —1.3880, SE = 0.4662,
z = —2.977, p < 0.01) and [i]-learners gave marginally sig-
nificantly more correct responses to [i]-items than [a]-learners
to [a]-items (Est. = —0.7808, SE = 0.4377, z = —1.784, p
= 0.075). The percentage of correct responses to the trained
items in the plural differed from chance level for [¢]-learners
(Est. = 2.5953, SE = 0.3938, z = 6.591, p < 0.001), for [i]-
learners (Est. = 1.9881, SE = 0.3541, z = 5.615, p < 0.001)
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and for [a]-learners (Est. = 1.2073, SE = 0.2898, z = 4.166,
p < 0.001).

I also investigated how participants judged items with untrained
vowels. This is what I call generalization. Therefore I performed
three generalized linear mixed-effects models — one for each
learning group. In the models that fitted the data best (as as-
sessed by backward stepwise elimination (Baayen, 2008)) AcC-
CURACY (correct and incorrect) served as dependent variable
and VOWEL AT TEST ([a], [€] and [i]) as independent variable.
PARTICIPANT and ITEM were included as random intercepts (R
syntax: glmer(ACCURACY ~ VOWEL AT TEST + (1|PARTICIPANT)
+ (1jrTEM), family = "binomial”))

The first analysis is done on the data of the [a]-learners.
Participants provided most correct answers to [a]-items (74%).
They provided slightly less correct answers to [e]-items (72%),
but not significantly so (Est. = —0.1298, SE = 0.2606, z =
—0.498, p = 0.619). They provided significantly less correct
answers to [i]-items (63%) than to [a]-items (Est. = —0.6255,
SE = 0.2563, z = —2.440, p < 0.05) and to [e]-items (Est. =
—0.4957, SE = 0.2528,z = —1.961, p < 0.05). The percentage
of correct responses to [i]-items (Est. = 0.6724, SE = 0.3037,
z = 2.215, p < 0.05) and to [e]-items (Est. = 1.1682, SE =
0.3113, z = 3.753, p < 0.001) both differed significantly from
chance level.

The second analysis is done on the data of the [€]-learners.
Participants provided most correct answers to [e]-items (91%).
They provided slightly less correct answers to [a]-items (87%),
but not significantly so (Est. = —0.4343, SE = 0.4413, z =
—0.984, p = 0.325). They provided significantly less correct
answers to [i]-items (78%) than to [e]-items (Est. = —1.2082,
SE = 0.4214,z = —2.867, p < 0.01). The [¢]-learners provided
only marginally significantly more correct answers to [a]-items
than to [i]-items (Est. = —0.7739, SE = 0.3965, z = —1.952,
p = 0.051). The percentage of correct responses to [a]-items
(Est. = 2.3908, SE = 0.4267, z = 5.603, p < 0.001) and to
[i]-items (Est. = 1.6169, SE = 0.3915, z = 4.130, p < 0.001)
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differed significantly from chance level.

The third analysis is done on the data of the [i]-learners.
Participants provided most correct answers to [i]-items (85%).
They provided slightly less correct answers to [e]-items (80%),
but not significantly so (Est. = —0.3615, SE = 0.4065, z =
—0.889, p = 0.374). They provided significantly less correct
answers to [a]-items (68%) than to [i]-items (Est. = —1.0496,
SE = 0.3951, z = —2.657, p < 0.01). [i]-Learners provided
only marginally significantly more correct answers to [¢]-items
than to [a]-items (Est. = —0.6881, SE = 0.3812, z = —1.805,
p = 0.071). The percentage of correct responses to [a]-items
(Est. = 0.8410, SE = 0.2838, z = 2.964, p < 0.01) and to
[e]-items (Est. = 1.5291, SE = 0.3079, z = 4.965, p < 0.001)
differed significantly from chance level.

2.4.3 Discussion

The artificial language learning experiment shows that native
speakers of Northern German are able to learn a vowel nasali-
zation pattern. Participants performed not only in their trained
vowel condition (learning) but also in their untrained vowel
conditions (generalizations) above chance level. There is, nev-
ertheless, a clear effect of training as all participants performed
best in their trained condition.

Their performance in the trained conditions differed regard-
ing vowel height: Participants trained with high [i] and with
mid [¢e] learned their vowel nasalization pattern better than par-
ticipants trained with low [a]. This result is partly in line with
the predictions based on ease of perception. Their performance
in the generalizations differed regarding vowel height: Partici-
pants trained with low [a] generalized their learned vowel na-
salization pattern more to mid [¢] than to high [i]. This result is
in line with the predictions based on phonetic similarity. Partic-
ipants trained with mid [€] generalized their learned vowel na-
salization pattern more to low [a] than to high [i]. This result is
line with the predictions based on phonetic similarity and with
the predictions based on articulatory ease. Participants trained
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with high [i] generalized their learned vowel nasalization pat-
tern more to mid [¢] than to low [a]. This result is in line with
the predictions based on phonetic similarity.

Comparing the results of the learning experiment with the
predictions, I can say that the hypothesis that
(morpho)phonological learning is affected by ease of articula-
tion is not confirmed® and that the hypothesis that morpho-
phonological learning is affected by ease of perception is partly
confirmed. The hypothesis based on ease of articulation pre-
dicts a learning advantage for [a]-learners over [¢]- and [i]-
learners. I, however, found the opposite. The hypothesis based
on ease of perception predicts a learning advantage for [i]-
learners over [¢]- and [a]-learners. However, I found a learning
advantage for [i]- and [e]-learners over [a]-learners. I can fur-
ther say that the hypothesis that morphophonological genera-
lizations are affected by ease of perception is never confirmed
and that the hypothesis that morphophonological generaliza-
tions are affected by ease of articulation are confirmed for [€]-
learners, but not for [i]-learners.” However, the best fit is be-
tween the predictions based on phonetic similarity and the re-
sults of the experiment: All of its predictions are confirmed. In
Table 6 an overview of which predictions are confirmed by the
experimental results and which are not can be found. Green
check marks represent confirmed predictions and red x marks
represent unconfirmed predictions. Empty cells are those in
which the vowel in training would be the one most generalized
to. In this case the effect of phonetics and the effect of exposure
during the training phase of the experiment would not be sepa-

®Based on the data of the production experiment in chapter 2.2 [a] and [¢] do
not differ in ease of articulation. The predictions for learning based on ease of
articulation would then be [a], [¢] > [i], which is not confirmed.

7Based on the data of the production experiment in chapter 2.2 [a] and [e] do
not differ in ease of articulation. The predictions for generalizations based on
ease of articulation would then be [¢] > [i] for [a]-learners, [a] > [i] for [£]-
learners, [a] = [e] for [i]-learners, which means that the predictions for the
[a]-learners and for the [€]-learners are confirmed but not the predictions for
the [i]-learners.
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rable. Cells including ‘/ ’ are those in which the phonetic effect
makes no prediction.

I therefore conclude that the results are best explained by as-
suming that learners are best at learning the perceptually easy
pattern and that learners generalize from observed patterns to
phonetically similar patterns, but that my findings provide only
limited evidence for a learning bias as a result of phonetic
markedness.

Table 6: Predictions for the artificial language learn-
ing experiment testing vowel nasalization and their

evaluation.
) Generalizations of
Learning [a] -learners [e] -learners [i] -learners
EZ::efﬁon [ > [l [l (V) [ >[X [ > [a] X
artieuation 111 > [¢] i1 X [a] > [ v [a] > [e] X
511:::11;::; / 1>y [>0Mv  [e]>[av

2.5 General discussion

I set out to investigate whether the phonetic factors ease of per-
ception or ease of articulation affect morphophonological learn-
ing and generalizations, as predicted within the framework of
phonetically based phonology (Archangeli & Pulleyblank, 1994;
Hayes & Steriade, 2004; Wilson, 2006), or whether the pho-
netic factor similarity affects morphophonological generaliza-
tions. The first hypothesis claims that there is a preference for
learning phonetically grounded phonological alternations over
phonetically arbitrary alternations (Wilson, 2006). This prefer-
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ence in learning is revealed cross-linguistically: Typologically
common patterns are those that are preferred by the learner
over typologically rare patterns. The second hypothesis claims
that learners generalize from observed alternations in learning
to phonetically similar alternations in novel words (Kapatsinski,
2013a).

In preceding studies I investigated what these hypotheses
mean for vowel nasalization patterns of different height. First,
I checked whether it is true for vowel nasalization patterns that
the phonetically marked patterns are the typologically rare pat-
terns. The results of the typological study showed that vowel
nasalization is equally distributed across vowel heights: About
20% of all vowels (independent of whether they are high, mid
or low) are nasal vowels. Thus, the preference for articulatory
and perceptually easy patterns is not revealed typologically —
speaking against the hypothesis of phonetically based phonol-
ogy (Archangeli & Pulleyblank, 1994; Hayes & Steriade, 2004;
Wilson, 2006). As a consequence, a phonetic bias does not nec-
essarily have to be encoded as markedness in our grammar. Sec-
ond, I tested which of the vowels in our stimuli are phonetically
most similar to each other. The results of the acoustic analysis
revealed that low [a] and lower mid [e¢] are more similar to
each other than lower mid [e] and high [i]. This is true for the
oral vowel pairs as well as for the nasal vowel pairs. Third, I
tested whether Northern German native speakers, who are not
familiar with vowel nasalization, are affected by ease of articu-
lation. The production experiment confirmed that low and mid
nasal vowels are more easily articulated than high nasal vowels.
Fourth, I tested whether (Northern) German native speakers,
who are not familiar with vowel nasalization, are affected by
ease of perception at all. The perception experiment confirmed
that high nasal vowels are more easily distinguished from high
oral vowels than mid or low nasal vowels from mid or low oral
vowels. Thus, not only Northern German native speakers’ arti-
culation and perception may be affected by ease of perception
and ease of articulation but also Northern German native speak-
ers’ learning and generalization behavior.
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I conducted an artificial language learning experiment in
which three groups of Northern German learners were taught a
language in which plural was expressed by [am] ([a]-learners)
by [ém] ([e]-learners) or by [im] ([i]-learners). I subsequently
tested the participants on their generalizations to plurals with
all vowels.

Regarding learning the results support the role of ease of
perception. Participants who were exposed to the perceptually
easy pattern learned their trained pattern best, whereas partici-
pants who were exposed to the articulatory easy pattern learned
their trained pattern worst. This is in line with the results of
Glewwe (2019) who found that only a perceptual bias and not
an articulatory bias influences phonological learning. Regard-
ing generalizations the results confirm the predictions based on
phonetic similarity for all learning groups, whereas the predic-
tions based on ease of perception were never confirmed and the
predictions based on ease of articulation were only confirmed
for [e]-learners.

Thus, the results suggest a grammar in which perception bi-
ases learning and in which generalizations are formed on the
basis of phonetic similarity. When participants were trained
on plurals with nasal vowels, all of them perceived the nasali-
zation in the plurals. However, participants trained on plurals
with nasal [i] or with nasal [¢] perceived the nasalization better
than participants trained on plurals with nasal [a], as oral and
nasal [a] are perceptually more similar to each other than oral
and nasal [i] or [e]. Thus, [i]- and [¢]-learners were more sure
about the phonological alternation they had learned than [al-
learners were. When the participants were trained with plurals
with the vowel [a] they took those plurals as good examples of
a plural (Booij, 2010; Croft, 2007; Jackendoff & Audring, 2016;
Kapatsinski, 2013b). In the test phase they would obviously ac-
cept those plurals as good instances of a plural form. Plurals
with an [e] are less good examples of plurals, but better exam-
ples than plurals with an [i] because an [a] resembles an [¢]
more than an [i] (Kapatsinski, 2013a) (see Table 2 and Figure
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7). A similar logic explains the results of the [¢]-learners. For
them a plural with an [a] is a better example of a plural than a
plural with an [i] because an [a] resembles an [¢] more than an
[i]. For [i]-learners a plural with an [€] is a better example of
a plural than a plural with an [a] because an [€] resembles an
[i] more than an [a].

The results document an effect of phonetics on phonology
and not a purely phonological similarity effect. Even though
one could analyze [a] and [€] as [—high] and [i] as [ + high], the
results are not simply effects of [—high] vowels patterning to-
gether in contrast to [ +high] vowels. [i]-Learners generalized
more to [¢] than to [a]. If I had been dealing with a phono-
logical effect, I would have expected that [¢] and [a] would be
treated in the same way. There are other ways of phonologically
classifying the vowels in the experiment, e.g. grouping [€] and
[i] together as [—back] vowels, but none of these classifications
explains the results of the experiment as well as plain phonetic
similarity.

The results of the learners do not mirror the typology of nasal
vowels and it is even not the case that the phonetic factors ease
of articulation and ease of perception for nasal vowels (Hajek &
Maeda, 2000; Ohala, 1975; Zsiga, 2013) match the typological
distribution of nasal vowels when considering the percentages
of nasal vowels on all vowels (see Table 1). However, when
considering the raw numbers of nasal vowels — independent of
the number of oral vowels — the phonetic factors perfectly match
the typological distribution (see Table 1). In my opinion, how-
ever, this latter account with raw numbers is misleading and
wrong. Thus, ease of articulation and ease of perception are
not represented in phonology as markedness constraints — in
the case of vowel nasalization. However, it may be the case
that the nasalization data I used from the UPSID corpus (Mad-
dieson, 1984) is not representative as it contains only phonemic
nasal vowels and not allophonically nasalized vowels. Consider-
ing allophonically nasalized vowels as well, it might be the case
that one can observe an effect of ease of perception and ease of
articulation even in the percentages. To investigate this, how-
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ever, is beyond the scope of this dissertation. The results of the
artificial language learning experiment therefore show — inde-
pendent of whether percentages or raw numbers are considered
— that learning and especially generalizing morphophonologi-
cal patterns is not necessarily guided by markedness. It actu-
ally may be a tall order for the results of an artificial language
learning experiment which takes about 15 minutes to complete
to reflect typological distributions (Blevins, 2004; Moreton &
Pater, 2012b; Wilson, 2006) but it is still possible that ease of
perception and ease of articulation affect languages diachroni-
cally (Blevins, 2004). Sound patterns in languages are the result
of eons of change that is affected by many factors only one of
which is the phonetic grounding of a sound pattern. Therefore,
not all learning biases directly affect typological patterns.

It is important to stress, though, that there are phonetic fac-
tors that influence synchronic morphophonological generaliza-
tions. The learners generalized from observed alternations to
novel words, in a way that reflects the phonetic similarity be-
tween the observed patterns and the new patterns. This result is
important because it provides data that undermines the hypoth-
esis that phonology is free of phonetic considerations (Blevins,
2004; Hale & Reiss, 2000; Ohala, 1986). In the most recent in-
stantiation of this hypothesis Blevins (2004) maintains that the
role of phonetic explanation in phonology is restricted to the
diachronic domain. My results and the results of Wilson (2006)
show that learners do use phonetics to make phonological syn-
chronic generalizations (White, 2017; Zuraw, 2007). The pro-
posal that all phonetic explanation in phonology is diachronic is
too strong, and learners clearly use phonetic similarity to make
phonological generalizations.

I thus argue that phonetics needs to be more tightly inte-
grated into phonology as my results support the hypothesis that
phonological representations must include phonetic details
(Flemming, 2001). According to Flemming (2001) allophonic
nasalization is often described as phonetic because it is auto-
matically achieved by lowering the velum during the articula-
tion of a vowel in the context of a nasal consonant. However,
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the same process is found in phonology when the contrast be-
tween oral and nasal vowels is neutralized in the context of nasal
consonants in many languages. Thus, phonetics and phonology
should not be regarded as two independent components of our
grammar. They are rather two components that largely overlap
and whose boundary is arbitrary. This can be illustrated with
the results of my experiments. Phonetically high oral and nasal
vowels are more different from each other than low oral and
nasal vowels. Due to these small phonetic differences among
vowel heights the phonological process of vowel nasalization is
more easily learned for high vowels than for low vowels. The
phonetic difference is hence part of the phonological represen-
tations and affect how they are learned. They are further used
during the generalization of one phonological pattern to an-
other one. Interestingly, phonetic details affecting learning and
generalizations can be different, with one phonetic detail, e.g.
perceptual ease, affecting learning and another phonetic detail,
e.g. phonetic similarities, affecting generalizations. To con-
clude, in our grammar phonetic details, such as phonetic sim-
ilarities and perceptual ease, are stored which are used during
learning phonological alternations. This enabled the learners to
use phonetic details in generalizing a pattern to novel items as
well. Without overlapping modules of phonetics and phonology
the experimental results could not be explained properly.

2.6 Conclusion

I started out by asking whether learners take phonetic similar-
ity between sounds of phonological patterns into account when
generalizing to novel patterns with other sounds. I found that
they do, and that their results shed light on the role of phonet-
ics in morphophonological learning. Learners generalize from
observed morphophonological patterns to phonetically similar
patterns. This hypothesis explains my results much better than
the hypothesis that ease of perception or ease of articulation
affect morphophonological generalizations.
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However, during learning the participants seem to have been
biased by perceptual ease. In this way, the results show that
phonetic details are used in learning about morphophonologi-
cal alternations as well. Even though I found no link between
generalizations and typology, it is not the case that phonetic
similarity is irrelevant to learning synchronic morphophonolog-
ical patterns.
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3 Articulation and learning of
vowel nasalization

3.1 Introduction

The previous artificial language learning experiment tested only
the perception of nasalization. However, I expect that the per-
ception of nasalization also alters the production of nasalization
(Zellou et al., 2016, 2017). It is well known that speakers ac-
commodate their speaking style to their interlocutors (Pardo,
2006; Pardo, Jay & Krauss, 2010), which means that the way
people speak is perceived by the hearers, who, in turn, modify
their own speech by imitating their partners (Sancier & Fowler,
1997).

This effect is also present in the laboratory setting in so-
called shadowing tasks (Goldinger, 1998). Participants read
aloud a word (target), then listen to another word (prime) and
then read aloud the target again. In those studies the effect of
imitation is studied by AXB perception experiments in which lis-
teners should judge whether the target read aloud before hear-
ing the prime or the target read aloud after hearing the prime
is a better fit to the prime (X). It was found that the target read
aloud after the prime was a better fit to the prime than the target
read aloud before hearing the prime.

Nielsen (2011) found that the imitation of a prime is also
generalized to another consonant and thus showed that peo-
ple generalize the coarticulatory properties of an auditorily pre-
sented word to other, similar words, which have not been au-
ditorily presented. Her study consisted of an auditory exposure
phase and two reading session — one before and one after ex-
posure. In the auditory exposure phase participants listened to
items starting with /p/ whose VOTs were manipulated; it was
increased. The results showed that after exposure participants
produced longer VOTs in items starting with /p/ — familiar items
with /p/ and novel items with /p/ - and in novel items starting
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with /k/. Thus, spontaneous phonetic imitation can be gener-
alized to novel words and to novel phonemes.

Similar experiments have also been conducted by testing
vowel nasalization. Zellou et al. (2017) tested how the degree of
nasalization in the auditory prime affects the pronunciation of
nasal vowels. During the experiment native speakers of Ameri-
can English listened either to a naturally nasalized prime or to
a hypernasalized prime and were then asked to read aloud an
existing English word with a VN-sequence displayed on a com-
puter screen. Hypernasalized primes were created by replacing
the vowel in the naturally nasalized CVN-sequence by a combi-
nation of this vowel with a vowel from an NVN-sequence. The
results showed that the increase in produced nasality — mea-
sured by means of A1—-P0 — was greater after auditory expo-
sure to hypernasalized primes than after exposure to naturally
nasalized primes. Interestingly, when listening only to natu-
rally nasalized primes, speakers did hardly increase their pro-
duced nasality. However, when listening to naturally nasalized
primes and to hypernasalized primes, speakers increased their
produced nasality after exposure. Conversely, speakers listen-
ing to hypernasalized primes and naturally nasalized primes
produced less nasality than speakers listening only to hyper-
nasalized primes after exposure. This suggests that the imi-
tation of nasalization is influenced by overall experience and
not only by the recent prime. Zellou et al. (2017) interpreted
it in the light of Goldinger (1998)’s theory who claimed that
low-frequency prime words (= less common words, those with
hypernasality) were better imitated than high-frequency ones
(= common words, those with natural nasality) (Goldinger &
Azuma, 2004). Similar results have been found by Zellou et al.
(2016): Participants produced the vowels after exposure to hy-
pernasalized auditory primes with greater nasality than before
exposure.

Goldinger (1998) explained this in the light of an episodic
theory (Hintzman, 1984, 1988), also known as exemplar the-
ory. In this theory it is assumed that each word we hear leaves
a memory trace that also includes phonetic details. Whenever
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we hear a word, several stored traces are activated depend-
ing on the phonetic similarity to the heard word. As a con-
sequence we interpret it in the processes of word recognition as
the word, whose traces are activated most. When it comes to
the production of this word or a similar word right after the au-
ditory presentation of the prime, those traces are still activated
and thus influence the production as well. As low-frequency
words are represented by fewer traces, the influence of a low-
frequency prime on the activation of a single representation is
greater — due to missing concurrent words — than the one of a
high-frequency prime, and this induces a better imitation of this
prime in production. This does not only work for the perception
of the whole word, but also for phonetic details, e.g. coarticula-
tory properties, in this word: As Zellou et al. (2017) concluded,
listeners generalize phonetic details of a given word to other
— similar — words (Nielsen, 2011). Thus, the perceived hyper-
nasal articulation of the vowels in their experiment was more
salient than the naturally nasalized articulation for American
English listeners. Consequently, the listeners imitated the un-
common hypernasalization better than the natural nasalization.

Based on these results, there might also be goodness-differences
in the imitation of vowel nasalization depending on whether
listeners are exposed to high, mid or low vowel nasalization.
As German native speakers perceive (strongly) nasalized vow-
els most often in French loan words, and as there are no high
nasal vowels in French (Fagyal et al., 2006), I expect high nasal
vowels to be low-frequency primes and mid and low nasal vow-
els to be high-frequency primes.

I conducted an experiment to test how auditory exposure
to nasalization of different vowel heights changes the degree
of nasalization in the speech of the hearers. To this end, I ex-
posed participants to auditorily presented vowel nasalization
and measured an improvement in production by two reading
sessions — one before exposure and one after exposure.

The exposure phase was exactly the same as in the previ-
ous artificial language learning experiment (see chapter 2.4),
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which means that there were three different exposure groups.
One group listened to stimuli with high nasal vowels, one group
listened to stimuli with mid nasal vowels and one group listened
to stimuli with low nasal vowels. The reading tasks were iden-
tical for all groups and consisted of sentences containing French
loan words. This was done to elicit vowel nasalization, since I
assumed that vowel nasalization is produced stronger in French
loan words than in a nasal context in a word of German origin —
remember that coarticulatory vowel nasalization is weak in Ger-
man (see the data of the production experiment on vowel na-
salization in chapter 2.2). Moreover, French loan words can be
adapted to the German language to different degrees by means
of vowel quality shifts (in the presence or absence of a nasal
consonant), which might give further hints to the degree of na-
salization. More details about these quality shifts are provided
below.

The previous artificial language learning experiment (see
chapter 2.4) consisted of a perceptual training phase and a per-
ceptual test phase. Thus, it tested perceptual effects of learning
vowel nasalization only. I was also interested in whether sim-
ilar effects can be found in articulation. As there is no phone-
mic vowel nasalization in German (Wiese, 1996), German na-
tive speakers are appropriate subjects to test this. However, I
was faced with the difficulty of training someone an articulation
she does not know. For reasons of simplicity I decided to keep
the perceptual training phase — which is called exposure phase
in this chapter — but to acoustically measure an improvement in
production in recordings from two reading sessions — one before
exposure and one after exposure.

As there are no phonemic nasal vowels in German — espe-
cially not in the varieties spoken in the Northern part of Ger-
many —, German native speakers have to imitate nasalization
when articulating French loan words (Laeufer, 2010; Wiese,
1996). The difference in the A1—PO value as used in the acous-
tic analysis described in chapter 2.2 is thus not the only mea-
surement for vowel nasalization by German native speakers.
Laeufer (2010) investigated the pronunciation of French loan
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words by German native speakers and named three types of im-
itations which differ in the degree of similarity to a true nasal
vowel: pronouncing a single (strongly or weakly nasalized)
nasal vowel without a following nasal consonant V1, pronounc-
ing an oral vowel followed by a velar nasal consonant [Vy] and
pronouncing an oral vowel followed by an alveolar or bilabial
nasal consonant [VN]. [V] is considered to be the most equal
equivalent to the French nasal vowel, although the nasaliza-
tion produced by German native speakers can be weaker than
the one produced by French native speakers. [Vp] is consid-
ered to be a better imitation of French vowel nasalization than
[VN] because [n] is more similar to a nasal vowel than [n] or
[m] in terms of articulation, acoustics and perception (House,
1957). Greisbach (2003) observed in his study, for which he
recorded French loan words by German native speakers, one
additional option: a (strongly or weakly) nasalized vowel fol-
lowed by a nasal consonant [VN]. He further added that the
quality of the vowel can shift. According to Laeufer (2010) the
degree of imitation depends on various factors, e.g. education,
geographical origin, register, everyday use and frequency. The
higher the education, the more south someone has grown up,
the more formal the situation, the less often the word is used
and the less frequent it is, the more precise is the imitation of
nasal vowels and thus the greater is the degree of nasalization.
Greisbach (2003) observed an influence of education as well:
The more educated the speakers are, the more often they pro-
nounce nasalized vowels. He further added that vowel quality
and its position in the words do not explain the different degrees
of nasalization, and that German native speakers do not seem to
use rules for pronouncing the vowels in French loan words. It
is rather very variable. In this study I controlled for the factors
education, geographical origin and register, whereas the factors
everyday use and frequency may have confounded the results
(for details see chapters 3.2 and 3.2.2).

Greisbach (2003) and Laeufer (2010) further observed pro-
nunciation variants with different vowels depending on the de-
gree of nasalization. This is in accordance with my own im-
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pression and can be explained with the acoustics and the per-
ception of nasal vowels. Due to the nasalization F1 is lowered in
low vowels, but raised in non-low vowels (House, 1957), which
leads to a centralized vowel space for nasal vowels compared
to the vowel space of oral vowels. As F1 correlates with tongue
height, this acoustic modification can change the perception of
height in nasal vowels. Experimental studies (Beddor, 1993;
Beddor, Krakow & Goldstein, 1986; Fant, 1960; Hecker, 1962;
Wright, 1975) showed that low nasal vowels are perceived as
higher than their oral counterparts and that high nasal vowels
are perceived as lower than their oral counterparts. Carignan
(2018) used ultrasound to test whether this acoustic modifica-
tion is directly linked to the articulation and found that low
and mid nasal vowels are articulated with a more raised and re-
tracted tongue body than their oral counterparts, whereas this
is not true for the high vowel /i/. There is also evidence from
English (Carignan, Shosted, Shih & Rong, 2011; Pruthi & Epsy-
Wilson, 2004) and Hindi (Shosted, Carignan & Rong, 2012)
showing that the position of the tongue in oral vowels and their
nasal counterparts is not the same (Styler, 2015). Therefore, I
suggest that German native speakers make use of a further type
of imitation for nasal vowels: the shift of vowel quality. The
lower high vowels are produced and the higher low vowels are
produced, the better the imitation of vowel nasalization. To
measure the degree of nasalization I thus used different means:
the choice of vowel, the shift of formants (F1 (and F2)) and
differences in A1—PQ values.

Based on the phonetics of nasalization, the different theo-
retical considerations (see also the predictions for the previous
artificial language learning experiment in Table 4) and the re-
sults of the previous artificial language learning experiment (see
chapter 2.4) I made the following predictions for the outcome
of this production study. First of all, I predicted that there is no
difference across groups before exposure. All groups show the
strongest nasalization in low vowels due to articulatory ease.
This would be in line with the results of the production experi-
ment in chapter 2.2. Second, I predicted that there is an increase
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of nasalization after exposure. Based on the results of the previ-
ous artificial language learning experiment (see chapter 2.4.2)
I predicted that the participants in the present experiment will
learn the nasalization they will be exposed to as well because
the training phase of the previous artificial language learning
experiment and the exposure phase of the present experiment
were identical. Consequently, I predicted that the participants
increase the nasalization of their exposure vowel. This increase
might be affected by perceptual frequency. To briefly recapitu-
late (for details see chapter 1.3): Perceptual frequency refers to
how often we are exposed to a phonetic detail and consequently
how much memory traces there are for a given phonetic details.
It is thus similar to the amount of exposure, although percep-
tual frequency refers in this case to the experience with vowel
nasalization before the beginning of the experiment and not to
the amount of exposure during training or test in the experi-
ment. Assuming that high vowel nasalization corresponds to
a low-frequency prime and that mid and low vowel nasaliza-
tion corresponds to a high-frequency prime, there should be a
greater increase of nasalization after exposure to high vowel na-
salization than after exposure to non-high vowel nasalization in
the exposure vowel. The increase in the exposure vowel might
also be affected by ease of perception or ease of articulation.
In these cases I either predicted the greatest increase after low
vowel nasalization (ease of articulation) or after high vowel na-
salization (ease of perception). The increase of nasalization in
unexposed vowels differs depending on the theory: If there is a
learning bias based on ease of perception, I will expect more ge-
neralizations to high vowels than to non-high vowels. If there
is a learning bias based on ease of articulation, I will expect
more generalizations to low vowels than to non-low vowels. If
there is a learning bias for phonetically similar patterns, I will
expect that low learners generalize more to mid than to high,
that lower mid learners generalize more to low than to high
and that high learners generalize more to mid than to low. For
a summary of the predictions see Table 7. In this Table empty
cells are those in which the exposure vowel would be the one
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most generalized to. In this case the effect of phonetics and the
effect of exposure during the exposure phase of the experiment
would not be separable. Cells including ‘/ ’ are those in which
the phonetic effect makes no prediction.

Table 7: Predictions for the productive task in the
artificial language learning experiment testing vowel

nasalization.
) Generalizations of
Learning [a] -learners [e] -learners [i]-learners
Perceptual .
frequency [il > [el, [a] / / /
Ease of [i] > [e], [a] high > mid  high > low
perception &l la 3 3 0
Ease of . . .
articulation [a] > [e], [i] low > high low > mid
Phonetic . . . .
similarity / mid > high low > high mid > low

An increase of nasalization would be observable in a greater
number of central vowels, in a more central vowel space and in
lower A1—PO values after exposure than before exposure.

As nasalization is not very common in German and as I do
not have any representative baselines from former studies — ex-
cept for the data collected for the production experiment in
chapter 2.2 —, it may be the case, that an increase of nasalization
might not be possible for German native speakers. Therefore, it
might be the case that the participants compensate for this by
decreasing the nasalization of those vowels that should profit
from the smallest increase in nasalization, leaving the nasality
levels of those that are expected to increase in nasalization as
they are. A decrease of nasalization would be observable in a
smaller number of central vowels, in a less central vowel space
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and in higher A1—PO0 values after exposure than before expo-
sure.

Thus, to test these predictions I checked how often the par-
ticipants shifted their vowels to a more central vowel due to
exposure, I plotted the mean vowel space for each group before
and after exposure and I measured the difference in A1—PO val-
ues before and after exposure.

3.2 Experiment

I will now describe how the experiment was designed by focus-
ing on the stimuli, the procedure and the participants. After
that I will present the analysis of the experimental results.

3.2.1 Method

Stimuli Reading task. For the reading task I created 31
German sentences which formed a little story. 15 of these
sentences — every second sentence — contained a French
loan word at the end of the sentence. These French loan
words were: <balancieren> ‘to balance’, <revanchieren>
‘to return a favor’, <Parfum> ‘perfume’, <arrangiert> ‘ar-
ranged’, <Kartoffelgratin> ‘potato gratin’, <Fondant> ‘fon-
dant’, <Bonbons > ‘candy’, <Interieur> ‘interior’, <Balkon>
‘balcony’, <Cousin> ‘cousin’, <Pensiondr> ‘retired per-
son’, <engagieren> ‘to be involved in’, <Branche> ‘sec-
tor’, <Waggon> ‘wagon’ and <Chance> ‘chance’. In all of
these items the vowel under investigation was followed by a
nasal consonant, which causes the nasalization of the preced-
ing vowel. These words were chosen as most of them are used
in everyday communication. I therefore expected the partici-
pants to know these words — except for the words <Fondant>,
which may only be known by persons who often bake, and <In-
terieur >, which is considered to be more formal than the other
words.
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In German these loan words can be pronounced in differ-
ent ways — either with an oral vowel or with a nasal vowel.
The choice of the oral vowel varies as well. In Table 8 there
is an overview of the loan words used in the experiment with
their pronunciation options for the vowels under investigation
(printed in bold face) by German native speakers and their orig-
inal French pronunciation. The German options can either be
oral or they can be nasalized to a variable degree. Vowels
marked with * (asterisk) were not observed in my data.

Table 8: French loan words with their German and
their French pronunciation options.

French German French
loan word pronunciation pronunciation
arrangiert [a], [] [al
balancieren [a], [2] (al
Branche [al, [o] [al
Chance [al, [o] [al
engagieren [al, [2] [a]
Fondant [a], [] [al
revanchieren  [a], [0] [al
Pensionir [] [a]
Cousin [] [€]
Kartoffelgratin  [¢] (€]
Interieur [i1, [e] (€]
Balkon [5], *[oz] [5]
Waggon [5], *[o:] [5]
Bonbons [>] [5]
Parfum [v], [€] [ce]

Exposure phase. The stimuli for the perceptual exposure
phase were the same as the stimuli in the perceptual training
phase of the artificial language learning experiment on vowel
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nasalization (see chapter 2.4). Those stimuli were pseudowords
from an artificial language, which consisted of singular, plural
and diminutive forms. For details see chapter 2.4.1.

Procedure The experiment was divided into two reading tasks,
a perceptual exposure phase and a forced-choice test. The ex-
periment was scripted in Praat (Boersma & Weenink, 2019) and
ran on a Windows laptop. It took place in an anechoic booth
of the phonetics laboratory at Heinrich-Heine University Diissel-
dorf to avoid disturbing noise and lasted about 10 minutes. Par-
ticipants listened to the auditory stimuli via headphones. For
the recordings a microphone (phantom power 48V), a Sound
Devices amplifier, a Marantz recorder and a Transtec computer
were used. The sampling rate was 48 kHz.

There were three exposure groups: During exposure each
group heard the nasalization of only one vowel - either [a], [€]
or [i]. For example, a member of the [a]-group never listened
to any item with [e] or [i]. The reading tasks were identical for
all groups and included French loan words with high, mid and
low nasal vowels in their German pronunciation.

At the beginning the participants were informed that there
would be several phases and that there would be a short test
about the content of a little story at the end of the experiment.
The experiment started with the first reading task. Each sen-
tence was displayed separately on the screen. After having read
aloud one sentence the participants pressed a button and the
next sentence appeared on the screen. While reading the partici-
pants’ productions were recorded. After the first reading session
the perceptual exposure to vowel nasalization followed. The
perceptual exposure phase was identical to the training phase
in the artificial language learning experiment testing vowel na-
salization: The participants heard two repetitions of 48 auditory
stimuli (16 singulars, 16 plural and 16 diminutives) in random-
ized order and saw images of fantasy animals on the screen.
The subsequent reading task was the same as the one at the
beginning of the experiment. The participants read aloud the
same sentences again and their productions were recorded. The
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last task consisted of four multiple-choice questions about the
story’s content to disguise the experiment’s aim. The responses
to these questions were not analyzed.

Participants 52 adult native speakers of Northern German
took part in the experiment. Due to technical problems or noise
in the recordings, 45 recordings remained usable for the anal-
ysis. These recordings came from 33 female and 12 male par-
ticipants (mean age: 22.8, range: 18-55). They were randomly
assigned to one of the three experimental groups. There were
15 participants in each group. No one reported knowledge of
a language that uses nasalized vowels distinctively. All par-
ticipants had normal or corrected-to-normal vision, no hearing
problems and did not suffer from hoarseness during recording.
None of them had participated in the previous experiments (pro-
duction experiment, perception experiment, artificial language
learning experiment). Participants were given a small expense
allowance for their participation. None was an advanced stu-
dent of linguistics but all of them were students or researchers
at Heinrich-Heine University Diisseldorf. This was done to con-
trol for the educational background which can influence the de-
gree of nasalization according to Greisbach (2003) and Laeufer
(2010). Prior to the experiment each participant filled out a
consent form and a questionnaire with which data about the
participants’ age, sex, native language, foreign language skills,
the region they had been grown up and education was collected.

3.2.2 Results

Prior to analysis the data had to be prepared, which means that
textgrids were created in Praat (Boersma & Weenink, 2019) in
which the loan words as well as the vowel under investigation
were labeled. The selection and the labeling of the vowel had
to be consistent across all recordings so that the measurements
of HNR, of F1 and F2 and of A1-PO were not confounded by
inconsistent vowel boundaries. The vowels’ starting point and
the vowels’ end point was always a zero-crossing point. The
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vowel boundaries were set based on visual inspections of the
wave form and the spectrogram. The first quasiperiodic wave of
the vowel was chosen as starting point and the last quasiperiodic
wave was chosen as end point of the vowel. This selection was
in agreement with the visible formants in the spectrogram. This
procedure was exactly the same as in the production experiment
described in chapter 2.2 and is illustrated in Figure 8.

The original data set consisted of 1350 vowels (15 words x
45 participants x 2 repetitions). 14 words had to be excluded
due to mispronunciations and 3 words had to be excluded due
to incomplete recordings. As nasality has similar acoustic fea-
tures as creaky voice (Zhang, 2015), I also had to exclude all
words (n = 195) produced with creaky voice. Similar to the
procedure in the production experiment in chapter 2.2 I de-
cided to measure HNR with Praat (Boersma & Weenink, 2019)
to determine which of the recordings sound creaky. As sounds
with lower HNR are creakier, I ordered the stimuli according
to their HNR-value. A phonetically trained linguist and I lis-
tened independently from each other to the ones with the low-
est HNR. In addition to that we checked the distance between
the pulses visually because irregularly spaced pulses are a fur-
ther hint to creaky voice. By doing so, both listeners labeled all
sounds with an HNR lower than 7 dB as creaky, which was then
chosen as cut-off point. In Figures 15 and 16 you can see the
difference between recordings with creak (see Figure 15) and
without creak (see Figure 16). Figure 15 shows the oscillogram
(above) and spectrogram (below) of [0] in <Bonbons> with
an HNR of 3.42 dB (speaker-04: male, recording 2). Irregular
spaced pulses (vertical blue lines) — damped in comparison to
those in Figure 16 — and an irregular and low FO (horizontal blue
line, mean 114.2 Hz) are further observable acoustic indicators
for the presence of creaky voice in this recording. Figure 16
shows the oscillogram (above) and spectrogram (below) of [5]
in <Bonbons> with an HNR of 16.29 dB (speaker-50: male,
recording 2). Regular spaced pulses (vertical blue lines) and
a regular and higher FO (horizontal blue line, mean 145.5 Hz)
than in Figure 15 are further acoustic indicators for the absence
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of creaky voice in this recording. The remaining words (n =
1138) were further analyzed.

01232

-0.1365

e — e S000 2

0Hz

Figure 15: Example of a recording with creak.

0.1618

-0.1658

— e —

0Hz

Figure 16: Example of a recording without creak.

First of all, I decided which vowel was pronounced in each
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word with multiple pronunciation options. This was done be-
cause several loan words can be pronounced with a more pe-
ripheral vowel (low [a] or high [i] and [y]) — meaning a better
adaption to German — or with a more central vowel (mid [5] and
[e]) - meaning a better imitation of the French nasalization. The
reason for this might be that due to the nasalization the (per-
ceptual) vowel height is lowered for high vowels and raised for
low vowels — leading to a smaller and more centralized vowel
space in nasal vowels than in oral vowels (Beddor, 1993; Bed-
dor et al., 1986; Fant, 1960; Hecker, 1962; Wright, 1975) as
described in chapter 3.1. The word <balancieren> can, for
example, either be pronounced as [balagsi:kan] (with low [a]
before the nasal consonant) or as [balogsizkon] (with mid [o]
before the nasal consonant), whereas the second option is con-
sidered to be a better imitation of the French nasalization. As
nasalization is relatively uncommon in German, a shift in vowel
quality may be a hint at a more nasal pronunciation by German
native speakers being not familiar with French or any language
with phonemic nasalization. Second, I plotted the pronounced
vowels of all loan words for each recording time separately in
the vowel space. This was done to find smaller shifts in vowel
quality not detected by listening. Third, I measured nasality
acoustically by means of the A1—-PO0 value to objectively com-
pare the amount of nasality in the items depending on exposure
group and vowel height.

Centralization of vowels As different pronunciations of
French loan words are possible in German, I first of all made
an overview of the vowels pronounced in each loan word in the
first recording and in the second recording. In Table 9 you can
see for each group the percentages of pronunciation options in
each item with variable pronunciation before and after expo-
sure. The second options [2] and [¢] are considered to be better
imitations of vowel nasalization than the first options [a], [y]
and [i]. A positive value in mean centralization means an in-
crease of the central option after exposure. The overall change
refers to the mean centralization across all exposure groups for
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each word.

Several persons were involved in the preparation of the data.
To decide which of the vowel options was articulated a stu-
dent assistant and I listened independently of each other to the
recordings and labeled the vowels. When there was any dis-
crepancy, a third phonetically trained person was asked to de-
cide which vowel was articulated. After some months I listened
to the recordings again and checked the labeling once more.
Again, when there was any discrepancy, a phonetically trained
person was asked for advice. I decided to rely mainly on the au-
ditory impression when labeling the vowel options as the mea-
surement of formant frequencies is highly speaker and gender
dependent so that I would have needed more data per speaker.
Moreover, as formant frequencies shift due to the nasalization,
they would not have been reliable either.

Table 9: Percentages of pronunciation options in
each item with variable pronunciation before and af-
ter exposure.

French Exposure  Vowel before Vowel after Mean
loan word group exposure exposure centralization
[a] 57% [al, 43% [o] 27% [al, 73% [o] +30%
X [e] 64% [al, 36% [o] 56% [al], 44% [o] +8%
arrangiert .
[i] 29% [a], 71% [0]  33% [al, 77% [>] +6%
overall: +11%
[a] 64% [al, 36% [o] 50% [a], 50% [o] +14%
[e] 57% [al, 43% [o] 57% [al, 43% [o] 0%
balancieren
[i] 71% [a], 29% [0]  69% [a], 31% [] +2%
overall: +5%
[a] 27% [a], 73% [0]  36% [al, 64% [o] —9%
[e] 25% [al, 75% [o] 15% [al, 85% [o] +10%
Fondant
[i] 38% [al, 62% [o] 31% [al, 69% [o] +7%

overall: +4%

Continuation of the Table on the next page.
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Table 9: Continuation of Table 9.

Branche

[a]
[e]
[i]

7% [a], 93% [o]
0% [a], 100% [>]
0% [al, 100% [5]

7 % [al, 93% [o]
0% [a], 100% [>]
0% [al, 100% [5]

0%
0%
0%

overall: 0%

Chance

[a]
[e]
[i]

7% [al, 93% [o]
8% [a], 92% [o]
7% [a], 93% [o]

0% [a], 100% [o]
8% [a], 92% [o]
0% [al, 100% [5]

+7%
0%
+7%

overall: +5%

revanchieren

[a]
[e]
[i]

7% [al, 93% [>]
7% [al, 93% [o]
13% [al, 87% [5]

7% [al, 93% [>]
7% [al, 93% [o]
13% [al, 87% [5]

0%
0%
0%

overall: 0%

engagieren

[a]

[i]

83% [a], 17% [5]
86% [al, 14% [>]
89% [a], 11% [5]

50% [al, 50%[>]
100% [a], 0% [5]
86% [al, 14% [5]

+33%
—14%
+3%

overall: +2%

Parfum

[a]

il

67% [y, 33% [e]
92% [y], 8% [e]
69% [y, 31% [e]

67% [y, 38% [e]
83% [yl, 17% []
50% [y], 50% [e]

+5%

+9%

+19%

overall: +10%

Interieur

[a]
[e]
[i]

100% [i1, 0% [e]
100% [i], 0% [e]
89% [i], 11% [e]

100% [i1, 0% [e]
78% [il, 22% [e]
100% [i], 0% [e]

0%
+22%
—11%

overall: +5%

Overall, the pronunciation was highly variable, depending on

both, word and speaker.

Comparing the options chosen in

recording 1 in Table 9, you can see that there was a very strong
preference for one vowel over the other vowel in some words
(e.g. <Branche>, <Chance>, <Interieur>), whereas this
preference was not that strong in other words (e.g. <arrang-

113



iert>, <balancieren>). Besides, the options chosen in record-
ing 1 varied for the same words (e.g. <arrangiert>, <Par-
fum >) between groups. As this recording was made prior to
exposure and as participants were randomly assigned to one
of the groups, this variation could not be attributed to the ex-
perimental set-up. The variation between groups in recording
2 — after exposure to nasalization of different vowel heights —,
however, could be attributed to the experimental set-up. I will
explore this variation in detail below. For this analysis chances
below 5% are considered to be random and called no changes.

In general, a change towards the peripheral pronunciation
was rare. It could be observed in <Interieur> after [i]-
exposure, in <engagieren> after [e]-exposure and in <Fon-
dant> after [a]-exposure. In two of the three cases, the periph-
eral option reached 100% (< Interieur> and <engagieren>).
No change at all could be observed in <Branche> and <re-
vanchieren> for all groups, in <balancieren> after [e]- and
[i]-exposure, in < Chance > after [¢]-exposure, in <Interieur >
and <Parfum> after [a]-exposure and in <engagieren> after
[i]-exposure. In some of these words the central option was al-
ready the preferred one in recording 1 and yielded 100% (e.g.
<Branche> in the [¢]- and [i]-group). Thus, an increase in the
central options was not always possible. Most of these no change
words preferred the central options (n = 9), whereas three of
them preferred the peripheral options. A change towards the
central pronunciation took place most often and it could be
observed in <arrangiert> for all groups, in <balancieren>
after [a]-exposure, in <Fondant> after [¢]- and [i]-exposure,
in <Chance> after [a]- and [i]-exposure, in <Parfum > after
[e]-and [i]-exposure, in <Interieur> after [e]-exposure and in
<engagieren> after [a]-exposure.

The exposure groups patterned together in different ways.
In <Branche> and <revanchieren> all groups showed the
same tendency: The central option was more common in both
recordings for all groups and there was no change after ex-
posure. In <arrangiert> all groups behaved similar as well:
They all increased the central option. All other words, how-

114



ever, displayed different behaviors across groups, with either
all groups showing a different tendency, or the [i]-group and
the [e]-group patterning together or the [a]-group and the [i]-
group patterning together. The [a]-group and the [e]-group
never patterned together. In <Interieur> and <engagieren >
all groups showed a different tendency. <Interieur> shifted
to the central option after [e]-exposure, to the peripheral op-
tion after [i]-exposure and not at all after [a]-exposure, whereas
<engagieren > shifted to the central option after [a]-exposure,
to the peripheral option after [e]-exposure and not at all af-
ter [i]-exposure. [i]-Group and [e]-group patterned together
in <balancieren>, <Fondant> and <Parfum>. For <bal-
ancieren > there was a shift towards the central option after
[a]-exposure, but no change at all after [i]- and [€]-exposure.
For <Fondant> and <Parfum> one could observe a shift to
the central option after [¢]- and [i]-exposure, but a change to
the peripheral option ( <Fondant >) or no change at all (<Par-
fum >) after [a]-exposure. In <Chance > the [a]-group and the
[i]-group patterned together. This word was shifted to the cen-
tral option after [a]- and [i]-exposure but its pronunciation was
not changed at all after [e]-exposure.

Overall, the [a]-group shifted their pronunciations more of-
ten towards the central option than the [¢]- and the [i]-group
(see Table 10).

Table 10: Mean shift to the central vowel pronunci-
ation for each exposure group.

Exposure group Overall [al-[5] [yl-[el [il-[e]

[a] +11% +10% +5% 0%
[e] +3% +1% +9%  +22%
[i] +3% +1% +19% -11%

Moreover, it could be observed that after [a]-exposure the shift
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was stronger for the low vowel than for the high vowels, whereas
after [€]- and [i]-exposure the shift was stronger for high vowels
(although this shift was not always towards the central option).
Note that the shifts from [y] to [e] and from [i] to [¢] were each
based on one word only (< Parfum > and <Interieur>) so that
these statements may be inconclusive. The same is true for the
further similar analyses.

To test whether the observed shifts in vowel quality reached
significance, I calculated a linear regression model with PRO-
DUCED VOWEL (central and peripheral) as dependent variable
and RECORDING (before exposure and after exposure) as inde-
pendent variable in R (R Core Team, 2015) (R syntax:
Im(PRODUCED VOWEL ~ RECORDING)) for each of the three ex-
posure groups (low, mid and high) separately. As PRODUCED
VOWEL and RECORDING are both nominal variables, I dummy
coded them (central vowel = 0 and peripheral vowel = 1, be-
fore exposure = 0 and after exposure = 1). The results show
that neither of the observed changes reached significance: The
choice of the vowel did not depend on whether the participants
where exposed to nasalization before or not.

There was no significant difference in the choice of vowel de-
pending on exposure for the exposure vowel [a] (Est. = 0.1052,
SE = 0.0647, t = 1.627, p = 0.105), for the exposure vowel
[e] (Est. = 0.0337, SE = 0.0670, t = 0.504, p = 0.615) or
for the exposure vowel [i] (Est. = 0.0246, SE = 0.0648, t =
0.380, p = 0.704) in general.

Then I checked, whether there were significant differences
for the different pronunciation options of the French loan
words. To do this, I created three further subsets for each ex-
posure group depending on the pronunciation options of the
loan words ([a]-[2], [i]-[e], [y]-[€]) and ran the same model de-
scribed above on these three subsets. There was no significant
difference in the choice of vowel for the pair [a]-[5] depending
on exposure to the vowel [a] (Est. = 0.1028, SE = 0.0662,
t = 1.553, p = 0.122), to the vowel [¢] (Est. = 0.0032, SE
= 0.0704, t = 0.045, p = 0.964) or to the vowel [i] (Est. =
0.0148, SE = 0.0683, t 0.217, p = 0.829). There was no
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significant difference in the choice of vowel for the pair [i]-[€]
depending on exposure to the vowel [a] (Est. = 0.0833, SE =
0.2228,t = 0.374, p = 0.712), to the vowel [¢] (Est. = 0.2636,
SE = 0.1861, t = 1.417, p = 0.173) or to the vowel [i] (Est.
= 0.0154, SE = 0.1920, t = 0.080, p = 0.937). There was no
significant difference in the choice of vowel for the pair [y]-[€]
depending on exposure to the vowel [a] (Est. = 0.0513, SE =
0.1882,t = 0.273, p = 0.787), to the vowel [¢] (Est. = 0.2024,
SE = 0.1560, t = 1.297, p = 0.207) or to the vowel [i] (Est.
= 0.1429, SE = 0.2002, t = 0.714, p = 0.482).

I also tested whether there were significant differences in
the choice of vowel for each word separately depending on the
height of the exposure vowel. To do this, I created further sub-
sets for each exposure group depending on the loan word itself
and ran the same model described above on these subsets. Nei-
ther of the models showed a significant difference in vowel qual-
ity depending on exposure. The reasons for this might either be
the great variability or the small number of observations. The
latter has also been the reason why I was not able to perform a
chi-squared-test, which is most suitable for nominal data.

As the French loan words used in the experiment occur with
different frequency in German, I checked whether this can ex-
plain the patterning. I checked the type frequency of the loan
words in the German dlex corpus (Heister, Wiirzner, Bubenzer,
Pohl, Hanneforth, Geyken & Kliegl, 2011). This corpus is the
reference corpus of the German language of the 20th century
and it is available online: http://www.dlexdb.de/query/kern/t
ypposlem/. It contains four almost equally distributed genres
(28% fiction, 27% newspapers, 23% scientific publications and
21% functional literature) with 2.3 millions types. The type fre-
quency® of each French loan word used in the reading task in
the German language based on the German dlex corpus (Heis-
ter et al., 2011) and the mean shift to the central option in the

8The type frequency of 1 for Fondant means that there is one occurrence of Fon-
dant in the 2.3 millions types in the corpus.
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recordings (compare Table 9) are displayed in Table 11.

Table 11: Type frequency of the French loan words
in German and mean shift to the central option in the

recordings.

French Type Mean overall
loan word frequency centralization
Fondant 1 +4%
(Kartoffel)Gratin 5

Pensionir 41

Interieur 84 + 5%
revanchieren 104 0%
balancieren 124 +5%
Cousin 159

arrangiert 210 +11%
engagieren 241 +2%
Bonbons 244

Waggon 430

Parfum 462 +10%
Branche 598 0%
Balkon 905

Chance 2490 +5%

What can be seen in Table 11 is that the as no changes consid-
ered words <Fondant>, <Interieur>, <revanchieren> and
<balancieren> as well as the no change words <Branche>
and <Chance> are either the ones with the lowest type fre-
quencies (1-124) or the ones with the highest type frequencies
(598-2490). Those loan words which were most affected by the
exposure to nasalization (<arrangiert> and <Parfum>) are
in between with type frequencies between 210 and 462. Thus,
the pronunciation of loan words with an intermediate type fre-
quency can be changed due to auditory exposure, whereas that
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of loan words with a low or high type frequency cannot. The
only exception here is <engagieren>, which is a no change
word as well but it is in between <arrangiert> and <Par-
fum >. However, in this case one has to keep in mind that <en-
gagieren > is highly variable across groups: Participants be-
ing exposed to [a] tended to increase the nasalization (+ 33%),
whereas those being exposed to [e] tended to decrease the na-
salization (—14%). Hence, this word was indeed affected by the
exposure to nasalization.

The type frequency data might also explain the irregulari-
ties, e.g. mispronunciations and pauses, observed in the record-
ings of the words <Interieur> and <Fondant>. Some partici-
pants were not sure how to pronounce them due to unfamiliarity
with these words. This unfamiliarity can either be due to the
uncommon orthography for a German word with <ieur> at
the end of the word or due to the low type frequency of a more
specialized word (cake decoration). As a consequence, the par-
ticipants stuck to the peripheral option — the better adaption
to German — almost to 100%. <Chance> and <Branche> are
highly frequent and are those words which were produced most
often with the central option - the better imitation of French na-
salization — in recording 1 and in recording 2. Hence, these loan
words seem to be integrated into the German vocabulary with
its original pronunciation.

The shift in vowel quality can also be very subtle, making it
impossible to hear. Moreover, it might be the case that the
vowels also shifted in the loan words without multiple vowel
options. Therefore I plotted the vowels in the acoustic vowel
space based on F1 and F2 with the help of R (R Core Team,
2015) and the corresponding R packages ggplot2 (Wickham,
2009) and dplyr (Wickham, Francois, Henry & Miiller, 2019).
With Praat (Boersma & Weenink, 2019) and the Nasality Au-
tomeasure script (Styler & Scarborough, 2017) I measured F1-
and F2-values at three different time points for each vowel in a
French loan word relating to 50%, 75% and to the end of the
vowel interval. This was done as the vowels under investiga-
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tion always occur before a nasal consonant so that I expected
the greatest amount of nasality in the vowel portion next to the
nasal consonant. The aim of the plotted vowel spaces was to see
whether there were shifts from more peripheral vowels before
exposure to more central vowels after exposure. For these plots
I used the 3414 data from all loan words (1138 words x 3 time
points). The plots are shown separately for each exposure group
in Figures 17, 18 and 19. In these Figures the vowel space be-
fore and after exposure to vowel nasalization is displayed. Gray
vowel labels marked with 1 form the vowel space before expo-
sure and are labeled with vowel 1, e.g. i_1. Red vowel labels
marked with 2 form the vowel space after exposure and are
labeled with vowel 2, e.g. i_2. The ellipses around the vowels
correspond to +1 SD and are drawn with different types of lines,
e.g. solid lines for the vowel [i] or dotted lines for the vowel [e].
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Figure 17: Vowel space before (gray, 1) and after
(red, 2) exposure to low vowel nasalization. Ellipses
correspond to +1 SD.

The plot in Figure 17 shows that [a]-exposure did not lead
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to a centralized vowel space. None of the vowels was shifted
towards a more central space after exposure. When looking at
the three vowel shift-pairs, one can observe a shift from [a]
towards [2] due to exposure, which was achieved by a minimal
lowering of F2. However, there was no lowering of F1. [i] was
shifted in the direction of [¢] due to exposure by raising F1.
However, there was no lowering of F2. [y], however, was not
shifted towards [¢] after [a]-exposure.

In Figure 18 one can observe a centralization effect for all
vowels, except [a], which led to a centralized vowel space after
[e]-exposure. When looking at the three vowel pair-shifts, one
can observe that [i] was shifted towards [¢] due to exposure by
lowering of F2 and by raising of F1. [y] was minimally shifted
towards [€] due to exposure by lowering F2. However, there
was no raising of F1. After [e]-exposure there was no shift from
[a] towards [2].
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Figure 18: Vowel space before (gray, 1) and after
(red, 2) exposure to mid vowel nasalization. Ellipses
correspond to +1 SD.

The vowel space in Figure 19 shows that all vowels, ex-
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cept [a] and [o] were somewhat more central after [i]-exposure.
Looking at the three vowel pair-shifts, one can observe that [y]
was shifted towards [e] due to exposure by a raising of F1. How-
ever, there was no lowering of F2. [i] was shifted towards [€]
due to exposure by lowering F2. However, F1 was minimally
lowered — not raised — as well, so that there was no shift towards
[e] based on F1 after [i]-exposure. A similar picture emerges for
the vowel [a]: There was a shift towards [5] due to a minimal
lowering of F2. There was, however, no lowering of F1 in this
case.
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Figure 19: Vowel space before (gray, 1) and after
(red, 2) exposure to high vowel nasalization. Ellipses
correspond to 41 SD.

Comparing the vowel spaces of the three exposure groups
with each other, one can observe that the shift from low [a]
to more central [0] was strongest after exposure to low vowel
nasalization. The shift was not present after exposure to mid
vowel nasalization and only partially fulfilled after exposure to
high vowel nasalization. Moreover, the shift from high [y] to
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more central [€] was strongest after exposure to high and mid
- non-low — vowel nasalization and not present at all after ex-
posure to low vowel nasalization. The shift from high [i] to
more central [€], however, was only present after exposure to
mid vowel nasalization. After exposure to low and high vowel
nasalization there was only a shift of one formant in the direc-
tion of more central [e], whereas the other formant was shifted
further away from [e]. These results, which are based on visual
inspection, are in line with the results based on listening to the
recordings presented in Table 10. Note that there was a large
variability among the F1- and F2-values (see size of the ellipses
in the vowel spaces) so that all shifts described here remain ten-
dencies. The same is true for the results in Table 10 which did
not reach statistical significance.

I also calculated the vowel space area (VSA) in R (R Core Team,
2015) with the help of the R package PhonR (McCloy, 2016)
to see whether the exposure to nasalization caused a central-
ization of the vowel space as proposed by e.g. House (1957)
and the visual inspection. Specifically, I calculated the area of
the convex hull (F2 x F1), whose calculation is based on all
vowel tokens, for each exposure group (low, mid and high) sep-
arately (R syntax: convexHullArea(F1, F2, group = recording)).
The vowel space area was smaller, which means a more central-
ized vowel space, after exposure to high vowel nasalization than
before exposure to high vowel nasalization (before: 2630725,
after: 2621236, difference: —9489, —0.4%). The same was true
for exposure to mid vowel nasalization (before: 2304583, after:
1758632, difference: —545951, —24%). However, the vowel
space area was bigger after exposure to low vowel nasalization
than before exposure (before: 2225629, after: 2270819, dif-
ference: 445190, +2%). This suggests a greater centraliza-
tion effect after exposure to [€] than after exposure to [i] and a
de-centralization effect after exposure to [a]. This calculation
confirms the observed patterns in the plotted vowel spaces in
Figures 17-19.
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Acoustic nasalization: A1-P0 With Praat (Boersma &
Weenink, 2019) and the Nasality Automeasure script (Styler &
Scarborough, 2017) I measured A1—POQ values at three different
time points for each vowel in the French loan word relating to
50%, 75% and to the end of the vowel interval. This was done
as the vowels under investigation always occur before a nasal
consonant so that I expected the greatest amount of nasality in
the vowel portion next to the nasal consonant. Due to prob-
lems with the measurement indicated by the script (A1=PO0 (n
= 478), Shallow (n = 140), LoPitch (n = 42), HighF1 (n =
24), HarmDev (n = 14), Crash-PulseBegin (n = 4), HiPitch (n
= 2)), only 2710 data points of the original 3414 data points
(1138 vowels x 3 time points) were analyzable. A description
of most of these errors can be found in chapter 2.2.2. Crash-
PulseBegin is due to an unconfirmed pulse length (for details
see Styler & Scarborough (2017)).

Overall one could observe only a small increase of the
amount of nasality. The mean A1—PO0 value at recording 1 was
—2.41 dB and it decreased by —0.14 dB due to exposure to na-
salization so that it was —2.54 dB in recording 2. These values
show that German native speakers nasalize vowels in French
loan words more than vowels in nasal contexts of pseudowords,
which conform to the German phonotactics as a comparison
with the A1—PO values from the production experiment (see
chapter 2.2) reveals. In the pseudowords high vowels reached
an A1-PO value of 1.10 dB, mid vowels of 0.33 dB and low
vowels of 0.86 dB. These higher values indicate a less amount
of nasality.

Before exposure the amount of nasality was greatest in low
vowels in all groups ([a]-group: —4.80 dB, [e]-group: —5.48
dB, [i]-group: —3.33 dB), followed by mid ([a]-group: —2.52
dB, [e]-group: —2.27 dB, [i]-group: —1.46 dB) and high vowels
([a]-group: —3.25 dB, [e]-group: 0.14 dB, [i]-group: —1.46 dB)
(see Figures 20-22). This difference, however, was not signifi-
cant as three separate linear mixed-effects model — one for each
group before exposure — calculated in R (R Core Team, 2015)
with the R packages lme4 (Bates et al., 2015) and ImerTest
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(Kuznetsova et al., 2018) show. In the models which fitted
the data best (as assessed by backward stepwise elimination
(Baayen, 2008)) A1-P0O was the independent variable and
VOWEL HEIGHT (high, mid and low) was the dependent vari-

able. PARTICIPANT and ITEM served as random intercepts (R
syntax: Imer(A1—P0O ~ VOWEL HEIGHT + (1|PARTICIPANT) +

(1jrrEM))). There was no significant difference in the amount
of nasality before exposure to low vowel nasalization between
high and mid vowels (Est. = —1.322, SE = 1.550, df = 139.081,
t = —0.853, p = 0.395), between high and low vowels (Est. =

—1.067, SE = 1.8190, df = 150.240, t = —0.587, p = 0.558)

and between mid and low vowels (Est. = 0.2548, SE = 0.9891,

df = 313.951,t = 0.258, p = 0.797). There was also no sig-

nificant difference in the amount of nasality before exposure to

mid vowel nasalization between high and mid vowels (Est. =

—2.2574, SE = 2.2878, df = 14.425,t = —0.987, p = 0.340),

between high and low vowels (Est. = —3.1500, SE = 2.4074,

df = 17.283,t = —1.308, p = 0.208) and between mid and
low vowels (Est. = —0.8926, SE = 0.9568, df = 325.783,t =

—0.933, p = 0.352). The same is true for the exposure to high
vowel nasalization. Before exposure to high vowel nasalization
there was no significant difference in the amount of nasality be-
tween high and mid vowels (Est. = —0.7941, SE = 1.5101, df
= 81.404,t = —0.526, p = 0.600), between high and low vow-
els (Est. = —1.2205, SE = 1.6883, df = 86.346,t = —0.723,

p = 0.472) and between mid and low vowels (Est. = —0.4264,

SE = 0.9240, df = 216.219,t = —0.462, p = 0.645).

I was also interested in whether there were differences in the
amount of nasality in vowels of different height in the three
groups after exposure depending on the nasal vowel height
heard during exposure. I therefore calculated a separate lin-
ear mixed-effects model in R (R Core Team, 2015) with the R
packages lme4 (Bates et al., 2015) and lmerTest (Kuznetsova
et al., 2018) for each vowel height in each group. In the mod-
els which fitted the data best (as assessed by backward step-
wise elimination (Baayen, 2008)) the A1—P0 value was the in-
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dependent variable and RECORDING (before exposure and after
exposure) was the dependent variable. PARTICIPANT and ITEM
served as random intercepts (R syntax: Imer(A1—P0 ~ RECORD-
ING + (1|PARTICIPANT) + (1ITEM))).

With the R packages ggplot2 (Wickham, 2009) and Rmisc
(Hope, 2013) I plotted the mean A1—PO values depending on
vowel height (high, mid and low) and recording (before expo-
sure and after exposure) for each exposure group separately (see
Figures 20, 21 and 22). Higher bars (= lower values) corre-
spond to greater acoustic nasality.
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Figure 20: A1—PO values (in dB) £+ 1.96 SE before
(gray) and after (red) exposure to nasalization of [a].

The three linear mixed-effects models — one for each vowel
height - for the [a]-group show, that there was no significant
difference in the amount of nasality between recording 1 (low:
—4.80 dB, mid: —2.52 dB) and recording 2 (low: —3.60 dB, mid:
—3.23 dB) for low (Est. = 1.2370, SE = 1.0130, df = 113.861,
t = 1.222, p = 0.224) and mid vowels (Est. = —0.3040, SE =
0.3548, df = 700.575,t = —0.857, p = 0.392). There was a
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marginally significant difference in the amount of nasality be-
tween recording 1 (—3.25 dB) and recording 2 (—2.12 dB) for
high vowels (Est. = 2.1420, SE = 1.2290, df = 44.424,t =
1.744, p = 0.088). An overview of the results for the [a]-group
can be found in Figure 20.

The three linear mixed-effects models — one for each vowel
height — for the [e]-group show, that there was no significant
difference in the amount of nasality between recording 1 (low:
—5.48 dB, mid: —2.27 dB, high: 0.14 dB) and recording 2 (low:
—6.12 dB, mid: —3.00 dB, high: —0.43 dB) for low (Est. =
0.1044, SE = 0.7152, df = 123.903, t = 0.146, p = 0.884),
mid (Est. = —0.6209, SE = 0.3861, df = 663.259,t = —1.608,
p = 0.108) and high vowels (Est. = —1.2384, SE = 0.9647, df
= 58.686,t = —1.284, p = 0.204). An overview of the results
for the [e]-group can be found in Figure 21.
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Figure 21: A1—PO values (in dB) + 1.96 SE before
(gray) and after (red) exposure to nasalization of [].

The three linear mixed-effects models — one for each vowel
height — for the [i]-group show, that there was a significant de-
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crease of nasality between recording 1 (low: —3.33 dB, mid:
—1.46 dB, high: —1.46 dB) and recording 2 (low: —1.82 dB,
mid: —0.74 dB, high: —3.59 dB) in low vowels (Est. = 1.7024,
SE = 0.7461, df = 135.200, t = 2.282, p < 0.05). There was,
however, no significant difference in the amount of nasality be-
tween recording 1 and recording 2 in mid (Est. = 0.6839, SE =
0.4094, df = 678.800, t = 1.670, p = 0.095) and high vowels
(Est. = —0.1471, SE = 1.3258, df = 55.000, t = —0.111, p
= 0.912) for the [i]-group. An overview of the results for the
[i]-group can be found in Figure 22.
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Figure 22: A1—PO values (in dB) £+ 1.96 SE before
(gray) and after (red) exposure to nasalization of [i].

3.3 Discussion

The experiment shows that native speakers of German adjust
their degree of nasalization after auditory exposure to a vowel
nasalization pattern. This adjustment, however, is quite vari-
able and depends on the vowel height of the exposure vowel.
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The pronunciation of nasal vowels in French loan words
by German native speakers is in general highly variable and
seems to depend on the word itself, its lexical frequency and the
speaker. It seems as if some words have a preferred pronunci-
ation by several speakers which either can (e.g. <Parfum>,
<arrangiert>) or cannot be changed (e.g. <revanchieren>)
by auditory exposure to a specific vowel height. When having
listened to nasal vowels — independent of the vowel’s height
— the pronunciation was most often shifted towards the more
central option, which is an appropriate imitation of French na-
salization. A shift towards the more peripheral option was rare.

Depending on vowel height of the exposure vowel a shift to-
wards the more central option occurred more often when the
exposure vowel was low than when it was mid or high. How-
ever, these observed shifts did not reach significance. There
was, however, the tendency that exposure to nasalization cen-
tralized the vowel (better imitation of French vowel nasaliza-
tion) and that this effect was stronger for those speakers who
had listened to nasal vowels which were easy to articulate (low
vowels). Moreover, it could be observed that the shift from low
[a] to more central [0] was strongest after exposure to low vowel
nasalization. This shift was not present after exposure to mid
vowel nasalization and only partially fulfilled after exposure to
high vowel nasalization. The shift from high [y] to more cen-
tral [e] was strongest after exposure to high and mid — non-low
— vowel nasalization and not present at all after exposure to
low vowel nasalization. These observed shifts were minimally
and were just displayed for data visualization. Nevertheless,
based on these observations, it seems as if the vowel height of
the exposure vowel plays a role in these shifts, with exposure to
low vowel nasalization shifting low vowels to mid and exposure
to non-low vowel nasalization shifting non-low vowels to mid.
However, for the shift from high [i] to more central [¢] this is
not that clear: Only after exposure to mid vowel nasalization
there was a shift of both formants in the predicted direction.
After exposure to low and high vowel nasalization there was
only a shift of one formant in the direction of more central [e],
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whereas the other formant was shifted in the opposite direction
— further away from [e].

Independent of these vowel specific shifts, the centralization
effect was only present after exposure to non-low vowel nasali-
zation. This suggests that the production of nasal vowels is not
that heavily affected by auditory exposure to low vowel nasa-
lization than by auditory exposure to high or mid vowel nasa-
lization. Moreover, as the centralization effect was not present
for [a] (and [o]) it seems that the production of non-low vowels
and back vowels is not that much affected by auditory exposure
than the production of high, mid and front vowels. These re-
sults are in line with the calculations of the vowel space area,
which show a small de-centralization effect after exposure to
low vowel nasalization and a centralization effect after expo-
sure to mid vowel nasalization. After exposure to high vowel
nasalization there seems to be neither a centralization nor a de-
centralization effect.

Carignan (2018) analyzed six different languages and found
the following patterns by measurements of nasalance (ratio of
acoustic energy coming from the nose among acoustic energy
coming from the nose and the mouth (Fletcher, Sooudi & Frost,
1974)) and ultrasounds, which are only partly in agreement
with the centralization effect: (1) raising of F1 and F2 of [i],
(2) lowering of F1 of non-high vowels and (3) lowering of F2
of non-front vowels in nasal context compared to oral context.
From these statements only the second one fully agrees with
the centralization effect. The first statement agrees with the
centralization effect in the raising of F1 but not in the raising of
F2, and the third statement does not fully agree with the cen-
tralization effect, as well. My data confirms the first statement
for [a]-learners, the second statement for [2] in all groups (only
minimally) and for [€] in [i]-learners, and the third statement
for [a]- and [i]-learners for [a], [¢] and [o]. These modifica-
tions, however, are minimal. The data of Carignan (2018) and
my own data suggest, that the vowels contribute to different
degrees to the centralization of the vowel space due to the na-
salization.
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The results concerning the A1—PO0 values reveal an adjust-
ment in the amount of nasality only after exposure to high vowel
nasalization. In this case, the amount of nasality in low vowels
was decreased, whereas the amount of nasality in high and mid
vowels was unaffected. As one would expect an increase of the
amount of nasality after auditory exposure, this result might be
due to the articulatory difficulty to nasalize high (and mid) vow-
els as proposed by ease of articulation. This failure to increase
the amount of nasality in high (and mid) vowels was compen-
sated by a decrease of the amount of nasality in low vowels, so
that as a consequence the amount of nasality in high and mid
vowels was indirectly increased.

Comparing the results of the experiment with the predictions,
I can say that before exposure there was no difference in the
amount of nasality across groups. This is in line with my pre-
diction. I also assumed that all participants show the greatest
amount of nasality in low vowels before exposure. This pre-
diction is confirmed as well, however, in low vowels there was
not a significantly greater amount of nasality than in the other
vowels. Thus, participants showed a different pattern of na-
salization in French loan words and in pseudowords: Whereas
vowels in French loan words were all nasalized to the same de-
gree, vowels in pseudowords were more heavily nasalized when
they were low or mid than when they were high (see results of
the production experiment in chapter 2.2.2). After exposure I
expected a decrease of the amount of nasality with different pre-
dictions for the exposed vowels and for the unexposed vowels
depending on exposure group.

When comparing the results of the experiment with the pre-
dictions concerning learning, I can say that the predictions of
perceptual frequency and of ease of perception are confirmed:
There was a greater increase of the amount of nasality in the
exposed vowel after exposure to high vowel nasalization than
after exposure to mid and low vowel nasalization. The predic-
tion based on ease of articulation is not confirmed for learning.
A summary of the predictions and the results can be seen in Ta-
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ble 12. In this Table green check marks represent confirmed
predictions and red x marks represent unconfirmed predictions.
Cells including ¢/’ are those in which the phonetic effect makes
no prediction. As the predictions based on perceptual frequency
and ease of perception are identical, I cannot state whether the
results are due to ease of perception or due to perceptual fre-
quency.

Table 12: Predictions for the productive task in the
artificial language learning experiment testing vowel
nasalization and their evaluation.

Generalizations of

Learning [a] -learners [e] -learners [i] -learners
Perceptual .
frequency lil> [e], fal v / / /
Ease of [i] > [e], [a] v high > midX  high > low X
perception ’ 8 8
Ease of fa] > [e], [i] X low > high X low > mid X
articulation ’ §
P.ho.netfc / mid > high X  low > high X  mid > low v
similarity

A clear statement concerning the predictions for the gene-
ralizations is also difficult since only the participants of the [i]-
group adjusted their amount of nasality significantly after expo-
sure. The results of the participants of the [i]-group are in line
with the prediction based on phonetic similarity. The predic-
tion based on ease of articulation is again not confirmed. The
predictions for the generalizations in the [a]- and [€]-group are
never confirmed because these participants did not generalize
at all.

These conclusions are based on the results of the A1-P0
values which reached significance. The results of the central-
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ization effect (vowel shifts and vowel space area) did not reach
statistical significance but showed a tendency: They indicate
a greater centralization effect (= more nasalization) after [e]-
exposure than after [i]-exposure, and a de-centralization effect
(= less nasalization) after [a]-exposure due to the vowel space
area. This is partly in line with the learning predictions based
on perceptual frequency and ease of perception, but only for
the de-centralization effect after [a]-exposure. Moreover, it can
be observed in the data that after [a]-exposure there was the
strongest shift of low vowels and after [e]-exposure (and [i]-
exposure) there was the strongest shift of high vowels. On the
one hand, this shows that participants learned the nasalization
pattern they were exposed to so that they increased the nasali-
zation to the greatest degree in the exposed vowel height. On
the other hand, it shows that the [¢]-group also increased their
nasalization of high vowels which would be in line with the pre-
dictions based on ease of perception. In addition to that, there
were more shifts to the central option after [a]-exposure than
after [e]-exposure and after [i]-exposure. This is in line with
the learning predictions based on ease of articulation, which is
contrary to the results based on A1—PO0 values and calculations
of the vowel space area.

To sum up, the predictions based on perceptual frequency,
ease of perception and phonetic similarity are more often con-
firmed than the predictions based on ease of articulation. This is
somewhat striking as the participants were asked to articulate
nasal vowels. The previous artificial language learning expe-
riment (see chapter 2.4) showed that all groups learned their
nasalization pattern and that they were able to generalize this
pattern to other patterns. As the exposure phase and the train-
ing phase were identical, I suggest that the participants in this
production experiment also learned a nasalization pattern - ei-
ther the nasalization of low, mid or high vowels. I expect that
this learning can be observed in an increase of nasalization of
this height for each exposure group. This is the case for the [i]-
group, whose participants decreased the amount of nasality in
low vowels based on A1—PO values which indirectly increased

133



the amount of nasality in high (and mid) vowels. This is the
only significant result of the experiment. The calculations of
the vowel space area as well as the choice of vowel options (see
Table 10) are in line with this prediction.

Thus, the results show tendencies which illustrate that the
participants learned their trained nasalization pattern as well
— similar to the participants in the previous artificial language
learning experiment. The results further show that participants
exposed to high vowel nasalization increased the nasalization
of their exposed vowel more than participants exposed to mid
and low vowel nasalization. This may either be due to per-
ceptual frequency or due to ease of perception. According to
the prediction of perceptual frequency, participants exposed to
nasal [a] and nasal [€] perceive nothing unfamiliar because they
know these nasal vowels from French loan words. As a conse-
quence they do not adapt their nasalization. The participants
exposed to nasal [i], however, perceive something unfamiliar
— the nasalization of high vowels — which is not known from
French loan words. As a consequence, they adapt their nasali-
zation and want to increase the nasalization of their own high
(and mid) vowels. However, as this is anatomically rather dif-
ficult for them, they decrease the nasalization of low vowels
to indirectly increase the nasalization of high (and mid) nasal
vowels. According to the prediction of ease of perception, par-
ticipants know that oral and nasal high vowels are easiest to
distinguish. Having perceived a nasal high vowel, they hence
increase the nasalization of high vowels to a great degree. Hav-
ing perceived a nasal low or mid vowel, however, they do not
increase the nasalization that much so that the contrast between
oral and nasal high vowels is still the easiest to perceive. When
generalizing the nasalization pattern to other vowels no clear
picture emerges. Whereas participants of the [i]-group gener-
alized to mid vowels and participants of the [€]-groups seem to
have generalized to high vowels, participants of the [a]-group
did not generalize at all. Thus, the generalizations may be based
on phonetic similarity and on ease of perception. The inconclu-
sive data for generalizations may either be due to several other
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factors which might have influenced this experiment, e.g. lex-
ical frequency of loan words in German, unbalanced vowels in
the dataset, individual differences and limited dataset, or due
to the inability of German native speakers to produce high or
mid nasal vowels appropriately so that it causes a significant
increase or decrease of nasalization. More reliable data is thus
necessary to resolve this issue.

3.4 Conclusion

The aim of this experiment was to find out whether auditory ex-
posure to vowel nasalization of different height alters the pro-
duction of the listeners — the degree of nasalization they produce
- and if so, whether there is a difference in the degree of nasali-
zation depending on whether they are producing a low, mid or
high vowel in a nasal context. Doing so, I considered the pho-
netic effects of ease of articulation, ease of perception, phonetic
similarity and perceptual frequency on the productions — simi-
lar to those effects on the perception in the artificial language
learning experiment in chapter 2.4. I conducted an experiment
in which three groups of German native speakers read aloud
sentences with French loan words before and after auditory ex-
posure to vowel nasalization. This auditory exposure included
the presentation of singular, plural and diminutive forms in an
artificial language created for the experiment described in chap-
ter 2.4 in which plural was expressed by [am] ([a]-exposure),
by [ém] ([e]-exposure) or by [im] ([i]-exposure). The record-
ings were then analyzed to assess the degree of nasalization in
the French loan words by measuring shifts in vowel quality, by
measuring vowel spaces and by measuring acoustic nasalization
based on A1-PO.

The results were highly variable so that none of the predic-
tions could be entirely confirmed. The participants seem to have
learned the nasalization pattern and consequently adjusted their
production depending on the vowel height they were auditorily
exposed to. Those participants who were exposed to high vowel
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nasalization increased the amount of nasalization most after ex-
posure. This can either be due to the low perceptual frequency
of high vowel nasalization in French loan words or due to per-
ceptual ease. The results for the generalizations are inconclu-
sive and suggest a bias towards phonetically similar patterns — if
generalizations occurred at all. This is in line with the results of
the previous artificial language learning experiment (see chap-
ter 2.4) in which learning was based on perceptual ease and
in which generalizations were based on phonetic similarity as
well. Interestingly, the increase of nasalization is only achieved
indirectly by decreasing the nasalization of dispreferred vowel
heights as indicated by the acoustic measurement of nasality by
means of A1—PO0. The reason for this might be that German na-
tive speakers are apparently able to perceive nasalization prop-
erly, but have difficulties to articulate nasalized vowels or ad-
just the degree of nasalization depending on auditory exposure.
The results of the [i]-group by means of A1—PO suggest that
German native speakers cannot increase the nasalization but
have to decrease it in certain vowels to strengthen indirectly
the nasalization of other vowels.

Although the results hardly reached significance, they, nev-
ertheless, provide evidence for an effect of phonetics in phono-
logical learning. This effect is stronger in perception than in
production which is in line with the perception before produc-
tion hypothesis (Flege, 1991) as a comparison of the results with
the previous artificial language learning experiment which in-
cluded a perceptual task shows. Moreover, it seems as if a gen-
eralization of perception onto production is difficult and that
even a small modification of already known pronunciations de-
pends on many factors, one of which is phonetics. In order to
find out whether lexical effects confounded the results I suggest
running the same experiment with pseudowords similar to those
in the production experiment in chapter 2.2. This experiment
may then result in greater changes in nasalization. I will leave
that for future research.
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4 Perception and learning of
retroflexion

4.1 Introduction

How we perceive sounds and contrasts between them depends —
among other factors, e.g. phonetic details, — on our native lan-
guage (Abramson & Lisker, 1970; Best & Strange, 1992; Guion
et al., 2000; Hallé, Best & Levitt, 1999; Kuhl & Iverson, 1995).
Although all languages use the same sounds there are small pho-
netic differences among phoneme categories across languages,
which make it difficult for speakers to perceive non-native
sounds that sound similar to native ones. Japanese native speak-
ers, for example, have difficulties differentiating the English liq-
uid /1/-/r/-contrast because Japanese does not have this con-
trast. Whereas English has two phoneme categories — one for
/1/ and one for /r/ - Japanese has only one phoneme category
- /r/. Consequently, Japanese native speakers perceive not only
English /r/ but also English /1/ as Japanese /r/ (Vance, 1987)
(for details see chapter 1.1.3). Another example can be found
in the perception of vowels: The English vowel contrast /i:/-/1/
differs in terms of spectral and durational cues. Whereas native
speakers of English mainly rely on spectral cues to differenti-
ate these vowels, learners of English mainly rely on durational
cues (Cebrian, 2006; Flege, Bohn & Jang, 1997; Rauber, Escud-
ero, Bion & Baptista, 2005). Thus, phonetic details that are
used to contrast sounds by native listeners may be unnecessary
for L2-listeners, whereas L2-listeners may use phonetic details
to contrast non-native sounds which are unnecessary for native
listeners (Escudero, Benders & Lipski, 2009; Flege et al., 1997;
Iverson et al., 2003). These perceptual difficulties have direct
impacts on the ability to produce and to learn these sounds and
contrasts (Aoyama et al., 2004; Best, 1995; Flege, 1995; Kuhl &
Iverson, 1995; MacKay, Flege, Piske & Schirru, 2001).
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In addition to the influence of the native language sound sys-
tem, in this study I considered the effect of ease of perception
on the learning behavior and on the generalization behavior of
different learning groups. Doing so, I investigated the percep-
tion and learnability of retroflexion by German native speakers
who are not familiar with retroflexion (Wiese, 1996). Retroflex
consonants are those consonants which are articulated with a
backward bended tongue tip (Trask, 1996). Acoustically they
differ from alveolar consonants mainly in terms of a lowered
F3 (Ladefoged & Maddieson, 1996; Narayanan & Kaun, 1999)
(see chapter 1.4 for details). As fricatives are acoustically more
salient than other consonant manners, a modification of frica-
tives, e.g. their retroflexion, causes a greater perceptual change
than that of other consonant manners (Kohler, 1990). This is
the reason why retroflex fricatives and alveolar fricatives are
easier to distinguish than e.g. retroflex and alveolar plosives or
retroflex and alveolar nasals.

Here, the effects of ease of articulation are not considered
since they are inconclusive. Nevertheless, I will briefly ex-
plain which two different effects of ease of articulation are pro-
posed — for the sake of completeness and to later show that
neither of these articulatory effects affects learning and gener-
alizing retroflexion. Whereas Stausland Johnsen (2012) men-
tioned no differences in the articulation among retroflex conso-
nants, Hamann (2003b) pointed out that a fricative requires a
longer retroflex gesture than plosives, nasals or lateral approx-
imants. This longer duration might cause articulatory difficul-
ties which result in articulatory ease for the retroflexion of plo-
sives, nasals and lateral approximants compared to fricatives.
However, neither of these two studies was an articulatory study
and thus did not directly test the articulation of retroflexion.
Stausland Johnsen (2012) studied the likelihood of retroflexion
in Norwegian ([t], [d], [n] > [s]) and explained it well with
the perceived distances between retroflex and alveolar conso-
nants. Fricatives undergo less often retroflexion than plosives
and nasals because the perceived distance between retroflex
and alveolar fricatives is greater than the perceived distance
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between retroflex and alveolar plosives or nasals. This is in line
with Steriade (2001b, 2009)’s P-map theory: The more percep-
tually distant x and x; are, the less likely does x surface as x;.
As Stausland Johnsen (2012) assumed no differences in the ar-
ticulated retroflexion between consonant manners, articulation
was not able to explain the likelihood of retroflexion in Norwe-
gian. However, if there was an articulatory difference in the
retroflexion of consonant manners, Stausland Johnsen (2012)
would assume that retroflex fricatives are easier to articulate
than retroflex plosives. He concluded this from the typological
markedness of postalveolar (=retroflex) plosives which are less
common than postalveolar (=retroflex) fricatives (Maddieson,
1984). Hamann (2003b) reviewed articulatory studies on re-
troflexion in different languages and grounded her assumption
that retroflex fricatives are produced differently from retroflex
plosives, nasals or lateral approximants on the articulatory dif-
ferences in non-retroflex consonants. According to e.g. Dart
(1991), Lindblad & Lundqvist (1999) and Wéngler (1964), the
fricative [s] is more laminal than the corresponding plosive [t].
The reason for this is that fricatives need a longer place of con-
striction — which is achieved by a more laminal articulation -
compared to the small contact area of e.g. plosives to achieve
the characteristic frication noise. That retroflex fricatives have
indeed a different place of articulation and that they require a
longer duration than the corresponding retroflex plosives was
verified by e.g. Keating (1991), Ladefoged & Maddieson (1996)
and Ladefoged & Wu (1984). As can be seen from this short
comparison of two proposed effects of ease of articulation, it is
not always clear how to define and to justify what is articula-
tory (or perceptually) easy. Consequently, learning biases based
on ease of articulation (or ease of perception) as proposed by
phonetically based phonology (Archangeli & Pulleyblank, 1994;
Hayes & Steriade, 2004; Wilson, 2006) and their effects have to
be evaluated carefully: It is not always clear what the theory
predicts because it is not always clear which part of phonetics
predicts which learning advantage and what part of phonetics
is responsible for the typological distribution.
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To assess the reported effects of ease of perception and the pos-
sible effects of ease of articulation — articulatory disadvantage of
fricatives according to Hamann (2003b) and articulatory advan-
tage for fricative or no articulatory advantage for any consonant
manner according to Stausland Johnsen (2012) - I investigated
the distribution of retroflexion in the languages of the world.
Since ease of perception favors retroflex fricatives and ease of
articulation may either favor retroflex plosives and retroflex lat-
eral approximants, or retroflex fricatives or no retroflex conso-
nant manner, I expected either an equal distribution of retroflex
consonants among plosives, fricatives and lateral approximants
(those manners I considered in the artificial language learning
experiment) in the languages of the world or more retroflex fri-
catives than retroflex plosives or lateral approximants.

To explore the distribution of retroflexion across consonants
in the languages of the world, I created a dataset of 91 languages
with retroflex consonants from the UPSID corpus (Maddieson,
1984) as described in chapter 2.1. In this dataset, I annotated
which retroflex manners of articulation were present for each
language. Focusing only on the manners I examined in the per-
ception experiments (plosives, fricatives, approximants, nasals)
and in the learning experiment (plosives, fricatives, approxi-
mants), I can say that with 46% most of the languages that have
retroflex consonants have retroflex plosives (n = 42). Retroflex
approximants can be found in 26% (n = 24) and fricatives in
26% (n = 24) of the languages with retroflex consonants. Re-
troflex nasals are more rarely (15%, n = 14) (see Table 13).

However, these results can be misleading as they do not con-
sider the number of occurrences of consonant manners without
retroflex consonants in the world’s languages. Thus, I calcu-
lated the percentages of retroflex consonants of different man-
ners among the total number of consonants of different man-
ners. 100% (n = 451) of all languages listed in the UPSID cor-
pus (Maddieson, 1984) use plosives, 96% (n = 435) of all lan-
guages use nasals, 93% (n = 420) of all languages use fricatives
and 96% (n = 434) of all languages use approximants (see Ta-
ble 13). Calculating the percentages of retroflex consonants on
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these manners, it turned out that 9% of all plosives are retro-
flex, 6% of all approximants are retroflex, 6% of all fricatives
are retroflex and 3% of all nasals are retroflex. Comparing the
distribution of retroflex consonants with the distribution of re-
troflex consonants among all consonants (see Table 13), I can
say that the tendency is the same with retroflex plosives being
more frequent than retroflex fricatives and approximants which
in turn are somewhat more frequent than retroflex nasals. How-
ever, based on the percentages the difference is smaller than in
the raw numbers. These percentages show again (see typologi-
cal distribution of nasal vowels in chapter 2.1) that the proposed
encoding of the predispositions based on ease of perception and
ease of articulation as markedness by the framework of phoneti-
cally based phonology (Archangeli & Pulleyblank, 1994; Hayes
& Steriade, 2004; Wilson, 2006) is not met. Neither ease of
perception (more retroflex fricatives than retroflex plosives and
retroflex approximants) nor ease of articulation (more retroflex
plosives and retroflex approximants than retroflex fricatives, or
more retroflex fricatives than retroflex plosives and retroflex
approximants, or no difference between consonant manners)
nor a combination of both (equal distribution of retroflex plo-
sives, retroflex fricatives and retroflex approximants, or more
retroflex fricatives than retroflex plosives and retroflex approx-
imants) can explain this typological asymmetry.

Table 13: Distribution of consonant manners in lan-
guages with consonants.

Consonant Retroflex C
manner Retroflex C C among C

plosive 42 451 9%
fricative 24 420 6%
approximant 24 434 6%
nasal 14 435 3%
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In this study I thus excluded the possible effects of ease of arti-
culation and typology and focused on perceptual effects only. I
explored the role of perceptual distance in morphophonological
learning. I focused on the perceptual distance between alternat-
ing sounds based on ease of perception and on the perceptual
distance between native and non-native sounds - testing a pos-
sible interference of L1 with the latter. To do this I tested Ger-
man native speakers on their perceptibility and learnability of
retroflexion. Retroflex consonants are not part of the German
phoneme inventory (Wiese, 1996) so that a direct influence of
L1 can be excluded. However, there might be an indirect influ-
ence of the L1-sound system due to a perceptually similar sound-
ing phoneme. First of all, I checked whether German native
speakers can perceive retroflex consonants and whether there
are differences depending on context and manner of articula-
tion. I therefore conducted two perception experiments — one
identification task and one discrimination task — with which I
also established the perceptual distances between retroflex con-
sonants and their alveolar counterparts (chapter 4.2-4.3). Next,
I conducted an artificial language learning experiment to inves-
tigate whether there is a learning advantage for a specific man-
ner of articulation depending on perceptual distances (chapter
4.4).

4.2 Perception experiment: identifica-
tion task

Previous studies on the perception of retroflex consonants
showed that the perception of retroflexion depends on three
factors. The first factor is the consonant manner — with a per-
ceptual advantage for fricative [s] over plosive [{] and [d] and
nasal [n] (Stausland Johnsen, 2012). The second factor is the
preceding vowel context — with a perceptual advantage for re-
troflex consonants following [a] over retroflex consonants fol-
lowing [i] (Ohala & Ohala, 2001) - and the third factor is the
position of the retroflex depending on the vowel (VC vs. CV).
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The results concerning the position are conflicting: Whereas
Hamann (2003a) and Ohman (1966) found a perceptual advan-
tage for retroflex consonants in VC over CV, Ahmed & Agrawal
(1969) and Krull (1990) found a perceptual advantage for retro-
flex consonants in CV over VC. These conflicting results cannot
be attributed to the native languages of the listeners since Krull
(1990) and Ohman (1966) both tested Swedish native speakers.
Moreover, the results cannot be explained by the consonants
under investigation: Plosives were tested in all studies and in
addition to this, Hamann (2003a) tested also nasals whereas
Ahmed & Agrawal (1969) tested all Hindi consonants.

In order to investigate how speakers who are not familiar
with retroflexion perceive the retroflexion of different conso-
nant manners, I conducted a perception experiment in which
I tested the perception of retroflexion with native speakers of
German. I further aimed at investigating whether there is a
perceptual advantage for retroflex consonants preceding vow-
els or for retroflex consonants following vowels. To this end, I
tested the perception of retroflexion in both contexts — VC and
CV. The vowel I chose was [a], as retroflexion was perceived
best in this context in Ohala & Ohala (2001)’s study.

In this perception experiment the participants were asked to
identify retroflex and alveolar consonants. This task tested the
perceptual confusability of retroflex and alveolar consonants of
different manners and in different positions (CV or VC). Based
on the acoustics and Stausland Johnsen (2012)’s study, I pre-
dicted for the present experiment that if German native speak-
ers benefit from a language-independent phonetic bias based on
perceptual ease, they will confuse alveolar [s] and retroflex [s]
less often with each other than alveolar [t], [d], [n] and [1] with
retroflex [t], [d], [n] and [|]. I added the lateral approximant
[1] as a further test case and expect it to be perceived unlike
the fricative and similar to plosives and nasals since the results
of Stausland Johnsen (2012) suggest that retroflex fricatives are
perceived better than all other retroflex consonant manners and
as fricatives are acoustically more salient than other consonant
manners (Kohler, 1990). If my participants do not confuse alve-
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olar and retroflex consonants differently depending on conso-
nant manner, they will not benefit from perceptual ease. In
contrast to Ahmed & Agrawal (1969), Hamann (2003a), Krull
(1990), and Ohman (1966) I investigated only the perception of
retroflexion in speakers who are not familiar with retroflexion.

4.2.1 Method

Stimuli The stimuli were the five alveolar consonants [d], [t],
[11, [n] and [s], which are part of the German phoneme inven-
tory (Wiese, 1996), and their five retroflex counterparts [d], [{],
[, [n] and [s], which are not part of the German phoneme in-
ventory, either in [aC]-syllable or in [Ca]-syllable. The syllables
were spliced out of [aCa]-syllables which were provided to me
by a phonetic project of the University of Tromsg. The stimuli
were recorded by a male monolingual native speaker of Nor-
wegian. The sampling rate of the recording was 44.1 kHz. To
avoid distracting noise at the beginning or at the end of the syl-
lables, all syllables were sliced out of their context at the nearest
zero-crossing point using Praat (Boersma & Weenink, 2019). As
vowels show strong formants and a quasiperiodic wave form, I
chose the beginning of the first quasiperiodic wave of the sec-
ond vowel as endpoint of [aC]-syllables and I chose the end of
the last quasiperiodic wave of the first vowel as beginning of
[Ca]-syllables. This selection was in agreement with the visi-
ble formants in the spectrogram and my auditory impression.
The intensity was then scaled to 70 dB. To make the task more
difficult, babbling noise (55 dB) was added to the experimen-
tal items at a signal-to-noise ratio of about 7 dB using Praat
(Boersma & Weenink, 2019). Babbling noise was also used by
Stausland Johnsen (2012) to mask the stimuli. The babbling
noise was the first part — Jeg spiste... — of the target sentence
Jeg spiste X til middag. ‘I ate X for dinner.” which was reversed.
The target sentence was recorded by another male monolingual
native speaker of Norwegian. Recording of the target sentence
took place at the University of Tromsg. The sampling rate was
44.1 kHz. The practice consonants were not masked with noise.
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Procedure The participants were tested with a forced-choice
identification task using Praat MFC (multiple forced-choice)
(Boersma & Weenink, 2019) on a Windows laptop. To avoid
disturbing noise, they listened to the stimuli via headphones in
a quiet room. In a short introductory phase the participants
learned how the following stimuli sound and how they are rep-
resented orthographically on the screen as the participants were
not familiar with retroflexion. They listened to each of the prac-
tice consonants once while they saw their IPA transcription on
the screen. During the subsequent test the participants listened
to a consonant masked with babbling noise and were forced to
identify the consonant in each syllable as one of these: [d], [t],
11, [nl, [sl, [d], [t], [, [n], [s]. The participants responded
by clicking on a box surrounding one of the consonants on the
screen. After they had made their choice, the next syllable was
presented after an inter-stimulus-interval of 500 ms. Each syl-
lable was presented ten times in random order. The experiment
lasted about ten minutes.

Participants I tested 20 adult native speakers of German (11
identified as female, 9 identified as male, mean age: 28.5, range:
19-54). No one reported knowledge of a language which uses
retroflex  consonants  distinctively  (except American
English). All participants had normal or corrected-to-normal
vision and no hearing problems. All of them participated vol-
untarily. Prior to the experiment each participant filled out a
consent form and a questionnaire with which data about the
participants’ age, sex, native language, foreign language skills,
the region they had been grown up and education was collected.

4.2.2 Results

The results of the perception experiment are provided in Tables
14 and 15. In these confusion matrices it is shown how often
each stimulus (rows) was identified as one of the ten consonants
(columns) in CV (see Table 14) and in VC (see Table 15). Per-
centages are given in brackets and shaded cells highlight the
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important comparisons. For example, the consonant [d] in the
syllable [da] was identified as [d] 107 times — 89% of all re-
sponses given to the auditory stimulus [da] — and it was identi-
fied as [d] 12 times — 10% of all responses given to the stimulus
[da]. I was interested in how often each retroflex consonant
was confused with its alveolar counterpart, and vice versa. The
relevant cells are shaded in Table 14 and in Table 15.

The CV-results in Table 14 display an asymmetry. First of all,
I can say that all alveolar consonants were easy to identify for
German native speakers with percentages of correct responses
between 78% and 93%. Second, the retroflex fricative [s] was
also quite easy to identify (73%). Third, the other retroflex con-
sonants [|1, [n], [t] and [d] were hard to identify with percent-
ages of correct responses between 3% and 52%. All in all, the
non-native retroflex consonants were more difficult to identify
than the native alveolar consonants, except for retroflex [s].

The VC-results in Table 15 are also asymmetric. First of all,
the alveolar fricative [s] (85%) and the retroflex fricative [s]
(93%) were easy to identify. Second, the retroflex voiced con-
sonants [n], [|], and [d] were quite easy to identify with per-
centages of correct responses between 69% and 75%. However,
the native alveolar voiced consonants [n], [1] and [d] were dif-
ficult to identify with percentages of correct responses between
47% and 53%. Further, they were often confused with their re-
troflex counterparts [n], [|] and [d] with percentages between
42% and 51%. A possible reason might be that these conso-
nants are articulated more front in Norwegian than in German
(Kristoffersen, 2000) so that they sound different from what the
listeners expected as their native alveolar consonants. Conse-
quently, the participants were uncertain about what they heard
and chose the non-native alternative. Third, the retroflex voice-
less plosive [{] and the alveolar voiceless plosive [t] were very
hard to identify with percentages of correct responses of 27%
and 36%. Further, they were not only confused with one an-
other (8% and 31%) but also with the retroflex and alveolar
voiced plosives [d] and [d] (13%-52%). The same is true for
retroflex voiced plosive [d] which was sometimes identified as
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Table 14: Confusion matrix of retroflex & alveolar consonants in CV-syllables in German.

response

stimulus [d] [d] [t] [t] (1] [ [n] [n] [s] [s]
107 12 0 0 0 0 1 0 0 0

[da] (89%) | (10%) | (0%) | (%) | (0%) | ©%) | (%) | ©%) | (%) | (0%)
99 20 0 0 0 0 1 0 0 0

[dal (83%) | 7%) | (0%) | %) | (0%) | %) | (1%) | ©%) | (%) | (0%)
0 0 106 13 0 0 0 0 1 0

[ta] 0%) | (0%) | (88%) | 11%) | (0%) | (0%) | (0%) | %) | (A% | ©O%)
1 0 114 3 0 1 0 0 0 1

[tal %) | 0%) | 95%) | B%) | ©%) | %) | %) | %) | 0% | 1%)
0 1 0 0 93 25 0 0 1 0

(la] %) | 1%) | %) | 0% | @78%) | (21%) | %) | (0%) | (1%) | (0%)
0 1 0 0 56 62 0 0 1 0

(lal 0%) | (1%) | %) | %) | 47%) | 52%) | (0%) | %) | (1%) | (%)
0 1 0 0 1 1 106 10 1 0

[na] 0% | A% | 0% | 0% | Q%) | %) | 88%) | 8% | (1%) | (%)
0 0 0 0 0 0 64 56 0 0

[nal %) | 0%) | %) | 0% | %) | 0% | (53%) | (47%) | ©%) | (0%)
0 0 0 0 0 0 1 1 111 7

[sal %) | 0%) | %) | 0% | 0% | 0% | A% | Q%) | (93%) | 6%)
0 3 0 1 1 0 1 0 26 88

[sal 0%) | 3% | 0% | aw) | aw) | 0% | Q%) | 0% | 22%) | (73%)
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Table 15: Confusion matrix of retroflex & alveolar consonants in VC-syllables in German.

response

stimulus [d] [d] [t] [t] (1] [ [n] [n] [s] [s]
60 50 2 8 0 0 0 0 0 0

[ad] (50%) | (42%) | 2%) | 7%) | (0%) | ©%) | %) | ©%) | (0%) | (0%)
29 83 0 7 0 0 0 0 0 1

[ad] (24%) | (69%) | (0%) | 6%) | (0%) | (0%) | (0%) | %) | 0% | Q%)
21 17 43 57 0 0 1 0 0 1

[at] (18%) | (14%) | (36%) | B1%) | (0%) | %) | (1%) | ©0%) | (0% | (1%)
15 62 9 32 1 1 0 0 0 0

[at] (13%) | (52%) | 8%) | @7%) | (%) | (1%) | (0%) | %) | ©0%) | (0%)
1 0 0 1 56 61 1 0 0 0

[al] %) | 0% | 0% | Q%) | 47%) | G1%) | (1%) | ©0%) | 0% | %)
0 0 0 0 33 85 2 0 0 0

(all %) | 0%) | %) | 0% | @8%) | (71%) | %) | 0%) | ©%) | (%)
0 1 0 0 1 0 63 53 0 2

[an] 0% | %) | 0% | 0% | %) | (0%) | (53%) | (44%) | ©0%) | %)
0 1 0 0 0 0 29 90 0 0

[an] 0%) | 1%) | %) | 0% | %) | 0% | @4%) | (75%) | ©%) | (0%)
1 1 1 0 0 0 0 1 102 14

[as] %) | Q%) | %) | 0% | %) | ©%) | 0% | Q%) | (85%) | (12%)
0 1 0 1 0 0 0 1 5 112

[as] 0%) | (1%) | (0%) | (1%) | (0%) | (0%) | (0%) | (1%) | (4%) | (93%)




retroflex voiceless plosive [{] (6%), and for the alveolar voiced
plosive [d] which was sometimes identified as retroflex voice-
less plosive [t] (7%) or as alveolar voiceless plosive [t] (2%).
Thus, not only retroflexion but also voicing seems to be diffi-
cult to identify in plosives.

All in all, the retroflex consonants were identified better in
VC-context than in CV-context (see Tables 14 and 15). When or-
dering the retroflex consonants based on their percentages cor-
rect, however, both contexts did not differ: the voiceless frica-
tive [s] was easiest to perceive, the voiceless plosive [{] was
most difficult to perceive and the voiced nasal [n], the voiced
lateral approximant [],] and the voiced plosive [d] were some-
where in between. This is in line with the proposed ease of
perception.

I calculated a linear mixed-effects model for each context
separately on a subset of the data in R (R Core Team, 2015)
with the corresponding R packages Ime4 (Bates et al., 2015) and
ImerTest (Kuznetsova et al., 2018). This subset included only
the correct responses and those incorrect responses in which
only retroflexion was misperceived. This corresponds to the
shaded cells in Table 14 and in Table 15. In the models which
fitted the data best (as assessed by backward stepwise elimina-
tion (Baayen, 2008)), ACCURACY (correct and incorrect) served
as dependent variable and CONSONANT ([s], [1], [n], [d] and
[t]) as independent variable. PARTICIPANT was included as ran-
dom intercept (R syntax: glmer(ACCURACY ~ CONSONANT +
(1|PARTICIPANT), family = "binomial")).

The model for CV shows that alveolar and retroflex voice-
less plosives as well as alveolar and retroflex voiced plosives
were most often confused with each other. There was no sig-
nificant difference in the confusions between alveolar and retro-
flex voiceless plosives and alveolar and retroflex voiced plosives
(Est. = —0.2964, SE = 0.1870,z = —1.585, p = 0.113). Par-
ticipants confused alveolar and retroflex lateral approximants
significantly less often with each other than alveolar and re-
troflex voiceless plosives (Est. = —0.8289, SE = 0.1923, z
= —4.310, p < 0.001) or alveolar and retroflex voiced plo-

149



sives (Est. = —0.5325, SE = 0.1917,z = —2.779, p < 0.01).
The same is true for confusions of alveolar and retroflex nasals:
There were significantly less confusions of alveolar and retroflex
nasals than of alveolar and retroflex voiceless plosives (Est. =
—0.9600, SE = 0.1946, z = —4.934, p < 0.001) or of alveolar
and retroflex voiced plosives (Est. = —0.6636, SE = 0.1939, z
= —3.422, p < 0.001). There was no significant difference in
the number of confusions between alveolar and retroflex lateral
approximants and alveolar and retroflex nasals (Est. = 0.1310,
SE = 0.1987, z = 0.660, p = 0.510). Alveolar and retroflex
fricatives were least often confused with each other by the par-
ticipants. The confusions of alveolar and retroflex fricatives dif-
fered significantly from all other consonants pairs ([t]-[{]: Est.
= —1.9959, SE = 0.2319,z = —8.608, p < 0.001; [d]-[d]: Est.
—1.6995, SE = 0.2312,z = —7.351, p < 0.001; [1]-[{]: Est. =
—1.1669, SE = 0.2349, z = —4.968, p < 0.001; [n]-[n]: Est.
= —1.0359, SE = 0.2368, z = —4.375, p < 0.001).

The results for VC are different. In this context alveolar and
retroflex fricatives were confused with each other least often as
well and the number of confusions differed significantly from all
other consonant pairs ([t]-[{]: Est. = —1.9471, SE = 0.3065, z
= —6.352, p < 0.001; [d]-[d]: Est. = —1.8427,SE = 0.2786, z
= —6.613, p < 0.001; [1]-[|]: Est. = —2.0382, SE = 0.2752, z
= —7.405, p < 0.001; [n]-[n]: Est. = —1.8157, SE = 0.2769,
z = —6.557, p < 0.001). However, there was no significant
difference in the confusions of all other consonant pairs. The
number of confusions of alveolar and retroflex voiceless plosives
did neither differ from that of alveolar and retroflex voiced plo-
sives (Est. = 0.1044, SE = 0.2377,z = 0.439, p = 0.660), nor
from that of alveolar and retroflex lateral approximants (Est. =
—0.0910, SE = 0.2332,z = —0.390, p = 0.696), nor from that
of alveolar and retroflex nasals (Est. = 0.1314, SE = 0.2353,
z = 0.559, p = 0.577). Moreover, the number of confusions of
alveolar and retroflex voiced plosives did not differ from those
of alveolar and retroflex lateral approximants (Est. = —0.1955,
SE = 0.1953,z = —1.001, p = 0.317) or alveolar and retroflex
nasals (Est. = 0.0270, SE = 0.1978, z = 0.137, p = 0.891).
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There was also no significant difference in the number of con-
fusions between alveolar and retroflex nasals and alveolar and
retroflex lateral approximants (Est. = —0.2224, SE = 0.1926,
z = —1.155, p = 0.248).

In order to visualize the amount of confusion between alveo-
lar and retroflex consonant pairs and to assess the perceived
distance of retroflex and alveolar consonant pairs on the basis
of the confusion matrices in Table 14 and 15, I calculated d’. I
calculated d’ using R (R syntax: dprime.mAFC(proportion correct
responses, number of alternative choices)) and the corresponding
R package psyphy (Knoblauch, 2014). The results can be seen
in Figures 23 and 24 which were created with the package gg-
plot2 (Wickham, 2009) using R (R Core Team, 2015).°

d
S )

N

mean perceived distance (in d')
"
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[tHt] [d-[d] LRI [n}nl [sl-s]
consonant pairs

Figure 23: Perceived distance based on d’ between
retroflex and alveolar consonants in CV.

9d’-values can range from —10 to + 10, whereby positive values mean that par-
ticipants can discriminate the sounds above chance.
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For CV-syllables (see Figure 23), the perceived distance
based on d’ was largest between alveolar and retroflex frica-
tives with 6.14. The second largest distance was between alve-
olar and retroflex nasals with 3.04, followed by the distances
between alveolar and retroflex lateral approximants (1.91), be-
tween alveolar and retroflex voiced plosives (1.59) and between
alveolar and retroflex voiceless plosives (1.36).

o

i

mean perceived distance (in d')

N

[tHtl [d]-[d] - [n}Hnl [s]-[s]
consonant pairs

Figure 24: Perceived distance based on d’ between
retroflex and alveolar consonants in VC.

For VC-syllables (see Figure 24), the perceived distance
based on d’ was largest between alveolar and retroflex frica-
tives as well (6.64). The distances of the other pairs were very
close to each other and varied from 2.32 between alveolar and
retroflex voiceless plosives to 2.12 between alveolar and retro-
flex lateral approximants. The results for alveolar and retroflex
voiceless plosives might be seen as contradictory to the data in
the confusion matrix. In the confusion matrix it looks as if [{]
and [t] were very poorly identified, but the d’-results show no
difference between [{]-[t] and the other consonants pairs — ex-
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cept [s]-[s]. However, the results are not contradictory: As d’
is calculated based on the confusions of alveolar [t] with retro-
flex [t], and vice versa, the confusions with retroflex [d] and
alveolar [d], which can be seen in Table 15, are not taken into
account.

4.2.3 Discussion

I found two important results. First, retroflexion was perceived
better in VC- than in CV-context and second, retroflex and alve-
olar fricatives were less often confused with each other than
retroflex and alveolar plosives, nasals or lateral approximants.

The results confirm Hamann (2003a)’s and Ohman (1966)’s
studies and show a perceptual advantage for retroflexion in VC-
over CV-context — even for speakers who are not familiar with
retroflexion. These results are also in line with Steriade (2001a)
who stated that the perceptual distance in retroflex and alveo-
lar consonant pairs is larger after a vowel than before a vowel —
independent of consonant manner. An explanation why retro-
flex consonants are perceived better in VC than in CV is given
by Hamann (2003b) and is conditioned by articulation. The
characteristic movement for retroflex consonants is the back-
ward curling of the tongue. This movement takes place at the
beginning of the retroflex articulation. Thus, there is an artic-
ulatory difference in the transitions between vowels followed
by a retroflex consonant and vowels followed by an alveolar
consonant (VC). The articulatory movement at the end of the
retroflex consonant does not differ that much from an alveolar
consonant. Thus, there are no salient differences in the transi-
tions between a retroflex consonant and an alveolar consonant
into a vowel (CV) (Hamann, 2003b).

The results also confirm the pattern of Stausland Johnsen
(2012) and show that [n], [1], [d] and [t] were more likely
to be confused with [n], [|I, [d] and [{] than [s] with [s] -
even by speakers who are not familiar with retroflexion. Staus-
land Johnsen (2012) did not give a clear explanation why the
perceived distance between retroflex and alveolar fricatives is
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greater than that of the other consonant pairs, but related the
perceptual results to the productivity of retroflexion in Nor-
wegian — a language-specific effect — on the one hand, and to
the greater salience of fricatives (Kohler, 1990) - a language-
independent effect (ease of perception) — on the other hand.
Ease of perception can also explain why there were identifica-
tion advantages for fricatives independent of the context be-
cause this indicates a general perceptual advantage for retro-
flex fricatives — being present independent of experience with
retroflexion. This is in line with Steriade (2001a)’s observations
that the perceptual distance in retroflex and alveolar consonant
pairs is greater for fricatives than for nasals and plosives. My
data adds to this, showing that the perceptual distance between
retroflex and alveolar lateral approximants is similar to that be-
tween retroflex and alveolar nasals and plosives.

However, it might also be possible that the similar results of
Norwegian and German listeners are due to different language-
specific reasons. Stausland Johnsen (2012) referred to the like-
lihood with which consonants undergo retroflexion in Norwe-
gian. He found that the retroflexion of /t/, /d/ and /n/ in the
context of /r/ is obligatory, whereas the retroflexion of /s/ in
the context of /r/ is optional. He explained this observation
with Steriade (2001b, 2009)’s P-map hypothesis: The smaller
the perceived distance between retroflex and alveolar conso-
nants is, e.g. between [t] and [{], the more likely the alveo-
lar consonant becomes retroflex. For German, I suggest that
German native speakers map non-native retroflex [s] onto the
native postalveolar fricative [{], which sounds very similar to
the retroflex fricative and which is intermediate between alve-
olar [s] and retroflex [s]. This mapping onto a native category
does only happen with [s] as there are no intermediate native
categories for the other consonants as can be seen in Table 16.
In this Table, a subset of the German consonant inventory and
the retroflex consonants under investigation (in brackets) is dis-
played. There are no intermediate consonants between the re-
troflex and the alveolar consonants for plosives, nasals and lat-
eral approximants. However, the postalveolar fricative is in-
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termediate between retroflex fricative and alveolar fricative, so
that retroflex fricatives might be mapped onto postalveolar fri-
catives.

Table 16: Subset of the German consonant inven-
tory and retroflex consonants under investigation (in

brackets).
Alveolar Postalveolar Retroflex
Plosive td (<))
Nasal n )
Fricative sz i3 ()
Lateral approximant 1 ()]

As a consequence, [s] might not be identified as retroflex but
as postalveolar [{] by the participants in the experiment. I can-
not make any clear statement regarding fricatives concerning
the perceptual advantage for retroflexion, as the participants
might have failed to perceive the retroflexion in fricatives. If
this is the case, there is no clear perceptual advantage for one
of the retroflex consonants. To investigate this issue, I ran a
second perception experiment (chapter 4.3).

4.3 Perception experiment: discrimina-
tion task

In an ABX perception experiment participants were asked to dis-
criminate native German alveolar and postalveolar consonants
and non-native retroflex consonants. This task mainly aimed
at testing whether German native speakers can distinguish the
non-native retroflex fricative [s] from the native postalveolar
fricative [{]. However, I also wanted to test whether German
native speakers are able to discriminate the non-native retroflex
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consonants and their native alveolar counterparts, or whether
there is a mapping of retroflex consonants onto native categories
independent of manner.

For the present experiment I predicted that native speakers
of German are best at discriminating the native German con-
trast between [s] and [{]. On the basis of the results of the
previous perception experiment I further expected that German
native speakers are able to discriminate between retroflex and
alveolar fricatives, lateral approximants and plosives, whereby
the contrast between [s] and [s] is discriminated best and the
contrast between [1] and []] is better discriminated than the one
between [t] and [{]. If German native speakers map the retro-
flex fricative onto the native postalveolar fricative, I will expect
that they fail to discriminate the contrast between [s] and [f]
and that the discrimination of the contrast between [s] and [{]
is the same as the discrimination of the contrast between [s] and
[s]. If German native speakers do not map the retroflex frica-
tive onto the native postalveolar fricative, they will be able to
discriminate the contrast between [s] and [{].

4.3.1 Method

Stimuli The stimuli were triplets (ABX) of [aC]-syllables.
The consonants were either the non-native retroflex consonants
[U, [t] and [g] or the native (post)alveolar consonants [1], [t],
[s] and [{]. I excluded [d], [n], [d] and [n] as they were not
used in the following artificial language learning experiment
(chapter 4.4) due to similar patterning with [t], [1], [{] and
[l. The triplets always consisted of syllable pairs (A and B),
which contained different consonants, and a third syllable (X),
which was either another token of A or B. There were three to-
kens of each syllable in the experiment. The syllables which
were compared in pairs were [1]-[{], [t]-[t], [s]-[s], [f]-[s] and
[s]-[f]. These pairs always contained a non-native syllable (the
one with the retroflex consonant) and a native syllable (the one
with the alveolar consonant) — except for the pair [s]-[{] which
contained two native syllables.
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There were a total of 60 triplets (12 triplets for each of the
five comparisons). For each pair there was an equal number
of triplets in which A and X contained the same consonant and
in which B and X contained the same consonant. The order of
presentation of the syllable pairs was balanced so that each of
both syllables came first equally often.

The stimuli were recorded by a female fully bilingual Tamil-
German native speaker who was able to produce the retroflex
and (post)alveolar consonants accurately. Recording took place
in an anechoic booth of the phonetics laboratory at Heinrich-
Heine University Diisseldorf to avoid disturbing noise. For the
recordings a microphone (phantom power 45 V), a Sound De-
vices amplifier, a Marantz recorder and a Transtec computer
were used. The sampling rate was 44.1 kHz. Stimuli were
recorded in the target sentence Ich habe X oft gesagt. ‘I often
said X.”. After recording the syllables were spliced out of the
target sentence and their intensity was adjusted to 70 dB using
Praat (Boersma & Weenink, 2019). The stimuli were always
sliced at a zero-crossing point so that there were no irritations
at the beginning or at the end of each stimulus.

Procedure The participants were tested with a forced-choice
ABX task using Praat MFC (multiple forced-choice) (Boersma &
Weenink, 2019) on a Windows laptop. In a quiet room they lis-
tened to the stimuli via headphones to avoid disturbing noise.
Participants listened to each syllable triplet once in random or-
der and were forced to identify which of the two first syllables
(A or B) was repeated (X). The participants responded by click-
ing on a box with 1 or 2 on the screen. After they had made
their choice the next triplet was presented.

After the presentation of all triplets one token of each sylla-
ble was randomly presented in isolation. The participants had
to decide whether they know the consonant from the German
language or whether they do not know it from German by click-
ing on a box with Ja, kenne ich aus dem Deutschen. ‘Yes, it’s a
German sound.” or Nein, kenne ich nicht aus dem Deutschen. ‘No,
it’s not a German sound.” on the screen. This was done to di-
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rectly ask the participants whether the presented consonants —
especially the retroflex fricative — are perceived as native. The
experiment lasted about five minutes.

Participants I tested 30 adult native speakers of German (17
identified as female, 13 identified as male, mean age: 33.5,
range: 18-62). No one reported knowledge of a language that
uses retroflex consonants distinctively (except American
English). All participants had normal or corrected-to-normal
vision and no hearing problems. None participated in the pre-
vious perception experiment on retroflexion. All of them par-
ticipated voluntarily. Prior to the experiment each participant
filled out a consent form and a questionnaire with which data
about the participants’ age, sex, native language and foreign
language skills was collected.

4.3.2 Results

For the ABX task 1800 data points (30 participants x 60 triplets)
were analyzed in R (R Core Team, 2015) with the R package
Ime4 (Bates et al., 2015). I calculated the proportion of correct
responses for each syllable pair separately. In the generalized
linear mixed-effect model which fitted the data best (as assessed
by backward stepwise elimination (Baayen, 2008)), ACCURACY
(correct and incorrect) served as dependent variable and SYL-
LABLE PAIR ([s]-[f1, [s]-[s], [t]-[t], [1]-[{] and [f]I-[sD) as inde-
pendent variable. PARTICIPANT and ITEM were included as ran-
dom intercepts (R syntax: glmer(ACCURACY ~ SYLLABLE PAIR +
(1|PARTICIPANT)+ (1|1TEM), family = "binomial”)). An overview
of the results can be seen in Figure 25. This Figure was created
using R (R Core Team, 2015) and the R packages Rmisc (Hope,
2013) and ggplot2 (Wickham, 2009).

Overall, the native contrast between the alveolar fricative
[s] and the postalveolar fricative [{] was discriminated best
(86%), followed by the contrast between the alveolar fricative
[s] and the retroflex fricative [s] (85%). The percentage of
correct responses for the contrast between the alveolar plosive
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[t] and the retroflex plosive [{] was 79% and for the contrast
between the alveolar lateral approximant [1] and the retroflex
lateral approximant [[] it was 74%. The contrast between the
postalveolar fricative [{] and the retroflex fricative [s] was dis-
criminated worst (64%). All responses differed significantly
from chance level ([s]-[f]: Est. = 2.0043, SE = 0.2037, z =
9.840, p < 0.001, [s]-[s]: Est. = 1.9143, SE = 0.2007, z =

9.538, p < 0.001, [t]-[t]: Est. = 1.4611, SE = 0.1855, z =
7.875, p < 0.001, [1]-[|]: Est. = 1.1418, SE = 0.1783, z =
6.403, p < 0.001, [fI-[s]: Est. = 0.6152, SE = 0.1710, z =

3.598, p < 0.001).

100%

75%

percentage correct
(52
o
2

25%

0%

[tH-t] UR] [sl-1 [1-Is]

[sHs]
consonant pairs
Figure 25: Percentages of correct responses + 1.96
SE for each syllable pair in the discrimination task.

The percentage of correct responses to the native contrast
[s]-[f] did not differ significantly from those to the [s]-[s] con-
trast (Est. = —0.0900, SE = 0.2228, z = —0.404, p = 0.686).
There were, however, significantly more correct responses to
the native contrast [s]-[{] than to the [t]-[{] contrast (Est. =
—0.5432, SE = 0.2117, z = —2.565, p < 0.05), to the [1]-
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[l contrast (Est. = —0.8624, SE = 0.2061, z = —4.185, p
< 0.001) and to the [f]-[s] contrast (Est. = —1.3890, SE =
0.1989, z = —6.984, p < 0.001). Further, there were signifi-
cantly more correct responses to the [s]-[s] contrast than to the
[t]-[{] contrast (Est. = —0.4532, SE = 0.2078,z = —2.181, p
< 0.05), to the [1]-[]] contrast (Est. = —0.7725, SE = 0.2021,
z = —3.822, p < 0.001) and to the [{]-[s] contrast (Est. =
—1.2990, SE = 0.1941, z = —6.694, p < 0.001). There was
no significant difference between the percentages of correct re-
sponses to the [t]-[{] contrast and to the [1]-[[] contrast (Est.
= —0.3193, SE = 0.1881, z = —1.698, p = 0.895). How-
ever, there were significantly more correct responses to both
contrasts than to the [{]-[s] contrast ([1]-[|]: Est. = —0.5266,
SE = 0.1750, z = —3.010, p < 0.01, [t]-[{]: Est. = —0.8459,
SE = 0.1820,z = —4.647, p < 0.001).

To answer the question whether the consonants are known from
the German language or not, 210 data points (30 participants
x 7 consonants) were analyzed. I calculated the percentages of
correct responses using R (R Core Team, 2015). The results are
shown in Table 17.

Table 17: Percentages of correct responses for the
question whether the consonants are known from the
German language or not.

Native Percentage Non-native Percentage
consonant correct consonant correct
[s] 83% [s] 67%
If] 70%
(1 87% [ 80%
[t] 87% [t] 77%

German native speakers were most uncertain about the status of
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the non-native retroflex fricative [s] — possibly because it sounds
very much like the native postalveolar fricative [{]. They were,
however, also uncertain about the status of the native postalve-
olar fricative [{] — possibly due to the task and the similar sound-
ing retroflex fricative [s]. The other German consonants [s], [1]
and [t] were correctly identified as native with percentages of
correct responses between 83% and 87%. The other non-native
retroflex consonants [|] and [{] were correctly identified as non-
native with percentages of correct responses between 77% and
80%.

4.3.3 Discussion

The main aim of this experiment was to investigate whether
German native speakers can distinguish between the native
postalveolar fricative [{] and the non-native retroflex fricative
[s] or whether they do not perceive the retroflexion but map
the non-native retroflex fricative [s] onto the native postalveo-
lar fricative category [{]. The results show that the purely native
contrast between the alveolar fricative [s] and the postalveolar
fricative [f] was perceived best. Interestingly, the results for
the contrast between the alveolar fricative [s] and the retro-
flex fricative [s] were the same, indicating that the postalveo-
lar fricative [{] and the retroflex fricative [g] were perceived as
similar in comparison to the alveolar fricative [s] by German
native speakers. This is in line with the results for the contrast
between the postalveolar fricative [{] and the retroflex fricative
[s]: Only 64% of the participants were able to correctly per-
ceive the contrast between the native postalveolar fricative and
the non-native retroflex fricative. This was the worst result of
all pairs. In addition to that, the retroflex fricative [s] was the
category with the worst results concerning the status as native
or non-native consonant: 33% of the participants identified it
as native consonant, probably as the postalveolar fricative [{].
These findings altogether support my assumption that German
native speakers map the retroflex fricative [s] onto the native
postalveolar fricative [f{].
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The perceptual similarity of the alveolar fricative [s] and
the postalveolar fricative [{] — which can be observed in the
results of the German participants — may be the reason why
there are only very few languages cross-linguistically that have
both consonants in their inventories. As both consonants sound
very similar, using both consonants contrastively might hamper
communication. Consequently, this is expected to occur only
very rarely, and this is exactly what I found: According to the
UPSID corpus (Maddieson, 1984) only about 20 languages of a
total of 451 languages have both fricatives — [s] and [{] - in their
inventories. In addition to the rare contrastive use of retroflex
and postalveolar fricatives, one has to keep in mind that only
postalveolar fricatives exist. There are no postalveolar plosives,
nasals or lateral approximants evidenced in the languages of the
world according to the IPA chart. As such the contrastive use
of retroflex and postalveolar consonants may be difficult due to
other similar sounding consonants.

I was also interested in the discriminability of the contrast
between retroflex and alveolar plosives and between retroflex
and alveolar lateral approximants. In line with the VC-results
of the first perception experiment (see chapter 4.2) both pairs
did not differ from each other significantly, whereas both of
these contrasts were more difficult to perceive than the contrast
between retroflex and alveolar fricatives. The status as native or
non-native category was correctly identified for all four sounds
quite well (77%-87%).

The results of the present experiment show that both pos-
sible interpretations for the results of the first perception ex-
periment (see chapter 4.2) might be true. I suggest a general
perceptual advantage for retroflex fricatives based on ease of
perception and an L1-specific perceptual advantage for retro-
flex fricatives for native German listeners. The latter assuming
a mapping from the retroflex fricative [s] onto the perceptually
most similar native category [{]. Based on the perception ex-
periments alone I cannot state whether German native speak-
ers rely on the language-general perceptual advantage or on
the L1-specific perceptual advantage when listening to retro-
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flex fricatives. However, when exposed to a retroflexion pat-
tern in a learning experiment, participants should behave dif-
ferently depending on what kind the perceptual advantage in-
deed is (language-general or L1-specific). Thus, I expect dif-
ferent generalization behaviors depending on whether learn-
ers perceive retroflex fricatives better than other consonants
due to the acoustic salience of fricatives or due to a mapping
onto the native category [{]. As a mapping onto the native
category [f] means that no retroflexion pattern would be per-
ceived in [s]-items, no generalizations from [s]-learners as well
as no generalizations to [s]-items would confirm a language-
specific advantage for retroflex fricatives. If there are, how-
ever, generalizations from [s]-learners as well as generalizations
to [s]-items, the perceptual advantage for fricatives cannot be
language-specific but tends to be language-general due to the
acoustic salience of fricatives compared to other consonants.
For details see chapter 4.4.

4.4 Artificial language learning experi-
ment

The results of the previous perception experiments show that
retroflex fricatives are generally perceived better than retroflex
lateral approximants, and that retroflex plosives are generally
perceived worst by German native speakers. In addition to that
the results show that the perceptual distance between retroflex
and alveolar consonants is generally greater in fricatives than
in lateral approximants or plosives (especially in VC) for Ger-
man native speakers and that German native speakers perceive
retroflex fricatives as native postalveolar fricative and not as
retroflex.

In order to test whether morphophonological learning is af-
fected by the perceptual differences of retroflex and alveolar
consonants of different manners — especially the perceptual dis-
tances between pairs of retroflex and alveolar consonants —, I
conducted an artificial language learning experiment with Ger-
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man native speakers in which the crucial condition was the plu-
ral. The participants learned that plural forms ended in a retro-
flex consonant followed by [ra] (see phonological rule in (3))
and that diminutive forms ended in an alveolar consonant fol-
lowed by [na]. The diminutives were added in order to conceal
the focus of the experiment for the participants and to provide
evidence that a consonant is only retroflexed in the plural. I
chose the context VC[r] because I found the best identification
of retroflexion after vowels in the first perception experiment
(chapter 4.2) and because the alveolar tap [r] is the trigger
for retroflexion in Norwegian according to Stausland Johnsen
(2012). As in the artificial language learning experiment in
chapter 2.4 and in the production experiment with French loan
words in chapter 3, I made use of the poverty-of-the-stimulus
design (Wilson, 2006): There were three groups of participants
who all learned a retroflexion pattern but each with a different
consonant manner — either with plosive [t], lateral approximant
[1] or fricative [s]. In the subsequent test, however, the learners
were asked to judge plural forms with consonants of all three
manners.

3 /s1t/ — [s1t]/ V_Ir]

There are no retroflex consonants in German (Wiese, 1996) but
there is the postalveolar fricative [[] in German which sounds
similar to the retroflex fricative (see chapter 4.3.2). Because of
this, I also tested whether phonological learning is affected more
by language-specific perceptual characteristics or by language-
general characteristics based on ease of perception. I chose the
retroflex consonants [s], [[] and [{] as they offer me the possi-
bility to investigate the different predictions (see Table 18).
First, I lay out the predictions for learning — the partici-
pants’ performance to the trained pattern. If there is a language-
general learning bias that is based on ease of perception as
proposed within the framework of phonetically based phonol-
ogy (Archangeli & Pulleyblank, 1994; Hayes & Steriade, 2004;
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Wilson, 2006), I will expect that the retroflexion of fricatives
is learned better than the retroflexion of lateral approximants
and the retroflexion of plosives. The reason for this is that
fricatives are acoustically more salient than other consonant
manners so that modifications are perceived better in fricatives
than in other consonant manners, e.g. plosives or lateral ap-
proximants. If there is a language-specific learning bias that
is based on the perceptual similarity between non-native and
native sounds, I will expect as well that the retroflexion of fri-
catives is learned better than the retroflexion of lateral approx-
imants and the retroflexion of plosives. The reason for this is
that the non-native retroflex fricative is perceived similar to the
native postalveolar fricative so that there is a mapping of a non-
native sound onto a native category. Thus, the fricative pattern
is learned best because it represents a native contrast whereas
the patterns with plosives and lateral approximants represent
contrasts with non-native sounds.

Second, I lay out the predictions for the generalizations —
the participants’ performance to untrained patterns. These pre-
dictions differ depending on whether the perceptual advantage
for fricatives is due to ease of perception or due to a mapping
onto a native category. If there is a learning bias that is based on
ease of perception, I will expect that [1]-, [s]- and [t]-learners all
generalize more to [s]-items than to [1]- or [t]-items. If ease of
perception is part of their linguistic knowledge, they know that
alveolar and retroflex fricatives are easiest to distinguish. Hav-
ing perceived a retroflex consonant of any manner (and they can
do so in principle, see Table 15), they nevertheless have a pref-
erence to generalize to fricatives. If there is a learning bias that
is based on the perceptual similarity to native language sounds,
however, I will expect that [s]-learners do not generalize at all.
This is because [s]-learners do not perceive and learn a retro-
flexion pattern but an alternation between the alveolar fricative
and the postalveolar fricative — an alternation which cannot be
found in the retroflexion patterns concerning the alternation of
alveolar and retroflex plosives and lateral approximants. Learn-
ers from the [1]-group are expected to generalize their retrofle-
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xion pattern more to [t]-items than to [s]-items because they
perceive the retroflexion in [t]-items but not in [s]-items due
to the mapping of the retroflex fricative onto the postalveolar
fricative. Finally, [t]-learners are expected to generalize more
to [1]-items than to [s]-items because they perceive the retrofle-
xion in [1]-items but not in [s]-items due to the mapping of the
retroflex fricative onto the postalveolar fricative.

Table 18: Predictions for the artificial language
learning experiment testing retroflexion.

Generalizations of

Learning [t] -learners [s] -learners [1] -learners
Language- 1o > g, [ [s] > [0 is] > [1]
general
perception [s1 > [ >1 - [s] > [t]
Language- ) > 1), [¢] [ > [s] - [tl > [s]
specific
perception s1 > [ >1tl - - [t] > [s]

Table 18 provides an overview of the predictions for the arti-
ficial language learning experiment testing retroflexion. Empty
cells are those in which the consonant in training would be the
one most generalized to. In this case the effect of phonetics and
the effect of exposure during the training phase of the experi-
ment would not be separable. In the second lines the predic-
tions for the case that [{] is perceived as [d] are shown. Due to
the perceptual confusions of retroflex [{] with retroflex [d] as
shown by the results of the first perception experiment (see Ta-
ble 15) it might be the case that [t]-learners do not only learn a
retroflexion pattern but also perceive an alternation of voicing.
If this is the case, [t]-learners are expected to perform worst
during learning as they have to learn a more complex pattern
which is interpreted as an alternation of two features (place of
articulation and voicing). They are further expected to fail to
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generalize their learned pattern to other consonants. This is be-
cause neither the contrast between [1] and [|] nor the contrast
between [s] and [s] or [s] and [{] involves a voicing contrast.

4.4.1 Method

Stimuli The artificial language consisted of singular, plural
and diminutive forms. The stimuli were constructed from a
subset of the German (Wiese, 1996) and Norwegian phoneme
inventories (Kristoffersen, 2000). All items were in agreement
with the phonotactics of German (Wiese, 1996) — except for the
retroflex consonants and [r]. The structure of the stimuli and
examples of each grammatical form are illustrated in Table 19.
The singulars were pseudowords of the form C;V;C, with [s],
[1] or [t] as Cy. The plural was expressed by the final syllable
[ra], which caused the retroflexion of the preceding consonant,
and the diminutive was expressed by the final syllable [na]
without any other phonological change. The consonants [p],
[bl, [dl, [k], [gl, [f] and [v] were used in C;-position. In
V;-position I used the vowels [¢], [1], [2] and [u].

Table 19: Structure of the stimuli for the artificial
language learning experiment testing retroflexion.

Form C1 Vi Cy Suffix Example
singular [pbdkgfvl [e1ou]l [sltl @ [bel]
plural [pbdkgfvl [e1ou]l [slt] |[ral [belral

diminutive [pbdkgfvl [e1du] [s1t] [na] [belna]

For the training phase I used 48 items for each group of par-
ticipants (16 singulars, 16 plurals and 16 diminutives). For the
subsequent test phase I used 48 stimulus pairs, each consisting
of a form which conformed to the retroflexion rule (e.g. correct
plural [be|ra] and correct diminutive [belna]) and one which
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did not (e.g. incorrect plural [belra] and incorrect diminutive
[belna]). Half of the pairs (n = 24) tested the plural formation
and half of the pairs (n = 24) tested the diminutive formation.
In both stimulus groups there was an equal number of eight
pairs for each of the three consonants. Half of these pairs were
part of the training items (n = 4) and half of them were not (n
= 4). These numbers are the same as in the artificial language
learning experiment on vowel nasalization (see chapter 2.4.1).
The complete set of all stimuli used in the artificial language
learning experiment on retroflexion is listed in the appendix
(see Tables 31, 32, 33, 34).

The stimuli were recorded by a male monolingual native
speaker of Norwegian. Recording took place at the Univer-
sity of Tromsg. The sampling rate was 44.1 kHz. Stimuli were
recorded in the target sentence Jeg spiste X til middag. ‘I ate X for
dinner.” to focus on the stimulus item and to ensure a uniform
language environment that allows the speaker to naturally pro-
duce retroflex consonants. To avoid irritating noise at the be-
ginning or at the end of the items, all stimuli were sliced out of
their context at the nearest zero-crossing point after recording
using Praat (Boersma & Weenink, 2019). The intensity of all
stimuli was adjusted to 70 dB using Praat (Boersma & Weenink,
2019).

Procedure The procedure was the same as in the artificial lan-
guage learning experiment testing vowel nasalization (see chap-
ter 2.4) — except that the retroflexion experiment ran on a Mac
computer. For details see the description of the procedure in
chapter 2.4.1.

The experiment was divided into a perceptual training phase
and a perceptual forced-choice test. It was scripted in PsychoPy
(Peirce, 2007) and it ran on a Mac computer. Participants lis-
tened to the auditory stimuli via headphones. The experiment
lasted about 10 minutes and took place in an anechoic booth in
the phonetics laboratory of the Heinrich-Heine University Diis-
seldorf to avoid disturbing noise.

Participants were trained on a subset of the stimuli but tested
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on all stimuli - including stimuli known from training and stim-
uli they had not yet heard. There were three training groups:
During training each group heard the retroflexion of only one
consonant — either [s] or [1] or [t]. For example, a member of
the [s]-group never received any training for [1] or [t]. The test
was identical for all groups and included all consonants.

At the beginning of the experiment participants were in-
formed that a new language was discovered on an island in the
South Sea and that they would get to know this new language
as well as the animals living on this island in the course of the
experiment.

In a short introductory phase the participants were familiar-
ized with the set-up of the experiment by listening to German
animal names in the singular, plural and diminutive. The audi-
tory stimuli were supported visually with images (Snodgrass &
Vanderwart, 1980) to illustrate their meaning. The introductory
phase was followed by the training phase and the test phase.

In the training phase the participants listened to two repeti-
tions of 48 stimuli (16 singulars, 16 plurals and 16 diminutives)
in randomized order. An auditory stimulus was played while an
image of a fantasy animal (van de Vijver & Baer-Henney, 2014)
was shown (see Figure 12). A singular form was accompanied
by a single fantasy animal, a plural form by two fantasy animals
and a diminutive form by a small fantasy animal. During train-
ing participants received positive input only, which means that
they never listened to an incorrect plural, e.g. [belra], or to an
incorrect diminutive, e.g. [be[na].

The test following the training phase was a perceptual forced-
choice task and it was the same for all groups. There were 48
stimulus pairs consisting of a correct and an incorrect form dif-
fering only in the retroflexion of C,. Half of the pairs (n = 24)
tested the plural formation and half of the pairs (n = 24) tested
the diminutive formation. There were 16 pairs with [s], [1] and
[t]. A trial consisted of the presentation of the first form, fol-
lowed by the presentation of the second form (see Figure 13).
There was an equal number of trials in which the first and the
second form was the correct one. The auditory stimuli were

169



supported visually either by an image of two fantasy animals
(plurals) or by an image of one small fantasy animal (diminu-
tives). The participants had to decide which of the two forms
was the correct one by either pressing the right or the left ar-
row key within 3000 ms. All stimulus pairs were presented in
randomized order.

Participants 68 native speakers of German took part in the
experiment (46 identified as female, 21 identified as male, 1
identified as gender diverse, mean age: 26.2, range: 19-63).
They were randomly assigned to one of the three experimen-
tal groups. 20 participants were trained with retroflexion of
[11, 26 participants were trained with retroflexion of [s] and
22 participants were trained with retroflexion of [t]. All groups
were tested with all consonants [1], [s] and [t]. No one reported
knowledge of a language that uses retroflex consonants distinc-
tively (except American English). All participants had normal or
corrected-to-normal vision and no hearing problems. None par-
ticipated in the previous perception experiments on retroflexion
(identification task and discrimination task). Participants were
given a small expense allowance for their participation. Prior to
the experiment each participant filled out a consent form and a
questionnaire with which data about the participants’ age, sex,
native language and foreign language skills was collected.

4.4.2 Results

From 3264 data points (68 participants x 48 trials) 38 were
not analyzable because the participants did not respond within
3000 ms. I analyzed the proportion of correct answers from
the remaining 3226 data points with R (R Core Team, 2015) by
means of a generalized linear mixed-effects analysis with the
corresponding R package Ime4 (Bates et al., 2015).

I was interested in the learning and generalization behav-
ior across experimental groups. An overview about the results
provides Figure 26. This Figure was created using R (R Core
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Team, 2015) and the R packages Rmisc (Hope, 2013) and gg-
plot2 (Wickham, 2009). First of all, I compared the results of
the trained consonant in each group. This is what I call learning.
In the model which fitted the data best (as assessed by backward
stepwise elimination (Baayen, 2008)), ACCURACY (correct and
incorrect) served as dependent variable and TRAINED CONSO-
NANT ([1], [s] and [t]) was the independent variable. PARTICI-
PANT and ITEM were included as random intercepts (R syntax:
glmer(ACCURACY ~ TRAINED CONSONANT + (1|PARTICIPANT)
+ (1rTEM), family = "binomial”)).

100%

75% I

50%

percentage correct

25%

0%

[t]-learners [I-learners [s]-learners

test items M [t]-items M [|]-items | [s]-items

Figure 26: Percentages of correct responses + 1.96
SE across all training groups and all consonant man-
ners at test (1).

In the trained condition the percentage of correct responses
of [s]-learners was 74%, that of [1]-learners was 61%, and that
of [t]-learners was 50%. The percentage of correct responses
of [1]-learners and [t]-learners did not differ from each other
(Est. = —0.4916, SE = 0.3113, z = —1.579, p = 0.114).
Both groups gave significantly less correct responses to items in
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their trained condition than [s]-learners to items with [s] ([1]-
learners: Est. = —0.6722, SE = 0.3165, z = —2.124, p <
0.05; [t]-learners: Est. = —1.1638, SE = 0.3137,z = —3.710,
p < 0.001). The percentage of correct responses to the trained
items differed from chance level for [s]-learners (Est. = 1.227,
SE = 0.2584, z = 4.749, p < 0.001) and for [1]-learners (Est.
= 0.5012, SE = 0.1841, z = 2.722, p < 0.001) but not for [t]-
learners (Est. = 0.0226, SE = 0.1981, z = 0.114, p = 0.909).

I also investigated how participants judged items with untrained
consonants. This is what I call generalization. Therefore I per-
formed three generalized linear mixed-effects models — one for
each learning group. In the models which fitted the data best
(as assessed by backward stepwise elimination (Baayen, 2008)),
ACCURACY (correct and incorrect) served as dependent variable
and CONSONANT AT TEST ([1], [s] and [t]) as independent vari-
able. PARTICIPANT and ITEM were included as random inter-
cepts (R syntax: glmer(ACCURACY ~ CONSONANT AT TEST +
(1|PARTICIPANT) + (1]ITEM), family = "binomial™)).
[t]-Learners responded correctly to [t]-items in 50%, to [1]-
items in 54% and to [s]-items in 46%. Neither the percent-
ages of correct responses to [s]-items (Est. = —0.1819, SE =
0.1998, z = —0.910, p = 0.363) nor those to [1]-items (Est. =
0.1754, SE = 0.2000, z = 0.877, p = 0.380) differed signifi-
cantly from chance level. The percentage of correct responses to
[t]-items did not differ significantly from that to [s]-items (Est.
= —0.2044, SE = 0.2814, z = —0.726, p = 0.468), nor from
that to [1]-items (Est. = 0.1529, SE = 0.2815,z = 0.543,p =
0.587). The percentages of correct responses to [l]-items and to
[s]-items did not differ significantly from each other either (Est.
= —0.3573, SE = 0.2827,z = —1.264, p = 0.206).
[1]-Learners responded correctly to [I]-items in 61%, to [t]-
items in 59% and to [s]-items in 51%. The percentages of cor-
rect responses to [t]-items differed significantly from chance
level (Est. = 0.4084, SE = 0.1831, z = 2.231, p < 0.05), those
to [s]-items did not (Est. = 0.0547, SE = 0.1817, z = 0.301,
p = 0.764). The percentage of correct responses to [l1]-items
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differed marginally significantly from that to [s]-items (Est. =
—0.4465, SE = 0.2557, z = —1.747, p = 0.081). There was
no significant difference between the percentages of correct re-
sponses to [l]-items and to [t]-items (Est. = —0.0928, SE =
0.2564, z = —0.362, p = 0.717). The correct responses to
[s]-items and to [t]-items differed significantly from each other
(Est. = —1.0565, SE = 0.3497,z = —3.022, p < 0.01).

[s]-Learners responded correctly to [s]-items 74%, to [t]-
items in 54% and to [l]-items in 51%. Neither the percentage
of correct responses to [1]-items (Est. = 0.0565, SE = 0.2479,
z = 0.228, p = 0.820) nor that to [t]-items (Est. = 0.1707, SE
= 0.2472, z = 0.691, p = 0.490) differed significantly from
chance level. The percentage of correct responses to [s]-items
differed significantly from that to [t]-items (Est. = —1.0565,
SE = 0.3497,z = —3.022, p < 0.01) and from that to [1]-items
(Est. = —1.1708, SE = 0.3503,z = —3.342, p < 0.001). There
was no significant difference between the percentages of correct
responses to [t]-items and to [I]-items (Est. = —0.1142, SE =
0.3422,z = —0.334, p = 0.738).

4.4.3 Discussion

The artificial language learning experiment shows that native
speakers of German are able to learn a retroflexion pattern.
Their performance differed regarding consonant manner: Par-
ticipants trained with fricatives learned their trained pattern
best, followed by participants trained with lateral approximants.
Participants trained with plosives did not learn their retrofle-
xion pattern as their percentages of correct responses did not
differ from chance level. This learning advantage for frica-
tives is in line with the expectation based on ease of perception
which states that the greater the perceived distance between
two sounds is — in this case between alveolar and retroflex con-
sonants —, the easier it is to learn the contrast between these
two sounds (Aoyama et al., 2004; Best, 1995; Flege, 1995; Kuhl
& Iverson, 1995). The reason for this is that the perceptual dis-
tance between fricatives is acoustically more salient than the
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perceptual distance between other consonant manners (Kohler,
1990). However, these results are also in line with the expec-
tations based on a mapping of non-native sounds onto native
sounds. As proposed by Aoyama et al. (2004), a non-native
sound which is very similar to a native sound is learned better
than a non-native sound which is dissimilar to a native sound.
This is because the non-native sound is directly mapped onto
an already existing native sound so that no new sound category
has to be established. Participants trained on retroflex fricatives
perceived the non-native retroflex fricative as native postalve-
olar fricative so that they perceived and learned a pattern in-
volving only native sounds, whereas participants trained on re-
troflex plosives or retroflex lateral approximants perceived and
learned a pattern involving native and non-native sounds. Since
learning a familiar contrast between two native sounds is eas-
ier than learning an unfamiliar contrast, participants trained on
fricatives had a familiarity advantage. Whereas Aoyama et al.
(2004) proposed that a non-native sound which is perceptually
most similar to a native one is learned easiest, Flege (1995) and
Kuhl & Iverson (1995) claimed that a perceptually more distant
non-native sound is learned easier than one that is perceptually
close to a native sound. However, as in the case of Aoyama
et al. (2004)’s proposal the non-native sound is actually mis-
learned as a native category both statements do not contradict
each other. The learning results further show that participants
exposed to retroflex plosive [{] performed worst. The reason
for this might be that they perceived retroflex [t] as retroflex
[d]. This is a wrong mapping, too, however, it is no mapping
onto a native category. Thus, this mapping does not result in
a learning advantage. It is rather a learning disadvantage as
the contrast between the alveolar voiceless plosive [t] and the
retroflex voiced plosive [d] involves a two-feature change. [t]-
Learners therefore suffered from a complexity bias (Moreton,
2008, 2012).

Whereas the predictions for the learning results are the
same for the language-general perception account and for the
language-specific perception account, which means that both
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of them are confirmed, the predictions for the generalization
results differ depending on the account (see Table 20).

The [s]-learners were most successful in items with their
trained consonant [s]. However, they did not generalize their
learned retroflexion rule to items with the untrained consonants
[1] and [t]. Their percentage of correct responses to items with
lateral approximants and plosives was almost identical and near
chance level. This result is in line with the language-specific
perception account. The participants did not perceive the
retroflex fricative as retroflex but mapped the non-native sound
onto the native postalveolar fricative [f]. At test, [s]-learners
were also confronted with pairs of retroflex and alveolar plo-
sives and lateral approximants, but not with postalveolar plo-
sives or lateral approximants — both of which do not exist at all.
Thus, the participants were not able to generalize their learned
pattern which involves — according to their perception — an al-
ternation between alveolar and postalveolar consonants.

The [l]-learners were successful in items with their trained
consonant [1] as well. In contrast to the [s]-learners, the [1]-
learners generalized their retroflexion pattern to items with the
untrained consonant [t]. However, they did not generalize it
to items with the untrained consonant [s]. This result is again
in line with the language-specific perception account but not
with the language-general perception account. Participants per-
ceived and learned a pattern involving alveolar and retroflex
lateral approximants. At test, [1]-learners were confronted with
alveolar and retroflex plosives, to which they generalized their
learned pattern. They were, however, also confronted with
alveolar and postalveolar fricatives — [1]-learners did not per-
ceive the retroflexion in fricatives either. This did not conform
to the pattern they know from training so that they were not
able to generalize their learned pattern to fricatives.

The [t]-learners, did not learn retroflexion at all. As a conse-
quence they were not able to generalize a retroflexion pattern to
items with the untrained consonants [s] and [1]. They made no
difference between items with trained and items with untrained
consonants and performed at chance level in all three condi-
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tions. Interestingly, [t]-learners gave more — but not signifi-
cantly more — correct responses to [1]-items than to [s]-items.
This latter tendency would be in line with the language-specific
perception account but not with the language-general percep-
tion account. Thus, it might be the case, that [t]-learners per-
ceived one part of their pattern (retroflexion, but not voicing) in
[1]-items but not in [s]-items (in which they neither perceived
a retroflexion nor a voicing alternation). This would be a fur-
ther hint at the language-specific perception account. However,
these differences did not reach significance, so that I suggest
that [t]-learners did not learn the pattern they were exposed to.

To sum up, the results of the learning experiment can be ex-
plained by the influence of L1-perception. The participants seem
to have perceived retroflex [s] as the native postalveolar frica-
tive [f]. This suggestion is in line with the results of the second
perception experiment (see chapter 4.3). As a consequence, par-
ticipants trained with [s]-items perceived (and learned) a con-
trast between two native sounds — [s] and [{]. During training
they did not perceive any retroflexion pattern at all. In the sub-
sequent test, they were confronted with items with retroflex plo-
sives and retroflex lateral approximants. These retroflex sounds
were completely new for them as they had not perceived retro-
flexion before. The percentages of correct responses to items
with plosives and lateral approximants are thus at chance. Par-
ticipants trained with [1]-items perceived retroflexion of [[] in
training and generalized it to [t]-items, but not to [s]-items
at test. The reason for this might be that the retroflexion of
[t] at test was perceived so that the [1]-learners were able to
apply their learned retroflexion pattern not only to [l]-items
but also to [t]-items. However, [l]-learners did not perceive
[s] as retroflex [s] but as postalveolar [{] — similar to the [s]-
learners. Thus, the [s]-items did not include any retroflexion
pattern, which they had learned before. Consequently, their
performance with [s]-items was at chance. Interestingly, the
native sound categories seem to have a very strong ‘magnet’
effect: Even though [l]-learners had already perceived retrofle-
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xion in the trained items, they did not perceive the fricative as
retroflex but as postalveolar. Hence, the familiarity with native
sound categories has a stronger influence than the familiarity
with a non-native sound category having been exposed to only
some minutes ago. Participants trained with [t]-items had the
most difficult task. As they did not perceive and learn the re-
troflexion of [t] at all, they were not able to generalize it to
other consonants. In the results of the [t]-learners I observe the
most correct responses to [1]-items, followed by the responses
to [t]-items and to [s]-items. Although this difference was not
significant, it shows once more the disadvantage in generalizing
to fricatives.

An overview of the predictions and the experimental results
can be found in Table 20. In this Table green check marks rep-
resent confirmed predictions and red x marks represent uncon-
firmed predictions. In the second lines the predictions for the
case that [t] is perceived as [d] are shown. Empty cells are
those in which the consonant in training would be the one most
generalized to. In this case the effect of phonetics and the effect
of exposure during the training phase of the experiment would
not be separable.

Comparing the results of the learning experiment with the
predictions I can say that the predictions for learning are met
not only by the language-specific perception account but also
by the language-general perception account — when consider-
ing the second line of each prediction as [t]-learners seem to
have perceived retroflex [t] as [d]. In learning, those contrasts
which contain the greatest perceptual distance are learned best.
In this case it does not matter onto which kind of category (na-
tive or non-native) both sounds are mapped — what counts is
that both sounds are perceptually far away from each other and
thus mapped onto two different categories. Those different cat-
egories can either be both native, both non-native or one native
and one non-native — in all three cases the contrast is learned.
Note, however, that this is only true for alternations which are
of equal complexity. Alternations which involve a more com-
plex change, e.g. [t]-[d], do not profit from a great perceptual
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distance as structural complexity hampers learning them.

Table 20: Predictions for the artificial language
learning experiment testing retroflexion and their

evaluation.
. Generalizations of
Learning [t] -learners [s]-learners [1] -learners
Language-
[s] > [11, [t] X [s] > [11X [s] > [t] X
general >0 >0 -v [s] > [t] X
perception
Language- )
s [s1 > [1], [t] X 11 > [s1X -V [t] > [s] v
specific 1> >0t -v -V [tl > [s] v
perception

The predictions for the generalizations of the [s]-learners are
met by the language-specific perception account. [s]-learners
did not learn retroflexion at all and were thus not able to gen-
eralize this pattern to items showing a retroflex contrast. The
predictions for the generalizations of the [1]-learners are only
met by the language-specific perception account and not by the
language-general perception account. [l]-Learners generalized
their retroflexion only to [t]-items because they did not perceive
the retroflexion of [s]. According to the language-general ac-
count the opposite would be true, meaning that [1]-learners per-
ceived the retroflexion of [s] and generalized it to [s]-items but
not to the perceptually more similar contrast in [t]-items. The
predictions for the generalizations of the [t]-learners are met by
both accounts when assuming that retroflex [{] was perceived
as retroflex [q] as in the first perception experiment (see Table
15). If this is the case, [t]-learners had the most difficult task
in identifying the alternation as retroflexion (and not as voic-
ing alternation). This difficulty may have led to a wrong rule
(similar to that of the [s]-learners). Consequently, this wrong
rule could not be applied to the contrastive stimulus pairs at
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test which did not include a voicing contrast. [t]-Learners were
thus not able to generalize at all — similar to the [s]-learners.

I therefore conclude that the language-specific perception
account can best explain the results. Not only the learning re-
sults but also all generalization results can be explained with
assuming that non-native retroflex [s] was perceived as native
postalveolar [{] by the participants.

Summing up, I found that a contrast of two sounds which are
perceptually more distant from each other is learned easier than
a contrast of two sounds which are perceptually more close to
each other. Moreover, I found a dependency on the perceptual
distance to native sound categories: Whereas learning is en-
hanced by a direct mapping from a non-native category onto a
native one — caused by a very small perceptual distance between
non-native and native category —, generalizing this learned pat-
tern to other consonants is hampered by a direct mapping onto a
native category — probably because the learners did not perceive
and learn what they were supposed to perceive and learn'®.

4.5 General discussion

The aim of this study was to investigate the role of perceptual
distances to native and non-native sounds in morphophonolog-
ical learning. I looked at the perceptual distances between al-
ternating sounds and at the perceptual distances between non-
native alternating sounds and perceptually similar native sounds
onto which the non-native sound may be mapped, to test
whether language-general perceptual effects as instantiated by

10A possible phonetic bias grounded in articulatory ease would have resulted ei-
ther in a learning and generalization advantage for retroflex fricatives (Staus-
land Johnsen, 2012) with the same predictions as those based on language-
general perception, in a learning and generalization advantage for neither con-
sonant manner (Stausland Johnsen, 2012) or in a learning and generalization
disadvantage for retroflex fricatives (Hamann, 2003b), neither of which are
confirmed by the experimental results.
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ease of perception or language-specific perceptual effects as in-
stantiated by a mapping onto native sound categories influence
the learning behavior and the generalization behavior, and, if
so, whether one of these effects overwrites the other one.

To this end I investigated the perception and learnability of
retroflexion of different consonant manners by native speakers
of German who have no knowledge of retroflexion in three ex-
periments. The first perception experiment showed that the per-
ception of different consonant manners differed. Whereas retro-
flex fricatives were identified best, retroflex plosives were iden-
tified worst. Retroflex lateral approximants were somewhere in
between. The perceived similarity between retroflex and alveo-
lar consonants differed as well. Retroflex and alveolar fricatives
were perceptually more distant from each other than retroflex
and alveolar lateral approximants or plosives. These perceptual
results are similar to the ones by native speakers of Norwegian
who are familiar with retroflexion (Stausland Johnsen, 2012). It
is thus possible that there is a general perceptual advantage for
retroflex fricatives over other retroflex consonants. However,
the second perception experiment also showed that the percep-
tual distance between alveolar and retroflex fricatives and be-
tween alveolar and postalveolar fricatives were the same and
that retroflex fricatives and postalveolar fricatives were percep-
tually very close to each other — suggesting a possible mapping
of retroflex fricatives onto native postalveolar fricatives by na-
tive speakers of German. This means that the perceptual ad-
vantage for retroflex fricatives over other retroflex consonants
may be due to the perceptual proximity to a similar sounding
L1-sound.

I conducted an artificial language learning experiment in
which three groups of German native speakers were taught a
language in which plural was expressed by the retroflexion of
an alveolar consonant — either of a fricative ([s]-learners) or of
a plosive ([t]-learners) or of a lateral approximant ([1]-learners)
— to test whether morphophonological learning is affected more
by a language-general perceptual advantage or by a language-
specific perceptual advantage. Therefore, I subsequently tested
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the participants on their generalizations to all consonants. The
results showed that perceptual distances to native and non-
native sounds influence morphophonological learning and how
the learned pattern is generalized to other consonant manners.
Participants learned the retroflexion of fricatives better than the
retroflexion of other consonant manners. This finding shows
that the perceptual distance influences morphophonological
learning: The more perceptually distant two sounds are, the bet-
ter this contrast is learned. This is in agreement with Aoyama
et al. (2004), Flege (1995) and Kuhl & Iverson (1995).

During learning it does not matter whether one (or both) of
the involved sounds of a contrast is incorrectly mapped onto a
native category. What counts is just the perceptual distance be-
tween the perceived sounds. However, when generalizing the
learned contrast to other sounds, it is important how the in-
volved sounds are mapped. My participants have mapped the
retroflex fricative onto the native postalveolar fricative. The
group of [s]-learners thus did not learn any retroflexion and
did not generalize its learned rule (‘make alveolar consonants
postalveolar’) to the other consonants as the presented items at
test did not allow for such a rule. Thus, although being the best
group in learning, they were not able to generalize — due to an
L1-effect. The group of [1]-learners learned retroflexion but gen-
eralized it only to [t]-items, not to [s]-items as they perceived
the retroflex fricatives as postalveolar — and not as retroflex — as
well. The [t]-learners had the most difficult task in figuring out
what the rule is, as the identification of retroflex plosives was
the most difficult for German native speakers. Unfortunately,
they failed to learn their pattern at all and were thus unable to
generalize retroflexion to other consonants. If they had learned
their pattern, I would have expected generalizations to [1]-items
but not to [s]-items, which would be in accordance with the
language-specific perception account.

This study does not only shed light on the different effects of

perceptual distances to native and non-native sound categories
in learning and generalizations, but also argues for the contro-
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versial role of phonetics in synchronic phonology. As Kingston
(2007) (page 401) put it “the field has reached no consensus
about what the interface is, nor has it even agreed that one ex-
ists at all”. While the role of phonetics was argued to be purely
diachronic by some researchers (Blevins, 2004; Ohala, 1993;
Yu, 2004), others explained their synchronic experimental re-
sults as a consequence of a phonetic bias (Baer-Henney & van de
Vijver, 2012; Finley, 2009, 2012; van de Vijver & Baer-Henney,
2014; White, 2017; White & Sundara, 2014; Wilson, 2006) and
argued that there is a phonetic influence on synchronic phonol-
ogy (Hayes & Steriade, 2004).

On the one hand, Blevins (2004) argued against a learning
bias and assumed that phonetics shapes phonology diachroni-
cally exclusively. Difficulties in perception result in re-analysis
and cause changes in phonology over time, which leads to typo-
logical asymmetries. However, they cannot be used synchron-
ically by language learners. When two sounds are acoustically
and perceptually similar, they are often confused which each
other. As a consequence, the contrastive use of these sounds
hampers effective communication. To overcome this difficulty,
the contrast between these sounds disappears gradually over
time. The use of sounds which are perceptually more distant
from each other encounters no such perceptual problem. In the
case of retroflexion this would mean that the retroflex and alve-
olar fricatives can co-exist in the languages of the world because
they are perceptually distant from each other, whereas retroflex
and alveolar plosives cannot because they are perceptually close
to each other. My typological survey, however, did not prove
this (see chapter 2.1). Moreover, this would mean that postalve-
olar and retroflex fricatives cannot co-exist in one language. It
was rather difficult to prove this but it seems to be the case: I
searched in the literature for languages which have both frica-
tives, especially to find an appropriate speaker for the stimuli in
the ABX task (chapter 4.3), but I found only very few languages
which have both sounds (28 languages, based on combined data
from UPSID (Maddieson, 1984) and PHOIBLE (Moran & Mc-
Cloy, 2019)). In addition to that, in personal communications
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with speakers of languages which seem to have retroflex frica-
tives, e.g. Norwegian, I learned that native speakers are not
sure of whether the fricative is retroflex or postalveolar. Even
Stausland Johnsen (2012) referred in his paper on retroflexion
to postalveolar consonants. This shows that a process may cur-
rently taking place by which one of both sounds is replaced by
the other one.

On the other hand, proponents of the framework of phoneti-
cally based phonology (Archangeli & Pulleyblank, 1994; Hayes
& Steriade, 2004; Wilson, 2006) argued for a role of phonetics
in synchronic phonology and highlight the diversity of phonetic
effects on phonology, e.g. phonological processes are motivated
by perceptual or articulatory cues. In the phonological process
of place assimilation neighboring segments agree in their places
of articulation which is determined by articulatory phonetics
(Jun, 2004) and the phonological distribution of contour tones
depends on the duration and the sonority of the syllable rhyme
as contour tones need a long and sonorous rhyme to be prop-
erly articulated and perceived (Zhang, 2004). In addition to
that distinctive features are mainly defined in terms of phonetic
properties but are used to explain phonological processes and
even phonological representations can be described in terms
of phonetic properties (Kingston, 2007). Furthermore, there
are many experimental studies, e.g. Baer-Henney & van de Vi-
jver (2012), Finley (2009, 2012), van de Vijver & Baer-Henney
(2014), White (2017), White & Sundara (2014) and
Wilson (2006), which show, similar to the experiments I present
here, that phonetics influences phonology in the form of a pho-
netic bias during learning. For example, Finley (2012) studied
the learnability of vowel harmony and found that a harmony
triggered by mid vowels was easier to learn than a harmony
triggered by high vowels, which can be explained with percep-
tual ease (Kaun, 2004). Thus, small phonetic details — in this
case perceptual details — affect phonological learning. How-
ever, some of the studies mentioned above confounded a pho-
netic bias with structural simplicity (Moreton & Pater, 2012a,b;
Pater & Moreton, 2012). I avoided this confound by using re-
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troflexion of alveolar consonants of different manners. The al-
ternation from alveolar to retroflex is structurally akin for ev-
ery manner. However, there are perceptual differences for each
manner. This allowed me to provide more solid evidence for a
role of phonetics in learning synchronic phonology. The same
is true for the learning experiment on vowel nasalization (see
chapter 2.4).

The misperceptions of the participants could have resulted in a
representation of different contrasts than the one intended. As
mentioned before, retroflex voiceless plosives were identified
by more than half of the native German participants as retroflex
voiced plosives in VC-context (see Table 15). This means that
[t]-learners were perceptually confronted with a two-feature
change between alveolar voiceless plosives and retroflex voiced
plosives. The other learning groups, however, were only con-
fronted with a one-feature change from alveolar to retroflex (or
postalveolar). Thus, the [t]-learners’ failure to learn their rule
cannot only be explained by uncertainty about what exactly the
pattern is but also by a learning disadvantage due to a complex-
ity bias (Moreton, 2008, 2012).

Results of artificial language learning experiments are further
often interpreted in the light of typology, e.g. studies by Finley
(2009), White (2013) and Wilson (2006). However, the results
of my learners do not mirror the typological distribution of re-
troflex consonants and it is even not the case that the phonetic
factor ease of perception (language-general perception) matches
the typological distribution of retroflex consonants (see chapter
4.1). According to the typological distribution of retroflexion,
I would expect a learning advantage and a generalization ad-
vantage for plosives over lateral approximants and fricatives.
I found the opposite result — an advantage for fricatives and a
disadvantage for plosives. The results of the artificial language
learning experiment thus show — similar to those of the artificial
language learning experiment on vowel nasalization (see chap-
ter 2.4) — that the phonetic knowledge about phonology is not
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necessarily encoded as markedness and reflected typologically.
Independent of this, ease of perception — and also ease of articu-
lation — may affect the phonology of languages diachronically.
As sound patterns in languages were — and still are — affected
by many factors, e.g. phonetics, not all learning biases directly
affect typological distributions.

Diachronically, there seems to be evidence for a perceptual
advantage for retroflex fricatives as well. In Indic retroflex /s/
seems to have been developed from /{/. According to Blevins
(2017) and Hamp (1996) the reason for this shift is language
contact with the Dravidian language in which the retroflex sibi-
lant /s/ was already present as well as bilingualism at the time
of contact. Due to the perceptual magnet effect (Kuhl, 1991) the
phonetically closest Indic sound shifted to the retroflex category
— *[ became retroflex /s/ (Hamp, 1996). Blevins (2017) fur-
ther suggested that the Dravidian speakers might have mapped
their sibilant contrast between /s/ and retroflex /s/ onto the
Indic sibilant contrast between /s/ and /{/. Indic plosives, lat-
erals and nasals became retroflex due to assimilation processes
with retroflex /s/ (Hamp, 1996). This assimilation process is
partly in agreement with the language-general perceptual ac-
count based on ease of perception: Retroflexion of /s/ is learned
best and generalized to the same degree to other consonant
manners. However, as the data of the artificial language learn-
ing experiment shows, the shift from /{/ to /s/ is very unlikely,
even in a retroflexion facilitating context before /r/. Due to the
results of the experimental study, it is thus more likely that re-
troflexion emerged from the fusion of alveolar consonants with
/t/, as Sarma (2004) suggested e.g. for retroflex plosives in
Ladakhi.

4.6 Conclusion

The present study investigated the role of perceptual distances
in morphophonological learning. Perceptual distances can be
measured between alternating sounds and between native and

185



non-native sounds when testing a non-native alternation. In
general, an alternation is learned better if the alternating sounds
are perceptually distant from each other, whereas an alternation
is poorly learned if the alternating sounds are perceptually close
to each other (Aoyama et al., 2004; Flege, 1995; Kuhl & Iver-
son, 1995). I tested native speakers of German who were not
familiar with retroflexion to investigate which effects percep-
tual distances have not only on learning a phonological alter-
nation but also on generalizing the learned alternation to other
consonants. I showed that German native speakers identified
retroflex fricatives best, followed by retroflex lateral approxi-
mants and retroflex plosives (see chapter 4.2). The same is true
for the perception of the contrast between retroflex and alveo-
lar consonants (see chapter 4.3): The contrast between retroflex
and alveolar fricatives was discriminated best, followed by the
contrast between retroflex and alveolar lateral approximants
and the one between retroflex and alveolar plosives. I further
showed that German native speakers discriminated the contrast
between retroflex and postalveolar fricatives only poorly - sug-
gesting a mapping of non-native retroflex fricatives onto native
postalveolar fricatives. In an artificial language learning expe-
riment I found that the retroflexion of fricatives was learned
easier than the retroflexion of other consonants (see chapter
4.4). This mirrors the differences in the perceptual distances
between alternating sounds and a mapping onto a perceptually
close native fricative. However, participants trained with frica-
tives did not generalize at all and participants trained with other
consonants did not generalize to fricatives. This means that a
mapping onto a native fricative category enhances learning, but
hampers when it comes to generalizations. The reason for this
is that a mapping onto a native category — in this case — means a
mapping onto a wrong category in terms of the alternation that
should be learned. Generalizing the actually learned alternation
was thus impossible. The same was true for true retroflexion
learners who were not able to apply the retroflexion rule to the
perceived item pairs of alveolar and postalveolar fricatives. I
thus provided evidence for a direct influence of perception and
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an even stronger influence of L1 in morphophonological learn-
ing. This influence of L1 is not always helpful but can also be
hampering.
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5 Learning morphophonology
without alternation

5.1 Introduction

In the previous artificial language learning experiments (see
chapters 2.4, 3.2 and 4.4) learners were always confronted with
a morphophonological alternation. They learned that the singu-
lar takes a specific form and that the plural is formed by adding
a suffix causing a phonological alternation, e.g. nasalization
of the oral singular vowel in the plural or retroflexion of the
alveolar singular consonant in the plural, whereas the diminu-
tive is formed by adding a suffix to the singular form without
any further phonological alternation. Learners were thus con-
fronted with three forms of the noun paradigm in the nomina-
tive case: nominative singular, nominative plural and nomina-
tive diminutive. This was done to provide the learners with
detailed information about the morphophonological pattern in
the artificial languages. As the results of the artificial language
learning experiments have shown, this information was used by
the participants to learn how the plural and the diminutive are
formed in order to be able to generalize this formation to novel
items. However, did the participants really learn an alternation
(X — Y, e.g. oral vowel in the singular — nasal vowel in the
plural or alveolar consonant in the singular — retroflex conso-
nant in the plural) or did they just learn that the singular and
the diminutive contain sound X (e.g. an oral vowel or an alve-
olar consonant), whereas the plural contains sound Y (e.g. a
nasal vowel or a retroflex consonant) — independent of any al-
ternation? That is, did the participants learn a relation between
forms in a paradigm or did they transfer e.g. the feature [nasal]
from a known item to a novel item?

To investigate these questions I re-ran the artificial language
learning experiment on retroflexion (see chapter 4.4) with a
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short modification: Participants were not confronted with sin-
gular forms, but with plural and diminutive forms only. I de-
cided to omit singulars as singulars are generally considered to
be the base forms in German which do not contain a phonolog-
ical alternation, whereas plurals or diminutives may contain a
phonological alternation of the singular form (Eisenberg & Say-
atz, 2004; Kopcke, 1988; Wurzel, 1965). Consider, for example,
the plural and diminutive formation in German. Not only in plu-
rals but also in diminutives vowel and voicing alternations are
possible (Wiese, 1996): The singular form of ‘mouse’ is Maus
[maus], the plural form is Mduse [moyza] and the diminutive
form is Mduschen [moyscon]. In this case, the vowel and the
fricative in the singular are the underlying sounds which have
a different surface form in the plural and in the diminutive than
in the singular due to a vowel alternation ([s]-[z]) and a voicing
alternation ([au]-[oY]). When learners are exposed to singulars,
plurals and diminutives, it is not possible to answer the above-
mentioned questions and to decide which of the two strategies
the learners made use of. However, when learners are exposed
to plurals and diminutives only — meaning the lack of the base
form singular — one can investigate whether learners need a rela-
tion between forms to accurately acquire how the plural and the
diminutive are formed or whether they are able to transfer the
feature of a given form to unknown items without a relation be-
tween forms. Whereas the first option would imply an alterna-
tion between sound X and sound Y, the second option does not.
Thus, if participants are able to accurately learn and generalize
the retroflexion pattern in the artificial language learning expe-
riment without being exposed to singulars, participants will not
learn an alternation but the phonetic and phonotactic proper-
ties of plurals and diminutives. However, if participants are not
able to accurately learn and generalize the retroflexion pattern
in the artificial language learning experiment without being ex-
posed to singulars, all forms of a paradigm — or at least the base
form singular — need to be presented to accurately predict the
phonological forms and their relation among each other.
Support for the idea of transfer (without alternation) comes
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from Berent (2013) and Marcus (2001). They proposed that
learners form phonological generalizations on the basis of al-
gebraic rules (Berent, Marcus, Shimron & Gafos, 2002; Berent
et al., 2012). By using these rules learners generalize not only
to novel items with native sounds (Berent, Everett & Shimron,
2001; Berent, Vaknin & Marcus, 2007) but even to novel items
with non-native sounds, and as such to features that are unat-
tested in the native language of the learners (Berent et al., 2002,
2012). In the case of the learning experiment on retroflexion,
this means on the one hand that learners should be able to learn
that plural forms contain the feature [retroflex] — independent
of the presence or absence of this feature in other forms — and
on the other hand that learners should be able to generalize the
feature [retroflex] e.g. from plural forms with a plosive to plural
forms with a lateral approximant or a fricative, and vice versa.
Note that lateral approximants and fricatives are non-native
sounds for the [t]-learners, as they did not listen to [1]- and [s]-
items during training (see chapter 4.4 and 5.2). Berent (2013)’s
and Marcus (2001)’s assumption is based on experiments with
Hebrew speakers (Berent et al., 2001, 2002, 2007). Whereas
Hebrew does not allow two identical consonants at the left edge
of the word (*AAB), e.g. *[sisum], two identical consonants at
the right edge of the word (ABB) are allowed, e.g. [simum],
(Greenberg, 1950). In lexical decision tasks Hebrew speakers
were confronted with AAB-items and with ABB-items. The con-
sonants in the items were either consonants which were part of
the Hebrew phoneme inventory or consonant which were not
part of the Hebrew phoneme inventory. The results showed
that the participants classified AAB-items faster and more often
as non-words than ABB-items. This was true for items with na-
tive consonants (Berent et al., 2001, 2007) as well as for items
with non-native consonants (Berent et al., 2002). Thus, He-
brew speakers were able to recognize phonotactic constraints
and the presence of certain phonetic features in the presented
items and to transfer (or generalize) them to novel items. Con-
sequently, exposing learners to plurals and diminutives only —
and not to the singular bases — can shed light on the question
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whether learners can transfer one phonological form to another
one without knowledge about a relation between forms of a
paradigm or whether learners need a relation between forms of
a paradigm to learn the presented morphophonological pattern.
The predictions for the outcome of the artificial language
learning experiment depending on the learning strategy are
shown in Table 21. I termed the learning strategies transfer
account and relation account. If participants rely on the trans-
fer account, I will expect them to accurately learn and general-
ize the retroflexion pattern without being exposed to singular
forms. Participants can do so, as they will not learn an alterna-
tion but the phonetic and phonotactic properties of plurals and
diminutives. These properties will then be transferred from the
trained items to the untrained items to the same degree. If par-
ticipants rely on the relation account, I will expect them to not
accurately learn and generalize the retroflexion pattern without
being exposed to singulars. Participants cannot do so, as they
need to know the base form singular to accurately predict the
phonological forms and their relation among each other.

Table 21: Predictions for the artificial language
learning experiment testing retroflexion without al-
ternation (1).

Generalizations of

Learning  [¢]_learners [s]-learners [l] -learners
Transfer v v v v
account
Relation
v _ _ _
account

In addition to the information about the learning strategies, the
lack of singular forms can also shed further light on the interac-
tion of language-specific (= L1) and language-general percep-
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tual cues (= phonetics) as will be elaborated below.

The previous artificial language learning experiment (see
chapter 4.4) showed that participants rely more on language-
specific perceptual cues than on language-general perceptual
cues based on ease of perception and that L1 can be helpful
in learning but also hampering when something is mislearned
due to a wrong mapping on a native category. To my knowl-
edge there is only one study which directly aimed at testing
the interaction of language-general and language-specific fac-
tors during learning. Baer-Henney et al. (2015a) investigated
the role of phonetic substance and of L1-phonotactics on the
learnability of phonological patterns. Native German partici-
pants were either exposed to a vowel harmony pattern which
was phonetically motivated but not present in the German lan-
guage or to an arbitrary vowel alternation pattern which was
not phonetically motivated but conformed to German phonotac-
tics (Wiese, 1996). In addition to that each pattern contained
exceptions, which means that either 85% or 65% of all training
items conformed to the pattern being exposed to. One further
factor under investigation was the length of training which in-
cluded either two or three repetitions of all training items. The
results showed that participants who had received a long train-
ing performed better at test than those who had received a short
training and that participants who had been exposed to fewer
exceptions performed better at test than those who had been
exposed to more exceptions. In general, participants exposed
to the arbitrary pattern with few exceptions performed best —
that are those participants who had been exposed to a pattern
which conformed to their L1-phonotactics. This means that L1-
phonotactics seems to have a greater influence on phonological
learning than phonetics. Only when exposed to a training set
with many exceptions to the pattern and with a short training
phase, participants relied on phonetics. The longer the train-
ing phase and the fewer exceptions, the more strongly were the
results influenced by L1-phonotactics. The effect of length of
training and amount of exposure is in line with Baer-Henney
& van de Vijver (2012): Training sets with 50% singulars and
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50% alternating plurals led to better performances at test than
training sets with 75% singulars and 25% alternating plurals.
Similar results could be observed in two experiments of
Greenwood (2016). In her artificial language learning experi-
ments native speakers of English were trained either on a pho-
netically natural pattern or on a phonetically unnatural pattern.
In addition to that, each pattern was presented either in casual
speech or in careful speech, whereas casual speech corresponds
to natural speech and careful speech to a clear (hyperarticu-
lated) speech. The experiment described in chapter 6 in Green-
wood (2016) studied the learnability of a phonetically unnatu-
ral final voicing pattern and a phonetically natural final devoic-
ing pattern with fricatives. The results showed that in careful
speech participants performed better in the phonetically unnat-
ural condition than in the phonetically natural condition. How-
ever, in casual speech there was no difference in performance
between the phonetically unnatural and the phonetically nat-
ural condition. Thus, phonetics did not seem to have any ef-
fect on the results in careful speech, as the results did not dis-
play a learning advantage for the phonetically natural pattern.
However, as there are more final voiced fricatives than final
voiceless fricatives in English, participants may have been in-
fluenced by their L1-lexicon in careful speech, which led to the
better performance in the final voicing condition (Greenwood,
2016). This influence of the L1-lexicon could not be found in
casual speech which I interpret as a more difficult and less reli-
able training condition. Thus, the less reliable training in casual
speech downgraded the influence of L1 so that participants per-
formed equally well with phonetically natural and phonetically
unnatural patterns. Note that the performance in the phoneti-
cally unnatural condition decreased from careful speech (77%)
to casual speech (63%) but that the performance in the pho-
netically natural condition was equal in careful speech (57%)
and casual speech (59%). Greenwood (2016)’s experiment de-
scribed in chapter 7 studied the learnability of a phonetically
unnatural phonotactic pattern which allows only obstruents as
codas and a phonetically natural phonotactic pattern which al-
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lows only sonorants as coda. In careful speech — the more re-
liable training condition — there was no difference in perfor-
mance between the phonetically natural and the phonetically
unnatural pattern. In casual speech — the less reliable train-
ing condition —, however, participants performed better with
the phonetically natural pattern than with the phonetically un-
natural pattern. This shows that under less reliable conditions
participants’ performance is more affected by phonetics than
under more reliable conditions, which is in line with the results
of Baer-Henney et al. (2015a).

Baer-Henney et al. (2015a)’s and Greenwood (2016)’s results
may explain why the artificial language learning experiment on
retroflexion in chapter 4.4 did not reveal a clear influence of a
phonetic bias based on perceptual ease in phonological learning
but an influence of perceptually similar L1-sounds. Participants
were exposed to 100% conforming items during training and
they always listened to singulars, plurals and diminutives. The
latter being added to give evidence for an alternation which oc-
curs only in plurals. The same is true for the former artificial
language learning experiments on vowel nasalization (see chap-
ters 2.4 and 3). However, an influence of L1 could not show up
as there are no perceptually similar sounds for the nasal vowels
in German - except for the corresponding oral vowels, which
would result in a non-alternation, e.g. if the nasal vowel [i] in
the alternating pattern [i]-[i] was mapped onto the oral vowel
[i], it would results in the non-alternating pattern [i]-[i].

However, confronting participants with a more difficult task
may result in a phonetic bias emerging in learning retroflexion,
which would provide evidence for the language-general percep-
tion account based on ease of perception, and in less influence of
the L1. The task in the present experiment would be more diffi-
cult than in the previous artificial language learning experiment
on retroflexion when e.g. singulars would not be presented so
that evidence for an alternation would be missing and when the
training phase would in general be shorter. The predictions, as
shown in Table 22, are basically the same as in the previous
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artificial language learning experiment. However, the partic-
ipants might be more uncertain about what they are learning
so that I generally expected a weaker performance and fewer
generalizations than in the previous artificial language learn-
ing experiment on retroflexion. As the predictions based on
language-general and language-specific perception do not dif-
fer for learning, the generalization behavior will be of special
interest here. In Table 22 in the second lines the predictions
for the case that [{] is perceived as [d] are shown (similar to
Table 18 for the previous experiment). Empty cells are those in
which the consonant in training would be the one most gener-
alized to. In this case the effect of phonetics and the effect of
exposure during the training phase of the experiment would not
be separable.

Table 22: Predictions for the artificial language
learning experiment testing retroflexion without al-
ternation (2).

Generalizations of

Learning [t]-learners  [s]-learners  [1]-learners

Language-
general
perception

[s] > [1I, [t] [s] >[I [s] > [t]
[s]>01>1[] - [s] > [t]

Language-
specific
perception

[s] > [1I, [t] 1 > [s] - [t] > [s]
[s]>01>1[1 - - [t] > [s]

\

5.2 Experiment

I will now describe how the experiment was designed by focus-
ing on the stimuli, the procedure and the participants. After
that I will present the analysis of the experimental results.
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5.2.1 Method

Stimuli The stimuli were the same as in the previous artificial
language learning experiment on retroflexion — except that in
the present experiment all singular forms were excluded from
training and test. The artificial language consisted of plural and
diminutive forms. The stimuli were constructed from a subset
of the German (Wiese, 1996) and Norwegian phoneme invento-
ries (Kristoffersen, 2000). All items were in agreement with the
phonotactics of German (Wiese, 1996) — except for the retroflex
consonants and [r]. The structure of the stimuli and examples
of each grammatical form are illustrated in Table 23. The plu-
rals were pseudowords of the form C;V;Cz[ra] with [s], [|] or
[t] as Cy and the diminutives were pseudowords of the form
C1V1Cz[na] with [s], [1] or [t] as C;. The consonants [p], [b],
[dl, [K], [g], [f] and [v] were used in C;-position. In V;-position
I used the vowels [¢], [1], [0] and [u].

Table 23: Structure of the stimuli for the artifi-
cial language learning experiment testing retrofle-
xion without alternation.

Form G Vi Cy Suffix Example

plural [pbdkgfvl [e1du] [st] [ra] [belral
diminutive [pbdkgfv]l [e1duU] [s1t] [na] [belna]

For the training phase I used 32 items for each group of par-
ticipants (16 plurals and 16 diminutives). For the subsequent
test phase I used 24 stimulus pairs, each consisting of a plu-
ral form which conformed to the retroflexion rule (e.g. cor-
rect plural [be|ra]) and one which did not (e.g. incorrect plural
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[belra]).!! There was an equal number of eight pairs for each of
the three consonants. Half of these pairs were part of the train-
ing items (n = 4) and half of them were not (n = 4). The com-
plete set of all stimuli used in the artificial language learning
experiment on retroflexion is listed in the appendix (see Table
32, 33, 35).

The stimuli were recorded by a male monolingual native
speaker of Norwegian. Recording took place at the Univer-
sity of Tromsg. The sampling rate was 44.1 kHz. Stimuli were
recorded in the target sentence Jeg spiste X til middag. ‘I ate
X for dinner.” to focus on the stimulus item and to ensure a
uniform language environment that allowed the speaker to nat-
urally produce retroflex consonants. After recording all stim-
uli were sliced out of their context at the nearest zero-crossing
point using Praat (Boersma & Weenink, 2019) to avoid irritating
noise at the beginning or at the end of the syllables. The inten-
sity of all stimuli was adjusted to 70 dB using Praat (Boersma &
Weenink, 2019).

Procedure The procedure was the same as in the artificial lan-
guage learning experiment testing vowel nasalization (see chap-
ter 2.4) and the first artificial language learning experiment test-
ing retroflexion (see chapter 4.4) — except that the present ex-
periment was run online. For additional information see the
description of the procedure in chapter 2.4.1.

The experiment was divided into a perceptual training phase
and a perceptual forced-choice test. It was run on the online ex-
periment platform Experigen (Becker & Levine, 2010). Partici-
pants were asked to wear headphones and to run the experiment
in a quiet place to avoid disturbing noise. The experiment lasted
about 5-10 minutes.

Participants were trained on a subset of the stimuli but tested
on all stimuli — including stimuli known from training and novel

111 decided to focus on plural forms only in the test phase as plural was the crucial
condition and as a shorter test phase should avoid that participants stopped the
online experiment before it was completed.
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stimuli they had not yet heard. There were three training groups:
During training each group heard the retroflexion of only one
consonant — either [s] or [I] or [t]. For example, a member of
the [s]-group never received any training for [1] or [t]. The test
was identical for all groups and included all consonants.

In a short introductory phase the participants were familiar-
ized with the set-up of the experiment by listening to German
animal names in the plural and in the diminutive. The audi-
tory stimuli were supported visually with images (Snodgrass &
Vanderwart, 1980) to illustrate their meaning.

The introductory phase was followed by the training phase
and the test phase. In the training phase the participants lis-
tened to two repetitions of 32 stimuli (16 plurals and 16 diminu-
tives) in randomized order. An auditory stimulus was played
while an image of a fantasy animal (van de Vijver & Baer-
Henney, 2014) was shown (compare Figure 12). A plural form
was accompanied by an image of two fantasy animals and a
diminutive form was accompanied by an image of a small fan-
tasy animal. During training participants received positive in-
put only, which means that they never listened to an incorrect
plural, e.g. [belra].

The test after training was a perceptual forced-choice task
and it was the same for all groups. There were 24 stimulus
pairs consisting of a correct and an incorrect plural form differ-
ing only in the retroflexion of C,. There were eight pairs with
[s], [1] and [t]. A trial consisted of the presentation of the first
form, followed by the presentation of the second form. There
was an equal number of trials in which the first and the second
form was the correct one. The auditory stimuli were supported
visually by an image of two fantasy animals (compare Figure
13). The participants had to decide which of the two forms
was the correct one by clicking on a button on the screen. The
participants had the choice between buttons labeled with 1 for
the first form and 2 for the second form. After their decision
the next stimulus pair was presented. All stimulus pairs were
presented in random order.
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Participants 80 native speakers of German completed the ex-
periment (53 identified as female, 23 identified as male, 4 iden-
tified as gender diverse, mean age: 30.5, range: 19-64). They
were randomly assigned to one of the three experimental groups.
25 participants were trained with retroflexion of [l], 26 par-
ticipants were trained with retroflexion of [s], and 29 partic-
ipants were trained with retroflexion of [t]. All groups were
tested with all consonants [l1], [s] and [t]. No one reported
knowledge of a language which uses retroflex consonants dis-
tinctively (except American English). All participants had nor-
mal or corrected-to-normal vision and no hearing problems. All
of them participated voluntarily. A prize was raffled off for the
participants. Each participant agreed to let me use the collected
data and filled out a form giving information about the partici-
pants’ age, sex, native language and foreign language skills.

5.2.2 Results

I analyzed the proportion of correct answers from 1920 data
points (80 participants x 24 trials) with R (R Core Team, 2015)
by means of a generalized linear mixed-effects analysis with the
corresponding R package lme4 (Bates et al., 2015).

I was interested in the learning and generalization behavior
across experimental groups. An overview of the results can be
found in Figure 27. This Figure was created using R (R Core
Team, 2015) and the R packages Rmisc (Hope, 2013) and gg-
plot2 (Wickham, 2009). First of all, I compared the results of the
trained consonant in each group. This is what I call learning. In
the model which fitted the data best (as assessed by backward
stepwise elimination (Baayen, 2008)) ACCURACY (correct and
incorrect) served as dependent variable and TRAINED CONSO-
NANT ([1], [s] and [t]) was the independent variable. PARTICI-
PANT and ITEM were included as random intercepts (R syntax:
glmer(ACCURACY ~ TRAINED CONSONANT + (1|PARTICIPANT)
+ (1jrTEM), family = "binomial”)).

In the trained condition [s]-learners gave with 84% signifi-
cantly more correct responses to [s]-items than [1]-learners with
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65% to [1]-items (Est. = —1.4085, SE = 0.6724,z = —2.095, p
< 0.05) and [t]-learners with 41% to [t]-items (Est. = —2.7529,
SE = 0.6709,z = —4.103, p < 0.001). [l]-Learners gave signif-
icantly more correct responses to [1]-items than [t]-learners to
[t]-items (Est = —1.3442, SE = 0.6416,z = —2.095, p < 0.05).
[s]-Learners’ responses differed significantly from chance level
(Est. = 2.2869, SE = 0.4982, z = 4.590, p < 0.001), those
from [1]-learners differed marginally significantly from chance
level (Est. = 0.8784, SE = 0.4613,z = 1.904, p = 0.057) and
those from [t]-learners did not differ from chance level (Est. =
—0.4660, SE = 0.4448,z = —1.048, p = 0.295).

100%

~
3
*

percentage correct
w
o
X

25%

0%

[t]-learners [I]-learners [s]-learners

testitems M [tl-items M [l]-items | [s]-items

Figure 27: Percentages of correct responses + 1.96
SE across all training groups and all consonant man-
ners at test (2).

I also investigated how participants judged stimuli with un-
trained consonants. This is what I call generalizations. Therefore
I performed three generalized linear mixed-effects model — one
for each learning group. In the models which fitted the data best
(as assessed by backward stepwise elimination (Baayen, 2008)),
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ACCURACY (correct and incorrect) served as dependent variable
and CONSONANT AT TEST ([1], [s] and [t]) as independent vari-
able. PARTICIPANT and ITEM were included as random inter-
cepts (R syntax: glmer(ACCURACY ~ CONSONANT AT TEST +
(1|PARTICIPANT) + (1]ITEM), family = "binomial”)).

[t]-Learners responded correctly to [t]-items in 41%, to [s]-
items in 65% and to [1]-items in 56%. The percentages of cor-
rect responses to [s]-items were significantly above chance level
(Est. = 0.7202, SE = 0.3070, z = 2.346, p < 0.05), whereas
those to [1]-items did not differ significantly from chance level
(Est. = 0.2598, SE = 0.3034, z = 0.857, p = 0.392). The
percentage of correct responses to [t]-items did not differ sig-
nificantly from that to [I]-items (Est. = 0.6665, SE = 0.4116,
z = 1.619, p = 0.105), but there were significantly less correct
responses to [t]-items than to [s]-items (Est. = 1.1268, SE =
0.4145, z = 2.718, p < 0.01). The percentages of correct re-
sponses to [1]-items and to [s]-items did not differ significantly
from each other, either (Est. = 0.4603, SE = 0.4133, z =
1.114, p = 0.265).

[1]-Learners responded correctly to [1]-items in 65%, to [s]-
items in 54% and to [t]-items in 38%. The percentages of cor-
rect responses to [t]-items was marginally significant below
chance level (Est. = —0.5550, SE = 0.2995, z = —1.853, p
= 0.064), those to [s]-items did not differ from chance level
(Est. = 0.1613, SE = 0.2994, z = 0.539, p = 0.590). There
was no significant difference between the percentages of correct
responses to [1]-items and to [s]-items (Est. = —0.5807, SE =
0.4124, z = —1.408, p = 0.159). However, there were signif-
icantly more correct responses to [1]-items (Est. = —1.2970,
SE = 0.4135, z = —3.137, p < 0.01) and marginally signifi-
cantly more correct responses to [s]-items (Est. = —0.7163, SE
= 0.4075,z = —1.758, p = 0.079) than to [t]-items.

[s]-Learners responded correctly to [s]-items in 84%, to [1]-
items in 51% and to [t]-items in 33%. The percentages of
correct responses to [I]-items did not differ significantly from
chance level (Est. = 0.0486, SE = 0.3393, z = 0.143, p
= 0.886), whereas those to [t]-items were significantly below
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chance level (Est. = —0.7837, SE = 0.3403,z = —2.303,p <
0.05). There were significantly more correct responses to [s]-
items than to [t]-items (Est. = —2.7150, SE = 0.4979, z =
—5.453, p < 0.001) and to [I]-items (Est. = —1.8827, SE =
0.4943, z = —3.809, p < 0.001). There were marginally sig-
nificantly more correct responses to [1]-items than to [t]-items
(Est. = —0.8323, SE = 0.4678,z = —1.779, p = 0.075).

5.3 Discussion

This artificial language learning experiment showed that pat-
terns which do not give evidence for a morphophonological
alternation lead to more uncertainty than patterns which give
evidence for a morphophonological alternation. Compared to
the previous artificial language learning experiment (see chap-
ter 4.4), in which support for an alternation was offered during
training by the presentation of singular forms, in the present
experiment, in which no support for an alternation was offered
during training by omitting singular forms, there were fewer
generalizations and more responses below chance level. Nev-
ertheless, two groups of participants learned the retroflexion
pattern even without singulars.

As this artificial language learning experiment aimed at shed-
ding light on two different research questions, I will discuss both
of them separately. I will start with the discussion of the learn-
ing strategies and will then move on to the discussion of the in-
teraction between language-specific and language-general per-
ceptual cues.

Exposing participants not to the base form singular enabled me
to investigate whether learners need a relation between forms
of a paradigm to accurately generalize their trained pattern as
proposed by the relation account or whether they are able to
transfer the feature [retroflex] from trained plurals to untrained
plurals without knowing about an alternation as proposed by
the transfer account. The results in the trained conditions indi-
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cate that [s]-learners and [1]-learners were able to learn the pat-
tern they were exposed to since they performed above chance
level in their trained conditions. [t]-Learners, however, were
not able to learn their pattern — they performed at chance level
in their trained condition. As [t]-learners performed at chance
level in the previous artificial language learning experiment on
retroflexion as well, the reason for the performance at chance
might be the same as well: [t]-Learners might have been biased
by structural complexity as they perceived [{] as [d] and were
thus confronted with a structurally more complex pattern than
[s]-learners and [1]-learners. The learning results are hence not
only in line with the transfer account but also with the rela-
tion account. Table 24 provides a comparison of the predictions
and the experimental results. Green check marks represent con-
firmed predictions and red x marks represent unconfirmed pre-
dictions.

Table 24: Predictions for the artificial language
learning experiment testing retroflexion without al-
ternation and their evaluation (1).

Generalizations of

Learning  [¢]_learners [s]-learners [I]-learners
Transfer vy X X X
account
Relation Y _y _v ey
account

The results in the untrained conditions indicate that no group
generalized their trained pattern to untrained items. None of
the three learning groups performed above chance level in their
untrained conditions. Both, [s]-learners and [l]-learners, per-
formed at chance level or below chance level with untrained
items. The only exception are the [t]-learners who performed
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with [s]-items above chance level. However, as [t]-learners did
not even learn their trained rule, this good performance with
[s]-items cannot be explained with a transfer of the feature [re-
troflex] to [s]-items. For this transfer, [t]-learners had to learn
their trained rule and they had to perform above chance level
with [1]-items as well. Consequently, the results provide no ev-
idence for the transfer account but only for the relation account
(see Table 24). Participants seem to need a relation between
forms to figure out how the phonological pattern is formed in
order to be able to generalize it to novel items. Without a rela-
tion between forms a generalization is not possible.

Note, however, that the generalization results might also be
explained with different reasons. As in the previous learning
experiment the generalization results may be due to structural
simplicity for [t]-learners, due to a wrong mapping on an L1-
category for [s]-learners and due to a more difficult task than in
the previous experiment for [1]-learners (for details see chapter
4.4.3 and below).

The results of this artificial language learning experiment
do not only demonstrate how important the relation between
forms in a paradigm is for a successful acquisition of a phonolog-
ical pattern but they also reveal information about the status of
phonemes and allophones during learning. Based on the trans-
fer account participants interpret the different consonants in
plurals and diminutives as two different phonemes, e.g. [1] and
[ll. However, based on the relation account participants inter-
pret the different consonants in (singulars,) plurals and diminu-
tives as allophones of one phoneme, e.g. [|] is an allophone of
[1]. The successful learning of the different allophones and the
generalization of these patterns in the previous learning expe-
riments compared to the lack of generalizations in the present
learning experiment demonstrate that allophones are more im-
portant units than phonemes during the process of phonological
learning. This result is not surprising considering the work of
Mitterer, Sharenborg & McQueen (2013) on perceptual learn-
ing (Eisner & McQueen, 2005; Kraljic & Samuel, 2005, 2006;
Norris, McQueen & Cutler, 2003).
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Mitterer et al. (2013) exposed Dutch native speakers in a
lexical decision task to words with an ambiguous final conso-
nant between [1] and dark [1]. In Dutch the consonant [1] is,
together with [r] and [r], an allophone of /r/, whereas [1] is, to-
gether with [1], an allophone of /1/. The ambiguous consonant
replaced either a final /r/ or a final /1/ in existing Dutch words.
In a subsequent perceptual categorization task participants were
exposed to several tokens of different continua between the al-
lophones of /r/ and /1/: [1]-[1],[r]-[1] or [r]-[l1]. The results
show that participants who listened to /r/-final words in the
lexical decision task categorized the ambiguous consonant more
often as /r/ than participants who listened to /1/-final words in
the lexical decision task. However, this is only true for par-
ticipants tested on the [1]-[}]-continuum. Participant tested on
a continuum which did not include both allophones presented
in the lexical decision task, did not show an effect of expo-
sure. This means that participants do not necessarily abstract
to phonemic units during lexical processing but to allophonic
units. Experimental studies of Mitterer & Reinisch (2017), Mit-
terer, Reinisch & McQueen (2018) and Reinisch, Wozny, Mit-
terer & Holt (2014) yielded similar results. It is important to
note though, that in these experiments participants made use
of lexical knowledge — the lexical representation of the words —
which altered pre-lexical information - the phonological repre-
sentation of the words (Norris et al., 2003). In the artificial
language learning experiments described in this dissertation,
however, participants cannot made use of lexical knowledge
as all words are part of an artificial language the participants
have never heard before, and they are even not asked to do
so as they do not have to learn the meaning of the presented
words but only the phonological properties of the morpholog-
ical forms. Nevertheless, the results of the present experiment
shows together with those of Mitterer & Reinisch (2017), Mit-
terer et al. (2013, 2018) and Reinisch et al. (2014) that par-
ticipants rely on allophones, not on phonemes when learning
the pre-lexical phonological representation. Consequently, an
allophone seems to be a more important pre-lexical unit than a
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phoneme in speech perception.

In addition to the investigation of the learning strategy, the
present artificial language learning experiment aimed at further
investigating the interaction of language-specific (= L1) and
language-general perceptual cues (= phonetics) dependent on
how the training was designed. Therefore I will continue with
a comparison of the results of the present experiment with the
results of the previous artificial language learning experiment
on retroflexion (see chapter 2.4).

The results in the trained conditions of the present experi-
ment are the same as in the previous artificial language learn-
ing experiment (see chapter 4.4.2). [s]-Learners were most suc-
cessful in their trained condition, followed by [1]-learners. [1]-
Learners, however, were only marginally above chance level,
which shows that the task was more difficult for them than in
the previous experiment in which they performed significantly
above chance level. Similar to the results of the previous ex-
periment participants in the [t]-group did not learn their pat-
tern. These learning results are in line with a language-general
perception account and with a language-specific perception ac-
count. Table 25 provides a comparison of the predictions and
the experimental results. Green check marks represent con-
firmed predictions and red x marks represent unconfirmed pre-
dictions. Check marks in brackets are based on marginally sig-
nificant changes or differences to chance level and are no (cor-
rect) generalization of a trained pattern. In the second lines the
predictions for the case that [{] is perceived as [d] are shown.
Empty cells are those in which the consonant in training would
be the one most generalized to. In this case the effect of phonet-
ics and the effect of exposure during the training phase of the
experiment would not be separable.

Concerning generalizations, the results differ across groups.
[t]-Learners did not learn their rule and were thus not able
to generalize it to other consonants — similar to the results of
the previous experiment (see chapter 4.4.2). [s]-Learners were
most successful in their trained condition. Similar to the re-
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sults of the previous artificial language learning experiment (see
chapter 4.4.2), [s]-learners did not generalize their learned rule
to other consonants. The reason for this may again be the map-
ping of the retroflex fricative onto the postalveolar fricative.
This kind of alternation could not be perceived in test pairs with
[1] and [t] by the participants. [l]-Learners were most success-
ful in their trained condition as well but - in contrast to the re-
sults in the previous artificial language learning experiment, in
which they generalized their rule to [t]-items (see chapter 4.4.2)
— they did not generalize their learned rule to other consonants.
The reason for this might be that [1]-learners were more uncer-
tain about the pattern they learned — due to the missing singular
forms - than in the previous artificial language learning expe-
riment in which support for the alternation was offered. The
results are thus in line with those from the previous artificial
language learning experiment on retroflexion and suggest that
participants learned the same pattern in both experiments, how-
ever, to a weaker degree in the present experiment.

Table 25: Predictions for the artificial language
learning experiment testing retroflexion without al-
ternation and their evaluation (2).

A Generalizations of
Learning

[t] -learners [s] -learners [1] -learners
Language- ] > 7, ] x [s] > [1] (+) [s] > [1] (v)
general ) ’
perception s1 > I >1It1v - [s] > [t] (\)
Language- (g > gx M >EIX -, [ > [s] X
specific ) )
perception s1 > M >1I1v -V -V [t] > [s1 X

Comparing the results with the predictions concerning learning
I can say that the predictions based on language-general percep-
tion and the predictions based on language-specific perception
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are confirmed — assuming that retroflex [t] was perceived as
retroflex [d]. In this case, [t]-learners may again — as in the
previous artificial language learning experiment — suffer from a
complexity bias as they perceived a two-feature change whereas
[1]- and [s]-learners perceived a one-feature change (Moreton,
2008, 2012).

Comparing the results with the predictions concerning ge-
neralizations, I can say that only the predictions based on
language-general perception are — more or less — confirmed for
all learning groups, whereas the predictions based on language-
specific perception are only confirmed for [s]- and [t]-learners
but not for [1]-learners. [1]-Learners performed at chance level
with [s]-items and below chance level with [t]-items. Thus,
they were more successful with [s]-items than with [t]-items —
although they generalized the correct pattern in neither case.
Thus, these results show more evidence for language-general
perception than for language-specific perception. [s]-Learners
did not generalize at all, which is in line with language-specific
perception. There are no predictions based on language-general
perception for [s]-learners. [t]-Learners did not learn their rule
and consequently did not generalize to other items. This is
in line with language-general perception and with language-
specific perception.

Comparing the confirmed predictions with those from the
previous artificial language learning experiment on retroflexion
(see Table 22), I can say that the more difficult task due to
the lack of singular forms and thus due to the lack of a mor-
phophonological alternation led to more evidence for language-
general perception based on perceptual ease and thus for a pho-
netic bias. Hence, the more difficult it is to figure out the mor-
phophonological pattern, the more participants rely on ease of
perception and the fewer participants rely on L1. However,
there is also evidence for language-specific perception: As [1]-
learners did not generalize — probably due to the more difficult
task — and as [t]-learners did not generalize neither, just the
generalization results — without looking at percentages below
chance - are in line with language-specific perception (those
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without check marks in brackets in Table 25). As neither of the
groups generalized their trained pattern, this is, however, not
very convincing.

The results of the present experiment are in line with the as-
sumptions based on the results of Baer-Henney et al. (2015a). In
Baer-Henney et al. (2015a)’s experiment participants only relied
on phonetics while making generalizations when training was
shortest and contained the most exceptions compared to other
conditions. Thus, phonetics may be the reliable source in an
uncertain learning environment. The more input participants
get and the more time they have to figure out what they are ex-
posed to, the more they use other sources to explain the patterns
being exposed to. One of these other sources seems to be L1 as
the results of Baer-Henney et al. (2015a), Greenwood (2016)
and the previous artificial language learning experiment (see
chapter 4.4) suggest. In Greenwood (2016)’s experiments the
results were affected by the distribution of alternating sounds
in the L1-lexicon when the items were presented in careful - re-
liable — speech during training. However, when the items were
presented in casual - less reliable — speech during training, the
distribution of alternating sounds in the L1-lexicon did not af-
fect the results at test.

This assumption is in line with van de Vijver & Baer-Henney
(2014). In this study van de Vijver & Baer-Henney (2014) tested
the plural formation of German five-year-old and seven-year-old
children as well as of German adults with a wug test (Berko Glea-
son, 1958). German plurals can alternate in voicing, which
means that singulars ending in a voiceless obstruent, e.g. [ta:k]
Tag ‘day’, have plurals with a voiced obstruent, e.g. [ta:go]
Tage ‘days’. Note that the voiceless obstruent in the singulars is
due to final devoicing (Wiese, 1996). Moreover, there are Ger-
man singulars with a back vowel, e.g. [ku:] Kuh ‘cow’, which
is a front vowel in the plural, e.g. [ky:o] Kiihe ‘cows’. Whereas
the voicing alternation is phonetically motivated, the vowel al-
ternation is not phonetically motivated, but both alternations
occur equally often in German. The results revealed that adults
produced voicing alternations and vowel alternations in their
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plurals of pseudowords equally often, which corresponds to the
equal distribution of both alternations in the German lexicon.
Adults thus relied on their L1-knowledge when forming genera-
lizations. The children, however, produced more plurals with
voicing alternation (phonetically motivated) than with vowel
alternation (not phonetically motivated), whereas five-year-old
children produced more voicing alternations than seven-year-
old children. van de Vijver & Baer-Henney (2014) concluded
that the smaller the lexicon, and thus the more uncertain chil-
dren are about the lexical distribution of those alternations, the
less they rely on the lexicon and the more they rely on phonetic
grounding when forming generalizations.

Putting these results together, it seems as if phonetics is the
first reliable source when making generalizations. However,
when other L1-specific sources are available, such as frequency
distributions in the L1-lexicon, phonetics is downgraded and
L1 forms the most reliable source when generalizing. This is in
line with results in artificial language learning experiments with
adults, e.g. Baer-Henney & van de Vijver (2012), Finley (2012)
and Wilson (2006), and with the artificial language learning
experiment on vowel nasalization in chapter 2.4, in which no
L1-support was offered. If there is no support from L1, even
adults are biased by phonetics.

Independent of the generalizations of the trained pattern,
the results of the present learning experiment show neverthe-
less an influence of L1-phonotactics, as other observations in
the results show which could not be found in the previous arti-
ficial language learning experiment. Both, [l]-learners and [s]-
learners responded significantly below chance level to [t]-items.
This means that they were certain about this incorrect response.
They preferred alveolar [t] in plurals. This may be explained
by how participants perceived the retroflex [t] (see Figure 15).
Participants were uncertain as to what exactly this retroflex [{]
was. Some identified it as [t] (8%), some as [{] (27%), but
more than half of the participants identified it as [d] (13%) or
as [d] (52%). As the German language does not allow voiced
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obstruents at the end of a syllable (due to the process of final
devoicing), a [d] or [d] in the plural, e.g. [did-ra] would violate
the phonotactics of German (Wiese, 1996). Thus, the preference
for [t] over retroflex [{] (perceived as [d] or [d]) represents a
preference for the phonetic and phonological details of L1.

There is one further observation in the results which could
not be found in the previous artificial language learning expe-
riment either: [t]-Learners had a preference for retroflex [s]
over alveolar [s]. This preference could not be due to train-
ing, as [t]-learners did not learn their pattern at all. Hence,
no generalizations were possible. Contrary to the preference
for alveolar [t] by [1]-learners and [s]-learners, this preference,
however, seems not to be due to the German language. If this
was the case and assuming that retroflex [s] was perceived
as postalveolar [{], I would expect that [{] occurs more often
than [s] at the end of a syllable. I checked the BAStat corpus
(Schiel, 2010) (online available: https://www.bas.uni-muench
en.de/Bas/BasPHONSTATeng.html), a database with statistics
of conversational German based on speech corpora containing
spontaneous, conversational speech only, for the occurrences of
[s] and [{] in word-final position. Unfortunately, the database
does not give information about the occurrences in syllable-
initial or syllable-final position. I based my analysis on all avail-
able sub-corpora which are Verbmobil 1+ 2, Regional Variants of
German 1 and SmartKom. It turned out that [s] is used more
often than [{] word-finally in German. Consequently, this can-
not explain the preference for retroflex [s] (= postalveolar [{])
over alveolar [s] by [t]-learners. I therefore suggest that the
preference for retroflex [s] over alveolar [s] is accidental, espe-
cially as this preference is not present in the previous artificial
language learning experiment (see Figure 26).

5.4 Conclusion

The present artificial language learning experiment aimed at
testing whether participants are able to learn and generalize a
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phonological pattern without being exposed to a morphophono-
logical alternation and whether differences in training lead to
different performances at test. Whereas some phonological the-
ories assume that learners can readily transfer a certain feature,
e.g. [retroflex], from one item to a novel one (Berent, 2013;
Berent et al., 2012), others assume that learners rely on the re-
lation between phonological forms, e.g. allophonic relations,
during speech perception and phonological learning. Besides,
previous studies suggested that the amount of exposure and
the length of training affect the performance, whereas longer
training phases and more amount of exposure generally lead
to better performances than shorter training phases and less
amount of exposure (Baer-Henney et al., 2015a; Baer-Henney
& van de Vijver, 2012). More interestingly, former investiga-
tions also showed that differences in training can also lead to
different performances depending on the influencing factors L1
and phonetics (Baer-Henney et al., 2015a; Greenwood, 2016).
The shorter the training, the less the amount of exposure to an
alternation, the more exceptions in training and the less clear
the pronunciation of training items — thus, the less reliable the
training set — the less is learning affected by L1 and the more is
learning affected by phonetics.

I conducted an artificial language learning experiment on
the basis of the experiment described in chapter 4.4 but with a
modified training set which did not contain singular forms. Par-
ticipants were exposed to plurals and diminutives only, so that
there was no evidence for an alternation, hence a relation, in
the items. This was avoided in the previous artificial language
learning experiment by the additional exposure to singulars.

The results of the present experiment show that the lack of
presentation of the base form singular in the training led to
fewer generalizations and more responses below chance level
than the training set with singular forms in the previous artifi-
cial language learning experiment. [s]-Learners performed best
in their trained condition, followed by [1]-learners. [t]-Learners
did not learn their pattern at all. These learning results can
again be explained not only by the language-general perception
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account but also by the language-specific perception account.
Hence, the learning results cannot be used to differentiate be-
tween both accounts. The generalization results, however, can
be used to differentiate between them: They can be better inter-
preted in the light of the language-general perception account:
Whereas [s]-learners did not generalize at all, [1]-learners per-
formed better with [s]-items than with [t]-items and [t]-learners
performed better with [s]-items than with [1]-items. Note, how-
ever, that [1]-learners did not generalize above chance level and
that [t]-learners did not learn their trained pattern. The perfor-
mance concerning the generalization can thus be interpreted in
that way that a training set without evidence for an alternation
leads to a greater influence of phonetics and to a smaller in-
fluence of L1, which is in line with the expectations based on
former studies (Baer-Henney et al., 2015a; Greenwood, 2016).
The generalization results further demonstrate that learners fail
to generalize a phonological pattern by means of pure trans-
fer. Learners need information about the phonological relation
of different forms of a paradigm to accurately predict the mor-
phophonological form of novel items. This speaks against the
transfer account based on Berent (2013) and Berent et al. (2012)
but is in line with the findings of Mitterer & Reinisch (2017),
Mitterer et al. (2013, 2018) and Reinisch et al. (2014) that allo-
phones are more important units than phonemes during speech
perception.
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6 General discussion

The general discussion is structured as follows: At first I will
summarize the findings of my experimental studies, then I will
describe for each factor under investigation how it affects learn-
ing and generalizing a morphophonological pattern. In the end I
will link my findings and propose how phonetics and especially
perception shapes phonological learning.

6.1 Summary of the experimental results

In this dissertation I studied the role of phonetics in learning
phonological alternations. I focused on how different phone-
tic biases interact and how different tests and different train-
ings influence the performance by studying the learning behav-
ior and the generalization behavior of native German partici-
pants. The results of former studies investigating a phonetic bias
were sometimes confounded by a simplicity bias, e.g. Cristia &
Seidl (2008) and Peperkamp et al. (2006), or by phonological
characteristics of the participants’ native language, e.g. Baer-
Henney (2015), chapter 4. In order to avoid such confounds, I
decided to expose participants to patterns which differ in phone-
tic grounding but are structurally akin, and I decided to include
the perceptual similarity to L1-phoneme categories as factor.
To this end, participants were trained on a vowel nasalization
pattern differing in vowel height and to a retroflexion pattern
differing in manner of articulation. German native speakers are
neither familiar with phonemic vowel nasalization nor with re-
troflexion. The artificial language learning experiments were
framed with short typological surveys investigating the distri-
bution of the trained sound patterns in the world’s languages
as well as with a production experiment, an acoustic analysis
and perception experiments to establish which of the trained
sound patterns are articulatory easy, which are perceptually
easy, which are perceptually similar to each other and which
are perceptually similar to native sound categories for German
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native speakers.

The first experiments focused on vowel nasalization. Accord-
ing to the literature (Bell-Berti, 1993; Ohala, 1975; Schwartz,
1968), low vowels are articulatory easier to nasalize than high
vowels, whereas high oral and nasal vowels are perceptually
easier to distinguish than low oral and nasal vowels. Chapter 2
starts with a short survey on the typological distribution of high,
mid and low oral and nasal vowels. It turned out that high, mid
and low nasal vowels are equally distributed across the world’s
languages, which means that the two predispositions based on
ease of perception and ease of articulation are not the — or not
the only - reason for the equal distribution of all nasal vowel
heights across languages. If this was the case, I would have ex-
pected a lower number of mid nasal vowels compared to high
and low nasal vowels in the languages of the world. The follow-
ing short acoustic measurement confirmed the acoustic proxim-
ity of (lower) mid [¢] to low [a] and its acoustic distance to high
[i] — independent of nasality, which is important when investi-
gating the phonetic similarity as factor affecting generalizations
in phonological learning.

The production experiment in chapter 2.2 and the subse-
quent acoustic analysis investigated which vowels German na-
tive speakers nasalize in nasal contexts. It turned out that Ger-
man native speakers nasalize non-high vowels more heavily
than high vowels. This means that German native speakers ben-
efit from ease of articulation: The lower the vowel, the easier it
was to nasalize. The perception experiment in chapter 2.3 in-
vestigated the confusability of oral and nasal vowels by means
of an identification task. The results confirmed the perceptual
similarity of high oral and nasal vowels and the perceptual dis-
tance of low and mid oral and nasal vowels. They further con-
firmed the acoustic and thus perceptual similarity of low [a]
and lower mid [€] as well as the perceptual distance of lower
mid [e] and high [i]. This means that German native speakers
benefit from ease of perception: The higher the nasal vowel, the
easier it was to perceive.

216



In the artificial language learning experiment (see chapter
2.4) three groups of participants were trained on the nasaliza-
tion of either high or mid or low vowels, and were then tested
on the nasalization of all three vowel heights. Doing so, I tested
whether learning is more strongly biased by ease of perception
or by ease of articulation. The results suggest that learning is
biased by ease of perception. Concerning the generalizations
to untrained vowel heights, I tested whether learners general-
ize more to a perceptually easy pattern, to an articulatory easy
pattern or to a phonetically similar pattern. I found that learn-
ers generalized more to a phonetically and perceptually similar
pattern than to a perceptually or articulatory easy pattern.

To sum up, the experiments in chapter 2 provide evidence
for a phonetic bias based on perception in learning and for a
phonetic bias based on phonetic similarity in generalizations
(for a definition of these terms see chapter 1.1). As this phone-
tic similarity is also found in perception, one could follow that
perception shapes morphophonological learning.

The follow-up experiment in chapter 3 was designed to test
whether the great influence of perception in the previous ar-
tificial language learning experiment (see chapter 2.4) may be
due to the perceptual training and the perceptual test. Conse-
quently, this follow-up experiment tested the articulation. It
consisted of two reading sessions with French loan words and
an auditory exposure to vowel nasalization in between the two
reading sessions as well as of an acoustic analysis of the record-
ings. Participants were exposed to the nasalization of either
high or mid or low vowels. I tested whether learning is more
strongly affected by ease of perception, ease of articulation or
perceptual frequency. The results were variable, but suggest
that learning is biased by ease of perception and perceptual fre-
quency. Concerning the generalizations to untrained heights, I
tested whether speakers generalize more to a perceptually easy
pattern, to an articulatory easy pattern or to a phonetically sim-
ilar pattern. I found that speakers, if at all, generalized to a
phonetically similar pattern.

The experiments on vowel nasalization (chapters 2-3) thus
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showed that learning is biased more by perception than by ar-
ticulation. This is in line with Glewwe (2019) who claimed
that, if a phonetic bias exists at all, it will be based on percep-
tion. The results further show that generalizations are affected
by phonetic similarity and not by ease of perception or ease of
articulation. This effect is independent of the task, whereas it
is stronger in a perceptual test than in a productive test. This is
in line with the perception before production hypothesis (Flege,
1991), which states that learners can perceive contrasts before
they can articulate them. In general, I found an effect of ease of
perception in synchronic phonology. However, an effect of ease
of perception on typological markedness could not be found.

The second experiments focused on retroflexion and the influ-
ence of different aspects of perception in phonological learn-
ing. These aspects are the perceptual similarity between alter-
nating sounds as well as the perceptual similarity of retroflex
consonants to native language sounds. Fricatives unite both as-
pects: In fricatives the acoustic differences are more salient than
in other consonants (Kohler, 1990), meaning a perceptual ad-
vantage for fricatives, and a retroflex fricative is perceptually
very similar to the German postalveolar fricative. Chapter 4
started with a short survey on the typological distribution of re-
troflex consonants. It turned out that retroflex plosives are more
frequent than retroflex fricatives and retroflex lateral approxi-
mants. Retroflex nasals are even less frequent across languages
in the world. This means that the predisposition based on ease
of perception (and the ones of ease of articulation, too) is not
the — or not the only — reason for the asymmetric distribution
of retroflex consonants cross-linguistically. If this was the case,
I would have expected a higher number of retroflex fricatives
compared to other consonant manners in the languages of the
world.

The first perception experiment in chapter 4.2 investigated
the perceptual confusability of retroflex and alveolar consonants
by means of an identification task. The results confirm the per-
ceptual dissimilarity of retroflex and alveolar fricatives and sug-
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gest a perceptual advantage for retroflex consonants in VC com-
pared to CV. This means that German native speakers benefit
either from ease of perception — as differences among fricatives
are more salient than in other consonants — or from the percep-
tual similarity to native language phonemes — as a mapping of
retroflex fricatives onto postalveolar fricatives would make the
fricative contrast a native one. The second perception experi-
ment in chapter 4.3 investigated the discriminability of alveolar,
retroflex and postalveolar consonants. The results confirm the
perceptual similarity of retroflex and postalveolar fricatives and
show that the contrast between retroflex and alveolar fricatives
as well as the contrast between retroflex and postalveolar frica-
tives is better discriminated than the contrasts between retroflex
and alveolar plosives or lateral approximants.

In the artificial language learning experiment in chapter 4.4
three groups of participants were trained on the retroflexion of
either fricatives or plosives or lateral approximants, and were
then tested on the retroflexion of all three consonant manners.
Doing so, I tested whether learning and generalizations are more
strongly biased by language-general ease of perception or by
language-specific perception. The results suggest that learning
is biased by perception. Whether this is due to language-general
or language-specific factors cannot be stated as both factors pre-
dict the same - a learning advantage for fricatives. Concerning
the generalizations, I found that the learners’ generalizations
are based on language-specific factors. I assume that the retro-
flex fricative was perceived as native postalveolar fricative by
German native speakers. Thus, participants exposed to retroflex
fricatives did not learn a retroflexion pattern but perceived a
native contrast in the stimuli. Consequently, these participants
were not able to generalize their learned rule to other stimuli
as these other stimuli did not include an alveolar-postalveolar
contrast. In addition to that, participants exposed to other con-
sonants were not able to generalize their learned retroflexion
rule to fricatives, as the stimuli with fricatives were perceived
as stimuli with an alveolar-postalveolar contrast and not with
an alveolar-retroflex contrast.
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To sum up, the experiments in chapter 4 provide evidence
for a perception based bias in learning, which is either based
on language-specific or on language-general factors, and for a
strong influence of the perceptual similarity to native language
phonemes in morphophonological learning.

The follow-up experiment in chapter 5 was designed to test
on the one hand whether learners can transfer a phonologi-
cal pattern to novel items without being exposed to a mor-
phophonological alternation and on the other hand whether
the strong influence of perceptual similarity to native language
phonemes in the artificial language learning experiment in chap-
ter 4.4 may be due to the reliable training which provided direct
evidence for a morphophonological alternation. The second as-
sumption is based on former studies (Baer-Henney et al., 2015a;
Greenwood, 2016) which showed that participants relied more
on phonetics and less on L1, the less reliable training was. Con-
sequently, this follow-up experiment included a training which
did not provide evidence for a morphophonological alternation
by omitting singular forms. Participants were exposed to plu-
ral forms and diminutive forms which showed the retroflexion
of either fricatives or plosives or lateral approximants. I tested
whether learning and generalizations are more strongly biased
by language-general ease of perception or by language-specific
perception and whether generalizations are possible when there
is no evidence for a morphophonological alternation. The learn-
ing results were similar to the previous artificial language learn-
ing experiment in chapter 4.4 and suggest that learning is bi-
ased by perception. Whether this is due to language-general
or language-specific factors cannot be stated. Concerning the
generalizations, I found fewer generalizations and more perfor-
mances at chance than in the previous artificial language learn-
ing experiment, which in general suggest that the learners’ per-
formances with untrained items are based on language-general
factors when training provides less or no evidence for an alter-
nation. As actually no group generalized their trained pattern
to untrained items, the results further demonstrate that learners
cannot transfer a phonological patterns to novel items without
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knowing about the relations between phonological forms.

The experiments on retroflexion (chapters 4-5) thus showed
that learners need knowledge about the phonological relation
between forms of a paradigm to accurately predict novel items.
This is against the assumption of Berent (2013) and Berent et al.
(2012). The experiments further demonstrate that the percep-
tual similarity to native language phonemes influences learning
and generalizing a phonological pattern. The more evidence
for a morphophonological alternation during training is pro-
vided, the more influence L1 has on the performance. The less
evidence for a morphophonological alternation during training
is provided, the more influence phonetics has on the perfor-
mance. This is in line with the studies of Baer-Henney et al.
(2015a) and Greenwood (2016). Together with the results of
the former studies, my results suggest that phonetics is the first
reliable source used during phonological learning. It is even
used by children and infants who do not have a great knowl-
edge of their L1-lexicon or their L1-phonotactics (van de Vijver
& Baer-Henney, 2014). However, as soon as other sources are
available, e.g. native language, phonetics is downgraded and
L1 is upgraded. Nevertheless, I found an effect of ease of per-
ception in synchronic phonology, at least when evidence for a
morphophonological alternation was lacking. However, an ef-
fect of ease of perception on typological markedness could not
be found.

Connecting the results of the experiments on vowel nasalization
and retroflexion with each other, I can say that learners are bi-
ased by phonetics in morphophonological learning. Their learn-
ing behavior and their generalization behavior is strongly bi-
ased by phonetics, especially by perception. This bias is
grounded in perceptual ease for learning and in phonetic sim-
ilarity for generalizations. A role of articulatory ease during
phonological learning could not be confirmed. I further found
that the perceptual similarity to native language sounds influ-
ences how participants learn and generalize. If this is the case,
phonetics is downgraded and assumed to be less reliable than
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the knowledge about the native language. In addition to the re-
sults concerning learning biases, the experiments indicate that
learners cannot transfer a phonological feature of one item to a
novel item without knowing about the relation between these
items. They thus highlight the importance of phonological al-
ternations and the corresponding relation between allophones
during the perception of speech.

6.2 Phonetic factors affecting phono-
logical learning

I will now describe for each phonetic factor under investiga-
tion how it affects the learning and generalization behavior of
the participants. Doing so, I will evaluate which of the fac-
tors more strongly influence learning and which of the factors
more strongly influence generalizations. Further, I will evaluate
which phonetic factors form stronger biases than the other fac-
tors. For each phonetic factor I will evaluate its role in learning
and in generalizations separately.

6.2.1 The role of ease of articulation

I studied the role of a phonetic bias based on ease of articu-
lation (based on the framework of phonetically based phonol-
ogy (Archangeli & Pulleyblank, 1994; Hayes & Steriade, 2004;
Wilson, 2006)) in the experiments on vowel nasalization. In
a production experiment I found that German native speakers
coarticulatory nasalized vowels in the context of a nasal conso-
nant (VN or NV) more heavily when these vowels were low or
mid than when they were high. High vowels, however, were
not coarticulatory nasalized in the context of nasal consonants
(see chapter 2.2).

German native speakers thus benefit from ease of articula-
tion. The nasalization of low vowels is articulatory easier than
the nasalization of high vowels, as the muscles used to lower
the velum - to nasalize a vowel — and the muscles used to lower
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the tongue body - to produce a low vowel — are anatomically
connected (Bell-Berti, 1993; Ohala, 1975).

If this ease of articulation is active during phonological learn-
ing, one will expect that it is easier to learn a nasalization pat-
tern in which low vowels are nasalized than a nasalization pat-
tern in which high vowels are nasalized. Further, one will ex-
pect that learners, once a nasalization pattern is acquired, will
generalize it to the articulatory easy pattern. I tested this by
means of an artificial language learning experiment (see chap-
ter 2.4), but I found neither evidence for a learning advantage
for low vowel nasalization nor a generalization advantage for
low vowel nasalization — except for [¢]-learners who generalized
their nasalization pattern more to low vowels than to high vow-
els. However, phonetic similarity makes the same prediction for
[e]-learners as ease of articulation. As the predictions based on
phonetic similarity are confirmed for all learning groups — not
only for [e]-learners — the confirmed prediction based on ease
of articulation for [€]-learners may thus be accidental.

As the lack of an effect of ease of articulation in this artifi-
cial language learning experiment may be due to the perceptual
test, I conducted a follow-up experiment, in which I measured
the modification of the amount of nasality in vowels in French
loan words before and after exposure to either high or mid or
low vowel nasalization (see chapter 3.2). If speakers are bi-
ased by ease of articulation, I will expect the greatest increase
of the amount of nasality for those participants who were ex-
posed to low vowel nasalization as well as a greater increase of
the amount of nasality of low vowels than of non-low vowels by
the other learning groups. However, even in a productive test
neither a learning advantage nor a generalization advantage for
low vowel nasalization did show up. None of the predictions
based on ease of articulation were confirmed.

I thus have to conclude that I did not find any evidence for
the existence of an articulatory bias during learning. This is in
line with what was found by (Glewwe, 2019). In her experi-
ments, a phonetic bias was always weak, and when it showed
up, it was always based on perceptual ease.
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It may be the case that the use of French loan words may
be the reason why I did not find an effect of ease of articula-
tion during learning. Maybe speakers are less able to adjust the
pronunciation of a loan word than of a native word, as they are
generally uncertain about how to pronounce these loan words.
It may be the case that they pronounce the French loan words
in the way they have heard it before from other speakers and do
not dare to change it — especially not in a linguistic experimen-
tal set-up. It may thus be the case that I would have found other
effects — possibly in line with a phonetic bias based on ease of
articulation - if I had measured the modification of the amount
of nasality in vowels in the context of nasal consonants in Ger-
man words or in pseudowords. As German native speakers are
biased by ease of articulation during coarticulatory nasalization
of pseudowords (see chapter 2.2), a modification in the amount
of nasality might be observable in pseudowords after exposure
to vowel nasalization. Nevertheless, as the stimuli in the artifi-
cial language learning experiment with French loan words were
not counterbalanced and as the results were highly variable it
may even be the case that the design of the experiment was
not suitable to investigate whether speakers adjust the amount
of nasality after exposure to vowel nasalization depending on
vowel height. Solving theses issues will be left for future work.

6.2.2 The role of ease of perception

I studied the role of a phonetic bias based on ease of percep-
tion (based on the framework of phonetically based phonology
(Archangeli & Pulleyblank, 1994; Hayes & Steriade, 2004; Wil-
son, 2006)) in the experiments on vowel nasalization and in the
experiments on retroflexion. In perception experiments I found
on the one hand that oral and nasal high vowels were less often
confused with each other than oral and nasal mid or low vow-
els (see chapter 2.3) and on the other hand I found that alve-
olar and retroflex fricatives were less often confused with each
other than alveolar and retroflex plosives, lateral approximants
or nasals by German native speakers (see chapter 4.2).
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German native speakers thus benefit from ease of percep-
tion. The perception of high nasal vowels is perceptually easier
than the perception of low nasal vowels as the acoustic and,
thus, the perceptual contrast between oral and nasal high vow-
els is greater than that of oral and nasal low vowels. This is due
to the different degree of acoustic modifications during the na-
salization, which means that mid and low oral and nasal vowels
are acoustically more similar to each other than high oral and
nasal vowels (Schwartz, 1968). In the case of retroflexion the
reason lies in the acoustics as well. As fricatives are generally
acoustically more salient than other consonant manners, modi-
fications of fricatives are perceived better than modifications of
other consonant manners (Kohler, 1990).

If this ease of perception is active during phonological learn-
ing, one will expect that it is easier to learn a nasalization pat-
tern in which high vowels are nasalized than a nasalization pat-
tern in which low vowels are nasalized. Further, one will expect
that learners, once acquired a nasalization pattern, will gener-
alize it to the perceptually easy pattern. I tested this by means
of an artificial language learning experiment (see chapter 2.4)
and I found a learning advantage for high vowel nasalization,
but no generalization advantage for high vowel nasalization. I
further tested for a bias based on ease of perception by means
of a productive test with French loan words (see chapter 3).
If speakers are biased by ease of perception, I will expect the
greatest increase of the amount of nasality for those partici-
pants who were exposed to high vowel nasalization as well as a
greater increase of the amount of nasality of high vowels than
of non-high vowels by the other exposure groups. I found again
a learning advantage for high vowel nasalization but no gen-
eralization advantage for high vowel nasalization. However,
as perceptual frequency (see chapter 6.2.3) predicts the same
outcome for learning, it cannot be stated whether this learning
advantage in production is due to ease of perception, perceptual
frequency or both of them.

Figure 28 illustrates how ease of perception affects learn-
ing vowel nasalization. Note that for illustrative purposes it
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is assumed that ease of perception is the only factor affecting
learning. Oral and nasal high vowels are perceptually more dis-
tant from each other than oral and nasal mid and low vowels,
which is illustrated with the different distances of the circles in
the Figure. These circles represent the native sound categories
(on top) - the oral vowels — and the learned sound categories
(below) — the nasal vowels. The differences in distance between
oral and nasal vowels are the reason why the alternation from
an oral vowel to a nasal vowel is learned better for high vowels
than for mid and low vowels. In this Figure arrows reflect the
learning of the unfamiliar, non-native nasal vowels (circles) by
means of auditory exposure to nasal vowels (rectangles). Thick
arrows mean a better learning than thin arrows. Nasal high
vowels are learned best, which is illustrated with the thick cir-
cle around the high nasal vowel in comparison to the thin circles

around mid and low nasal vowels.
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Figure 28: Learning vowel nasalization based on ease
of perception.

i

Concerning retroflexion, one will expect that it is easier to
learn a retroflexion pattern in which fricatives are retroflexed
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than a retroflexion pattern in which plosives or lateral approx-
imants are retroflexed. Further, one will expect that learners,
once acquired a retroflexion pattern, will generalize it to the
perceptually easy pattern. I tested this by means of an artifi-
cial language learning experiment (see chapter 4.4) and I found
a learning advantage for retroflex fricatives, but no generaliza-
tion advantage for retroflex fricatives — except for better per-
formances with fricatives than with plosives or lateral approx-
imants when there was no evidence for an alternation in the
artificial language learning experiment in chapter 5. For a dis-
cussion of the lack of evidence of an alternation in the training
see chapter 6.3.2. However, perceptual similarity to native lan-
guage phonemes (see chapter 6.2.5) predicts the same outcome
for the learning behavior as ease of perception does, so that it is
not clear whether the learning advantage for retroflex fricatives
is due to ease of perception or due to the perceptual similarity
to the German postalveolar fricative or due to a combination of
them.

Figure 29 illustrates how learning retroflexion is affected by
ease of perception. Note that for illustrative purposes it is as-
sumed that ease of perception is the only factor affecting learn-
ing. Alveolar and retroflex fricatives are perceptually more dis-
tant from each other than alveolar and retroflex plosives or lat-
eral approximants, which is illustrated with the different dis-
tances of the circles in the Figure. These circles represent the
native sound categories (on top) — the alveolar consonants —
and the learned sound categories (below) — the retroflex con-
sonants. The differences in distance between alveolar and re-
troflex consonants are the reason why the alternation from an
alveolar consonant to a retroflex consonant is learned better for
fricatives than for lateral approximants and plosives. In this
Figure arrows reflect the learning of the unfamiliar, non-native
retroflex consonants (circles) by means of auditory exposure to
retroflex consonants (rectangles). Thick arrows mean a better
learning than thin arrows. Retroflex fricatives are learned best,
which is illustrated with the thick circle around retroflex frica-
tives in comparison to the thin circles around retroflex lateral
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approximants and plosives.

<) |t L s
Figure 29: Learning retroflexion based on ease of per-
ception.

Although in the case of vowel nasalization not only ease of
perception but also perceptual frequency and in the case of re-
troflexion not only ease of perception but also the perceptual
similarity to native language phonemes can explain the learning
behavior of the participants, it is always perception that shapes
phonological learning in these experiments. Not only ease of
perception but also the perceptual similarity to native language
phonemes as well as perceptual frequency refer to how we per-
ceive the pattern we are exposed to during training.

Glewwe (2019) argued for a role of perception in phonolog-
ical learning as well. In her experiments she found evidence
for a phonetic bias only when this bias was based on percep-
tual ease and not when it was based on articulatory ease. She
thus concluded, that if an articulatory based phonetic bias had
affected learning in her experiments, its effect would have been
too weak so that a stronger bias, in her case a simplicity bias,
might have overridden its effect. Glewwe (2019) further sug-
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gested breaking the phonetic bias down into subtypes — a per-
ceptually based phonetic bias and an articulatory based pho-
netic bias. This is exactly what I did in the artificial language
learning experiment on vowel nasalization (see chapters 2.4 and
3.2) as well. Based on her results and on a review of the lit-
erature on artificial language learning — my results also con-
firm it — she claimed that only a perceptually based phonetic
bias affects phonological learning. According to Glewwe (2019)
the majority of studies found a learning advantage for patterns
that are easy to perceive (Carpenter, 2006; Finley, 2012; Fin-
ley & Badecker, 2012; Greenwood, 2016; Kimper, 2016; White,
2013; Wilson, 2006), whereas studies aimed at finding a learn-
ing advantage for patterns which are easy to articulate failed to
find differences in learning or had problematic designs (Baer-
Henney, 2015; Peperkamp & Dupoux, 2007; Pycha et al., 2003;
Saffran & Thiessen, 2003; Seidl & Buckley, 2005; Skoruppa &
Peperkamp, 2011).

I think that the review of the literature may be a hint at a
stronger effect of a perceptually based bias but I do not consider
it a strong argument as it is difficult to design an experiment in
a way that it really tests what it is supposed to test. There are
many factors that might influence the learning behavior of the
participants which cannot always be controlled for. Further it
is difficult to decide what makes a pattern easy to perceive or
to articulate and finding patterns that differ in only one of these
factors can be hard. In addition to that, null results are hardly
published, so that there might be many more — unfortunately
unpublished - studies which did not find support for a percep-
tually based phonetic bias than assumed. Nevertheless, I agree
— mainly based on my own results — with Glewwe (2019) that a
perceptually based phonetic bias is stronger than an articulatory
based phonetic bias.

6.2.3 The role of perceptual frequency

I studied the role of perceptual frequency in the experiment
on vowel nasalization with French loan words (see chapter 3).
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To briefly recapitulate: Perceptual frequency refers to how of-
ten we are exposed to a phonetic detail and thus, how many
memory traces there are for a given phonetic detail (Goldinger,
1998). In the case of vowel nasalization high nasal vowels are
low-frequency primes for German native speakers, whereas mid
and low nasal vowels are high-frequency primes for German na-
tive speakers. This is because German native speakers are ex-
posed to nasal vowels most commonly in French loan words.
In French there are no high nasal vowels but only mid and low
nasal vowels (Fagyal et al., 2006), so that German native speak-
ers are said to have no experience with high vowel nasalization
but more experience with mid and low vowel nasalization based
on French loan words.

If perceptual frequency affects learning vowel nasalization,
one will expect better imitations of nasalization after exposure
to low-frequency primes (= high vowel nasalization) than af-
ter exposure to high-frequency primes (= mid/low vowel na-
salization). This is exactly what I indirectly found. Speakers
exposed to high vowel nasalization did not adjust their amount
of nasality in the trained pattern after exposure but decreased
the amount of nasality in the untrained patterns, which indi-
rectly increased the amount of nasality in the trained pattern
(high vowels) — meaning that the imitation of nasalization after
exposure to low-frequency primes was improved in the trained
condition. Speakers exposed to mid and low vowel nasalization
neither adjusted their amount of nasality in the trained pattern
nor in the untrained patterns after exposure — meaning that
the imitation of nasalization after exposure to high-frequency
primes was not improved in the trained conditions. Perceptual
frequency thus seems to affect phonological learning. However,
as ease of perception (see chapter 6.2.2) predicts the same out-
come, it cannot be stated whether the learning advantage for
high vowel nasalization is due to perceptual frequency, ease of
perception or both of them.

Figure 30 illustrates how perceptual frequency might affect
learning a vowel nasalization pattern. Note that for illustrative
purposes it is assumed that perceptual frequency is the only
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factor affecting learning. The memory traces already present
are represented by the bended arrows connecting the rectan-
gles (exposure sounds) with the circles (existing sound cate-
gories). Weak memory traces are represented by dotted arrows
and strong memory traces are represented by solid arrows. Due
to exposure, new memory traces are established, which do not
differ in their strength as the amount of exposure is the same
for all exposure groups. These are represented by the straight
arrows connecting the rectangles with the circles. The differ-
ence between the memory traces, which are already present,
and those, which are established due to exposure, is greater for
high nasal vowels than for mid and low nasal vowels. Thus, the
learning effect is greater for high vowel nasalization than for
mid and low vowel nasalization.

<) a g I

Figure 30: Learning vowel nasalization based on per-
ceptual frequency.

There are no predictions for the generalization behavior
based on perceptual frequency as perceptual frequency refers
to the phonetic experience before the beginning of the experi-
ment. Participants who are exposed to a pattern with less or
weak memory traces benefit most from exposure, whereas par-
ticipants who are exposed to a pattern with more or stronger
memory traces benefit less from exposure. There is, however,
no connection between memory traces to high, mid and low
vowels assumed, and thus no generalization effect can be pre-
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dicted based on perceptual frequency.

To my knowledge perceptual frequency has not been inves-
tigated as potential factor affecting phonological learning. The
lack of predictions for generalizations may be the reason for
this. Nonetheless, the role of perceptual frequency in imitations
has been studied e.g. by Nielsen (2011) and Zellou et al. (2016,
2017). Although my results are highly variable, my interpreta-
tion is in line with their results.

My results further add to the question in how far percep-
tion and production are linked to each other. Beddor, Coetzee,
Styler, McGowan & Boland (2018) studied the individual per-
ception and production of coarticulatory vowel nasalization by
native speakers of American English by means of airflow data,
acoustic measurements and a perceptual eye-tracking experi-
ment. In the eye-tracking experiment participants listened to
words which either have coarticulatory nasalized vowels as in
bend or which have no coarticulatory nasalized vowels as in
bed while seeing pairs of images showing a bed and someone
bending a wire or a sheet. When exposed to e.g. bend, they
found that those participants who produced heavier coarticu-
latory vowel nasalization looked earlier to the image showing
someone bending a wire or a sheet rather than to the image
showing a bed than participants who produced weaker coartic-
ulatory vowel nasalization. Beddor et al. (2018) conclude that
“an individual’s perception is made public through their produc-
tions” (p. 931). The direction, however, is according to them
not clear, and my results suggest that not only our production
can alter how we perceive vowel nasalization but also that our
perception can alter how heavy we produce vowel nasalization.

6.2.4 The role of phonetic similarity

I studied the role of phonetic similarity (based on Kapatsinski
(2013a)) in the experiments on vowel nasalization. In a short
acoustic analysis I found that lower mid [¢] is acoustically more
similar to low [a] than to high [i] - independent of whether
these vowels are oral vowels or nasal vowels (see chapter 2.1).
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This acoustic difference was confirmed by a perception experi-
ment which showed that [a] and [¢] were more often confused
with each other than [i] and [e] — as well independent of nasa-
lization (see chapter 2.3). Note that it was not checked whether
these differences were statistically significant. Thus, [a] and [€]
as well as [8] and [£] are acoustically and perceptually more
similar to each other than [¢] and [i] or [€] and [i] — in general
and for German native speakers.

If this phonetic similarity is active during morphophonolog-
ical learning, one will expect that learners, once acquired a na-
salization pattern, will generalize it to the phonetically most
similar pattern. I tested this by means of an artificial language
learning experiment (see chapter 2.4) and I found a generaliza-
tion advantage for the phonetically similar pattern. This means
that there were more generalizations to [¢] than to [i] by [a]-
learners, more generalizations to [a] than to [i] by [e]-learners
and more generalizations to [€] than to [a] by [i]-learners. I
further tested for a bias based on phonetic similarity by means
of a productive test with French loan words (see chapter 3).
In this experiment I found only a generalization advantage to
the phonetically most similar pattern for [i]-learners, but not
for [a]-learners or for [e]-learners. However, the results were
highly variable and none of the other factors — ease of percep-
tion or ease of articulation - predicted the generalization results
correctly. Hence, phonetic similarity was the factor whose pre-
dictions were confirmed at least for one learning group.

Figure 31 illustrates how phonetic similarity affects gene-
ralizations of a learned vowel nasalization pattern. Note that
for illustrative purposes it is assumed that phonetic similarity is
the only factor affecting generalizations. Low [&] and mid [£]
are phonetically more similar to each other than mid [&] and
high [i] as shown by the different distances of the circles in the
Figure. The more phonetically similar trained and untrained
patterns are, the easier it is to generalize the trained pattern to
the untrained pattern. This is illustrated with the thickness of
the arrows: Thick arrows represent easy generalizations (from
mid to low, and vice versa), thin arrows represent more dif-
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ficult generalizations (from mid to high, and vice versa) and
dotted arrows represent difficult generalizations (from high to
low, and vice versa). This generalization disadvantage for high
vowel nasalization is independent of the learning advantage for
high vowel nasalization due to ease of perception, which is il-
lustrated with a thick circle around high [i] here. The reason
for this independence is that no group failed to learn the trained
pattern. All participants learned their trained pattern, however
with different ease (see Figure 28).

Figure 31: Generalizing vowel nasalization based on
phonetic similarity.

To conclude, learners seem to be biased by phonetic similar-
ity when generalizing a trained pattern to untrained items. This
means that phonological learning is biased by phonetic similar-
ity in such a way that it is easier to transmit a pattern to a
phonetically similar pattern than to a phonetically more distant
pattern. This in turn means, that phonetic details are stored in
our mental lexicon which are actively used during the process
of learning and during the process of generalizing phonological
patterns.

My results are in line with Kapatsinski (2013a)’s interpreta-
tion of Wilson (2006)’s results which show that learners gen-
eralize to phonetically similar patterns. Learners were exposed
to items in which [k] underwent velar palatalization either be-
fore [e] or before [i] and to items in which [k] did not change
before [a]. At test, [e]-learners generalized velar palataliza-
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tion to [i]-items, whereas [i]-learners did not generalize velar
palatalization to [e]-items. As [e] is equally similar to [a] and
to [i] it was not clear for [i]-learners based on phonetic simi-
larity whether [e]-items have to underwent velar palatalization
such as [i]-items or whether they do not have to change like
[a]-items during exposure. Further support for a role of phone-
tic similarity comes from Cristia et al. (2013) who found that
generalizations are made based on phonetic similarity between
training items and test items.

One might assume that learners expand the phonetic cate-
gory they were exposed to so that it covers phonetically similar
patterns as well. This may be done to prevent possible misper-
ceptions — especially because the pattern they are exposed to
during training is a novel one they did not know (phonemically)
from their native language. In this way the formed category of
a certain nasal vowel may be greater than actually necessary in
order to cover similar sounding patterns as well. Figure 32 illus-
trates such an expansion of the phonetic category, which would
lead to overlapping categories for mid and low nasal vowels in
this case.

Figure 32: Expansion of the learned category due to
phonetic similarity does not explain the generaliza-
tion results.

However, the learners in my experiments did not make use of
such an expansion of the learned category as this expansion
would not explain why there are fewer generalizations from
high to low than to mid. If participants had expanded their
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phonetic category to prevent misperceptions, I would have ex-
pected equal generalizations from high to mid and to low. This,
however, was not found.

6.2.5 The role of perceptual similarity to L1-
phonemes

I studied the role of perceptual similarity to native language
phonemes in the experiments on retroflexion. In a perception
experiment (see chapter 4.3) I found that the native contrast be-
tween alveolar and postalveolar fricatives as well as the contrast
between alveolar and retroflex fricatives were perceived best,
whereas the contrast between postalveolar and retroflex frica-
tives was perceived worst by German native speakers. These re-
sults suggest that German native speakers mapped unfamiliar,
non-native retroflex fricatives onto familiar, native postalveolar
fricatives, which means that they did not perceive the fricative
as retroflex but as postalveolar. This is due to the perceptual
similarity of the retroflex fricative to the native postalveolar
fricative. German native speakers were also unsure about the
status of the retroflex consonant as native phoneme — 33% of
all participants identified it as native. The same is true for the
postalveolar fricative which was identified by 30% of all partic-
ipants as non-native. It is thus possible that both fricatives are
perceived as one sound: as native postalveolar fricative.

If this perceptual similarity to native language phonemes
is active during phonological learning, one will expect that it
is easier to learn a pattern concerning sounds which can be
mapped onto native sounds — in this case the fricative pattern
— than a pattern which concerns non-native sounds which can-
not be mapped onto native sounds — in this case the patterns
with plosives and lateral approximants. Further, one will ex-
pect that learners, once acquired the fricative pattern, will not
be able to generalize it to other consonant manners, as the re-
troflex lateral approximants and retroflex plosives do not have
a perceptually similar postalveolar counterpart in German onto
which the retroflex consonants can be mapped. Thus, learn-
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ers exposed to fricatives will not be able to generalize the per-
ceived alternation between alveolar and postalveolar fricatives
on alveolar and retroflex plosives or lateral approximants. Con-
sequently, learners, once acquired the retroflexion pattern with
plosives or lateral approximants, will not be able to generalize
it to fricatives, as they will perceive the retroflex fricative as
postalveolar as well.

I tested this by means of artificial language learning experi-
ments. In the artificial language learning experiment in which
evidence for a morphophonological alternation was provided
(see chapter 4.4) I found a learning advantage for fricatives
which means a learning advantage for the pattern concerning
sounds which can be mapped onto native sounds. In addition to
that I found that learners exposed to fricatives did not general-
ize their learned pattern to other consonants and that learners
exposed to either plosives or lateral approximants did not gen-
eralize their trained pattern to fricatives.

Figure 33 is an adaptation of Figure 29 and illustrates how
the perceptual similarity to native language phonemes affects
learning and generalizing retroflexion. Note that for illustrative
purposes it is assumed that the perceptual similarity to native
language phonemes is the only factor affecting learning and gen-
eralizing retroflexion. Alveolar and retroflex fricatives as well
as alveolar and postalveolar fricatives are perceptually more
distant from each other than alveolar and retroflex plosives or
lateral approximants, which is illustrated with the different dis-
tances of the circles in the Figure. The thick circles represent
the native sound categories — the alveolar and postalveolar con-
sonants — and the solid and dotted circles represent the novel
sound categories — the retroflex consonants. The non-native re-
troflex fricative and the native postalveolar fricative are per-
ceptually very similar to each other (see the overlapping cir-
cles in the Figure) so that the retroflex fricative is perceived
as native postalveolar (Flege, 1995; Lehiste, 1988). As alveo-
lar and postalveolar fricatives contrast in German, this contrast
is already known by the learners. This is why the alternation
from alveolar fricatives to postalveolar fricatives is learned bet-
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ter than the alternation from alveolar lateral approximants or
plosives to retroflex lateral approximants or plosives, which do
not form a contrast in German as the retroflex consonants are
not part of the German phoneme inventory (Wiese, 1996).
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Figure 33: Learning and generalizing retroflexion
based on perceptual similarity to native postalveolar
fricative.

In this Figure arrows reflect the learning of the unfamiliar, non-
native retroflex consonants (circles) and the mapping of the un-
familiar, non-native retroflex fricative onto the familiar, native
postalveolar fricative by means of auditory exposure to retroflex
consonants (rectangles). Thick arrows mean a better learning
than thin arrows. Postalveolar fricatives are learned best, which
is illustrated with the thick circle around them in comparison to
the solid circles around retroflex lateral approximants and plo-
sives. However, as exposure to retroflex fricatives does not end
up in learning a retroflex fricative, but in learning a postalveo-
lar fricative, there are no generalizations from postalveolar fri-
catives to retroflex consonants. Conversely, as learners of re-
troflex plosives and lateral approximants perceive the retroflex
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fricative as postalveolar as well, they cannot generalize their
learned retroflexion pattern to fricatives. Nonetheless, learners
of retroflex lateral approximants can generalize their learned
retroflexion pattern to plosives, and vice versa, which is illus-
trated with the bended arrows connecting the learned categories
in the circles.

However, Figure 33 does not fully explain the learning and
generalization behavior of the participants. There is one more
perceptual factor which affects learning and generalizations.
Native Germans had difficulties identifying the retroflex [{] be-
cause they confused it not only with its alveolar counterpart [t]
(8%) but also with its voiced counterparts [d] (13%) and [d]
(52%). This is the reason why participants exposed to plosives
performed worst, which means that they did not learn their re-
troflexion pattern and consequently did not generalize their pat-
tern to other consonants. Figure 34 illustrated this.

©
OO O
@)

<O |1 1 s

Figure 34: Corrected version of learning and gener-
alizing retroflexion based on perceptual similarity to
native postalveolar fricative.

For reasons of simplicity the distances between [t], [t], [d] and
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[d] are held constant, although [d] is — based on the confusion
data (see Table 15) — perceptually more similar to [{] than the
other plosives.

In the artificial language learning experiment in which no
evidence for a morphophonological alternation was provided
(see chapter 5) I found a learning advantage for fricatives as
well. However, the predictions for the generalizations could
only be confirmed for fricative learners and partly for plosive
learners, which means that the perceptual similarity to native
language phonemes biases learners more when evidence for an
alternation is present and hence training is more reliable than
when there is less evidence for an alternation and hence training
is less reliable.

Note that ease of perception (see chapter 6.2.2) predicts the
same outcome. Thus, it cannot be stated whether the learning
advantage for retroflex fricatives is due to the perceptual simi-
larity to native language phonemes, ease of perception or both
of them.

The perceptual similarity to native language phonemes seems
to bias phonological learning as well as generalizations to un-
trained patterns — especially in reliable training conditions.
However, one has to keep in mind that a direct mapping from a
non-native category onto a native one - caused by a very small
perceptual distance between non-native and native category —
may not only result in a learning advantage but also in mislearn-
ing: Generalizing a learned pattern, which was mapped onto a
native one, to other consonants is hampered by a direct mapping
onto a native category because the learners did not perceive and
learn what they were supposed to perceive and learn. During
learning it does not matter whether one or both of the involved
sounds of a contrast are incorrectly mapped onto a native cate-
gory. However, when generalizing the learned contrast to other
sounds, it is important how the involved sounds are mapped. An
incorrect mapping onto a native category will thus result in an
incorrect learned rule which cannot be generalized correctly to
other sounds.
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It is further important to stress that the influence of percep-
tual similarity to native language phonemes on learning vowel
nasalization could not be tested, as the most perceptually simi-
lar native phonemes to the nasal vowels are their oral counter-
parts. A mapping of nasal vowels onto their oral counterparts,
however, would not results in any alternation so that is would
be impossible to learn a phonological rule or pattern.

My findings are in line with the assumptions made by
Best (1995), Flege (1995) and Kuhl & Iverson (1995) insofar
as non-native sounds are more likely to be perceived as native,
the less perceptually distant the non-native sounds are to a na-
tive category. Concerning learning non-native sounds, Flege
(1995) and Kuhl & Iverson (1995) claimed that it is easier to
learn a non-native sound which is perceptually distant from a
native category, whereas Aoyama et al. (2004) claimed that it
is easier to learn a non-native sound which is perceptually sim-
ilar to a native category. I agree with both of them. Aoyama
et al. (2004)’s claim reflects the pure learning results of my par-
ticipants: Retroflex fricatives were learned best because they
are perceptually similar to native postalveolar fricatives. Flege
(1995)’s and Kuhl & Iverson (1995)’s claim reflects the general-
ization results of my participants — learning in terms of apply-
ing a learned pattern to novel patterns: Fricative learners did
not generalize, whereas lateral approximant learners general-
ized their learned retroflexion pattern to plosives.

6.2.6 The role of structural simplicity

Although I tried not to confound phonetic naturalness with struc-
tural simplicity, I may have found an effect of structural sim-
plicity in phonological learning in the experiments on retrofle-
xion. In the perception experiment on retroflexion (see chap-
ter 4.2) I found that in plosives not only retroflexion was often
misperceived but also voicing. Hence, in the artificial language
learning experiments on retroflexion (see chapters 4.4 and 5)
the poor results of the [t]-learners may not only be due to their
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perceptual difficulty to identify the retroflex voiceless plosive
correctly as elaborated above and illustrated in Figure 34 but
also due to their perceptual difficulty to perceive voicing cor-
rectly. This misperception of voicing might have lead to a per-
ceptually more complex alternation for [t]-learners compared
to those perceived by [l]-learners and [s]-learners in training.
Thus, based on the perceptual confusions I may give evidence
for a learning advantage for structurally simple patterns (one-
feature change) over structurally complex patterns (two-feature
change). However, as the presented items were recorded as con-
taining [t] and [{] and not as containing [t] and [q], they ob-
jectively do not contain a two-feature change. The differences
in complexity hence likely evolve by the misperception of [{] as
[d] by the participants. If this is really the case in the experi-
ments, will nevertheless remain speculative.

Nonetheless, there are numerous studies giving evidence for
a simplicity bias in phonological learning, e.g. Glewwe (2019)
and Moreton (2008, 2012). In addition to that there are further
studies having confounded phonetic naturalness with simplic-
ity, thus giving evidence for a simplicity bias as well (Peperkamp
et al., 2006; Pycha et al., 2003; Skoruppa & Peperkamp, 2011).

6.3 Factors affecting the emergence of a
phonetic bias

I will now describe which factors influence the emergence of a
phonetic bias in artificial language learning experiments based
on my findings. These factors are on the one hand the kind of
test — productive test or perceptual test — and on the other hand
the kind of training — providing evidence for a morphophono-
logical alternation or not. Doing so, I will evaluate if and how
these factors influence the outcome of a morphophonological
learning experiment and thus, why a certain phonetic bias was
found.
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6.3.1 Perceptual test vs. productive test

In the experiments on vowel nasalization I studied the effect of
different kinds of tests on the emergence of a phonetic bias. As
ease of perception and ease of articulation make different pre-
dictions regarding the learning and generalization advantage of
nasalization of different vowel heights, it may be the case that
both predictions can be confirmed depending on whether par-
ticipants are tested on their articulation or on their perception
of vowel nasalization. To briefly recapitulate: The articulation
of low vowel nasalization is easiest and the perception of high
vowel nasalization is easiest. This is true for German native
speakers as well, as a production experiment (see chapter 2.2)
and a perception experiment (see chapter 2.3) showed.

In the artificial language learning experiment with a per-
ceptual test (see chapter 2.4) I found a learning advantage for
the perceptually easy pattern, but not for the articulatory easy
pattern. This means that participants who had been exposed
to high vowel nasalization performed better on the trained pat-
tern at test than participants who had been exposed to mid or
low vowel nasalization. A similar result was observed in the
recordings of the French loan words before and after exposure to
vowel nasalization (see chapter 3). Participants who had been
exposed to high vowel nasalization did not modify the amount
of nasality after exposure compared to the amount of nasality
before exposure, whereas participants exposed to mid and low
vowel nasalization decreased their amount of nasality after ex-
posure, which indirectly increased the amount of nasality after
exposure to high vowel nasalization. This means that partici-
pants performed better with the perceptually easy pattern in a
productive test as well as in a perceptual test.

Whether the kind of task influences the generalization be-
havior instead, cannot be decided based on these experiments.
In both experiments phonetic similarity explained the general-
ization behavior of the participants better than ease of percep-
tion or ease of articulation did. However, a possible effect on
the generalization behavior might be figured out with an expe-
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riment in which no other factors, e.g. phonetic similarity, bias
learning and generalizations. It might then be possible that the
generalization behavior changes depending on the kind of task.

To conclude, the kind of task — productive test or perceptual
test — does not seem to have an effect on whether a bias based
on perception or a bias based on articulation affects phonolog-
ical learning. Independent of the task a perceptual bias affects
learning, whereas an articulatory bias does not affect learning.
This is in line with Glewwe (2019) who claimed that a bias
based on perception shows up more often than a bias based on
articulation, as well as with Flege (1991)’s perception before
production hypothesis. According to this hypothesis “percep-
tion leads production” (Flege (1991), page 264), which means
that learners need to accurately perceive a non-native sound
before they are able to accurately produce it. Conversely, it
rarely, if ever, appears that learners accurately produce a non-
native sound without being able to perceive this sound. More-
over, due to the variable and weak results in the experiment
with the productive test (see chapter 3) it seems as if generaliz-
ing a perceived pattern to production is difficult and that even
a small modification of already known pronunciations depends
on many factors, one of which is phonetics.

6.3.2 Evidence for a morphophonological alter-
nation

In the experiments on retroflexion I studied the effect of dif-
ferent kinds of trainings, which either contained evidence for a
morphophonological alternation or not, on the ability to gen-
eralize in general and on the emergence of a phonetic bias. As
previous studies on the one hand have shown a transfer of a
phonological feature from one form to novel forms without ev-
idence for an alternation (Berent et al., 2001, 2002, 2007) and
on the other hand a greater influence of phonetics than of L1
in unreliable trainings, e.g. short training phases or training
sets with exceptions, and a greater influence of L1 than of pho-
netics in reliable trainings, e.g. long training phases or training
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sets without exceptions (Baer-Henney et al., 2015a; Greenwood,
2016), I conducted two artificial language learning experiments
on retroflexion which differed only in whether they provide ev-
idence for a morphophonological alternation or not — hence in
how reliable their training is. The first experiment (see chap-
ter 4.4) included singular, plural and diminutive forms. This
was done to ensure that participants learn that the consonant
is only retroflexed in plurals and in the context of [r] - thus
providing evidence for an alternation. The second experiment
(see chapter 5), however, included plural and diminutive forms
only. This reduced the evidence for a morphophonological al-
ternation and made the training in general shorter than in the
first experiment.

In the artificial language learning experiment with evidence
for an alternation during training at least one group of learn-
ers generalized the trained pattern to novel items, whereas in
the artificial language learning experiment without evidence for
an alternation during training no group generalized the trained
pattern to novel items. This speaks against the experimental re-
sults which were explained by pure transfer mentioned above.
Nevertheless, I found more evidence for a bias based on the
perceptual similarity to native language phonemes, thus for an
influence of L1, in the artificial language learning experiment
with evidence for an alternation during training than in the arti-
ficial language learning experiment without evidence for an al-
ternation during training. The performance of the participants
to untrained items in the latter, however, seems to be affected
by ease of perception, thus by phonetics. This is in line with the
previous studies mentioned above.

It thus seems as if learners need knowledge about the re-
lation of forms to accurately predict the phonological form of
novel items based on familiar items. This underlines the impor-
tance of the relation between forms in a paradigm to accurately
acquire a phonological pattern — including the ability to general-
ize this phonological pattern to novel items. Without a relation
between forms generalizations are not possible. Although this
is not in line with Berent (2013) and Berent et al. (2012), one
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has to keep in mind that they tested generalizations of identity
restrictions, e.g. AAB vs. ABB. The experiments on retroflexion,
however, do not deal with patterns showing identity restrictions
but with patterns showing alternations. Hence, Berent (2013)’s
and Berent et al. (2012)’s assumptions may hold for generali-
zations of identity restrictions but — as the present experiment
on retroflexion showed — not for generalizations of alternating
patterns.

Additionally, the need for the evidence of a morphophono-
logical alternation gives hints at the importance of allophones
during speech perception. Whereas a generalization in case of
no evidence for an alternation would have indicated that the
learners interpreted the alveolar and the retroflex consonants
under investigation as two different phonemes, a generaliza-
tion only in case of evidence for an alternation would have indi-
cated that the learners interpreted the alveolar and the retroflex
consonants under investigation as allophones of one phoneme.
The failure of the learners to generalize the retroflexion pat-
tern without having evidence for a phonological alternation can
thus be taken as hint that allophones are used in the process
of speech perception — and learning — as well. This is in line
with the research on perceptual learning by Mitterer & Reinisch
(2017), Mitterer et al. (2013, 2018) and Reinisch et al. (2014)
— although in the present experiments contrary to those inves-
tigating perceptual learning no lexical access was required.

It further seems as if learners rely on phonetics — especially
on perceptual ease - first or in situations in which it not clear
if and how the morphophonological forms are related to each
other when learning phonology. This can be transmitted to
young children who are also biased more by phonetics than by
their L1 as they do not know every L1-characteristic properly
yet (van de Vijver & Baer-Henney, 2014). However, as soon
as another (more) reliable source is available to guide learning,
learners downgrade the reliance of perceptual ease and more
strongly rely on phonetic, phonological or lexical characteris-
tics of their native language. However, if there is no support
from L1, even adults are biased by phonetics (Baer-Henney &
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van de Vijver, 2012; Finley, 2012; Wilson, 2006).

These effects of phonetics and the native language depen-
dent on whether evidence for a morphophonological alternation
is provided during training or not is illustrated in Figure 35.

phonological
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Figure 35: Effects of phonetics and L1 on phono-
logical learning dependent on evidence for a mor-
phophonological alternation.

In the left part you can see that with less or no evidence for
an alternation phonological learning is mainly affected by pho-
netics, e.g. perceptual ease, which is illustrated with the black
circle and the thick arrow showing the influence of phonetics on
phonological learning. The L1, e.g. phonotactics, does not af-
fect phonological learning as illustrated with the gray circle and
the missing connection to phonological learning. In the right
part of the Figure you can see that the more evidence for an
alternation is provided during training or the more experience
learners gain, the weaker the influence of phonetics becomes
and the stronger the influence of the L1 which downgrades pho-
netics becomes. This is illustrated with the upwards movement
of L1 and the downwards movement of phonetics compared to
the illustration in the left part of the Figure. Besides, L1 is now
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connected by a black and thick arrow to phonological learning,
whereas, the influence of phonetics on phonological learning is
weaker which is illustrated with the dashed arrow in gray.

In the case of retroflexion, the different effects of phonetics
and L1 dependent on the evidence for a morphophonological
alternation during training specifically mean that the mapping
from the retroflex fricative changes (see Figure 36). In the train-
ing condition without evidence for a morphophonological alter-
nation learners rely on ease of perception. What counts is the
difference between the alternating sounds — alveolar and retro-
flex fricative — illustrated with the distance between the circles
in the Figure. In this case the retroflex fricative would be cor-
rectly mapped on a retroflex fricative — illustrated with the ar-
row connecting the rectangle (exposure sound) and the thick cir-
cle (learned category) with the retroflex fricative in the left part
of the Figure. However, in the training condition with evidence
for a morphophonological alternation learners are not biased by
ease of perception that heavily anymore. L1 is used as a source
for reliable information as well, and as this is available the in-
fluence of ease of perception becomes weaker - illustrated with
the dotted circle around the retroflex fricative in the right part
of the Figure —, whereas the influence of L1 becomes stronger.
Consequently, the retroflex fricative is incorrectly mapped on
the perceptually similar postalveolar fricative — illustrated with
the arrow connecting the rectangle (exposure sound) and the
thick circle (learned category) with the postalveolar fricative in
the right part of the Figure. In this case, it does not matter that
retroflex and alveolar fricatives are perceptually distant from
each other or not. What counts is that postalveolar (and alve-
olar) fricatives are native consonants. Dependent on whether
retroflex fricatives are perceived as retroflex or as postalveolar
fricatives, there are either generalizations from fricative learn-
ers to the other consonants and generalizations from the other
learners to the retroflex fricatives or there are no generalizations
from fricative learners to the other consonants and no generali-
zations from the other learners to the postalveolar fricative. For
reasons of simplicity the different generalizations are not shown
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in Figure 36.
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Figure 36: Effects of ease of perception and percep-
tual similarity to L1 on learning retroflexion depen-
dent on evidence for a morphophonological alterna-
tion.

6.4 Proposed effects of a phonetic bias

Based on the experimental results and the evaluation of the pho-
netic factors as well as of factors influencing the emergence of
a phonetic bias I will now propose which effects a phonetic bias
might have. Doing so, I will argue that a phonetic bias does not
seem to affect the cross-linguistic distribution of vowel nasaliza-
tion as well as of retroflexion. However, synchronic phonology
is biased by phonetic factors, most of which are perceptually
motivated. This phonetic bias affects phonological learning and
guides learners during the acquisition of an unfamiliar pattern
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as well as during the generalization of this pattern to other pat-
terns. Learning and generalizations are in this case independent
from each other and can be affected by different phonetic fac-
tors.

6.4.1 Effects of a phonetic bias on markedness

According to the framework of phonetically based phonology
(Archangeli & Pulleyblank, 1994; Hayes & Steriade, 2004; Wil-
son, 2006) the predispositions based on ease of articulation and
ease of perception are encoded as markedness in our grammars
and thus are the reason for the typological distributions of cer-
tain sound pattern in the languages of the world: Typologically
common patterns are those that are preferred by the learner
over typologically rare patterns. I compared the typological dis-
tribution of each pattern with its ease of articulation and its ease
of perception as well as with the learning results for each pat-
tern not only for vowel nasalization but also for retroflexion. If
phonetics affects typology in the proposed way, one will assume
that the effects of ease of articulation and ease of perception
lead to asymmetric distributions of sound patterns. For vowel
nasalization this means more low and high nasal vowels com-
pared to mid nasal vowels in the languages of the world. As
low nasal vowels are preferred articulatory (Bell-Berti, 1993;
Ohala, 1975) and as high nasal vowels are preferred perceptu-
ally (Schwartz, 1968), high and low nasal vowels should be used
more often cross-linguistically than mid nasal vowels, which are
neither preferred articulatory nor perceptually. However, nasal
vowels of all three heights are equally distributed across the
languages of the world (see chapter 2.1). Thus, both factors
do not seem to be (the only) factors responsible for this equal
distribution of nasal vowel height. Note that I only considered
phonemic nasal vowels in the typological survey. It may be
the case that allophonically nasalized vowels will lead to a dif-
ferent typological distribution, which might be in line with the
predictions based on ease of perception and ease of articulation.
A similar picture emerges in the case of retroflexion when com-
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paring the typological distribution with its ease of perception
and its ease of articulation as well as with the learning results.
Retroflex fricatives are preferred perceptually (Kohler, 1990),
whereas for ease of articulation the predictions differ: Either
no difference between consonant manners is assumed (Staus-
land Johnsen, 2012) or retroflex fricatives are dispreferred ar-
ticulatory (Hamann, 2003b). However, plosives are the most
common retroflex consonants cross-linguistically, followed by
fricatives and lateral approximants. Nasals are the least com-
mon retroflex consonants (of all consonants under investiga-
tion in the experiments described here) (see chapter 4.1). Thus,
neither ease of articulation nor ease of perception can explain
the asymmetric distribution of retroflex consonants across lan-
guages in the world.

Proponents of phonetically based phonology (Archangeli &
Pulleyblank, 1994; Hayes & Steriade, 2004; Wilson, 2006) fur-
ther claimed that learning and generalizations are affected by
ease of perception and by ease of articulation. I can confirm
this for learning but not for generalizations and I can confirm
this only for ease of perception and not for ease of articulation
based on the vowel nasalization results (see Table 6). Concern-
ing retroflexion, I can say that learning may be biased by ease of
perception as well. However, as L1 predicts the same outcome,
it cannot be said for sure that the learning results are (solely)
due to ease of perception. Learners’ generalizations of retrofle-
xion are biased by ease of perception but only when training
provides no evidence for an alternation and is thus unreliable
(see Table 25). With evidence for an alternation and thus with a
more reliable training, ease of perception does not affect genera-
lizations (see Table 20). Thus, my findings provide only limited
evidence for a learning bias as a result of phonetic markedness.

In addition to that the German participants benefit from
ease of perception during the identification of nasal vowels (see
chapter 2.3) and retroflex consonants (see chapter 4.2) and they
benefit from ease of articulation during the production of nasal
vowels (see chapter 2.2). German native speakers are thus
guided by phonetics when producing or perceiving unfamiliar
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sound patterns as for example nasal vowels of different height
or retroflex consonants. This is in line with the framework of
phonetically based phonology (Archangeli & Pulleyblank, 1994;
Hayes & Steriade, 2004; Wilson, 2006). Note that the learning
advantage for retroflex fricatives may also be due to the percep-
tual similarity to the German postalveolar fricative.

In sum, the results of the artificial language learning experi-
ments show that learning and especially generalizing morpho-
phonological patterns are not necessarily guided by marked-
ness. However, as sound patterns in languages are the result
of change in hundreds of years, this change is affected by many
factors only one of which is the phonetic grounding of a sound
pattern. Hence, not all learning biases directly affect typolog-
ical patterns. Further, it is important to stress, that there are
phonetic factors that influence synchronic morphophonologi-
cal generalizations (see chapter 6.4.2 for details). The vowel
nasalization learners generalized from trained patterns to un-
trained patterns in a way that reflects the phonetic similarity
between the trained patterns and the untrained patterns. This
is important because it gives evidence for a role of phonetics
in synchronic phonology, which is against the assumptions of
Blevins (2004), Hale & Reiss (2000) and Ohala (1986). Blevins
(2004) argued against a learning bias and assumed that phonet-
ics shapes phonology only diachronically. The contrastive use
of acoustically and perceptually similar sounds hampers effec-
tive communication. To overcome this difficulty the contrast
between these sounds disappears gradually over time. Experi-
mental results, however, showed that learners do use phonetics
to make phonological synchronic generalizations (White, 2017;
Wilson, 2006; Zuraw, 2007). The proposal that all phonetic
explanation in phonology is diachronic is therefore too strong,
and learners clearly make use of phonetic similarity to make
phonological generalizations as my results on vowel nasaliza-
tion show. Independent of this, ease of perception and ease of
articulation may affect the phonology of languages diachroni-
cally. As sound patterns in languages were — and still are — af-
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fected by many factors not all phonetic learning biases directly
affect typological distributions.

6.4.2 Effects of a phonetic bias on synchronic
phonological learning and generalizations

In the previous chapter it was already mentioned that phonet-
ics affects how morphophonological patterns are learned and
generalized. I investigated the role of phonetics in learning and
generalizations not only in the artificial language learning ex-
periments on vowel nasalization (see chapters 2.4 and 3) but
also in the artificial language learning experiments on retro-
flexion (see chapters 4.4 and 5). Learning refers to how well
participants performed in the trained patterns, whereas gene-
ralizations refer to the learners’ performance in the untrained
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Figure 37: Learning vowel nasalization.
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In the learning experiments on vowel nasalization it was
tested whether the learning behavior is biased by ease of ar-
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ticulation, ease of perception or perceptual frequency (the lat-
ter only in the experiment in chapter 3). It turned out that the
learning behavior could be explained best with a learning bias
based on ease of perception. A bias based on perceptual fre-
quency can explain the results in the experiment described in
chapter 3 as well, as the predictions based on ease of percep-
tion and perceptual frequency do not differ in this case. Figure
37 is a combination of Figure 28 and Figure 30. It illustrates
how learning is biased by ease of perception and perceptual
frequency. The more distant oral and nasal vowels are and the
weaker the memory traces (bended arrows) of the nasal vowels
are, the better the nasal vowels are learned — illustrated with the
thick arrow and the thick circle around the high nasal vowel.
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Figure 38: Learning retroflexion.
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In the artificial language learning experiments on retrofle-
xion it was tested whether the learning behavior is biased by
ease of perception or by the L1 caused by the perceptual simi-
larity to native German phonemes. It turned out that the learn-
ing behavior could be explained not only with a learning bias
based on ease of perception but also with a learning bias based
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on L1, as both make the same predictions. Figure 38 is a combi-
nation of Figure 29 and Figure 33. It illustrates how learning is
biased by ease of perception and the perceptual similarity to the
German postalveolar retroflex. The more distant alveolar and
retroflex consonants are and the closer a perceptually similar
native sound is, the better the retroflex consonant is learned.

Unfortunately, ease of perception and perceptual frequency
as well as ease of perception and the perceptual similarity to
L1-sounds make the same predictions for learning. It is thus im-
possible to tease apart these factors with the present data to find
out which of them is the one that affects learning or which of
them affects learning more. To investigate which of the factors
is given more weight, it would be necessary to test the learn-
ability of a pattern for which the predictions differ depending
on the three factors.

Concerning the generalization behavior, the learning expe-
riments on vowel nasalization investigated a bias based on ease
of articulation, ease of perception and phonetic similarity. The
results show that a bias based on phonetic similarity explains
the generalization results best. For an illustration see Figure
31. The learning experiments on retroflexion investigated the
influence of ease of perception and of the L1 caused by the per-
ceptual similarity to native language phonemes. It turned out
that the emergence of a bias depends on whether evidence for
a morphophonological alternation is provided during training
or not: In a training condition in which evidence for an alter-
nation is provided the perceptual similarity to native language
phonemes is given more weight, whereas in a training condi-
tion in which no evidence for an alternation is provided ease
of perception seems to affect the performance in the untrained
conditions more (see Figure 35). Note that the lack of evidence
for a morphophonological alternation actually prevents genera-
lizations. However, whether the lack of evidence for an alterna-
tion really prevents generalizations or whether it just hampers
them cannot be stated with the present experiments as the in-
terpretation mainly relies on the data of one learning group ([1]-
learners) which only made up about 20-25 participants in each
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experiment. Further research on the importance of evidence for
a morphophonological alternation during phonological learning
is thus necessary.

Putting the results of the artificial language learning experi-
ments on vowel nasalization and retroflexion together, it seems
as if the learning behavior is mainly biased by ease of perception
(and/or by perceptual frequency). In the case of retroflexion it
may also be biased by the perceptual similarity to native lan-
guage phonemes, thus by L1. However, as the predictions based
on perceptual similarity to native language phonemes are the
same as those based on ease of perception, this is not entirely
clear. It further seems as if learners form generalizations in-
dependent of what is easy to perceive or articulate, but based
on the perceptual or phonetic similarity to the trained pattern
or to native language phonemes, thus, to familiar sounds. The
only exception to this is found when no evidence for an alterna-
tion is provided during training. In this case ease of perception
seems to bias the performance of the learners. Whether the per-
formance in the untrained conditions would be biased by ease
of perception in a vowel nasalization experiment without ev-
idence for an alternation needs to be tested to make a clear
statement about this. To test this, the artificial language learn-
ing experiment on vowel nasalization (see chapter 2.4) needs
to be run without singular forms in the training and at test.
If participants would then make generalizations based on ease
of perception, the lack of evidence for a morphophonological
alternation may be the reason why a bias based on ease of per-
ception emerges. Note, however, that the lack of evidence for
an alternation might also cause a lack of generalizations as the
experiment on retroflexion has shown (see chapter 5).

The following Figure 39 illustrates how each of the phonetic
biases affecting learning and generalizations works. Perceptual
frequency is left out here for reasons of simplicity and because
perceptual frequency does not make any predictions concern-
ing generalizations. In this Figure it is shown how different
phonetic (or perceptual) distances between sounds affect the
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learning and the generalization behavior of learners. I will fo-
cus on the perceptual distances between alternating sounds (X
and X’), which is the basis for ease of perception, on the percep-
tual distances between a non-native sound and the perceptually
most similar native sound (X and X”), which is the basis for the
perceptual similarity to native language phonemes, and on the
phonetic distance between trained patterns (A, B and C) which
is the basis for phonetic similarity. Note that even phonetic
similarity includes perceptual similarity, as phonetic similarity
is mainly determined by means of perceptual, acoustic and fea-
tural similarities.

In Figure 39 the effects of phonetic biases are shown sepa-
rately. Each bias is illustrated with three different patterns (A, B
and C) which either do not differ depending on phonetics (top)
or which differ in their phonetic similarity (second from top), in
their perceptual similarity to native language phonemes (third
from top) or in their ease of perception (bottom). X refers to
the unfamiliar, non-native sound, X’ refers to the familiar, na-
tive sound and X” refers to the familiar, native sound which is
perceptually most similar to X.

In the illustration on top of Figure 39 none of the described
distances differs from each other. There is the same distance be-
tween X and X’ and between X and X” for the sound patterns A,
B and C. Further, A, B and C are equally distant from each other.
In this case one expects neither a learning nor a generalization
advantage for one of the patterns.

The illustration below (second from above) shows a phone-
tic bias based on phonetic similarity. Here only the distances
between A, B and C differ as well as those between A’, B’ and
C’ and A”, B” and C”, respectively — as illustrated with the gray
circles. B is phonetically more similar to C than to A. A and C
are perceptually least similar to each other. Note that there are
no differences in the distances between X and X’ which mean
no differences in learning. The more phonetically similar X and
Y are, the easier it is to generalize the pattern to each other.

The illustration below (third from above) shows a phone-
tic bias based on the perceptual similarity to native language
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phonemes. Here only the distances between X and X” differ —
as illustrated with the gray circles. A and A” are perceptually
most similar to each other - they even overlap —, followed by B
and B”. C and C” are perceptually most distant from each other.
The more perceptually similar X and X” are, the easier it is to
map X onto native X” and the easier it is to learn the pattern
between X’ and X (or X”)'2. However, one has to keep in mind
that the mapping onto X” means mislearning: The more percep-
tually similar X and X” are, the more difficult it is to generalize
to this pattern from other patterns and the more difficult it is to
generalize to other patterns from this pattern. It is important to
note that although the distance between X and X” can be gradi-
ent, the mapping from X onto X” is categorical: Either X and X”
are perceptually similar enough to map X onto X” (e.g. A and
A”) or X and X” are perceptually too distant from each other to
map X onto X” (e.g. B and B” or C and C”).

The illustration at the bottom of Figure 39 shows a phonetic
bias based on ease of perception. Here only the distances be-
tween X and X’ differ — as illustrated with the gray circles. A and
A’ are perceptually most distant from each other, followed by
B and B’. C and C’ are perceptually most similar to each other.
The more distant X and X’ are, the easier it is to learn the pattern
between X and X’ and the easier it is to generalize to this pattern
from other patterns. It is important to note that the learning ad-
vantage and the generalization advantage for perceptually easy
patterns are independent from each other. It may be the case
that learning is biased by ease of perception but that generali-
zations are not biased by ease of perception (see experiments
on vowel nasalization). It is further important to note that ease
of perception seems to affect generalizations only in unreliable
training conditions.

121f there is more than one candidate for X”, the candidate that is most similar to
X is chosen.
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Figure 39: Phonetic biases affecting learning and ge-
neralizations.
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To sum up, phonetic biases affect the learning behavior and the
generalization behavior of learners exposed to a morphophono-
logical pattern. The learning behavior is mainly biased by ease
of perception. The perceptual similarity to native language
phonemes - if available — guides learners in learning unfamil-
iar sound patterns as well. I did not find any evidence for a
bias based on ease of articulation — not even in a productive
task —, which means that a bias based on ease of perception is
stronger than a bias based on ease of articulation, as has been
shown by the experimental results on vowel nasalization. The
generalization behavior is mainly biased by phonetic similar-
ity between sound patterns or by the perceptual similarity to
native language phonemes - if available. Ease of perception bi-
ases generalizations only when evidence for an alternation is
missing during training. A bias based on phonetic similarity —
if available - is stronger than a bias based on ease of percep-
tion, as has been shown by the experimental results on vowel
nasalization. Further, a bias based on the perceptual similarity
to L1-phonemes - if available - is stronger than a bias based on
ease of perception as the experimental results on retroflexion
have shown. The same might be true in the learning behavior
as well.

Both mechanisms - learning and generalizations — are inde-
pendent of each other. If learners are biased by ease of percep-
tion, they do not necessarily have to be biased by ease of per-
ception when generalizing, and vice versa (see experiments on
vowel nasalization). This suggests that several phonetic factors
are pre-activated during phonological learning but are actively
used at different stages of learning. It might be possible that
ease of perception is more strongly activated at early stages of
phonological learning but that its activation level falls as soon
as other phonetic factors increase their activation level. At the
beginning of the learning process — during training — learners
are confronted with one sound pattern only. This pattern is
either easy to perceive or difficult to perceive and it either re-
sembles a native sound or not. Thus, only ease of perception
and the perceptual similarity to native language phonemes can
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guide learners at this stage. However, when generalizing the
newly learned sound pattern — at test —, other sound patterns
appear. With these novel patterns new dimensions are present:
Not only in the learned pattern can the distance between al-
ternating sounds and the distance to native phonemes vary but
also in the other patterns to which the learned pattern should be
generalized. Further, the unfamiliar patterns can vary in their
phonetic distance to the learned pattern. At this stage, the pre-
activated factors phonetic similarity and perceptual similarity
to L1-sounds downgrade ease of perception. Only if one or both
of the similarity factors are not available because there are no
similar sounds in the L1 or because the novel patterns are not of
unequal phonetic similarity, thus if the similarity factors have
no ability to guide learners during generalizations, then ease
of perception will still be the most activated factor which then
biases the learners’ generalizations.

I suggest that the phonetic effects influencing phonological
learning are best captured by means of contrasts or distances.
In learning, those contrasts are learned best that contain the
greatest perceptual distance. In this case it does not matter onto
which kind of category (native or non-native) both sounds are
mapped — what counts is that both sounds are perceptually far
away from each other and thus mapped onto two different cat-
egories. Those different categories can either be both native,
both non-native or one native and one non-native. In generali-
zations, the learned contrast is best generalized to another con-
trast that has the smallest distance to the learned one or to one
of the contrasts that are learned best or better than the learned
one.

Similar effects have been found in natural language acquisition
studies. Stamer & Vitevitch (2012) found that advanced native
English learners of Spanish were better at learning advanced
Spanish words that sounded similar to known Spanish words
(dense neighborhood) than words which sounded less similar to
known Spanish words (sparse neighborhood). The learning per-
formance was measured by means of a picture-naming task, a
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referent identification task and a perceptual identification task,
and the similarity was measured by means of the neighbor-
hood density, a measurement that takes into account how many
phonologically similar words in the lexicon exist (Luce & Pisoni,
1998). This study differs in several aspects from the artificial
language learning experiments on vowel nasalization: First, in
the artificial language learning experiments participants were
not asked to learn the lexical meaning of the words but were
only tested on how well they learned and generalized the mor-
phophonological alternation. Second, the neighborhood den-
sity to existing German words was not considered in the arti-
ficial language learning experiments on vowel nasalization so
that any frequency counts are lacking. Third, the artificial lan-
guage learning experiments did not make use of existing words
but tested the learnability of words in a miniature language.

However, although the aims and the design of Stamer & Vite-
vitch (2012)’s study and of my experiments differ, both mea-
surements — phonetic similarity and neighborhood density — are
based on how similar different items sound. Hence, one can
say that not only learning morphophonological alternations but
also learning the meaning of words seems to be affected by the
phonetic and phonological similarity between words: How well
we learn novel words in a language depends — at least partly —
on how similar they sound to already known words in this lan-
guage — may it be an existing language or an artificial language.
Stamer & Vitevitch (2012) refer to Storkel, Armbriister & Hogan
(2006) who suggest that representations established for a novel
word are strengthened by phonological similarities to existing
lexical representations (Jusczyk, Luce & Charles-Luce, 1994).
In the case of vowel nasalization, however, the lexical repre-
sentation is not accessed. Thus, phonological similarity seems
to have an effect on the phonological representations as well,
without any connection to lexical representations.

Similar observations have been made by Tang & Baer-Henney
(under review) in an artificial language learning experiment
with native speakers of German and Mandarin. They found that
the neighborhood density of an item in an artificial language af-
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fects the participants’ performance: The more similar an item
was to another item in the artificial language — not in the na-
tive language — (dense neighborhood), the more often this item
was termed as belonging to the artificial language the partici-
pants had been exposed to. This similarity effect is similar to
the one found in the generalization behavior of my learners. It
is true that I did not consider how many similar items there are
and in addition to that I only considered the similarity between
nasal vowels and not between the whole items, but independent
of these differences an effect of phonological and phonetic simi-
larity is observed which positively influenced the generalization
behavior of the participants in both studies.

In chapter 1.1.2 I referred to Steriade (2001b, 2009) P-map
theory to give evidence for a role of phonetic similarity in learn-
ing and generalizations. Based on this theory learners prefer
perceptually minimal changes and generalize from dissimilar
patterns to similar patterns more than vice versa. However,
my results are not in line with the propositions based on the
P-map. According to the P-map those alternations are learned
best and most generalized to which constitute the smallest per-
ceptual changes. Hence, in the case of vowel nasalization there
should be a learning advantage and a generalization advantage
for the smallest perceptual change between oral and nasal low
vowels. I, however, found that those alternations were learned
best which constitute the greatest perceptual change. Concern-
ing the generalizations, I found an effect of phonetic similarity.
However, this effect is different from the one proposed by the P-
map. I did not observe more generalizations to the alternation
between the most perceptually similar sounds but more gene-
ralizations to the alternation that was most phonetically simi-
lar to the learned alternation. This phonetic similarity depends
also on perceptual factors that are due to acoustic similarity. To
conclude, I cannot confirm the propositions based on the P-map
theory. One reason may be that Steriade (2001b, 2009) based
her assumptions on typological evidence — similar to the the-
ory of phonetically based phonology (Archangeli & Pulleyblank,
1994; Hayes & Steriade, 2004; Wilson, 2006). As the learning
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results on vowel nasalization do not conform to the typologi-
cal distribution of nasal vowel height they may not confirm the
propositions of the P-map theory either. Again, this might be
due to the differentiation of contrastive vowel nasalization and
allophonic vowel nasalization as pointed out in chapter 1.1.2.
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7 Conclusion

The present dissertation aimed at investigating the role of pho-
netics in phonological learning by exploring the learning and
generalization behavior of German native speakers when being
exposed to either a vowel nasalization pattern or a retroflexion
pattern. The main aim of this dissertation was to study the in-
teraction of several learning biases all of which are grounded in
phonetics. While previous studies have found evidence for the
existence of such phonetic biases, their interaction and their
contribution to the learning behavior on the one hand and their
generalization behavior on the other hand, as well as their task
dependency are yet unclear (see chapter 1.1). Exploring the in-
teraction of these phonetic biases and the factors on which their
emergence depends is, however, very important and necessary
to accurately understand the role of phonetics in phonological
learning.

Aslaid out in chapter 1.1, the experimental studies on phono-
logical learning vary in their interpretations of their results con-
cerning the role of phonetics. While proponents of phonetically
based phonology (Archangeli & Pulleyblank, 1994; Hayes & Ste-
riade, 2004; Wilson, 2006) argue that learners are predisposed
towards phonetically motivated patterns and that this predispo-
sition is encoded as markedness and reflected typologically, oth-
ers, e.g. Kapatsinski (2013a) and Moreton & Pater (2012a,b),
argue that these experimental results lack evidence for the ex-
istence of a phonetic bias by either explaining them with plain
phonetic similarity or by pointing at confounding variables, e.g.
L1-specific factors or structural simplicity, leading to inconclu-
sive results. Some experimental results revealed effects of ease
of perception, others of ease of articulation, phonetic similarity
or the perceptual similarity to native sound categories. How-
ever, the experimental studies differ in whether they tested the
production or the perception and whether they tested the learn-
ing or the generalization behavior. These differences in the ex-
perimental designs may have influenced which kind of phonetic
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bias, if at all, showed up and may thus have led to different in-
terpretations and varying support for the existence of a phone-
tic bias. Nevertheless, these studies showed that phonological
learning is not completely independent of phonetics.

To further investigate possible effects of phonetics on phono-
logical learning and their interaction as well as their contribu-
tion dependent on type of test, evidence for a morphophono-
logical alternation during training and whether the learning or
generalization behavior is tested, I ran two experimental stud-
ies on learning vowel nasalization and on learning retroflexion
by German native speakers, whose artificial language learning
experiments were framed by typological surveys, a production
experiment, perception experiments and an acoustic analysis.
As vowel nasalization and retroflexion do not occur phonemi-
cally in German and as the nasalization of vowels of different
height as well as the retroflexion of different consonants is of
equal structural complexity, these phonological patterns are the
perfect test cases for studying possible effects of phonetic de-
tails in phonological learning while omitting the confounding
factors of previously criticized studies. In both studies, I inves-
tigated the learnability of three different patterns (nasalization
of high, mid and low vowels, retroflexion of plosives, fricatives
and lateral approximants). I tested the predictions for the learn-
ing and generalization behavior of various phonetic learning
biases in two different tests (perception and production) and
under two different training conditions (with and without evi-
dence for a morphophonological alternation). The strength with
which each phonetic factor affects the learning and generaliza-
tion behavior, hence, gives insights into the interaction and the
individual contribution of each phonetic detail in phonological
learning.

My studies showed that while the typological distribution
of a phonological pattern is not directly affected by phonetic
biases, synchronic phonological learning is. Whereas the learn-
ing behavior is mainly affected by ease of perception — and by
perceptual similarity to L1 if available —, the generalization be-
havior is mainly affected by phonetic similarity — and by per-
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ceptual similarity to L1 if available, or by ease of perception if
no evidence for an alternation is provided during training. The
mapping of a non-native sound onto a native sound category
due to the perceptual similarity to L1 means a learning advan-
tage but a generalization disadvantage because misperception
leads to mislearning that hampers generalizations. An effect of
ease of articulation could not be found in the results — inde-
pendent of type of test. Due to a possible misperception there
might also be evidence for a simplicity bias in the experiments
on retroflexion.

These results contradict the assumptions concerning marked-
ness based on phonetically based phonology (Archangeli & Pul-
leyblank, 1994; Hayes & Steriade, 2004; Wilson, 2006). They
also speak against a bias based on ease of articulation. The
learning results can best be explained by a learning bias based
on ease of perception which is stronger than a bias based on
ease of articulation and which even shows up in a production
task. A division in a phonetic bias based on ease of perception
and a weaker bias based on ease of articulation is thus neces-
sary (Glewwe, 2019). The results further speak against a strong
influence of ease of perception in generalizations. The gener-
alization results of the participants can best be explained by
a bias based on phonetic similarity, which is stronger than a
bias based on ease of perception. Hence, the learning behavior
and the generalization behavior are biased by different phone-
tic factors, which is best captured by distances of contrasts: The
larger the perceptual distance between two sounds is, the better
the contrast between these two sounds is learned. In generali-
zations, however, the learned contrast is best generalized to the
contrast that has the smallest distance to the learned one.

Additionally, the results display that a phonetic bias is
stronger when no evidence for a morphophonological alterna-
tion is provided during training, which means that the training
is unreliable concerning the relation between presented forms.
With evidence for a morphophonological alternation — meaning
an increased reliability of a phonological pattern —, the phone-
tic bias becomes weaker, whereas L1-specific information are
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used by the learners to master the task of phonological learn-
ing. However, a closer inspection of how else the reliability of a
training pattern can be captured and how this reliability affects
how a phonological pattern is learned and generalized is still
necessary. While there are already approaches which assume
an effect of phonological similarity to already existing lexical
representations, such as Stamer & Vitevitch (2012) and Storkel
et al. (2006), these approaches do not fully fit to the findings of
this dissertation as there are no existing lexical representations
of the presented pseudowords in the artificial language learn-
ing experiments. My findings suggest a similarity effect inde-
pendent of the lexical representations and further underline the
importance of related forms and of allophones during phonolog-
ical learning (Mitterer & Reinisch, 2017; Mitterer et al., 2013,
2018; Reinisch et al., 2014). Further research on the reliability
of a pattern, the interaction between L1-specific and language-
general perception and its contribution is necessary to model
how the learning and the generalization behavior are affected
by these factors.

Besides, this dissertation demonstrates general effects of pho-
netic details on phonological representations, which is impor-
tant for the interface of phonetics and phonology. It was shown
that phonetic details, such as phonetic similarity or ease of per-
ception, affect how learners perform to trained and untrained
items. Theories in which phonetics and phonology are separate
modules cannot account for these effects. The results, thus, give
evidence for the controversial role of phonetics in phonology
and call for a tight integration of phonetics in phonology with
phonological representations including phonetic details.

In conclusion, the present dissertation shows that phonological
learning and phonological generalizations are affected by dif-
ferent phonetic factors as well as by L1-specific factors, if these
are available. The dissertation gives experimental evidence for
the existence and importance of phonetic biases based on per-
ceptual ease, phonetic similarity and perceptual similarity to L1
in phonological learning. More research is necessary to model
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their effects on phonological learning on the one hand and on
phonological generalizations on the other hand. In addition to
that, the results of this dissertation call for a tight integration
of phonetics in phonology. Theories must include phonetic de-
tails in phonological representations in such a way that they are
able to account for the differences in learning and generalizing
phonological patterns that differ in their phonetic details.
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Appendix

Table 26: Stimuli for the production experiment (see
chapter 2.2): IPA transcription and German orthog-

raphy.

IPA transcription

German orthography

CV[m]V CVCV CVCV[m] CV[m]V CVCV CVCV[m]
duma duba  dubam duma duba dubam
dume dube dubem dumi dubi dubdm
dumi dubi dubim dumi dubi dubim
dumo dubo  dubom dumo dubo dubom
dumu dubu  dubum dumu dubu dubum
kuma kufa kufam kuma kufa kufam
kume kufe kufem kuma kufa kufdm
kumi kufi kufim kumi kufi kufim
kumo kufo kufom kumo kufo kufom
kumu kufu kufum kumu kufu kufum
poma poga pogam poma poga pogam
pome poge pogem poma poga pogam
pomi pogi pogim pomi pogi pogim
pomo pogo  pogom pomo pogo pogom
pomu pogu  pogum pomu pogu pogum
foma fota fotam schoma schota schotam
fome fote fotem schomé schotd schotdm
fomi foti fotim schomi schoti  schotim
fomo foto fotom schomo schoto  schotom
fomu fotu fotum schomu schotu schotum
vuma vusa vusam wuma wusa wusam
vumet vuse vusem wuma wusa wusam
vumi vusi vusim wumi wusi wusim
vumo Vuso vusom wumo wuso wusom
vumu vusu vusum wumu wusu wusum
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Table 27: Stimuli (in IPA transcription) in the train-
ing phase of the artificial language learning experi-
ment (see chapter 2.4) and in the exposure phase of
the productive task testing vowel nasalization (see
chapter 3): singular forms.

[a] -learners [e]-learners [i] -learners

doba dobe dobi
poba pobe pobi
fuba fube fubi
dofa dofe dofi
kufa kufe kufi
fofa fofe fofi

doga doge dogi
kuga kuge kugi
voga voge vogi
duta dute duti
pota pote poti
futa fute futi

doza doze dozi
kuza kuze kuzi
foza foze fozi
vuza vuze vuzi
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Table 28: Stimuli (in IPA transcription) in the train-
ing phase of the artificial language learning experi-
ment (see chapter 2.4) and in the exposure phase of
the productive task testing vowel nasalization (see
chapter 3): plural forms.

[a] -learners [e]-learners [i] -learners

dobam dob&ém dobim
pobam pob&ém pobim
fubam fub&m fubim
dofam dofém dofim
kufam kufém kufim
fofam fofém fofim
dogam dogém dogim
kugdm kugém kugim
vogam vogeém vogim
dutam dutém dutim
potam potém potim
futdm futém futim
dozam dozém dozim
kuzam kuzém kuzim
fozam foz€m fozim
vuzam vuzém vuzim
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Table 29: Stimuli (in IPA transcription) in the train-
ing phase of the artificial language learning experi-
ment (see chapter 2.4) and in the exposure phase of
the productive task testing vowel nasalization (see
chapter 3): diminutive forms.

[a] -learners [e]-learners [i] -learners

dobal dobel dobil
pobal pobel pobil
fubal fubel fubil
dofal dofel dofil
kufal kufel kufil
fofal fofel fofil

dogal dogel dogil
kugal kugel kugil
vogal vogel vogil
dutal dutel dutil
potal potel potil
futal futel futil

dozal dozel dozil
kuzal kuzel kuzil
fozal fozel fozil

vuzal vuzel vuzil
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Table 30: Stimuli (in IPA transcription) in the test
phase of the artificial language learning experiment
testing vowel nasalization (see chapter 2.4): correct
form ~ incorrect form.

Vo = [al

Vo = [e]

Vo = [i]

potam ~ potam
dofam ~ dofam
kugam ~ kugam
fubam ~ fubam
kogam ~ kogam
fotdm ~ fotam
dubam ~ dubam
pufam ~ pufam
dobal ~ dobal
dogal ~ dogal
kufal ~ kufal
futal ~ futal
vozal ~ vozal
kotal ~ kotal
pubal ~ pubal
vutal ~ vutal

dobém ~ dobem
dozém ~ dozem
kufém ~ kufem
futém ~ futem
vofém ~ vofem
fob&m ~ fobem
vub&ém ~ vubem
kutém ~ kutem
pobel ~ pobél
fozel ~ foz€l
dutel ~ dutél
kuzel ~ kuzél
kobel ~ kobél
pofel ~ pofél
dugel ~ dugél
fuzel ~ fuzél

fofim ~ fofim
dogim ~ dogim
dutim ~ dutim
kuzim ~ kuzim
vobim ~ vobim
dotim ~ dotim
vufim~ vufim
puzim ~ puzim
dofil ~ dofil
vogil ~ vogil
fubil ~ fubil
kugil ~ kugil
fogil ~ fogil
kozil ~ kozil
dufil ~ dufil
putil ~ putil
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Dies ist eine Geschichte Uber die beiden Freundinnen Sabine und Claudia.

Letzte Woche hat sich Sabine verletzt, als sie versuchte, auf einem Baumstamm zu balancieren.
Sie ist dabei mit ihrem Ful umgeknickt.

Ihre beste Freundin Claudia hat sie daraufhin zum Arzt begleitet und fur diese Hilfe méchte sich Sabine
revanchieren.

Sie Uberlegt lange hin und her, bis ihr letztlich eine gute Idee kommt.

Als Dankeschon hat Sabine ein Geschenk fur Claudia: ihr liebstes Parfum.

Dariiber wird sich Claudia bestimmt freuen.

AuBerdem méchte Sabine fur Claudia kochen und hat deshalb ein Treffen mit ihr arrangiert.
Am Samstagabend kommt Claudia Sabine in ihrer neuen Wohnung besuchen.

Sabine hat Claudias Lieblingsspeise gekocht, und zwar Kartoffel-Gratin.

Claudia freut sich sehr dartiber.

Zum Nachtisch gibt es Schokomuffins mit einer Dekoration aus Fondant.

Es sind kleine Blumen mit Zuckerperlen.

Claudia liebt Schokolade und Bonbons.

Auch Sabine kann SuRigkeiten kaum widerstehen.

Wahrend des Essens bewundert Claudia Sabines Interieur.

Sie hat ihre neue Wohnung wirklich schon dekoriert.

Nach dem Essen setzen sich die beiden auf den Balkon.

Dieser ist zwar recht klein, aber trotzdem groR genug fur die beiden Freundinnen.

Dort erzahlt Claudia von Thomas, ihrem Cousin.

Thomas hat friiher als Lehrer gearbeitet.

Aber er ist seit kurzem Pensionar.

Nun hat er viel Freizeit.

Er méchte sich gerne ehrenamtlich engagieren.

So kann er seine freie Zeit sinnvoll nutzen.

Allerdings weil% er noch nicht genau, in welcher Branche.

Claudia fragt, ob Sabine vielleicht eine Idee hétte.

Sabine erzahlt daraufhin von dem leeren Waggon.

Den hat sie letzten Monat erst entdeckt.

Er steht in der Nahe des Bahnhofs und ist der Sitz des gemeinnutzigen Vereins ‘Jedem eine Chance!'.

Figure 40: Sentences for the reading task in the pro-
ductive task testing vowel nasalization (see chapter
3). French loan words are printed in bold for illustra-
tive purposes here. In the experiment they were not
highlighted.
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Table 31: Stimuli (in IPA transcription) in the train-
ing phase of the artificial language learning experi-
ment testing retroflexion (see chapter 4.4): singular
forms.

[1] -learners [s]-learners [t]-learners

del des det
dol dos dot
fel fes fet
fil fis fit

ol fos fot
gil gIs git
gol gos got
kel kes ket
kil kis kit
pel pes pet
pil pIs pit
pol pos pot
bil bis bt

bul bus but
vel ves vet
voul vUS vut
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Table 32: Stimuli (in IPA transcription) in the train-
ing phase of the two artificial language learning ex-
periments testing retroflexion (see chapters 4.4 and
5): plural forms.

[1] -learners [s]-learners [t]-learners

delra desra detra
dolra dosra dotra
felra fesra fetra
filca fisra fitra
folra fosra fotra
gilra glsra gifra
go|ra gosra gotra
kelra kesra ketra
kilra kisra kigra
pelra pesra petra
pilra pisra pIfra
polra posra potra
bi|ra bisra bigra
bulra busra butra
velra vesra vetra
vulra vugra vutra
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Table 33: Stimuli (in IPA transcription) in the train-
ing phase of the two artificial language learning ex-
periments testing retroflexion (see chapters 4.4 and
5): diminutive forms.

[1] -learners [s]-learners [t]-learners

delna desna detna
dolna dosna dotna
felna fesna fetna
filna fisna fitna
folna fosna fotna
gilna gisna gitna
golna gosna gotna
kelna kesna ketna
kilna kisna kitna
pelna pesna petna
pilna pisna pItna
polna posna potna
bilna bisna bitna
bulna busna butna
velna vesna vetna
vulna vusna vutna
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Table 34: Stimuli (in IPA transcription) in the test
phase of the artificial language learning experiment
testing retroflexion (see chapter 4.4): correct form ~

incorrect form.

Cx = [1]

Cz = [s]

C= [t]

pelra ~ pelra
p1|ra ~ pilra

belra ~ belra
volra ~ volra
bulra ~ bulra
go|ra ~ golra
vi|ra ~ vilra

pulra ~ pulra
pelna ~ pelna
filna ~ filna
belna ~ be[na
volna ~ vo[na
bulna ~ bulna
golna ~ golna
vilna ~ vi|na
pulna ~ pulna

desra ~ desra
fosra ~ fosra
kosra ~ kosra
kusra ~ kusra
vugsra ~ vusra
gisra ~ gIsra
besra ~ besra
disra ~ disra
desna ~ desna
fosna ~ fogna
besna ~ begna
kusna ~ kugna
vusna ~ vusna
gisna ~ gisna
kosna ~ kosna
disna ~ digna

vefra ~ vetra
kitra ~ kitra
gera ~ getra
futra ~ futra
potra ~ potra
butra ~ butra
difra ~ ditra
kotra ~ kotra
vetna ~ vetna
kitna ~ kitna
getna ~ getna
futna ~ futna
potna ~ potna
butna ~ butna
ditna ~ difna
kotna ~ kotna
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Table 35: Stimuli (in IPA transcription) in the test
phase of the artificial language learning experiment
testing retroflexion without alternation (see chapter
5): correct form ~ incorrect form.

Cx = [1]

Cz = [s]

Cz= [t]

pelra ~ pelra
pilra ~ pilra
belra ~ belra
vo|ra ~ volra
bulra ~ bulra
go|ra ~ golra
vi|ra ~ vilra
pulra ~ pulra

desra ~ desra
fosra ~ fosra
kosra ~ kosra
kusra ~ kusra
vugsra ~ vusra
gisra ~ gIsra
besra ~ besra
disra ~ disra

vefra ~ vetra
kitra ~ kitra
gerra ~ getra
futra ~ futra
potra ~ potra
butra ~ butra
difra ~ ditra
kotra ~ kotra
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