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Summary 
This doctoral thesis is composed of two parts, one dealing with the transcription 

factor (TF) reservoir and chromatin landscape in activated plasmacytoid dendritic 

cells (pDCs), and the second one with the role of the TF BATF in pDC development 

and cell effector function. TFs control gene expression by direct binding to 

regulatory regions of target genes but also by impacting chromatin landscapes and 

thereby modulating DNA accessibility for other TFs. To date, the global TF 

reservoir in pDCs, a cell type with the unique capacity to produce unmatched 

amounts of type I interferons, has not been fully characterized. To fill this gap, we 

have performed a comprehensive analysis in naïve and TLR9-activated pDCs in a 

time course study covering early time points after stimulation (2h, 6h, 12h) 

integrating gene expression (RNA-Seq), chromatin landscape (ATAC-Seq) and 

Gene Ontology studies. We found that 70% of all described TFs are expressed in 

pDCs for at least one stimulation time point and that activation predominantly 

“turned on” the chromatin regions associated with TF genes. We hereby define the 

complete set of TLR9-regulated TFs in pDCs. Further, this study identifies the AP-

1 family of TFs as potentially important but so far less well characterized regulators 

of pDC function.  

In the second part of this doctoral thesis, we have evaluated the role of the TF 

BATF (basic leucine zipper ATF-like transcription factor) on pDC development and 

cell effector function. We found that BATF is highly expressed in type I IFN-

producing pDCs (Bauer et al., 2016). Type I interferons are essential initiators of 

subsequent protective innate and adaptive immune responses to viruses, bacteria 

and other pathogens. Furthermore, these cytokines can play an ambivalent role in 

auto-immune diseases, which are often characterized by an excessive production 

of type I IFN in the body. While the necessity of BATF expression in lymphocytes 

such as T helper and T regulatory cell differentiation and B cell class switching has 

been well described, no biological role of BATF in pDCs has been shown so far. In 

analyzing Batf-/- vs WT mice we found increased type I IFN levels and numbers 

and frequencies of pDCs in Flt3-L treated in vitro bone marrow cultures in Batf 

deficiency. To unravel the underlying mechanism, we characterized the role of 

BATF (1) in regulating global gene expression using next generation sequencing, 
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and (2) in modulating the chromatin landscape using ATAC-Seq in sorted Batf-/- 

and WT pDCs, and (3) regarding its genome wide direct DNA binding in pDCs 

using BATF ChIP-Seq. We found that BATF regulates type I IFN expression in 

pDCs indirectly via regulating the expression of the TF Zfp366, also known as DC-

SCRIPT. Strikingly, BATF reduced pDC mediated LCMV infection control in an in 

vitro plaque assay. RNA-Seq and ChIP-Seq comparison revealed that expression 

of pDC lineage specific TFs such as E2-2 and Irf8 is significantly increased in naïve 

Batf-/- vs WT pDCs, and that BATF binds to promoter and enhancer regions of 

these genes, respectively. This suggests that BATF regulates pDC differentiation 

by controlling expression levels of pDC-lineage driving TFs. This impact of BATF 

on pDC development was found to be independent of signalling through the 

IFNAR. Lastly, global ATAC-Seq analysis showed that BATF acts as a pioneering 

TF which regulates chromatin accessibility of ~8,500 DNA regions, including 

around one third of all known TFs in pDCs.  

In summary, TLR9 activation of pDCs with CpG significantly altered the global TF 

reservoir and chromatin landscape of the cell. Further, we found that BATF is a 

dual negative regulator of type I IFN production and development of pDCs. Both 

CpG and BATF may be exploited for immunotherapeutic treatment to control 

infection and autoimmune disease. 
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1. Introduction 
Plasmacytoid dendritic cells (pDCs) are known as one of the major producers of 

type I interferon (IFN) during various infections (Ali et al., 2019; Bauer et al., 2016). 

Regulation of pDC differentiation and produced type I IFN levels by pDCs is 

essential to protect us from a plethora of parasites, bacteria and viruses, while 

limiting autoimmunity. Transcription factors (TF) are key modulators of global gene 

expression and chromatin accessibility. This thesis will firstly focus on the impact 

of TLR9 activation in pDCs on the global TF reservoir, and secondly on the role of 

a specific TF called BATF for pDC development and type I IFN production. The 

following chapters will introduce the importance of pDCs and type I IFN, the global 

TF reservoir in mouse pDCs and the known functions of BATF in innate and 

adaptive immunity.  

1.1 Plasmacytoid dendritic cells 

Dendritic cells (DCs) provide the first line of innate immune defense against 

pathogens which have breached epithelial barriers. They are the major antigen 

presenting cells (APCs) and act as important sensor and effector cells at the 

interface of the innate and adaptive immune system (Gaudino and Kumar, 2019). 

Among the cells classified as DCs there are different subtypes which appear to 

have distinct functions during immune responses, despite sharing common 

features. In general, four cell types have been typically classified as members of 

the DC family – conventional DCs (cDCs) and pDCs, Langerhans cells and 

monocyte-derived DCs. In this thesis we focused on pDCs. These cells were first 

described in humans as natural interferon producing cells (IPCs) that activate NK 

cells after virus recognition more than 40 years ago (Trinchieri and Santoli, 1978). 

The murine equivalent was reported with plasmacytoid morphology in 2001 

(Asselin-Paturel et al., 2001; Bjorck, 2001; Nakano et al., 2001). pDCs are present 

in blood and lymphoid tissues like the spleen, and are able to enter the lymph 

nodes through the blood circulation where they migrate to the T cell areas in a 

CCR7 dependent manner (Seth et al., 2011). They are characterized by 

intermediate expression of the canonical DC marker CD11c and a high expression 

of surface molecules like Ly6C, B220, mPDCA-1 and SiglecH. CD11b is not 

expressed on their surface, and CD4 and CD8 show variable expression (Blasius 
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et al., 2006a; Blasius et al., 2006b). Co-stimulatory molecules such as CD80 and 

CD86 as well as major histocompatibility complex (MHC) molecules such as MHC 

class II are highly upregulated on pDCs upon external stimulation. In contrast to 

other DC subsets pDCs express only a limited repertoire of TLRs, namely 

predominantly TLR7 and TLR9 (Hornung et al., 2002), which recognize guanosine- 

and uridine-rich ssRNA and DNA containing CpG motifs (Diebold et al., 2004; Ishii 

and Akira, 2006; Wu et al., 2019). After TLR7 and TLR9 activation pDCs acquire 

the ability to more efficiently present antigen and stimulate T cells of the adaptive 

immune system (Salio et al., 2004). CpG can be considered as an optimal and 

specific microbial stimulus for pDCs which induces TLR9 mediated signaling that 

leads to the activation of the JAK-STAT and NF-κB signaling pathways (Volpi et 

al., 2013). Unremitting production of type I IFN by pDCs has been reported in auto-

immune diseases like systemic lupus erythematosus (Elkon and Wiedeman, 

2012). Moreover, when recruited to the tumor microenvironment pDCs may induce 

immune tolerance in humans (Le Mercier et al., 2013; Li et al., 2017). 
 

1.1.1 Development of plasmacytoid dendritic cells 

Different DC subsets can be discriminated by surface marker expression and 

classified based on their ontology which takes into account the cell origin and the 

expression of specific TFs. Hematopoietic stem cells have the potential to 

differentiate into common myeloid progenitors (CMP) or common lymphoid 

progenitors (CLP) that subsequently can give rise to pDCs in a Flt3-L-dependent 

manner (Karsunky et al., 2003; Manz et al., 2001). Flt3-L itself was found to be 

under the control of PU.1 (Carotta et al., 2010). The differentiation of pDCs from a 

common DC progenitor (CDP) occurs in the myeloid branch (Naik et al., 2006). 

Recently, pDCs have been reported to develop predominantly from IL-7R+ 

lymphoid progenitors rather than from CDPs (Dress et al., 2019; Rodrigues et al., 

2018). Within the IL-7R+ lymphoid branch expression of SiglecH and Ly6D defines 

pDC lineage commitment, with Ly6D+ SiglecH+ double positive precursors being 

only few divisions away from pDC maturity (Rodrigues et al., 2018). Further, 

specific TFs have been identified to positively drive pDC development. In 

particular, absence of the interferon regulatory factor 8 (Irf8) in conventional Irf8-/- 
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mice resulted in pDC deficiency (Tamura et al., 2005; Tsujimura et al., 2002). Yet, 

in mixed bone marrow chimeras from wild-type (WT) and Irf8-/- mice and in late 

IRF8 deletion no effect on pDC development or survival was observed, but rather 

an increased T cell stimulatory function and decreased type I IFN production in 

pDCs (Sichien et al., 2016). Bornstein et al. further identified IRF8 as an inducer 

of cell-specific chromatin changes in thousands of pDC enhancers (Bornstein et 

al., 2014). Further, Spi-B deficient mice showed decreased and increased pDC 

numbers in the bone marrow (BM) and periphery, respectively, indicating 

involvement of Spi-B in pDC development (Sasaki et al., 2012). In contrast to the 

phenotype in Spi-B-deficient mice, Runx2-deficient animals exhibited normal pDC 

development in the BM but significantly reduced pDC numbers in the periphery 

(Sawai et al., 2013). Also, the TF Tcf4 is an essential requirement for pDC 

development as either its constitutive or inducible deletion blocked pDC 

differentiation (Cisse et al., 2008). Yet, the detailed mechanisms of control of pDC 

development, and in particular whether they are of myeloid versus lymphoid origin, 

remains poorly understood.  

1.1.2 Type I IFN in host defense 
Type I IFNs comprise different IFNα subtypes (11 in mice and 13 in humans), IFNβ, 

IFNκ, IFNω and IFNε. They are crucial for host protection against viruses but have 

also important functions in the immune response to other classes of pathogens, 

namely bacteria, parasites, and fungi. Moreover, type I IFNs play a functional role 

in the pathogenesis of inflammatory autoimmune diseases (Kretschmer and Lee-

Kirsch, 2017). pDCs are well known for their capacity to produce copious amounts 

of type I IFN upon stimulation. They detect single-stranded RNA and unmethylated 

DNA through the endosomal TLR7 and 9, respectively, which activates a diverse 

set of pathogen sensing pattern recognition receptor (PRR) pathways. The 

expression of type I IFNs is induced by binding of IRFs and NFκB to acute 

response elements in the respective gene promoters. IRF7 and 8 are constitutively 

expressed in pDCs and their expression is indispensable to induce type I IFN 

production in pDCs (Honda et al., 2005; Tailor et al., 2007). The type I IFNs 

themselves bind to the heterodimeric IFNα receptor (IFNAR), consisting of IFNAR1 

and IFNAR2 subunits, which induces a cascade of signalling leading to the 
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expression of interferon stimulated genes (ISGs) along with production of more 

type IFN (Ivashkiv and Donlin, 2014; Platanias, 2005). What remains poorly 

understood is the regulation of type I IFN production in pDCs, as both an excessive 

overproduction and an underproduction of type I IFN may be detrimental to human 

health.  

Of note, while pDCs are known as specialized type I IFN producing cells early in 

virus infections new studies suggest that their in vivo contribution in immune 

responses to viruses, bacteria, fungus and parasites exhibits restricted patterns in 

time of induction and duration. Particularly, cell sources other than pDCs have 

been determined as dominant producers of type I IFN at later time points of 

infection. Even though pDCs prove to often be an important source of type I IFN in 

systemic infections, antiviral immune responses on local tissues are more often 

characterized by a cell source other than pDCs that produces type I IFN, unless 

other lines of defense are broken. Important in vivo producers of type I IFN beside 

pDCs are mainly macrophages, inflammatory monocytes and cDCs. Hence, a 

protective anti-infectious immune response mediated by type I IFN is ensured by 

the production of type I IFN by multiple cellular sources (Ali et al., 2019). 

1.2 Global transcription factor reservoir in pDCs  
TFs are known to bind to regulatory sequences of DNA to either enhance or inhibit 

gene transcription during cell differentiation, at steady state, and for exertion of cell 

effector functions after pDC activation by pathogens or in autoimmune diseases 

(Reizis, 2019). Also, TFs show unique expression patterns for different cell types 

and cellular states. Efforts have been made to list and integrate all known mouse 

TFs in dedicated databases (db), such as Riken mouse TFdb (Kanamori et al., 

2004) and TFCat (Fulton et al., 2009), amongst others. However, most of these 

were built before 2010 and have not been updated. We chose to base our TF 

analyses on the AnimalTFDB, which was first built in 2011 (Zhang et al., 2012) and 

has been most recently updated in 2019 (Hu et al., 2019). Another advantage of 

the AnimalTFDB is that it classifies the mouse TF reservoir based on the structure 

of the DNA binding domains, allowing a detailed analysis of different TF classes 

and families to uncover how TFs recognize and bind DNA, and also providing 

insight into their evolutionary histories.  
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Not only do TFs regulate cell development and effector functions by binding to cis-

regulatory elements but they also impact the accessibility of chromatin in different 

cell states. These latter TFs are called pioneering TFs and have the ability to 

remodel chromatin and thus modify the epigenome (Drouin, 2014). Chromatin is 

dynamically modified during cell differentiation leading to a cell type specific 

landscape (Deaton and Bird, 2011), which may be altered after cell activation, 

making the DNA more or less accessible to a particular set of TFs, that in turn 

modulate the expression of other genes important for cell identity and function. 

TFs regulate the development of pDCs from the stem cell reservoir and the 

expression of cytokines such as type I IFNs in the anti-infectious immune 

response. While the importance of a few key TFs for pDC differentiation and type 

I IFN signaling have been described no global analysis of the global TF reservoir 

in naïve or activated pDCs has been performed.  

1.3 The Basic Leucin Zipper AP-1 like transcription factor (BATF) 
pDCs are known to produce large amounts of type I IFN during viral infections. 

Contradicting the previous dogma, we found that only a small subpopulation of 

pDCs produces type I IFN after TLR9 activation (Bauer et al., 2016). Microarray 

experiments revealed that the TF BATF (basic leucine zipper ATF-like transcription 

factor) is highly expressed in these type I IFN-producing pDCs.  

BATF belongs to the group of AP (activator protein)-1 factors and is part of the 

larger BATF family that is comprised of the three different members BATF, BATF2 

and BATF3. AP-1 TFs are known to affect proliferation, differentiation and cell 

survival (Murphy et al., 2013; Sopel et al., 2016; Wagner and Eferl, 2005). BATF 

is predominantly expressed in cells of hematopoietic origin and some transformed 

myeloid and lymphoid cells (Echlin et al., 2000; Glasmacher et al., 2012; Liao et 

al., 2011; Senga et al., 2002; Sopel et al., 2016; Wang et al., 2012; Williams et al., 

2001). Studies using a Batf-deficient mouse lines revealed its essential role for 

normal development of several T cell subtypes (Tfh, Th17, Th1, Th2) (Sopel et al., 

2016). Furthermore loss of BATF led to defective class switch recombination in B 

cells (Ellyard and Vinuesa, 2011; Logan et al., 2012; Sahoo et al., 2015; Schraml 

et al., 2009). In addition BATF directly regulates cytokine expression by T cells and 

surface marker expression (e.g. CD117) on mast cells (Sahoo et al., 2015; Ubel et 
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al., 2014), and is involved in NKT cell development and function (Jordan-Williams 

et al., 2013; Williams et al., 2003; Zullo et al., 2007).  

Loss of BATF3 caused defects in the development of CD8α+ and CD103+ DCs, 

leading to an almost complete loss of this DC population and strikingly to protection 

from Listeria monocytogenes infection in Batf3-/- mice (Edelson et al., 2010; Ise et 

al., 2011; Schraml et al., 2009)). Interestingly, it has been shown that BATF can 

compensate for BATF3 in CD8+ cDC development (Tussiwand et al., 2012). 

Nonetheless, mice deficient for Batf3 show that the lack of CD8α+ cDCs and normal 

IL-12 production are significant as they are highly susceptible to infection by the 

protozoan parasite Toxoplasma gondii (Mashayekhi et al., 2011).  

Not only has the role of BATF been investigated in naïve mice but also in infection, 

inflammatory and autoimmunity models. It has been established that BATF is 

required for sustained CD8 T cell effector function in LCMV infection, while virus 

specific CD8+ T cells initially proliferated normally in BATF absence. Yet the lack 

of BATF resulted in an inability to sustain cytotoxic T cell responses and 

consequently caused LCMV persistence in various tissues as indicated by higher 

viral titres in Batf-/- mice (Grusdat et al., 2014). Moreover, BATF has been 

described to influence Th2 and Th9 responses in models of murine experimental 

asthma (Jabeen et al., 2013; Sopel et al., 2016; Ubel et al., 2014). T cells from 

Batf-/- mice that were stimulated to differentiate into Th17 cells in vitro produced 

normal levels of IL-2, IFNγ and IL10, but significantly reduced levels of IL-17. 

Strikingly, a mouse model for experimental autoimmune encephalomyelitis (EAE) 

revealed resistance to EAE in Batf-/- mice. The mechanism driving EAE 

pathogenesis is based on action of Th17 cells, which show developmental defects 

in  Batf-/- mice, possibly explaining one major mechanism for the protective effect 

from EAE in Batf absence. Also, it could be shown that the adoptive transfer of WT 

CD4+ T cells into Batf-/- mice prior to induction of EAE abolished resistance to EAE, 

suggesting a BATF-dependent signalling in EAE development (Schraml et al., 

2009) 

While the importance of BATF for T helper cell subset and B cell differentiation and 

function has been well described, no biological role of BATF in pDCs has been 

shown so far. Therefore, the impact of BATF on pDC development and cell effector 

function was investigated at the heart of this thesis.  
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1.3.1 Molecular mechanisms for BATF function 
AP-1 factors are generally characterized by a DNA-binding domain (DBD) and a 

leucine zipper motif (bZIP) and are active in the form of homo- or heterodimers. 

However, unlike other AP-1 family members like FOS and JUN all BATF TFs are 

unable to form homodimers and lack a trans-activation domain (Lee et al., 1987; 

Murphy et al., 2013; O'Shea et al., 1992; O'Shea et al., 1989).  

The bZIP domain of BATF facilitates dimerization with other factors to form 

“composite TFs” which recognize palindromic RPA response elements (TREs) and 

cyclic AMP response elements (CRE). BATF is known to cooperate with JUN, IRFs 

and Bach2 (Dorsey et al., 1995; Kuwahara et al., 2016; Murphy et al., 2013). The 

BATF-JUN dimer preferentially binds to TREs rather than CRE motifs. Of note, 

phosphorylation of the DBD of BATF has been suggested to reduce AP-1 activity 

by sequestering JUN and making the TF complex transcriptionally inert 

(Deppmann et al., 2003). Initially, BATF family members were considered to inhibit 

gene transcription as they lack a transactivation domain. However, more recent 

studies have shown BATF can exert unique, non-redundant, and positive 

transcriptional activities through cooperative binding with IRF family members as 

well (Echlin et al., 2000; Kurachi et al., 2014; Li et al., 2012; Murphy et al., 2013; 

Williams et al., 2001). BATF multimer complexes containing IRF4 and IRF8 bind 

AP-1 IRF composite elements (AICEs) initiating gene transcription (Murphy et al., 

2013; Tussiwand et al., 2012). AICE motifs are located in proximal or distal 

promoter sites as well as in intronic enhancer elements of genes (Murphy et al., 

2013).  

BATF can therefore both inhibit and initiate gene transcription. Schraml et al. 

showed that BATF in cooperation with JunB binds to the IL-17, IL-21 and IL-22 

promoter in Th17 cells inducing gene transcription (Schraml et al., 2009). Further, 

ChIP assays from T cells indicate that BATF directly binds to promoter- and 

intergenic regions of TFs, activation markers, cytokines, chemokine receptors, and 

genes involved in cell proliferation and metabolism in T cells (Glasmacher et al., 

2012; Kurachi et al., 2014; Li et al., 2012). 
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This thesis shows for the first time different classes of genes that BATF binds to in 

pDCs, and how it affects their expression and chromatin landscape, revealing cell-

specific effects of BATF when comparing our data with current literature that 

discusses BATF action in immune cells other than pDCs.  

1.4 Global ‘omics approach to investigate role of TLR9 activation 
and BATF in pDCs 
A global ‘omics approach was used in this work to unravel the role pDC activation 

on the global TF reservoir and the role of BATF for pDC development and effector 

function. To this end we performed next generation RNA sequencing (RNA-Seq) 

of sorted BM-derived Flt3-L in vitro cultured pDCs from wild-type (WT) and Batf-

deficient (Batf-/-) mice that were stimulated with the TLR9 ligand CpG for 2h, 6h 

and 12h or left untreated. We used the data to (1) characterize how the global TF 

reservoir in pDCs is affected by TLR9 activation in a time dependent manner (2h, 

6h 12h) in WT pDCs, and (2) determined how Batf-dependent gene expression 

affects different gene classes and pathways in a longitudinal study that represents 

early events after virus infection in pDCs.  

To investigate direct vs indirect regulation of gene expression by BATF, we 

performed BATF ChIP-Seq (Chromatin immunoprecipitation sequencing) on 

sorted BM-derived Flt3-L cultured pDCs from WT mice stimulated with CpG for 2h 

or left untreated. ChIP-Seq is a method to analyze protein interactions with DNA. 

Chromatin immunoprecipitation is combined with parallel DNA sequencing to 

identify DNA binding sites of the protein in the whole genome. We assessed the 

binding of BATF to genes in naïve as well as CpG stimulated pDCs. The binding 

was correlated with changes in expression from the RNA-Seq data to evaluate 

whether BATF binding has any effect on gene expression levels. Additionally, the 

exact binding location of BATF was analyzed globally (distal vs proximal promoter, 

intron regions, 5’UTRs etc.).  

In addition to TFs having direct impact on transcriptional activity by binding to free 

DNA TFs can also act as pioneering factors which modulate the chromatin 

landscape of a cell to regulate DNA accessibility and gene expression. The role of 

pDC activation on the chromatin landscape in WT cells and the role of BATF for 
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the chromatin structure in pDCs was investigated by ATAC-Seq (Assay for 

transposase-accessible chromatin with high-throughput sequencing) on sorted 

BM-derived Flt3-L cultured pDCs from WT and Batf-/- background. The method 

makes use of the hyperactive transposase Tn5 which inserts sequencing adapters 

into open regions of the genome. Regions with open chromatin and accessible 

DNA can thereby be identified with next generation sequencing (NGS). 

 

Figure 1 Overview of the global `omics approach.  

1.5 Aims of the study 
Functional and mature pDCs play a crucial role in various pathogenic infections as 

well as cancer and autoimmune disease. We used CpG as an optimal and specific 

microbial stimulus for pDCs which induces TLR9 mediated signaling that leads to 

activation of IRF7 and NFκB signaling pathways (Swiecki and Colonna, 2015). 

Using early time points after stimulation (2h, 6h, 12h) we modelled a situation 

which represents early events after virus infection. 

The first aim of this thesis was to perform a longitudinal study to in silico evaluate 

the impact of the TLR9 activation in pDCs (CpG 0h, 2h, 6h, 12h) on the 

transcriptional and epigenetic landscape of the global TF reservoir in pDCs, which 

has not been published as such to this date. To this end the definition of all mouse 

TFs was used from the AnimalTFDB (Hu et al., 2019). Gene Ontology was applied 

to identify TLR9-induced TFs involved in various biological processes. In addition, 

a differential motif analysis on more or less accessible chromatin regions after pDC 

activation was performed to possibly discover new TF families with so far little or 
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no known role in pDC biology. The results of these analyses are briefly 

summarized in this thesis. A detailed analysis and interpretation has been posted 

on the bioRxiv preprint server (DOI: https://doi.org/10.1101/2021.04.14.439791) 

already and is attached in the appendix of this thesis.  

   

The second aim of this thesis was to elucidate the role of the AP-1 TF BATF on 

pDC development and effector function at steady state and after TLR9 activation. 

We previously found in microarray experiments that Batf is highly expressed in 

type I IFN-producing pDCs (Bauer et al., 2016). While the role of BATF has been 

analyzed in detail for various T cell subtypes and B cells, among others, no 

possible impact of BATF on pDC biology has been described to date. To achieve 

our goal we used WT and Batf-/- mice (Schraml et al., 2009) to combine a global 

‘omics approach with wet lab experiments involving e.g. the characterization of 

secondary lymphoid organs via FACS and immunohistology. The global ‘omics 

approach was helpful to analyze (1) the impact of Batf on global gene expression, 

(2) whether BATF directly binds to gene elements, and (3) the modulatory capacity 

of BATF to affect chromatin structure in pDCs. The wet lab experiments were 

useful to confirm data from the global ‘omics analyses and to evaluate the role of 

BATF in pDC biology in vivo involving a complex interplay of different organs and 

cell types. 

The knowledge taken from the longitudinal pDC activation study in WT pDCs 

together with the newly discovered functions of BATF in pDCs from the mouse 

experiments of this thesis could be used to develop novel opportunities of 

therapeutic intervention in viral infections or autoimmune disease in humans. This 

might involve the exploitation of the TLR9 ligand CpG or the manipulation of the 

BATF protein for immunotherapeutic treatment to both enhance and repress 

immune responses.  
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2. Materials and Methods 

2.1 Materials 

2.1.1 Chemicals 

Chemicals Manufacturer 

Acetone Merck, Darmstadt 

Aqua ad injectabilia Braun, Melsungen 

Avidin/Biotin blocking solution Vector Laboratories, Burlingame, USA 

β-Mercaptoethanol (β-ME)  Invitrogen, Karlsruhe 

Bovine Serum Albumin (BSA) Sigma-Aldrich, Taufkirchen 

Chloroform Roth, Karlsruhe 

DEPC Sigma-Aldrich, Taufkirchen 

Deoxynucleotides Roche, Mannheim 

Dexamethasone Sigma-Aldrich, Taufkirchen 

Doxycycline Sigma-Aldrich, Taufkirchen 

Distilled water, sterile Invitrogen, Karlsruhe 

DMEM medium VLE Biochrom, Berlin 

Diemethylsulfoxide (DMSO) Sigma-Aldrich, Taufkirchen 

Donkey normal serum Jackson Laboratories, Suffolk, UK 

DOTAP Roche, Mannheim 

EDTA Sigma-Aldrich, Taufkirchen 

Ef780 Thermofisher, Wesel  

Erythrocyte lysis buffer Morphisto, Frankfurt am Main 

Ethanol Merck, Darmstadt 

FACS Clean solution BD Biosciences, Heidelberg 

FACS Flow solution BD Biosciences, Heidelberg 

FACS Rinse solution BD Biosciences, Heidelberg 
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Fetal Calf Serum (FCS) PAN, Aidenbach 

Flt3-L In vitro generated in NIH3T3 cells in our 
lab 

Goat normal serum DakoCytomation, Hamburg 

HBSS Gibco, Paisley, UK 

Hydrochloric acid Roth, Karlsruhe 

Hydrogen peroxide, 30 % Merck, Darmstadt 

IMDM  Lonza, Verviers, Belgium 

L-glutamine Biochrom, Berlin 

Methanol Merck, Darmstadt 

Mouse normal serum Jackson Immuno Research, Suffolk, UK 

Oligo-(dT)-Primer Fermentas, St. Leon-Rot 

Paraformaldehyde Merck, Darmstadt 

PBS chemical powder Biochrom, Berlin 

PBS, 0.5 l, sterile Invitrogen, Karlsruhe 

PBS, 10x Gibco, Paisley, UK 

PCR Nucleotide-Mix (dNTPs) Fermentas, St. Leon-Rot 

Penicillin/Streptomycin Biochrom, Berlin 

Phenylenediamine hydrochloride Sigma-Aldrich, Taufkirchen 

Potassium chloride Sigma-Aldrich, Taufkirchen 

Rat normal serum Jackson Immuno Research, Suffolk, UK 

RNase Zap Applied Biosystems/Ambion, Darmstadt 

RPMI 1640 VLE Biochrom, Berlin 

Saline solution, physiological DeltaSelect, Dreireich 

Sodium azide Merck, Darmstadt 

Sodium hydroxide Merck, Darmstadt 

Sucrose Serva, Heidelberg 

TissueTekTM O.C.T. CompoundTM Sakura, Staufen 

Triton X-100 Biochrom, Berlin 
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Trypan blue Sigma-Aldrich, Taufkirchen 

Trypsin/EDTA Biochrom, Berlin 

Tyramide kit Perkin Elmer, Rodgau 

Vectashield mounting medium with 
DAPI 

Vector Laboratories, Burlingame, USA 

 

2.1.2 Enzymes 

Enzyme Manufacturer 

Collagenase type VIII Sigma-Aldrich, Taufkirchen 

DNAse I Roche, Mannheim 

SuperScript III Roche, Mannheim 

Trypsin/EDTA, 0.25 % Gibco, Paisley, UK 

 

2.1.3 Kits and other reagents 

Kits/Reagents Manufacturer 

BD Compensation beads BD Biosciences, Heidelberg 

DakoCytomation pen DakoCytomation, Hamburg 

FastStart universal master mix Roche, Basel 

Hemacolor staining kit Merck, Darmstadt 

IFNα ELISA eBioscience, San Diego, USA 

IFNβ ELISA Biolegend, Uithoorn, Netherlands 

LS MACS columns and magnets Miltenyi, Bergisch-Gladbach 

MESA GREEN master mix Eurogentec, Liège, Belgium 

Miltenyi anti-biotin microbeads Miltenyi, Bergisch-Gladbach 

NucleoSpin RNA kit Macherey-Nagel, Düren 

Pappenheim staining kit Morphisto, Frankfurt 

Reverse transcription kit Invitrogen, Karlsruhe 

TissueTek Sakura Finetek, Staufen 
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TSA FITC/Biotin system Perkin Elmer, Rodgau 

 

2.1.4 TLR agonists 
TLR agonist Manufacturer 

CpG ODN 2216 TIB MolBiol, Berlin 

LCMV Kind gift of Prof. Philipp Lang (Institute 
of Molecular Medicine II, University of 
Düsseldorf) 

 

2.1.5 Antibodies 
The antibodies listed in the following table were purchased from the manufacturers 
BD Biosciences (Heidelberg), BioLegend (Uithoorn, Netherlands), BioXCell 
(Lebanon, New Hampshire, USA), eBiosience (San Diego, USA), Invitrogen 
(Karlsruhe), Jackson Immuno Research (Suffolk, UK), Jackson Laboratories (Bar 
Harbor, Maine, USA), and Miltenyi Biotec (Bergisch-Gladbach).  

Antigen Clone Fluorochrome Manufacturer 

Donkey anti rabbit polyclonal Biotinylated Jackson Immuno 
Research 

B220 Ra3-6B2 APC, FITC, PerCP BD Biosciences  

CD3ε 145-2C11  PerCP BD Biosciences  

CD4 RM4-5 PerCP  

CD8α 53-6.7  APC, APC-Cy7, 
BV711 

BD Biosciences  

CD11b M1/70  APC, APC-Cy7, PE, 
AF700 

BD Biosciences  

CD11c HL3  APC, APC-Cy7 BD Biosciences  

CD16/CD32 2.4G2 Unconjugated BioLegend 

CD19 1D3  PerCP, BV421, 
BV785 

BD Biosciences  

CD86 GL1  PerCP, PE-Cy7 eBioscience 

HRP / / Jackson Laboratories 
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MHCII (I-a/I-b) M5/114 APC, FITC, PE, 
BV510 

BD Biosciences 

mPDCA-1 (CD317) 927 BV650, PE Miltenyi Biotec 

NK1.1 PK136 APC, FITC, BV421 BD Biosciences  

NK1.1 PK136 Unconjugated BioXCell 

SA-Cy3 - Cy3 Invitrogen 

SA-FITC - FTC Biolegend 

SiglecH 55.3D3 APC Miltenyi Biotec 

TNFα MP6-XT22 PE eBioscience 

VL-4 rat anti LCMV / Unconjugated VL-4 hybridoma 
supernatant, kind gift of 
Prof. Lang (Institute of 
Molecular Medicine II, 
University of Düsseldorf) 

2.1.7 Cell lines, media and buffers 

2.1.7.1 Media 

Cells Concentration Components 

Flt3-L DCs   

10 % 

0.1 % 

5 % 

RPMI 1640 VLE 

FCS 

β-ME 

Flt3-L 

MC57  Alpha-MEM 

 5 % FCS 

 1 % Penicillin/Streptomycin 

MEF  

10 % 

DMEM 

FCS 

 1 % Penicillin/Streptomycin 
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2.1.7.2 Buffers and Solutions 

Buffer Components  

Collagenase VIII 100 mg/ml in PBS 

DNase I 3000 U/ml in PBS 

FACS buffer 1x 

2 % 

2 mM 

PBS 

FCS 

EDTA 

MACS buffer 1x 

0.5 % 

2 mM 

PBS 

BSA 

EDTA 

PFA fixation buffer, pH 7.4 1x 

4 % 

2 mM 

1,25 mM 

PBS 

Paraformaldehyde 

MgCl2 

EGTA 

PBS/BSA buffer  

1 % 

PBS 

BSA 

PLP solution 1 % 

0,075 M 

0,01 M 

 

PFA 

L-Lysin 

Natrium-M-Periodat 

Distilled water, pH 7.0-7.2 

Stop buffer 1x 

10 mM 

PBS 

EDTA 

Tissue digest buffer 93 % 

6 % 

1 % 

PBS 

Collagenase type VIII solution 

DNase I solution 

TNB 0.1 mM 

0.15 mM 

0.5 % 

Tris-HCl, pH 7.5 

NaCl 

blocking reagent from TSA kit 
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2.1.8 Equipment 
Device Manufacturer 

Axioskop 40 Microscope Zeiss, Jena 

Biofuge A (centrifuge) Heraeus, Hanau 

Biological safety cabinet Kendro, Vienna, Austria 

CFX96 RealTime C100 Thermal Cycler Bio-Rad, Lunteren, Netherlands 

Confocal microscope (LSM510Meta) Zeiss, Jena 

Cryotom (HM 650) Thermo Fisher Scientific, Bonn 

Digital camera: Axiocam 105 Zeiss, Jena 

Digital camera: Axiocam MRc Zeiss, Jena 

FACS Aria II BD Biosciences, Heidelberg 

FACS Canto II BD Biosciences, Heidelberg 

FACS Fortessa BD Biosciences, Heidelberg 

Heat block Techne DB3 Biostep, Jahnsdof 

Heidolph Polymax 1040 (shaker) Heidolph Instruments, Schwabach  

iCycler iQ5 (qRT-PCR) Bio-Rad, Lunteren, Netherlands 

Millipore Elix advantage 3 Millipore, Schwalbach 

Multistep-Dispenser Handystep Brand, Wertheim 

NanoDrop 1000 (photometer) Peqlab, Erlangen 

Neubauer chamber LO-Laboroptik, Friedrichsdorf 

pH Meter MP 225 Mettler-Toledo, Giessen 

Photometer: TECAN Sunrise Tecan, Männedorf, Switzerland 

Single- and multichannel pipette Thermo Fisher Scientific, Bonn 

Surgery tools Fine Science Tools, Heidelberg 

TE2000 (microscope) Nikon, Düsseldorf 

Thermocycler T1 Biometra, Göttingen  

Tissue culture incubator (Heracell 20) Heraeus, Hanau  
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Ultra Turrax T25 IKA, Staufen 

Vortex shaker VVR VWR, Darmstadt 

Water bath Köttermann Labortechnik, 
Uetze/Hänigsen 

 

2.1.9 Animal experiments 

Mice were kept under pathogen-free conditions in the animal research facility of 

the University of Düsseldorf. All experiments in this thesis were performed in strict 

accordance with the German Animal Welfare Act § 8 and approved by the 

government of North-Rhine Westphalia. All efforts were made to minimize suffering 

of laboratory animals. 

2.1.10.1 Mice 

Mouse strain Description 

WT Wildtype mouse on C57BL/6 background 

Batf-/- Batf deficient mouse (Schraml et al., 2009) 

Ifnar-/- Ifnar deficient mouse (Muller et al., 1994) 

Ifnar-/- x Batf-/- Batf and Ifnar1-double knockout mouse, 
intercross from respective single knockout mouse 
lines 

 

2.1.6 Oligonucleotides 

Gene Primer sequence (5’-3’) Probe 

β-Actin TGA CAG GAT GCA GAA GGA GA  
CGC TCA GGA GGA GCA ATG  

106 

BATF AGA AAG CCG ACA CCC TTC A 
CGG AGA GCT GCG TTC TGT 

85 

ID2 GAC AGA ACC AGG CGT CCA GG 
AGC TCA GAA GGG AAT TCA GAT G 

89 

IFNα TCA AGC CAT CCT TGT GCT AA 
GTC TTT TGA TGT GAA GAG GTT CAA 

3 

IFNβ CAG GCA ACC TTT AAG CAT CAG  
CCT TTG ACC TTT CAA ATG CAG  

95 
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IRF8 GAG CCA GAT CCT CCC TGA CT  
GGC ATA TCC GGT CAC CAG T 

26 

NFIL3 CAT AGC CAC ACA ACC GAT CTC  
TCC TCC TCC ATG CAT AGC TC 

46 

RUNX2 AGG GAC TAT GGC GTC AAA CA  
GGC TCA CGT CGC TCA TCT T 

/ 

SPI1 ATG TTA CAG GCG TGC AAA ATG G  
TGA TCG CTA TGG CTT TCT CCA 

/ 

SPIB GGT CCT AAC CCC TCC ACC TA  
TAC GGA GCA TAA GCC AAG GA 

20 

TCF4 TGG GCT CAG GGT ACG GAA CT 
CAG AGC CAC GCC ATC TTC AC 

102 

2.2 Experimental methods 

2.2.1 Cell culture 

Cell lines were cultured in tissue-culture-treated flasks. Primary cells were cultured 

in untreated petri dishes. All cell lines and primary cells were cultured at 37 °C and 

10 % CO2 in a humidified incubator. 

Cell lines were passaged once a week or when necessary. Therefore, adherent 

cells were rinsed with PBS and incubated with Trypsin/EDTA for 1-5 min at 37 °C. 

Single cell solutions were diluted in a 1:2 or 1:5 ratio and cells were seeded into 

new tissue culture flasks.  

2.2.2 Isolation of murine bone marrow 
Mice with an age range of 10-24 weeks were sacrificed by cervical dislocation, hind 

legs removed and femurs and tibias were dissected. Bones were next disinfected 

in 70 % EtOH and washed in cold PBS. Subsequently bones were cut open on 

both sides and bone marrow was flushed out with RPMI containing FCS using a 

20 ml syringe with a 23 G needle. The bone marrow was carefully resuspended to 

make a single cell suspension. The cells were transferred into a 50 ml tube and 

centrifuged for 5 min at 1200 rpm at RT. Supernatant was aspirated and the cell 

pellet was lysed in 3 ml erythrocyte lysis buffer for 3 min at RT. The reaction was 

stopped by adding 10 ml RPMI media, followed by a second centrifugation step for 

5 min at 1200 rpm at RT. Afterwards cells were counted and used for ex vivo 

experiments and cell culture, respectively.  
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2.2.2.1 Differentiation of BM-derived Flt3-L-derived DCs 

To differentiate BM cells into pDCs or cDCs 20x106 cells/10 ml or 8x106 cells/4 ml 

were seeded into 10cm or 5cm petri dishes containing RPMI media with Flt3-L, 

respectively. After 5 days half of the media were removed and replaced by fresh 

Flt3-L-containing media and after 7 days cells were fully differentiated. Fully 

differentiated cells were either left untreated or stimulated as indicated in 2.2.2.2. 

2.2.2.2 CpG stimulation of in vitro differentiated cells 

Stimulation of BM-derived Flt3-L cultures with CpG 2216 was done with 

complexation to DOTAP as follows: 

 6 μg CpG 2216 ad 100 μl with HBSS or PBS 

 20 μl DOTAP ad 100 μl with HBSS or PBS 

 both solutions were mixed and incubated for 15 min at RT 

 200 μl were added into the cell culture supernatant. 

Stimuli were pipetted directly into the cell supernatant, gently mixed and left on for 

6 h, 12 h or 24 h, as indicated in the single experiments. 

2.2.2.3 MACS depletion of lineage negative cells in ex vivo bone marrow 

For depletion of T, B and NK cells ex vivo bone marrow was prepared as described 

in 2.2.2. Cells were taken up in MACS buffer, counted, stained for MACS depletion 

following the manufacturer’s description (NK cell isolation kit II, Miltenyi Biotec) and 

purified using LS columns. An aliquot of purified cells was used for FACS analysis 

to evaluate success of depletion and the rest was used for RNA isolation as 

described under 2.2.4.1. 

2.2.3 Harvesting of mouse tissues 
After cervical dislocation spleen and mesenteric, brachial, axillary, inguinal and 

cervical lymph nodes were harvested. For histology samples were embedded in 

TissueTek-containing cryomolds, frozen on dry ice and stored at -80 °C till further 

processing as described in 2.2.3.4. For FACS analysis organs were transferred 

into 6-well plates containing tissue digest buffer (containing DNase and 

collagenase VIII), carefully disrupted using tweezers and digested at 37 °C for 30 
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min. Afterwards the digest was stopped by adding 3-5 ml of Stop buffer. Cells were 

resuspended and transferred into a 50 ml tube over a 40 or 100 μm cell strainer. 

Next cells were centrifuged at 1200 rpm for 5 min at 4 °C, supernatant aspirated 

and cells lysed by adding 3 ml of erythrocyte lysis buffer to each sample for 3 min 

at RT. Lysis was stopped by adding 10 ml of FACS buffer and samples were 

centrifuged at 1200 rpm for 5 min at 4 °C. Supernatant was discarded and the cell 

pellet was resuspended in 1 ml or 10 ml FACS buffer for lymph nodes and spleen, 

respectively, and cells were counted using Neubauer chambers. Samples were 

aliquoted into FACS tubes and stained as described in 2.2.3.1. 

2.2.4 Immunological methods 

2.2.4.1 Extracellular FACS staining  

2.2.4.1.1 FACS BD Canto II 
Cells from in vitro culture were cooled at 4°C for half an hour and scraped off the 

plate. Ex vivo cells were prepared as described in 2.2.2.3. Cell suspensions were 

centrifuged at 1200 rpm for 5 min at 4 °C and supernatant was removed. 25 μl of 

FC block solution containing a 1:100 dilution of the αCD16/CD32 antibody was 

added to each sample to block unspecific binding sites, mixed and incubated for 

10 min at 4 °C. A primary antibody cocktail was prepared with antibodies diluted 

1:100 for FACS analysis on the BD Canto II, or at a dilution of 1:25 for cell sorting 

on the BD Aria II. 25 μl of primary antibody cocktail was added to the samples, 

mixed well and incubated for another 30 min at 4 °C. After this samples were 

washed by adding 2-3 ml of FACS buffer and centrifuged at 1200 rpm for 5 min at 

4 °C. Supernatant was aspirated and samples were resuspended in 100 μL of 

FACS buffer containing the live/dead marker 7-AAD or DAPI (dilution 1:200), 

respectively, and analysed on a BD Aria II or BD Canto II. 

2.2.4.1.2 FACS BD Fortessa 
Cells from in vitro cultures were cooled at 4 °C for half an hour and scraped off the 

plate. Ex vivo cells were prepared as described in 2.2.2.3. Cell suspensions were 

centrifuged at 1200 rpm for 5 min at 4 °C and supernatant was discarded. Cells 

were washed with PBS once to remove protein interfering with the following 

intracellular live/dead staining. After centrifugation at 1200 rpm for 5 min at 4 °C 
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the supernatant was discarded and cells were stained in 100μL ef780 solution 

diluted at 1:5000 in PBS. Next cells were incubated at room temperature for 15 

min. after which 2 mL FACS buffer was added. Cells were washed and the 

supernatant discarded. 25 μl of FC block solution containing a 1:50 dilution of the 

αCD16/CD32 antibody was added to each sample to block unspecific binding sites, 

mixed well and incubated for 10 min at 4 °C. A primary antibody cocktail was 

prepared with antibodies diluted accordingly for each experimental setting. 50 μl of 

primary antibody cocktail was added to the samples, mixed and incubated for 

another 30 min at 4 °C. After this samples were washed by adding 2-3 ml of FACS 

buffer and centrifuged at 1200 rpm for 5 min at 4 °C. Supernatant was aspirated 

and samples were resuspended in 100 μL of FACS buffer for analysis on the BD 

Fortessa. 

2.2.4.2 FACS cell sorting 
For cell sorting ex vivo bone marrow or fully differentiated BM-derived Flt3-L 

cultured cells were prepared as described in 2.2.2. The MACS depletion system 

was used to enrich non B and T cells prior to RNA isolation for PCR. pDCs and 

BM progenitors were identified by labelling with fluorochrome- or biotin-conjugated 

monoclonal antibodies to mouse antigens. 7-AAD and DAPI staining, respectively, 

was used to allow identification of cell doublets and dead cells, after which pDCs 

were identified as CD3- CD19-CD11c+ CD11blow B220+ SiglecH+ CD317+ cells. 

Cells were stained as described in 2.2.3.1, resuspended in 1 ml of FACS buffer 

per 2x106 cells and populations were separated on a BD ARIA II. For further 

analysis or processing separated cells were collected in FCS coated tubes and 

stored on ice. 

2.2.4.3 Histology and Immunohistochemistry 

Spleens and lymph nodes from naïve WT and Batf-/- mice were used for 

immunohistochemical staining to evaluate the impact of Batf on organ structure, 

number and localization of pDCs. Half of the respective organ(s) was placed into 

cryomolds containing TissueTrek directly and frozen on dry ice. The other half of 

the organ(s) was fixed in PLP solution at 4°C overnight. After this, organs were 

immersed sequentially in 10 %, 20 % and 30 % sucrose at RT for 2h. Finally organs 

were placed into cryomolds containing TissueTek and frozen on dry ice. Organs 
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were stored at -80 °C till further processing. Frozen organs were cut into 8 μm thick 

sections using a cryotome (ThermoFisher Scientific), fixed to a microscope slide 

and stored at -20 °C.  

For B220/mPDCA-1 staining non-PLP fixed slides were thawed, rehydrated in PBS 

and fixed in acetone for 10 min. The cut tissue sections were surrounded with a 

DAKOPen (wax/fat pen). Staining was performed in a humid chamber and slides 

were carefully rinsed with PBS three times in-between every staining step. 

Unspecific binding sites were blocked by incubating the slides in a solution 

containing different sera (goat, donkey, rat and mouse normal serum) and FC block 

(αCD16/CD32) diluted in PBS/BSA solution for 25 min at RT. After this, 

endogenous biotin was blocked using avidin followed by biotin blocking for 20 min 

each at RT. Following this, slides were stained with the primary antibody solution 

(B220-FITC 1:100 and mPDCA1-bio 1:50 in PBS/BSA solution) for 1 h at RT. The 

biotin-conjugated mPDCA1 signal was enhanced by incubating the slides with SA-

Cy3 (in PBS/BSA, 1:200) for 45 min at RT. Finally, slides were embedded in 

Vectashield and slides were frozen at -20 °C. 

The PLP-fixed organs were used for B220/SiglecH staining. Cut tissue slices on 

the slides were surrounded with a DAKOPen (wax/fat pen). Staining was 

performed in a humid chamber and slides were carefully rinsed with PBS three 

times in-between every staining step. First slides were incubated in a H2O2 (1 %) -

NaN3 (0.1%) -PBS solution for 1 h at RT under constant shaking. Subsequently, 

unspecific binding sites were blocked by incubating the slides in a blocking solution 

containing different sera (n-goat, n-donkey, n-rat, n-mouse) and FC block 

(αCD16/CD32) in TNB, for 25 min at RT. After this endogenous biotin was blocked 

using avidin followed by biotin blocking for 20 min each at RT. Next slides were 

stained with the primary antibody solution (SiglecH-bio 1:100 in TNB) for 1 h at RT. 

Next the SiglecH biotin-conjugated signal was intensified by incubating the slides 

with SA-HRP (in TNB, 1:200) for 25 min at RT followed by incubation with a FITC 

conjugated tyramide solution (in amplification buffer, 1:100) for 8 min. After this, 

slides were incubated in a H2O2 (1 %) -NaN3 (0.1%) -PBS solution for a second 

time. After avidin/biotin blocking slides were incubated with the B220-biotin (in 

TNB, 1:500). The signal was intensified with SA-HRP (in TNB, 1:200) incubation 

for 25 min at RT, followed by applying bio-tyramide solution (in amplification buffer, 
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1:100) for 7 min. at RT. Finally, slides were incubated with SA-Cy3 (in TNB, 1:500) 

for 30 min at RT and embedded in Vectashield before freezing at -20 °C.  

2.2.5 Molecular-biological methods 

2.2.5.1 Isolation of RNA  

RNA from ex vivo bone marrow and purified FACS sorted cells was isolated using 

the NucleoSpin RNA isolation kit according to the manufacturer’s instructions 

(Macherey-Nagel). Purity and RNA concentration of each sample was measured 

at 260 nm using a NanoDrop 1000 photometer and RNA samples were stored at -

80 °C.  

2.2.5.2 Preparation of cDNA from RNA samples 

cDNA was prepared using 0.1-5 μg RNA of sorted or ex vivo bone marrow cells. 

RNA was digested by adding DNase I to the samples for 30 min at 37 °C. DNase 

I then was heat-inactivated at 70 °C for 10 min. Subsequently RNA was added into 

a tube containing a mix of: 

 

 1 μl Oligo(dT) (50μM)  
 1 μl 10 mM dNTP Mix 
 6 μl RNase free H2O. 

 

This mixture was incubated at 65 °C for 5 min, followed by rest on ice for 1 min 

and centrifugation for a few seconds. Next the mixture was transferred into a PCR-

reaction tube containing: 

 
 1 μl 0,1M DTT  
 4 μl 1 x First Strand Buffer  
 1 μl SuperscriptTM RTase (200U/μl)  
 1 μl RNAse Out 

 

Reverse transcription PCR was run at 50 °C for 1 h, followed by an inactivation 

step at 70 °C for 15 min and a cooling down step to 4 °C. cDNA was diluted by 

adding 80 μL H2O and stored at -20 °C. 
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2.2.5.3 Quantitative real time PCR 
For analysing gene expression quantitative real time PCR was performed using 

MESA GREEN Mastermix or FastStart Universal Mastermix for the hydrolysis 

probe detection format.  

 

MESA GREEN Mastermix per sample was prepared as follows: 

 12.5 μl MESA GREEN Mastermix (Eurogentec)  
 10 μl H2O  
 0.075 μl primer forward  
 0.075 μl primer reverse  

 

2.5 μL cDNA was pipetted into each well of a 96-well plate containing 22.5 μL of 

the Mastermix.  

 

FastStart Universal Mastermix per sample was prepared as follows: 

 12.5 μl FastStart Mastermix (Roche)  
 6.4 μl H2O  
 0.3 μl primer forward  
 0.3 μl primer reverse  
 0.,5 μl probe 

 

5.0 μL cDNA was pipetted into each well of a 96-well plate containing 20.0 μL of 

the Mastermix. 

 

The qRT-PCR reactions were performed on a CFX96 RealTime C100 Thermal 

Cycler (Bio-Rad) for MESA GREEN reactions without probe. PCRs with Roche 

probe were done on an Iq5 iCycler (Bio-Rad). PCR conditions were as follows: 

 

1. DNA denaturation at 95 °C for 7 min  
2. DNA denaturation at 95 °C for 20 s  
3. hybridisation and elongation of at 60 °C for 1 min  
4. hold at 4 °C 
5. steps 2 - 3 were periodically repeated for 45 times 

 

Relative gene expression was calculated using the Pfaffl method (Pfaffl, 2001). For 

every new primer pair there was a cDNA free control as a negative control included 
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for the qRT-PCR reaction. β-Actin was used as a reference gene for normalization 

and quantification. Every sample was run as a triplicate.  

2.3 Global ‘omics and bioinformatics 

2.3.1 RNA-Seq  

Quantity of total RNA samples used for transcriptome analysis were analysed by 

Qubit RNA HS Assay (Thermo Fisher Scientific). Quality of RNA was determined 

by capillary electrophoresis using the Fragment Analyzer and the Total RNA 

Standard Sensitivity Assay (Agilent Technologies, Santa Clara, CA, USA). All 

samples in this study showed high quality RNA Quality Numbers (RQN; mean = 

9.8). Library preparation was performed using the ‘TruSeq Stranded mRNA Library 

Prep Kit’ from Illumina® according to the manufacturer’s instructions. Briefly, 250 

ng total RNA were used for mRNA capturing, fragmentation, the synthesis of 

cDNA, adapter ligation and library amplification. Bead purified libraries were 

normalized and finally sequenced on the HiSeq 3000/4000 system (Illumina, San 

Diego, CA, USA) with a read setup of 1x150 bp. The bcl2fastq tool was used to 

convert the bcl files to fastq files as well for adapter trimming and demultiplexing.  

First data analyses on fastq files were conducted with CLC Genomics Workbench 

(version 10.1.1, QIAGEN, Venlo, Netherlands). The reads of all probes were 

adapter trimmed (Illumina TruSeq) and quality trimmed (using the default 

parameters: bases below Q13 were trimmed from the end of the reads, ambiguous 

nucleotides maximal 2). Mapping was done against the Mus musculus (mm38) 

genome sequence.  

Samples were grouped (three biological replicates each) according to their 

respective experimental condition. Raw counts were next re-uploaded to the 

Galaxy web platform. The public server at usegalaxy.org was used to perform 

multi-group comparisons (Afgan et al., 2016). Differential expression of genes 

between any two conditions was calculated using the edgeR quasi-likelihood 

pipeline which uses negative binomial generalized linear models with F-test (Liu et 

al., 2015; Robinson et al., 2010). Low expressing genes were filtered with a count-

per-million (CPM) value cut-off that was calculated based on the average library 
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size of our NGS run (Chen et al., 2016). The resulting P values were corrected for 

multiple testing by FDR correction. A P value of ≤0.05 was considered significant. 

2.3.2 ChIP-Seq  

Cells were fixed with 1% formaldehyde for 15 min and quenched with 0.125 M 

glycine, and sent to Active Motif Services (Carlsbad, CA) to be processed for ChIP-

Seq. In brief, chromatin was isolated by the addition of lysis buffer, followed by 

disruption with a Dounce homogenizer. Lysates were sonicated and the DNA 

sheared to an average length of 300-500 bp. Genomic DNA (Input) was prepared 

by treating aliquots of chromatin with RNase, proteinase K and heat for de-

crosslinking, followed by ethanol precipitation. Pellets were resuspended and the 

resulting DNA was quantified on a NanoDrop spectrophotometer. Extrapolation to 

the original chromatin volume allowed quantitation of the total chromatin yield. An 

aliquot of chromatin (20 μg, spiked-in with 200 ng of Drosophila chromatin) was 

precleared with protein A agarose beads (Invitrogen). Genomic DNA regions of 

interest were isolated using 4 ug of antibody against BATF (CST, 8638BF). 

Antibody against H2Av (0.4 μg) was also present in the reaction to ensure efficient 

pull-down of the spike-in chromatin (Egan et al., 2016). Complexes were washed, 

eluted from the beads with SDS buffer, and subjected to RNase and proteinase K 

treatment. Crosslinks were reversed by incubation overnight at 65 °C, and ChIP 

DNA was purified by phenol-chloroform extraction and ethanol precipitation. 

Quantitative PCR (QPCR) reactions were carried out in triplicate on specific 

genomic regions using SYBR Green Supermix (Bio-Rad). The resulting signals 

were normalized for primer efficiency by carrying out QPCR for each primer pair 

using Input DNA.  

For ChIP Sequencing Illumina sequencing libraries were prepared from the ChIP 

and Input DNAs by the standard consecutive enzymatic steps of end-polishing, dA-

addition, and adaptor ligation. Steps were performed on an automated system 

(Apollo 342, Wafergen Biosystems/Takara). After a final PCR amplification step, 

the resulting DNA libraries were quantified and sequenced on Illumina’s NextSeq 

500 (75 nt reads, single end). Reads were aligned consecutively to the mouse 

genome (mm10) and to the Drosophila genome (dm3) using the BWA algorithm 

(default settings). Duplicate reads were removed and only uniquely mapped reads 



39 

 

(mapping quality ≥ 25) were used for further analysis. The number of mouse 

alignments used in the analysis was adjusted according to the number of 

Drosophila alignments that were counted in the samples that were compared. 

Mouse alignments were extended in silico at their 3’-ends to a length of 200 bp, 

which is the average genomic fragment length in the size-selected library and 

assigned to 32-nt bins along the genome. The resulting histograms (genomic 

“signal maps”) were stored in bigWig files. Peak locations were determined using 

the MACS algorithm (v2.1.0) with a cut-off of p-value = 1e-7. Peaks that were on 

the ENCODE blacklist of known false ChIP-Seq peaks were removed. Signal maps 

and peak locations were used as input data to Active Motifs proprietary analysis 

program, which creates Excel tables containing detailed information on sample 

comparison, peak metrics, peak locations and gene annotations. The results were 

further visualized using Integrative Genomics Viewer (IGV) (Robinson et al., 2011) 

and modified with Inkscape.  

2.3.3 ATAC-Seq  

Cells were harvested and frozen in culture media containing FBS and 5% DMSO. 

Cryopreserved cells were sent to Active Motif to perform the ATAC-Seq assay. The 

cells were then thawed in a 37°C water bath, pelleted, washed with cold PBS, and 

tagmented as previously described (Buenrostro et al., 2013), with some 

modifications based on (Corces et al., 2017). Briefly, cell pellets were resuspended 

in lysis buffer, pelleted, and tagmented using the enzyme and buffer provided in 

the Nextera Library Prep Kit (Illumina). Tagmented DNA was then purified using 

the MinElute PCR purification kit (Qiagen), amplified with 10 cycles of PCR, and 

purified using Agencourt AMPure SPRI beads (Beckman Coulter). Resulting 

material was quantified using the KAPA Library Quantification Kit for Illumina 

platforms (KAPA Biosystems), and sequenced with PE42 sequencing on the 

NextSeq 500 sequencer (Illumina).  

Analysis of ATAC-Seq data was very similar to the analysis of ChIP-Seq data. 

Reads were aligned using the BWA algorithm (mem mode; default settings). 

Duplicate reads were removed, only reads mapping as matched pairs and only 

uniquely mapped reads (mapping quality ≥ 1) were used for further analysis. 

Alignments were extended in silico at their 3’-ends to a length of 200 bp and 



40 

 

assigned to 32-nt bins along the genome. The resulting histograms (genomic 

“signal maps”) were stored in bigWig files. Peaks were identified using the MACS 

2.1.0 algorithm at a cut-off of p-value 1e-7, without control file, and with the –no 

model option. Peaks that were on the ENCODE blacklist of known false ChIP-Seq 

peaks were removed. Signal maps and peak locations were used as input data to 

Active Motifs proprietary analysis program, which creates Excel tables containing 

detailed information on sample comparison, peak metrics, peak locations and gene 

annotations. For differential analysis, reads were counted in all merged peak 

regions (using Subread), and the replicates for each condition were compared 

using DESeq2. 

2.4 Software and online tools 

2.4.1 Analysis of data obtained from wet lab experiments 

Immunofluorescent images of the organs used for immunohistochemical stainings 

were taken on a confocal microscope (LSM510Meta, Zeiss) and primarily analyzed 

using the Zen2012 software (Zeiss). Single pictures were exported as jpegs and 

edited using Adobe Photoshop CS1. 

Raw data from RT-PCR was processed in Microsoft Excel for calculation of gene 

expression and then plotted in Graphpad Prism (Prism 8.4.3).  

FACS data were analysed using the FlowJo Software (Tree Star, Ashland, USA). 

For in vitro experiments cells were pre-gated on living cells using various markers 

(DAPI-, 7-AAD-, ef780-) as indicated in the specific experiments. 

2.4.2 Re-analysis of publicly available gene expression data 

Human data (GEO68849, GEO70278, GEO93679) were analysed using Biobase, 

GEOquery and limma R packages (Davis and Meltzer, 2007); (Smyth, 2004). 

2.4.3 Pathway and other downstream analyses 

Data from RNA-Seq, BATF ChIP-Seq and ATAC-Seq was further processed and 

filtered in RStudio using a number of packages, namely xlsxjars (Dragulescu, 

2014), xlsx (Arendt, 2020), readr (Hadley Wickham, 2018), and Rcpp (Balamuta, 

2017).  
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Reactome pathway analyses on the Reactome website (https://reactome.org/) 

were performed using a list of differentially expressed genes (|FC|>2, FDR<0.05) 

between WT and Batf-/- pDCs for various conditions (naïve, CpG 2h, 6h, 12h). The 

same lists were used for Gene Ontology analyses using DAVID (Database for 

Annotation, Visualization and Integrated Discovery, https://david.ncifcrf.gov/) and 

ClueGO application (Bindea et al., 2009) installed on the Cytoscape software using 

ver 3.7.1 (Shannon et al., 2003). 

Pearson correlation matrices were calculated in RStudio (Team, 2020) and plotted 

as a heatmap using gplots (Gregory R. Warnes, 2020) and RColorBrewer 

(Neuwirth, 2014). Other heatmaps in this work have been created using the 

Morpheus online tool (https://software.broadinstitute.org/morpheus) and 

pheatmap (Kolde, 2019) in RStudio. Volcano plots have been created using 

packages ggplot2 (Wickham, 2016), ggrepel (Slowikowski, 2020) and dplyr 

(Hadley Wickham, 2020) in RStudio. Further, Venn diagrams have been created 

using the R package eulerr (Larsson, 2018). The microarray data in Fig. 3 was 

visualized using Gradphpad Prism version 8.4.3 on Windows (GraphPad Software, 

La Jolla California USA, www.graphpad.com). The circlized diagrams in Fig. 10 

were created using the Cytoscape software ver 3.7.1 (Shannon et al., 2003).  

2.5 Statistical analyses 
The extreme studentized deviate (ESD) method was used to identify significant 

outliers within a list of values for FACS and RT-PCR data. Data in this thesis are 

shown as mean ± SEM. Statistical significance was determined by t tests 

(unpaired, two-tailed) for two groups or two-way ANOVA (with Tukey’s multiple 

comparison post test) for three or more groups performed in Graphpad Prism 

(Prism 8.4.3). Wilcoxon matched-pairs signed rank test was used to compare the 

relative expression of cluster-associated genes between WT and Batf-/- pDCs from 

RNA-Seq data (Prism 8.4.3). * indicates p< 0.05; ** indicates p< 0.01; *** indicates 

p< 0.001. 
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3. Results 
The first part of the thesis deals with the impact of TLR9 activation on the 

expression and activity of the TF reservoir and chromatin landscape in pDCs. Even 

though the functions of selected cell fate TFs have been well described in pDCs, 

to our knowledge no global TF expression analysis after pDC activation has been 

performed for this cell type in mouse. The results of these detailed analyses have 

been published on bioRxiv, (https://doi.org/10.1101/2021.04.14.439791) and a 

revised version is under review with the Journal BMC Genomic Data. Therefore, 

the results on this work will be discussed only shortly in this thesis.   

In the second part of this doctoral work we evaluated the role of the TF BATF on 

type I IFN production and development of pDCs. We will discuss in detail the 

results we obtained from using a global ‘omics approach in combination with in 

vitro and ex vivo lab experiments on secondary lymphoid organs from WT and Batf-

/- mice.  

 

3.1 Global ‘omics approach 
We used a global ‘omics approach for both parts of this thesis. In the work 

described here, we performed a comprehensive analysis on the (1) murine TF 

reservoir and chromatin landscape in WT pDCs, and (2) the role of the TF BATF 

on global gene expression, DNA binding and chromatin modulation in a time 

course early upon TLR9 activation of pDCs. To this end we sorted BM-derived Flt3-

L in vitro cultured pDCs from WT and Batf-deficient (Batf-/-) mice that were left either 

untreated or stimulated with CpG (2h, 6h, 12h). The cells were used 

(1) to assess the impact of TLR9 activation with CpG (2h, 6h, 12h) on the 

murine TF reservoir expression WT pDCs and the impact Batf absence on 

global gene expression in pDCs by next generation sequencing (RNA-Seq), 

(2) to investigate direct vs indirect regulation of gene expression by BATF ChIP-

Seq (Chromatin immunoprecipitation sequencing) in naïve and 2h CpG 

stimulated pDCs, and  

(3) to evaluate how TLR9 activation with CpG (2h) modulates the chromatin 

landscape and DNA accessibility for different TF families in WT pDCs, and 



43 

 

whether BATF regulates chromatin accessibility as a pioneering factor in 

pDCs by ATAC-Seq. 

The global ‘omics approach promises to decipher the complex interacting 

molecular mechanisms of TLR9 activation and BATF mediated immune regulation 

in pDCs from the transcriptomic as well as the epigenetic angle. 

 

Figure 2 Quality control of samples used for the global ‘omics approach.  Pearson correlation 
of biological replicates for RNA-Seq (WT and Batf-/- pDCs, A), BATF ChIP-Seq (WT pDCs, B) and 
ATAC-Seq (WT and Batf-/- pDCs, C) plotted as a heatmap.  

Quality control of the samples used for the ‘omics approach was performed by 

calculating Pearson correlation coefficients in RStudio and plotting the results as 

a heatmap. Our results reveal high similarity (<95%) for the biological replicates 

used in the respective conditions of the RNA-Seq data set. Notably, the differences 

between the stimulation time points (naïve, CpG2h, 6h and 12h) were higher than 

the differences observed between the two genotypes (WT and Batf-deficiency). 

Furthermore, the differences observed between steady state and 2h stimulation as 

well as 2h vs 6h stimulation were bigger than the differences observed between 

the latest activation time points of 6h vs 12h (Fig. 2A). As for ChIP-Seq, two 

biological replicates were used but did not reach the standard 95% similarity score. 

Therefore, a so called Drosophila spike in has been used to normalize and 

standardize the data. Hence, we continued to use the ChIP-Seq data for analysis, 

always paying attention to possible differences between biological replicates for 

each analyzed genomic region (Fig. 2B). Lastly, Pearson correlation for the ATAC-

Seq data mounted to >95% similarity for all biological replicates, indicating very 

good quality of our data (Fig. 2C). We used all datasets to perform a quantitative 
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analysis of peak intensities across sample conditions, and further used the RNA-

Seq and ATAC-Seq data to perform a differential analysis to determine Batf-

dependent gene expression and to quantify the number of BATF-dependent 

accessible chromatin peaks.  

3.2 Impact of TLR9 activation on the transcription factor 
reservoir and chromatin landscape in pDCs 
The first aim of this thesis was to characterize the changes in expression and 

chromatin accessibility for the complete set of all known TFs in pDCs in an early 

time course study after activation. In detail, we wanted to evaluate the unique 

patterns of TF expression to define epigenetic and transcriptional states in pDCs 

2, 6, and 12h after TLR9 activation as compared to the steady state situation. To 

this purpose, global gene expression (RNA-Seq) and chromatin landscape 

modulations (ATAC-Seq) have been analysed in purified BM-derived Flt3-L 

cultured pDCs. A Gene Ontology (GO) analysis was performed to identify the 

involvement of TLR9-induced TFs in various biological processes. Lastly, an 

integrative `omics approach was used to identify possibly important players in 

pDCs after cell activation.  

We found that 70% of all genes annotated as TFs in the mouse genome (1,014 

out of 1,636) are expressed in naïve or TLR9-activated pDCs (2h, 6h, 12h) in at 

least one condition, and are covering a wide range of TF classes defined by their 

specific DNA binding mechanisms. pDC activation correlated with a time 

dependent increase or decrease in the expression of distinct sets of TFs in pDCs. 

To unravel the biological processes underlying the changes in TF expression on a 

global scale downstream gene ontology (GO) analyses were performed and 

revealed involvement of CpG-induced TFs in epigenetic modulation, NFκB and 

JAK-STAT signaling, and protein production in the endoplasmic reticulum, 

amongst others. Evaluating the chromatin landscape in 2h CpG stimulated vs 

naïve pDCs we found that pDC activation substantially altered the chromatin 

landscape, leading to upwards of ~16,000 altered accessible regions (p=5%, 

|FC|>2) in the pDC genome. Among these, more than 750 altered accessible 

regions are associated with TF promoter and or intronic regions. Strikingly, roughly 

80% of all CpG-dependent changes in chromatin regions in pDCs exhibit increased 
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DNA accessibility, suggesting that more of the chromatin landscape associated 

with TF genes is „turned on“ than is „turned off“ early after pDC activation. In these 

in silico analyses we identified the AP-1 family of TFs, which are so far less well 

characterized in pDC biology, as possibly important players in these cells after 

activation. Members of the AP-1 family exhibit (1) increased gene expression, (2) 

enhanced chromatin accessibility in their promoter region, and (3) a TF DNA 

binding motif found globally enriched in the genomic regions that are more 

accessible in pDCs 2h after TLR9 activation.  

The results of these analyses are described in detail in the manuscript titled The 

transcription factor reservoir and chromatin landscape in activated plasmacytoid 

dendritic cells by Mann-Nüttel et al. (Appendix 7.1). This manuscript has been 

accepted for publication in the Journal BMC Genomic Data.  

In summary, our results for the first time comprehensively define the global 

transcriptional and epigenetic state of TFs in pDCs in a longitudinal study 

comparing steady state with time points at 2h, 6h and 12h after TLR9 stimulation 

representing early events in virus infection. We suggest a novel biological 

classification of all CpG-stimulated TFs in pDCs and identify the AP-1 family as a 

set of TFs which warrant further investigation regarding their role in pDC 

development and function. 

3.3 BATF represses type I IFN expression in pDCs 
In previous studies from our lab the cellular source of IFNβ in the spleen during 

virus infection or TLR9 stimulation has been defined as a distinct subset of pDCs. 

Although pDCs have been known to have the ability to secrete high amounts of 

type I IFN we found that only 10% of pDCs produced IFNβ (Bauer et al., 2016). A 

microarray experiment has been performed to compare the gene expression 

patterns between IFNβ-producing pDCs and non IFNβ-producing pDCs from mice 

infected with the murine cytomegalovirus or directly stimulated with the TLR9 

ligand CpG. This transcriptome analysis revealed Batf as a gene with a high 

differential expression in IFNβ-producing pDCs (Fig. 3).  
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Figure 3 Higher expression of type I IFN and Batf in IFNβ/YFP+ pDCs from the spleen.  
Microarray data showing red and green dots that represent genes differentially expressed between 
IFNβ/YFP+ and IFNβ/YFP- in vivo CpG stimulated pDCs, respectively. Modified from (Bauer et al., 
2016).  

The role of BATF for cell development and function has been well described for T 

helper cell subsets and B cells (Murphy et al., 2013; Sahoo et al., 2015; Schraml 

et al., 2009). However, functional implications of BATF in pDC development or 

function have not been described up to now. The following chapter aims to better 

understand the role of BATF in IFNβ production by pDCs. 

3.3.1 BATF is co-expressed with type I IFN in mouse and human pDCs  
The BATF protein is conserved between human and mouse (85% protein identity) 

according to an analysis performed on Protein BLAST 

(https://blast.ncbi.nlm.nih.gov/Blast.cgi?PAGE=Proteins, 08.12.2019). We 

visualized the conservation of different genomic elements of the mouse Batf gene 

including downstream and upstream regions as compared to the human genome 

using the ECR (Evolutionary Conserved Regions) browser (Fig. 4A). We found 

that both exonic regions and non coding sequences in the promoter of the Batf 

gene are very well conserved between human and mouse (stretches larger than 

100 base pairs have sequence identity above 70%). This suggests that the 

encoded BATF protein in humans is indeed very similar to mouse, and as the 

promoter regions are well conserved as well that regulatory mechanism of 

transcription initiation may be similar in mouse and human. We next went back to 

our initial finding that Batf is co-expressed with type I IFN genes in WT mouse 

pDCs stimulated with CpG. We wondered whether the same expression profile can 
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be observed in human pDCs. To this end we re-analyzed previously published 

RNA-Seq data from Caielli et al. who isolated human pDCs from PBMCs of healthy 

donors and ex vivo stimulated human pDCs with CpG for 18 h or left them 

untreated (n=3 per group, GSE93679) (Caielli et al., 2019). The results showed 

that human BATF is >22 fold up-regulated along with type I IFN genes in stimulated 

pDCs as compared to non-stimulated pDCs, which is line with our observation of 

gene expression patterns in mouse pDCs upon CpG stimulation (Fig. 4B).  

 

 
Figure 4 Batf is co-expressed with type I IFN in mouse and human pDCs.  A Screen shot for 
evaluation of gene conservation from the ECR (evolutionary conserved regions) browser web site 
of the mouse as compared to the human Batf gene. Exonic regions are in blue, intronic regions in 
salmon, UTRs in yellow and CNS is in red. ECR regions are indicated by pink bars on top (ECR 
min length 100 base pairs and min identity 70%). B Volcano plots showing gene expression of 
naive vs CpG stimulated mouse (left) and human pDCs (right, GSE93679). The human data was 
re-analyzed using Biobase, GEOquery and limma R packages. 

Taken together, BATF is well conserved in human and co-expressed along type I 

IFN in both mouse and human pDCs upon TLR9 stimulation, highlighting the 
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potential relevance of the investigated role of mouse BATF in DC development and 

function for human pDCs. 

3.3.2 RNA-Seq reveals elevated type I IFN expression in Batf-deficient pDCs 
To assess the impact of Batf on global gene expression in pDCs we performed 

RNA-Seq of sorted BM-derived Flt3-L pDCs from WT and Batf-/- mice that were left 

either naïve or treated with CpG (2h, 6h, 12h), a synthetic double-strand DNA that 

activates endosomal TLR9 when added directly to the culture medium, inducing a 

robust type I IFN production. In the untreated situation, there are 918 genes 

differentially expressed (DEGs) more than 2-fold between WT and Batf-deficient 

pDCs (Fig. 5). After CpG stimulation, 339 (2h), 1489 (6h) and 1570 (12h) genes 

are expressed at significantly different levels between the two genotypes, 

respectively. Compared to the untreated condition, we observe a reduction in the 

number of DEGs after pDCs are stimulated with CpG for 2h, which then increased 

again from 6h to 12h post CpG stimulation.  

 

Figure 5 RNA-Seq reveals Batf-dependent gene expression in a longitudinal TLR9 activation 
study of pDCs.  MA plots showing global expression of genes in sorted WT and Batf-/- pDCs at 
steady state and after 2h, 6h and 12h of CpG stimulation. Genes with a fold change |FC|≥2 and 
FDR ≤0.05 were considered significantly differentially expressed and are marked in colour (red and 
blue).  
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To better understand the biological impact of differential gene expression we next 

performed a Reactome pathway analysis. We observed that the IFNα/β and the 

cytokine signaling pathways are enriched in naïve pDCs in Batf absence. Further, 

the regulation of DDX58/IFIH1-mediated induction of type I IFN, IRF7 activation 

and TLR regulation are significantly enriched at 2h after CpG stimulation (Fig. 6A). 

In addition, a Gene Set Enrichment Analysis (GSEA) of the RNA-Seq experiments 

with naïve Batf-deficient vs WT pDCs was performed. While the Reactome 

pathway analysis takes into consideration only genes that are differentially 

expressed between two genotypes, the GSEA analysis requires an input of all 

expressed genes of the mouse genome to evaluate the influence of a genotype on 

biological pathways. The GSEA analysis for the Hallmark Pathways revealed a 

global up-regulation of type I IFN response genes (Fig. 6B). Hence the Reactome 

and GSEA pathway analyses suggest a significant impact of Batf on various 

pathways up- and down-stream of the type I IFN signaling cascade.  

 
Figure 6 Reactome and GSEA analysis reveal underlying type I IFN signature in Batf 
deficiency. A Reactome pathway analysis of genes differentially expressed at the respective 
condition. Results are shown for the significance of the pathway (FDR) as heatmap. B GSEA of 
hallmark pathways for RNA-Seq data from naïve WT vs Batf-/- pDCs using normalized expression 
values and the gene set as permutation type. 

An overall analysis of differentially expressed genes from our RNA-Seq revealed 

that more than half of the genes differentially expressed between naïve WT and 

Batf-deficient pDCs (504 out of 919) were annotated in the Interferome database 

as responsive to type I IFN (Interferome database v2.01) (Rusinova et al., 2013), 

and from these 68% were upregulated in Batf-deficient pDCs. At 2h after CpG 
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stimulation 339 genes were differentially expressed between WT and Batf-deficient 

pDCs. Among these, 184 were annotated in the Interferome database as 

responsive to type I IFN, and from these 33% were upregulated in Batf-deficient 

pDCs. At 6h and 12h after TLR9 activation of pDCs we found 1,489 and 1570 

genes being differentially expressed between WT and Batf-/- pDCs. Strikingly, even 

at these later time points we found 622 and 667 genes to be annotated as 

responsive to type I IFN at 6h and 12h after CpG stimulation, respectively. Looking 

at the Batf-deficient states of 6h and 12h stimulated pDCs we discovered that 36% 

and 38% of ISGs were up-regulated in these states, respectively. We plotted all 

unique genes annotated as ISGs in at least one WT vs Batf-/- comparison (1,411 

genes) in a clustered heatmap (Fig. 7A, selected genes highlighted). Discovering 

the pronounced ISG gene signature led us to speculate that BATF might block type 

I IFN expression. In line with this hypothesis, we found that pDCs stimulated with 

CpG showed a significant higher expression of all type I IFN genes except Ifna13 

at 2h, but not at the later points of 6h and 12h (Fig. 7B). We were able to confirm 

key RNA-Seq results with an independent RT-PCR experiment on sorted BM-

derived Flt3-L pDCs (data not shown). Absence of Batf did not affect the 

expression of most of the genes encoding components of the TLR9 signaling 

pathway (Tlr9 itself, Myd88, Trif1, among others) or the type I IFN receptor (Ifnar1, 

Ifnar2, Jak1, Jak2, among others) at any time point after CpG stimulation. 

However, Tlr9, Irf7, Atf3, Stat1 and Stat2 were significantly higher expressed in 

naïve pDCs in Batf absence (data not shown), which may explain a stronger type 

I IFN response after CpG stimulation in Batf-deficient pDCs as compared to WT 

cells. Also, this may already give insight into how BATF possibly regulates type I 

IFN expression by regulating the expression of certain components up and down-

stream of the type I IFN signaling cascade.  
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Figure 7 Elevated expression of type I IFN and ISGs in Batf absence.  A, B Clustered heatmaps 
showing fold change (A) and normalized expression values (cpms, B) of type I IFN stimulated 
genes as annotated by the Interferome database (A) and type I IFN genes (B) between sorted WT 
and Batf-/- pDCs 2h, 6h and 12h after CpG stimulation and at steady state, respectively.  

Altogether, the analysis of the RNA-Seq data revealed an unexpected function of 

BATF, since it is well known to induce the expression of cytokines after pathogen 

receptor stimulations it could also restrain type I IFN production and responses in 

pDCs.   

3.3.3 BATF does not directly regulate type I IFN expression 
To assess the possible direct impact of Batf on type I IFN expression and regulation 

of other genes by binding onto DNA we performed BATF ChIP-Seq in naïve and 

2h CpG stimulated pDCs. Of 15453 BATF ChIP-Seq peaks, 4470 and 10983 

bound within genes annotated by RefSeq in naïve and CpG stimulated pDCs, 

respectively. Interestingly, BATF binds extensively to exon regions in addition to 

promoter regions (Fig. 8A), and as anticipated, analysis of BATF ChIP-Seq peaks 

from pDC libraries identified enrichment of the AP-1 and AICE1 motifs (Fig. 8B), 
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which BATF is known to bind to extensively in B and T cells (Murphy et al., 2013). 

Notably, both motifs were enriched to a more significant extent after CpG 

stimulation of pDCs (Fig. 8B).  

 
Figure 8 BATF extensively binds to AP-1 and AICE1 motifs in the pDC genome. A Genomic 
location distribution of BATF binding sites in naïve CpG stimulated pDCs according to BATF ChIP-
Seq. Two biological replicates were used per condition, and results are shown for pooled samples 
per condition. B HOMER known motif analysis (JASPAR) for gene regions in naive and 2h CpG 
stimulated pDCs that interact with BATF according to ChIP-Seq.  

However, our main hypothesis that BATF binds directly onto type I IFN genes to 

regulate their expression was not confirmed (Fig. 9A). BATF did not bind to Ifnb1 

associated genomic regions or regions associated with the gene loci of any IFNα 

subform except for IFNα13 and IFNα14 (Fig. 9B). The Ifna14 gene is bound by 

BATF in the proximal promoter part under naïve and CpG 2h stimulated conditions, 

and Ifna13 shows interaction with BATF in its distal promoter part after CpG 

stimulation of pDCs. When Batf is absent in pDCs we observe a higher expression 

of IFNα14, while IFNα13 is not expressed in pDCs, suggesting that BATF may 

inhibit IFNα14 expression by binding onto its promoter site.  
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Figure 9 BATF does not bind onto type I IFN genes except Ifna13 and Ifna14.  A, B BATF 

ChIP-Seq (green) and ATAC-Seq (red) peaks visualized for the Ifna4 and Ifnb1 (A), and the Ifna14 

and Ifna13 genes (B) using the IGV programme. Track height is shown by number on the left side. 

Arrows indicate significant BATF binding sites as calculated by the Model-based Analysis of ChIP-

Seq (MACS) algorithm.  

We further observed BATF targeting several type I IFN response genes (e.g. Isg15, 

Isg20), and all members of IRF family with the exception of Irf3 (Fig. 10). This 

indicates possible direct regulation of signaling molecules important in the type I 

IFN signaling cascade by BATF.  
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Figure 10 BATF does not directly regulate type I IFN genes but interacts with ISGs and IRFs. 
A Visualization of integrated RNA-Seq and ChIP-Seq data with Cytoscape. Gene shape represents 
gene groups, color of the gene shape indicates expression level (green: low expression, yellow: 
moderate expression, red: high expression, grey: no expression), and color of the arrow shows 
interaction (blue) or no interaction (grey) with BATF according to ChIP-Seq.  

In summary, while BATF may directly target Ifna14 and several ISGs its main mode 

of action to regulate type I IFN production in pDCs is not as a DNA interacting 

transcriptional regulator of promoter activity of type I IFN genes. 

3.3.4 BATF controls type I IFN via Zfp366 (DC-SCRIPT) 
We established in the last chapter that BATF does not directly regulate type I IFN 

expression by binding onto the promoter sites of these genes as determined by 

ChIP-Seq. We therefore sought to identify other factors that could explain the 

increased type I IFN production in Batf-/- vs WT pDCs after TLR9 activation. To 

restrict our search, we hypothesized that the factor(s) involved should fulfil the 

following criteria: (1) it must have BATF-dependent expression, (2) BATF must 

bind in the promoter of the factor in pDCs, and (3) the chromatin accessibility of 

the gene must be significantly altered by the loss of BATF in pDCs. Mining our 

dataset (Fig. 11A, B) revealed 12 and 19 genes fulfilling these criteria at steady 

state and after TLR9 activation, respectively. Strikingly, two genes, namely Jdp2 

and Zfp366, fulfilled the criteria in both pDC states. Jdp2, however, is a 

neighbouring gene directly upstream of Batf, which may be affected by the 

mutation in the Batf gene itself and has therefore been excluded from further 
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analysis. Instead, we decided to pay attention to Zfp366, also known as DC-

SCRIPT. It is known from literature that Zfp366 is expressed in the nucleus of 

myeloid dendritic cells, pDCs and Langerhans cells (Triantis et al., 2006). 

Additionally it could be shown that Zfp366 induces the differentiation of cDC1 

(Chopin et al., 2019). 

 
Figure 11 Differential expression of transcription factors in Batf absence. A Heatmaps 
showing significantly differentially expressed TFs between naïve (left) and 2h CpG stimulated (right) 
WT (+/+) and Batf-/- (-/-) pDCs from the RNA-Seq. TFs relevant for DC biology are highlighted. B 
Integrated RNA-Seq, ChIP-Seq and ATAC-Seq data for all mouse TFs (TRRUST ver2, 
https://www.grnpedia.org/trrust/) in naive (top) and 2h CpG stimulated (down) pDCs visualized in 
Venn diagrams. Total number of genes and the percentage thereof among all mouse TFs is shown 
for expression of genes between WT and Batf-/- pDCs (RNA-Seq, |fold change| ≥1.5 and FDR 
≤0.05, EdgeR), direct BATF interaction with DNA (ChIP-Seq peaks called after MACS) and a 
differentially opening of chromatin between WT and Batf-/- pDCs (ATAC-Seq, |FC| ≥1.5 and FDR 
≤0.05, DESEq2).   

Our RT-PCR results revealed a reduced expression of Zfp366 in Batf-deficient 

pDCs both at steady state and 2h after CpG stimulation (Fig. 12A). In addition, we 

saw a significant reduction of Zfp366 expression in Batf absence as compared to 

WT pDCs at later time points of CpG stimulation (6h, 12h) in our RNA-Seq data 

(Fig. 12B). Zfp366 is well known to play an important role for cDC development at 
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steady state (Chopin et al., 2019) but no involvement in pDC biology or type I IFN 

production has been reported to date. Notably, the overall expression of Zfp366 

increased in WT cells after CpG stimulation (Fig. 12A), which suggests a potential, 

important influence of Zfp366 for immunological processes after TLR9 stimulation, 

in addition to its already well known role in naïve cell conditions.  

 
Figure 12 Reduced expression of Zfp366 (DC-SCRIPT) in naive and activated Batf-/- pDCs. A 
Quantitative RT-PCR for the expression of Zfp366 in sorted naive and CpG stimulated WT and 
Batf-/- pDCs. Data are the mean expression from four biological replicates (normalized to β-Actin) 
± SD. B Heatmap showing the normalized expression (cpm) of Zfp366 in WT and Batf-/- pDCs at 
steady state and after CpG stimulation (2h, 6h, 12h). 

When we focused on BATF binding positions in the Zfp366 gene, we observed a 

binding of BATF to three positions in its promoter at −1345, -2573 and −3464, 

respectively. Interestingly, BATF interactions on the Zfp366 gene are located in 

conserved CNS of this gene (Fig. 13A). Moreover, BATF binding was observed at 

positions where the chromatin is widely open in WT pDCs according to our ATAC-

Seq data. However, when Batf is absent the chromatin closed up significantly 

within several regions upstream of the Zfp366 gene (p≤0.05, FC≤-2, DESeq2 of 

ATAC-Seq data, Fig. 13A). In line with this we see a reduced expression of Zfp366 

in Batf-deficient pDCs, suggesting that regulation of the chromatin structure in 

combination with direct binding of BATF onto the Zfp366 gene may constitute the 

mechanism of how BATF regulates Zfp366 expression. We next looked at the 

conservation of Zfp366 in other species. The core structure of elements regulating 

Zfp366 expression is well conserved between the proximal mouse and human 

gene promoters. Interestingly, this homology extends to the genomes of other 

mammal species. In particular, elements displaying a strong degree of 
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conservation across multiple species include the AP-1 motif known to be bound by 

BATF (Murphy et al., 2013) (Fig. 13B).  

 

Figure 13 BATF directly binds onto the Zfp366 gene and modulates its chromatin. A Top 
panel presents a screen shot from the ECR (evolutionary conserved regions) Browser web site of 
the mouse Zfp366 gene to evaluate gene conservation between mouse and human. Exonic regions 
are in blue, intronic regions in pink, UTRs in yellow and CNS is in red. Bottom panels present BATF 
ChIP-Seq in sorted WT naive and CpG stimulated (2h) pDCs, as well as ATAC-Seq peaks in WT 
and Batf-/- naive and CpG stimulated (2h) pDCs for the Zfp366 gene visualized with IGV. B 
Alignment of the BATF binding position at -3,464 of the TSS of the Zfp366 gene in different 
mammalian species. Alignment of the indicated genomic regions was done with Jalview with the 
blue coloring representing percentage identity. The position of the BATF binding to the AP-1 motif 
is marked with a red box. 

In summary, we have identified a promising TF, Zfp366, that is directly regulated 

by BATF. First investigations on its possible impact for type I IFN expression have 

been performed by Shafaqat Ali using Ifnb- and Ifna4-promoter luciferase reporter 

assays (data not shown) that indicate a repressive function for type I IFN 

production. This suggests that BATF may repress type I IFN expression in pDCs 

via regulating Zfp366.  

3.3.5 BATF reduces pDC mediated LCMV infection control 
Type I IFN is known for its anti-viral effect to help clear infections from our body. 

As BATF represses type I IFN expression in pDCs we hypothesized that Batf-/- 

pDCs may exhibit enhanced antiviral effects in vitro. To evaluate the impact of 

increased type I IFN levels in pDCs during Batf absence for virus control we 
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assayed Lymphocytic choriomeningitis virus (LCMV) titres and plaque formation in 

an in vitro setting. Presence of Batf-deficient pDCs was associated with a reduced 

infection rate of MC57 fibroblasts as compared to the equivalent number of WT 

pDCs (Fig. 14).   

 
Figure 14 BATF reduces pDC mediated LCMV infection control.Representative pictures of 
MC57 fibroblasts infected with LCMV-WE for 4h. 18h prior to infection 50,000 purified WT or Batf-/- 
pDCs from BM-derived Flt3-L cultures were added. Staining was performed with VL-4 rat anti-
LCMV mAb. 

These findings suggest a modulatory role of BATF in pDCs for the type I IFN 

response leading to reduced virus control. 
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3.4 BATF negatively impacts pDC development  
It had been assumed from previous studies that pDCs can differentiate from a 

common DC progenitor (CDP) within the myeloid branch (Naik et al., 2006). 

Recently, however, pDCs have been reported to develop predominantly from IL-

7R+ lymphoid progenitors rather than CDPs (Dress et al., 2019; Rodrigues et al., 

2018). The TFs IRF8 and E2-2, among others, were shown to be crucial in inducing 

pDC commitment (Ghosh et al., 2010; Reizis et al., 2011; Sichien et al., 2016). 

However, the detailed mechanisms of control of pDC development, and in 

particular whether they are of myeloid versus lymphoid origin, remains poorly 

understood. The following chapter aims at illuminating the impact of BATF on pDC 

cell fate TFs and pDC development in different secondary lymphoid organs.  

3.4.1 Splenomegaly and lymph node enlargement in Batf-deficient animals 
While the phenotype and numbers of B, T, iNKT cells and cDCs have been well 

described for Batf-/- mice (Schraml et al., 2009), no alterations have been reported 

for the pDC department or the development of secondary lymphoid organs. 

Therefore, we performed a comprehensive analysis of pDCs in different tissues of 

Batf-/- mice. Firstly, we observed that naïve Batf-/- mice held under SPF conditions 

had enlarged spleens and lymph nodes as compared to WT littermates (Fig. 15A). 

However, the frequency of pDCs (~0.4% and 1% in spleen and lymph nodes, 

respectively) was not elevated in these organs (Fig. 15B). Of note, overall absolute 

cell numbers in spleen and lymph nodes of Batf-/- mice were increased as 

compared to WT mice. Organ size correlated with a higher absolute number of 

cells per organ including a higher absolute number of pDCs in spleen and lymph 

nodes of Batf-/- mice (Fig. 15B).  
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Figure 15 Enlarged spleen and lymph nodes without altered pDC numbers in Batf-deficient 
animals. A Spleen and lymph nodes from naïve WT and Batf-/- mice. B FACS analysis of pDC 

populations in the spleen and lymph nodes of naïve WT and Batf-/- mice.  

In addition, an immunohistological staining for B cells (B220+) and pDCs (SiglecH+) 

was performed for the spleen and peripheral lymph nodes. We observed no 

obvious changes in the organ substructure as both the red and white pulp 

maintained its typical structural features in Batf-deficiency. pDCs were located in 

the marginal zone with no apparent differences in frequency between genotypes 

(Fig. 16A). Comparable results were obtained with an alternative staining for B 

cells (B220+) and pDCs (mPDCA+) (data not shown). While there is no impact of 

Batf on pDC numbers or localization in secondary lymphoid organs of Batf-deficient 

mice the question remains as to why the secondary lymphoid organs are enlarged 
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in these animals. One explanation would be the increased type I IFN expression 

that has been observed by Batf-/- pDCs. Possibly, an underlying type I IFN 

signature in vivo might explain the increased organ size. To discriminate between 

the effect of Batf vs type I IFN on organ size we morphologically evaluated spleens 

in Ifnar-/- and newly bred Batf-/- Ifnar-/- mice. We found that Ifnar-/- mice exhibited 

the smallest spleens. Batf-/- mice had significantly increased spleens as compared 

to WT and Ifnar-/- mice. Strikingly, the Batf-/- Ifnar-/- double knock out mice showed 

spleen sizes comparable to Batf-deficient mice (Fig. 16B), suggesting that the 

increase of spleen size in Batf absence is independent of Ifnar signaling. 

 
Figure 16 Impact of Batf on spleen structure and weight.  A Immunofluorescent staining (B220+ 

in green and SiglecH+ in red) of the spleen of naïve WT and Batf-/- mice. B Spleen weight in g from 

comparable WT, Batf-/-, Ifnar-/- and Batf-/- Ifnar-/- mice. Data is shown from one representative 

experiment out of a series of 3 (A, B). Differences between two groups were tested using two-

paired t-test.  
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In summary, we have observed an Ifnar independent effect of BATF on spleen and 

lymph node size, which does not alter the substructure of the organs, or the pDC 

localization and frequency. Understanding how BATF impacts the size of 

secondary lymphoid organs remains to be elucidated. 

3.4.2 BATF represses the expression of pDC specific TFs 
TFs are well known for their role in the regulation of gene transcription, the 

conversion of DNA into RNA. They bind to specific sequences of DNA, usually 

enhancer or promoter sequences. Transcription may be either stimulated or 

repressed, allowing a unique expression of each gene in different cell types and 

during development. Some TFs are so called master regulatory TFs which tightly 

control the expression of a set of other TFs. The regulatory impact of BATF on the 

expression of TFs in pDCs at steady state or after CpG stimulation (2h, 6h, 12h) 

has been studied in a genome wide approach. For this purpose we analyzed all 

mouse TFs as defined in the TRRUST2 database (Han et al., 2018). In here 828 

genes are defined as TFs in the mouse genome. We next performed a k-means 

clustering of these TFs using the fold change in expression between WT and Batf-

/- pDCs using the pheatmap package in R (Kolde, 2019) (Fig. 17A). We found that 

our TFs cluster into 4 groups: Cluster 1 contains 45 TFs which are less expressed 

in Batf absence under all conditions, starting from naïve with an increase in 

average fold change leading up to CpG 12h. Cluster 2 consists of 88 TFs which 

are all expressed more in Batf absence with a similar increase in difference of gene 

expression between the genotypes over the duration of CpG stimulation. Cluster 

3, interestingly, has 84 TFs that are expressed more Batf-deficient pDCs as 

compared to the WT control only under naïve condition, but not after CpG 

stimulation. Lastly, we have the large Cluster 4 that contains 364 TFs that are not 

very much affected by Batf presence or absence. We take from this that Batf does 

indeed affect the expression of a large set of TFs (Cluster 1-3) and can both 

suppress or initiate the expression of TFs under various conditions. To better 

understand the biology behind our clusters we next plotted the average of the 

normalized count (cpms) of all genes for each Cluster against the time points for 

CpG stimulation (0h, 2h, 6h, 12h) and have highlighted a few hallmark genes 

known for their importance in pDC biology (in orange, Fig. 17B). It is well known 
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that a set of TFs (e.g. Id2, Nfil3) drives the development of cDCs while another set 

of TFs (e.g. Tcf4, Irf8, Runx2, Bcl11a, Spib) drives precursor cells to differentiate 

toward pDCs (Chopin et al., 2016; Cisse et al., 2008; Sichien et al., 2016). 

Strikingly, we found that cDC driving TFs are less expressed in Batf-deficient pDCs 

(Cluster 1) while pDC driving TFs are expressed more in Batf absence (Cluster 2). 

This suggests a negative role of Batf for the expression of pDC driving TFs, 

possibly negatively regulating pDC development. Cluster 3 contains e.g. Irf7, a TF 

that is essential for type I IFN signaling in pDCs. Surprisingly, this factor is already 

expressed at higher levels in Batf-deficient pDCs at steady state, so before the cell 

receives the signal to produce type I IFN via CpG stimulation. Hence Irf7 may 

explain the more robust induction of type I IFN in naïve, Batf-deficient pDCs as 

compared to WT pDCs. Cluster 4 contains genes that show little impact by Batf 

absence regarding their expression, many of which also do not have any known 

role for pDC development or effector function. As Batf presence or absence is 

affecting mostly prominent TFs known for their requirement to ensure proper pDC 

functions and differentiation we can assume that BATF is an important factor in 

pDC biology itself.  
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Figure 17 Clustering of differentially expressed TFs between WT and Batf-/- pDCs in a 
longitudinal pDC activation study. A k-means clustering of all in pDCs expressed mouse TFs 
between WT and Batf-/- pDCs in naïve condition and after CpG stimulation at different time points 
(2h, 6h, 12h). Differential expression was determined using edgeR (FDR<5%, |FC|>2). B Counts-
per-million (cpm) of cluster genes from A shown for WT and Batf-/- pDCs. Statistics were performed 
using the Wilcoxon matched-pairs signed rank test. 

Lastly, we evaluated the direct vs indirect impact of Batf on TF gene expression 

regulation. To this end we integrated our RNA-Seq with out BATF ChIP-Seq and 

ATAC-Seq data (Fig. 18). Overall, we found in RNA-Seq that 26% of all TFs (153 

genes) expressed in pDCs are dependent on Batf regarding their expression under 

the tested conditions (naïve, CpG 2h, 6h, 12h). Further, 81% of all TFs (469 genes) 

interact directly with BATF. Against our expectation much of the BATF binding onto 
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genes seems to be non-functional as we see no impact on gene expression when 

BATF is absent: Only 110 genes out of 469 show both BATF binding onto their 

promoter and or enhancer site and changes in gene expression when BATF is not 

expressed. However, TFs do not only regulate gene expression by direct DNA 

interaction, but they may also modulate the chromatin landscape to regulate 

expression as so called pioneering TFs. When the chromatin is open at a specific 

genomic location other TFs can be recruited and bind to the accessible DNA 

stretch to regulate gene expression. When the chromatin is closed the DNA 

becomes inaccessible in that particular genomic region. The opening and closing 

of chromatin is known to be regulated by direct interaction of pioneering TFs with 

chromatin. BATF has been reported to have a pioneering function in Type I 

regulatory T (Tr1) cells (Karwacz et al., 2017). We found that BATF modulated the 

chromatin of 162 TFs, and that 47 of these have an altered expression in BATF 

absence. Further, 139 of the TFs that have an altered chromatin opening in Batf-

deficient pDCs as compared to WT pDCs also indicate direct binding of BATF onto 

their DNA. This suggests that BATF may exert both a pioneering function and 

direct DNA binding function to regulate gene expression of TFs. It has not been 

well studied whether pioneering factors commonly also bind to gene regulatory 

sequences of the genes that they modulate the chromatin structure of. But we 

became in interested in genes that would be very strongly regulated by BATF and 

hence looked for genes that fulfilled three criteria: (1) They are differentially 

expressed between WT and Batf-/- pDCs, (2) BATF directly interacts with their 

DNA, and (3) their chromatin structure is altered in Batf absence (including the 

promoter and downstream region of the respective gene for ~10,000 nucleotides). 

We found 6 genes that fulfil all three criteria, intriguingly among them Irf8, which is 

well known to be required for inducing pDC differentiation (Sichien et al., 2016). 

The direct impact of Batf on expression and epigenetic state of a TF essential for 

pDC development once more stresses the potential role of Batf itself for pDC 

differentiation.  
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Figure 18 Impact of Batf on the epigenetic state and expression of TFs in pDCs.  Venn 
diagram showing the actual and overlapping numbers and percentages of TFs which are regulated 
by BATF regarding expression (RNA-Seq), chromatin structure (ATAC-Seq) and by direct DNA 
interaction (ChIP-Seq). 

Taken together as a first summary, BATF influences the expression of hundreds 

of TFs by direct interaction with their DNA (intergenic and promoter regions) and 

by modulation of their chromatin landscape, suggesting BATF is a master 

transcriptional regulator of other TFs in pDCs.  

As we have just discussed we found that pDC specific TFs such as E2-2 and Irf8 

are significantly increased in expression in naïve Batf-deficient vs WT pDCs (Fig. 
17B), indicating a possible role for BATF in pDC differentiation. At the same time, 

cDC specific TFs such as Nfil3 were significantly reduced in Batf-deficient pDCs. 

Notably, BATF also binds to promoter and/or enhancer elements of most of these 

genes. In line with this BATF seems to also regulate the chromatin of the respective 

gene groups in a favorable manner: pDC specific factors have a more open 

chromatin structure in Batf absence, which facilitates the access of various TFs 

including BATF to this DNA stretch to induce gene transcription. On the other hand, 

cDC specific factors such as Id2 and Zfp366 have a reduced chromatin opening in 

Batf absence, which decreases their access of DNA for other TFs and leads to a 

reduced expression in Batf-deficiency (Fig. 19A). So far, we could show the role 

of BATF for binding onto DNA regulatory sequences and the chromatin structure 

to be significant in statistical terms. We next looked at the sequencing peaks from 

our global ‘omics data to evaluate the visual peaks for the impact of Batf on gene 
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expression of pDC and cDC specific factors. We found that Id2, a cDC driving TF, 

shows reduced expression in Batf-/- pDCs (Fig. 19B). Also, we see BATF binding 

onto its proximal promoter part after CpG stimulation but not at steady state. Most 

strikingly, the chromatin of Id2 was almost completely closed up in Batf-deficient 

pDCs, explaining the reduced expression in Batf absence. Interestingly, we see 

that the chromatin also closes up in WT pDCs after CpG stimulation, highlighting 

here an additional impact of CpG on the expression of the cDC driving TF Id2. We 

also show here one exemplary gene of the pDC driving TFs: The Tcf4 gene that 

encodes the E2-2 protein. As the gene is rather large (~38kb) we show here the 

transcriptional start site (TSS) and proximal promoter. We have a slightly enhanced 

expression of Tcf4 in Batf absence, and direct binding of BATF onto its promoter 

and enhancer elements in naïve as well as CpG stimulated condition. However, 

the before as statistically significant calculated chromatin changes between WT 

and Batf-/- pDCs are not very convincing by the eye, suggesting that BATF 

regulates Tcf4 expression in pDCs by direct DNA interaction rather than by 

modulation of its chromatin structure.  
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Figure 19 pDC and cDC-specific cell fate TFs are regulated by BATF.  A, B RNA-Seq, BATF 

ChIP-Seq and ATAC-Seq signals in sorted BM-derived Flt3-L WT and Batf-/- pDCs for pDC and 

cDC-specific TFs visualized as a heatmap (A) and peaks of the Id2 and Tcf4 gene (B).  

We next confirmed our results from RNA-Seq with RT-PCR using sorted pDCs 

from BM-derived Flt3-L cultures. We found that the pDC driving factors Tcf4, Irf8 

and Runx2 are significantly more expressed in Batf-deficiency, while the cDC 

driving factors Id2 and Nfil3 were reduced in their expression in Batf absence (Fig. 
20A). A higher expression of pDC driving TFs in fully differentiated Batf-deficient 

as compared to WT pDCs indicates a “super pDC” state. The hallmark of DC 

driving factors is their increased expression in precursor cells that can differentiate 

into different DC subtypes. We wanted to evaluate the expression of pDC driving 

TFs in whole ex vivo bone marrow, which contains various precursor cells from 
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lymphoid and myeloid origin. To this purpose we first depleted ex vivo BM of fully 

differentiated immune cells other than pDCs, namely T, B and NK cells using 

MACS. Next Tcf4 (E2-2) expression was evaluated with RT-PCR. Strikingly, we 

found higher expression of Tcf4 in Batf-deficient T, B and NK cell depleted ex vivo 

BM (Fig. 20B), opening up questions about the impact pf BATF on differentiation 

of pDCs that need to be answered with additional wet lab experiments.  

 
Figure 20 RT-PCR of pDC cell fate TFs in fully differentiated pDCs and depleted bone marrow 
of Batf-/- mice. A Expression of pDC and cDC-specific TFs in in vitro BM-derived Flt3-L FACS-
purified pDCs in Batf-deficiency and WT controls (RT-PCR, two-sided students t-test). B 
Expression of Tcf4 in B, T, NK cell depleted ex vivo BM of Batf-/- and WT mice determined by RT-
PCR (n=3).  

In summary, we found that BATF repressed expression of pDC cell fate driving 

TFs and activated cDC driving TFs by direct interaction with the promoter and 

intergenic elements of the respective genes, as well as modulation of their 

chromatin landscape upon TLR9 activation of pDCs.  

3.4.3 BATF negatively impacts pDC development in vitro  
BM-derived Flt3-L cultures were used to investigate the impact of Batf on pDC 

differentiation in vitro. We observed a general trend of elevated pDC frequencies 

and decreased cDC frequencies in BM-derived Flt3-L cultures from Batf-/- mice 

(Fig. 21A). In fact, significantly elevated numbers of pDCs were present in the Batf-

deficient cultures already at day 3 of culture, and with an increasing duration of 



70 

 

culture time the difference in pDC numbers between the genotypes increased even 

more (Fig. 21B).  

 
Figure 21 Increased frequency and total number of pDCs in BATF absence in vitro A 
Percentages of pDCs and cDCs in BM-derived Flt3-L cultured DCs from WT and Batf-/- mice as 
analyzed by FACS. B Total number of pDCs per BM-derived Flt3-L culture from WT and Batf-/- mice 
shown over a time course of the naïve Flt3-L culture (d3 to d7).  

Hence, BATF clearly has an influence on pDC frequencies and numbers in BM-

derived Flt3-L cultures, confirming a biological impact of BATF expression for pDC 

differentiation. 

3.4.4 BATF regulates pDC development independent of IFNAR-mediated 
signaling 
We wanted to explain the increase in pDC numbers. One explanation is the 

increased expression of pDC cell fate TFs that we have seen in our RNA-Seq and 

RT-PCR experiments. Another explanation could be type I IFN that is known to 

drive pDC differentiation and numbers (Chen et al., 2013). As we observed more 

type I IFN production in pDCs in Batf absence, we had to discriminate between the 

possible impact of Batf vs activation of the type I IFN receptor pathways on 

increased pDC numbers in our BM-derived Flt3-L cultures. For this purpose, we 

made use of the Ifnar-/- mice (Muller et al., 1994) which lack the receptor that 

recognizes type I IFN and hence cannot activate the JAK-STAT pathway. In 

addition we bred a new mouse genotype, the Ifnar-/- Batf-/- double knock out mouse. 

We next created BM-derived Flt3-L cultures and determined pDC frequencies and 

total numbers per culture via FACS. We were able to confirm our previous results 

showing that BM-derived Flt3-L cultures from Batf-/- mice have a significantly 

increased number of total pDCs as compared to cultures from WT controls (Fig. 
22A). Notably, we see this effect not only at naïve condition but also after 12h of 

CpG stimulation (Fig. 22B). As type I IFN has a driving role for pDC differentiation 
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we find in accordance with this that the smallest number of pDCs can be found in 

both naïve CpG stimulated cultures from Ifnar-/- mice. Knocking out Batf in addition 

to Ifnar, however, shows a dramatic increase in pDC numbers as compared to the 

single Ifnar-knock out, once again, demonstrating that the impact of BATF on pDC 

development is independent of Ifnar signaling in both steady state and after CpG 

stimulation.  

 

 

Figure 22 Increase of pDC numbers in Batf absence is independent of Ifnar signaling.  Total 
number of pDCs in naïve (A) and 12h CpG stimulated (B) BM-derived Flt3-L cultures of WT, Batf-
/-, Ifnar-/- and Ifnar-/- Batf-/- mice as determined by FACS (1-way ANOVA, Tukey’s multiple 
comparison test). 

In summary, BATF negatively impacts the expression of pDC driving TFs and 

pDC numbers in BM-derived Flt3-L cultures independently of Ifnar signaling.  
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3.5 BATF is a pioneering transcription factor in pDCs 
The previous chapters showed that the TF BATF extensively binds onto intergenic 

and non coding sequences of genes in mouse pDCs according to ChIP-Seq. 

Interestingly, BATF together with members of the IRF family has been shown to 

regulate chromatin accessibility and act as pioneer factors in Tr1, Th17 and CD8+ 

T cells (Ciofani et al., 2012; Karwacz et al., 2017; Kurachi et al., 2014). Pioneering 

factors can either “turn on” genes by making a genomic region more accessible, 

or “turn off” genes by decreasing chromatin accessibility. It is tempting to speculate 

that BATF might fulfil similar pioneering but yet unknown functions in pDCs.  

To assess potential pioneering roles of BATF during pDC differentiation, we 

measured chromatin accessibility using ATAC-seq in pDCs deficient for Batf in 

naive conditions and at 2h after CpG stimulation and the respective WT controls 

(n=2). We detected ~116,000 accessible regions (peaks) across samples, and next 

performed a differential analysis with DESeq2 to quantify the number of BATF-

dependent accessible peaks, subsampling to ensure equal statistical power for 

each condition. BATF deficiency substantially altered the chromatin landscape, 

leading to upwards of ~2,500 altered accessible regions (FDR=10%, log2|fold-

change|>1, Fig. 23A, B). In detail, BATF deficiency in naive pDCs resulted in 880 

peaks with increased accessibility and 287 peaks with decreased accessibility. 

After CpG stimulation we observed 1358 peaks with increased accessibility and 

488 peaks with decreased accessibility (Fig. 23A, B), showing first of all that TLR9 

signaling increases the impact of BATF on the number of differentially accessible 

genomic regions in pDCs. Additionally, we see that ~75% of all BATF-dependent 

chromatin regions in both naive and 2h CpG stimulated pDCs have increased 

accessibility in Batf-/- cells, suggesting that most of the pDC chromatin landscape 

is „turned on“ rather than being „turned off“ in Batf absence (Fig. 23A, B). We 

further compared the specific genomic location with accessible chromatin between 

Batf-/- and WT pDCs. We found no apparent shift in the distribution of genomic 

locations where chromatin is accessible in pDCs in Batf absence (Fig. 23C), 

suggesting BATF regulates chromatin accessibility globally in pDCs but yet does 

not induce shifts in the chromatin landscape per se.  



73 

 

 
Figure 23 BATF increases and decreases chromatin accessibility of hundreds of regions in 
pDCs. A Heatmap of normalized ATAC-Seq peak intensities (log2-fold changes relative to the 
mean for each peak). Limited to (2410) peaks that are condition-dependent with log2|FC|>1 and 
FDR=5% for eat least one pairwise comparison of interest. B Number of differentially accessible 
peaks detected using DESeq2, comparing Batf-/- to control pDCs at steady state and 2h after CpG 
stimulation, log2|FC|>1 and FDR=10% (Subsampled, each comparison had n=2). C Genomic 
location distribution of open chromatin sites in naïve and CpG stimulated WT and Batf-/- pDCs 
according to ATAC-Seq. Two biological replicates were used per condition, and results are shown 
for pooled samples per condition. W, Batf+/+: WT; B: Batf. 

In summary, the differences in chromatin landscapes of Batf-/- and WT pDCs at 

steady state and after TLR9 activation point to a role of BATF in epigenetic 

modulation of pDC differentiation and function as a pioneering factor in pDCs for 

the first time. 
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4. Author Contributions 
The microarray data was generated and analyzed by Philipp Dresing, Regine 

Dress and Jens Bauer (Lab of Prof. Scheu, Institute of Medical Microbiology and 

Hospital Hygiene, Heinrich Heine University Düsseldorf). BM-derived Flt3-L 

cultures of DCs and subsequent FACS sort of WT and Batf-/- pDCs for RNA-Seq, 

BATF ChIP-Seq and ATAC-Seq assays were performed by Shafaqat Ali (Lab of 

Prof. Scheu, Institute of Medical Microbiology and Hospital Hygiene, Heinrich 

Heine University Düsseldorf). NGS was performed by Patrick Petzsch (Biological 

and Medical Research Centre (BMFZ), Heinrich Heine University Düsseldorf) and 

ChIP-Seq, ATAC-Seq was performed by Active Motif (Belgium). Raw data was 

then annotated to the mouse genome by Patrick Petzsch (RNA-Seq) and Active 

Motif (ChIP-Seq, ATAC-Seq). Calculation of normalized expression values and 

differentially expressed genes, as well as all further downstream analyses (quality 

controls, heatmaps, volcano plots, venn diagrams, pathway analyses, visualization 

of peaks etc.) of the RNA-Seq was performed by me. Also, all downstream 

analyses and visualizations for ChIP-Seq and ATAC-Seq as well as the analysis 

of publicly available data was performed by me. I generated and analysed all FACS 

data for cell numbers, surface marker expression and activation analysis of naïve 

and CpG-stimulated BM-Flt3-L-derived pDCs from WT, Batf-/-, Ifnar-/- and Batf-/- 

Ifnar-/- mice. I prepared and stained all spleen and lymph node sections from Batf-

/- and WT mice for immunofluorescence analysis, took the images and analysed 

them. Further, bone marrow cultures, RNA isolation and qRT-PCRs were 

performed by me, while Shafaqat Ali sorted the pDCs used for qRT-PCR. Likewise, 

the pDC sort for the LCMV infection assay was performed by Shafaqat Ali but the 

assay itself including feeder cell culture and LCMV staining was performed by me.  
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5. Discussion 
TFs control gene expression by direct binding to regulatory regions of target genes 

but also by impacting chromatin landscapes and modulating DNA accessibility for 

other TFs. In recent decades several TFs have been defined that control cell fate 

decisions and effector functions in the immune system. pDCs are an immune cell 

type with the unique capacity to produce unmatched amounts of type I IFNs quickly 

in response to contact with viral components. Hereby, this cell type is involved in 

anti-infectious immune responses but also in the development of inflammatory and 

autoimmune diseases. To date, the global TF reservoir in pDCs remains to be fully 

characterized. For the first part of this doctoral thesis we performed a detailed 

analysis on the changes in expression and chromatin accessibility for the complete 

set of all known TFs in pDCs in an early time course after activation. This work has 

been published on bioRxiv, (https://doi.org/10.1101/2021.04.14.439791) and a 

revised version is under review with the Journal BMC Genomic Data. Therefore 

the results on this work will be discussed only shortly in this thesis.   

In the second part of this doctoral work we evaluated the role of the TF BATF on 

pDC effector function and development. In a previous publication we showed that 

IFNβ is produced by a very small subpopulation of pDCs after TLR9 stimulation 

(Bauer et al., 2016; Scheu et al., 2008) which highly expressed the TF BATF. In 

this study we show that BATF is a dual negative regulator of type I IFN production 

and pDC differentiation, influencing thousands of genomic regions by binding to 

cis regulatory and enhancer regions and exerting pioneering functions to modulate 

the chromatin landscape.   

5.1 The transcription factor reservoir and chromatin landscape in 
activated pDCs  
We used as the basis of our study the definition of the murine TF reservoir in the 

AnimalTFDB (Hu et al., 2019) and found that 70% of all genes annotated as TFs 

in the mouse genome (1014 out of 1636) are expressed in naïve or specifically 

activated pDCs (CpG 2h, 6h, 12h), covering a wide range of TF classes based on 

different DNA binding mechanisms. Global TF expression analysis led to the 

definition of the identification of 661 unique TFs, which show a significant change 

in expression in at least one condition compared to another (|FC|>2, p<0.05, pDC 
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at steady state, or after CpG activation at 2h, 6h, 12h). Downstream gene ontology 

(GO) analyses of RNA-Seq data allowed a biological evaluation of all TFs, showing 

involvement in a wide variety of biological processes, such as the NFκB and JAK-

STAT signaling, circadian regulation of gene expression, and sumoylation, among 

others. We hereby provide identify CpG-dependent TFs involved in particular 

biological processes that may require further investigation for their role in activated 

pDCs. Hence the global transcriptomics approach allows a comparison for the 

expression patterns of TFs belonging to the same TF family or involved in the same 

biological process, which may help to further narrow down interesting candidates 

for follow up investigations. 

We further found that the activation of pDCs significantly altered the global 

expression patterns of the TF reservoir in the cell. Also, pDC activation modulated 

the chromatin landscape and DNA accessibility for different TF families. Using CpG 

as an optimal TLR9 agonist representing early events after virus infection we found 

that after pDC activation most of the pDC chromatin landscape is „turned on“ rather 

than being „turned off“ both globally in the genome and also among the regions 

associated with TF genes themselves. An extensive motif analysis revealed that 

TFs belonging to the JAK-STAT and the NFκB signaling pathway have increased 

accessibility to DNA binding regions after pDC stimulation. This underlines the 

importance of the JAK-STAT and NFκB signaling pathways in activated pDCs, as 

known from literature. Surprisingly, the AP-1 family of TFs which have little to no 

mention in literature in pDCs after pathogen infection or in chronic autoimmune 

state also have increased access to DNA in pDCs after activation as compared to 

the naïve state. 

Focusing on a few key candidates we unravelled that IRF7, NFκB1, and RELA as 

well as ATF3 and JUN, two AP-1 family members, fulfil three criteria: They have 

(1) increased gene expression, (2) enhanced chromatin accessibility to their DNA, 

and (3) an enriched TF DNA binding motif in the genomic regions that are more 

accessible after TLR9 activation of pDCs. We used this integrative `omics 

approach to identify potential novel players important in pDC biology after cell 

activation. While the role for IRF7, NFκB1 and RELA have been described in 

activated pDCs, there is little known about any function of AP-1 factors in pDCs. 
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Strikingly, a connection has been made between NFκB and AP-1 activity, which 

may be regulated by NFκB (Fujioka et al., 2004), suggesting a possible common 

molecular mechanism in activated pDCs of the TFs involved in the NFκB signaling 

and AP-1 factors. Looking more closely at our key AP-1 candidates we found that 

ATF3 has been described as a negative regulator of antiviral signaling in induced 

Japanese encephalitis virus infection in mouse neuronal cells (Sood et al., 2017). 

The hallmark of pDCs is their importance in antiviral signaling, making ATF3 even 

more interesting as a candidate to evaluate in TLR9 activated pDCs that receive a 

microbial stimulus. JUN was the first described oncogene (Curran and Franza, 

1988) and has been studied in detail in the context of various cancer. However, its 

study in the context of infection is more limited: It has e.g. been shown to have a 

regulatory role in H5N1 influenza virus replication and host inflammation in mice 

(Xie et al., 2014). Thus, the in silico analyses of the global TF reservoir in pDCs 

from our study provide novel candidates that warrant further investigation 

regarding their role in pDC biology, in particular after cell activation, which may 

lead to the development of novel therapeutics to treat infection, autoimmune 

disease and or cancer. 

A more detailed discussion on our findings can be found in the attached manuscript 

that is under review for the Journal BMC Genomic Data and has been posted on 

the bioRxiv preprint server under the following DOI: 

https://doi.org/10.1101/2021.04.14.439791. 

5.2 Negative regulation of type I IFN by BATF  
BATF is known to play a role in development and function of immune cell types 

such as T and B cells (Edelson et al., 2010; Ise et al., 2011; Schraml et al., 2009). 

However, no impact of BATF on development or effector function of pDCs has 

been reported so far. In this study, we show that BATF is a negative regulator of 

type I IFN production in pDCs. 

In previous findings we could demonstrate that IFNβ-producing pDCs have a 

distinct gene expression profile compared to non-IFNβ-producing pDCs, with 

BATF being highly upregulated in IFNβ-producing pDCs. This finding suggests a 

potential role of BATF in pDC transcriptional induction of IFNβ. We used Batf-/- 

mice (Schraml et al., 2009) in order to investigate the impact of BATF on pDC 
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development and effector function. In line with Tussiwand et al. we found that fully 

differentiated pDCs in Batf-/- mice are functional and morphologically comparable 

to WT pDCs (Tussiwand et al., 2012).   

Using sorted BM-derived Flt3-L pDCs from Batf-/- mice we employed RNA-Seq to 

assess Batf-dependent gene expression in naïve and TLR9 activated pDCs. The 

RNA-Seq set up constituted a longitudinal study of pDCs activated with CpG, a 

synthetic double-strand DNA that specifically activated endosomal TLR9 and is 

known to induce a robust type I IFN production. CpG can further be considered as 

an optimal and specific microbial stimulus for pDCs which induces TLR9 mediated 

signaling that leads to the activation of the JAK-STAT and NF-κB signaling 

pathways (Volpi et al., 2013) and represents early events in virus infection. Before 

using the RNA-Seq data for biological interpretation we performed a quality control 

of the samples using Spearman correlation. We found high similarity (<95%) for 

the biological replicates used in the respective conditions of the RNA-Seq data set, 

suggesting that the culture and sorting of pDCs from distinct mice resulted in cells 

of high biological similarity. Notably, the differences between the stimulation time 

points (naïve, CpG 2h, 6h and 12h) were higher than the differences observed 

between the two genotypes (WT and Batf-deficiency). This gives a hint that the 

overall transcriptional changes induced by the TLR9 agonist CpG outweigh the 

expressional changes induced by Batf absence in pDCs at the respective 

condition. Lastly, we observed that the differences between steady state and 2h 

stimulation as well as 2h vs 6h stimulation were bigger than the differences 

observed between the latest activation time points of 6h vs 12h. Hence, the global 

pDC transcriptome seems to be altered significantly early after pDC activation (2h) 

while at later time points (6h, 12h) the additional transcriptional changes between 

WT and Batf-/- pDCs induced by longer stimulation time are diminishing.  

Using the global RNA-Seq approach we found that Batf is co-expressed with type 

I IFN genes in murine WT pDCs after CpG stimulation, suggesting either a positive 

role of BATF in the induction of type I IFN, or a negative role as its up-regulation 

might represent the onset of a negative feedback loop to keep the production of 

type I IFN in pDCs after TLR9 activation under control. As we found BATF to be 

well conserved between mouse and human (Protein BLAST, ECR analyses) we 

next wanted to investigate whether our observed phenotype exists in human pDCs 



79 

 

before determining a potentially positive or negative role of BATF for type I IFN 

induction in pDCs. To this end we re-analyzed published RNA-Seq data from 

Caielli et al. who isolated human pDCs from PBMCs of healthy donors and ex vivo 

stimulated human pDCs with CpG for 18 h or left them naïve (n=3 per group, 

GSE93679) (Caielli et al., 2019). The results showed that human BATF is > 22 fold 

significantly up-regulated along with type I IFN genes in stimulated pDCs as 

compared to non-stimulated pDCs, which is line with our observation of gene 

expression patterns in mouse pDCs upon CpG stimulation. This suggests a 

potentially similar function of human and mouse BATF after TLR9 activation of 

pDCs. While an increased expression of the AP-1 family member BATF has been 

reported in various human cancers (Feng et al., 2020; Gil et al., 2015) no 

connection between an heightened BATF expression and type I IFN expression 

has been made to our knowledge. The dimeric AP-1 protein, however, has been 

shown to be required for spontaneous type I IFN production in pDCs, whereas type 

I IFN production triggered by pathogen receptor recognition such as TLR 

stimulation was not affected by AP-1 inhibition (Kim et al., 2014).  

Going back to our longitudinal RNA-Seq study we found that there are 918 genes 

differentially expressed for more than 2-fold between WT and Batf-/- pDCs. After 

CpG stimulation 339 (2h), 1489 (6h) and 1570 (12h) genes expressed at 

significantly different levels between the two genotypes. This indicates a significant 

Batf-dependent global gene expression in pDCs both at steady state and after 

activation with CpG which represents early events after virus infection and hence 

hints at a possibly important role of BATF for global gene expression in pDCs 

during virus infection. To reveal the biological impact of the differentially expressed 

genes we performed a Reactome pathway analysis. We observed that the IFN α/β 

and different cytokine signaling pathways are enriched in naïve pDCs in Batf 

absence. In addition GSEA revealed a global up-regulation of type I IFN response 

genes. These results indicate a significant impact of Batf on various pathways up- 

and down-stream of the type I IFN signaling cascade. Strikingly, 68% and 33% of 

all differentially expressed genes at steady state or at 2h after TLR9 activation, 

respectively, are annotated in the Interferome database as responsive to type I IFN 

(Interferome database v2.01) (Rusinova et al., 2013). We hypothesized that BATF 

might block type I IFN expression as we see a more pronounced type I IFN 
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signature in Batf absence. We therefore next looked at the expression of type I IFN 

genes in our longitudinal RNA-Seq study and found an elevated type I IFN 

production of Batf-/- pDCs 2h after CpG stimulation as compared to WT pDCs, but 

not at 6h or 12h, confirming a negative impact of BATF on type I IFN production in 

pDCs. So far, no effect of BATF on type I IFN production has been shown in pDCs 

or any other cell type. However, since we found earlier that IFNβ-producing pDCs 

represent only ~5% of the overall splenic pDC population (Bauer et al., 2016), we 

reckon that a potential role of BATF for pDC differentiation and function might have 

gone unnoticed in previous studies with Batf-/- mice. To explain the impact of BATF 

on type I IFN production we speculated that BATF might be binding onto type I IFN 

promoter sites thereby exerting control of gene expression. Direct BATF interaction 

with DNA in pDCs was tested globally using BATF ChIP-Seq on naïve and 2h CpG 

stimulated pDCs. Here, the quality control did not pass the criteria of >95% 

similarity between the biological replicates. We did, however, use the data, always 

carefully comparing the two biological replicates used at the respective condition, 

to rule out biases from our side. We found that BATF did not directly regulate type 

I IFN expression by binding to type I IFN promoter or intergenic elements, except 

for the IFNα13 and IFNα14 genes, one of which is not even expressed in pDCs 

upon CpG stimulation. Before ruling out the direct control of BATF for type I IFN 

expression we investigated one last mechanism we could think of, which is the 

alteration of chromatin accessibility of type I IFN genes by BATF. A more or less 

accessible chromatin may facilitate or inhibit DNA binding of certain TFs to the 

respective DNA stretches, which may impact gene transcription. To this end we 

performed ATAC-Seq of WT and Batf-/- pDCs at steady state and 2h after CpG 

stimulation. Here, the biological replicates showed >95% similarity and were 

therefore used for a quantitative differential analysis (DESeq2). We found that 

BATF did not alter the chromatin accessibility of type I IFN genes in pDCs as the 

chromatin peaks were neither visually affected by Batf absence nor did the 

statistical analysis of differential chromatin opening reveal any significant changes 

for chromatin regions associated with type I IFN genes. The ChIP-Seq and ATAC-

Seq data taken together suggest that BATF is not directly involved in the control of 

type I IFN gene transcription in pDCs. One explanation might be that the altered 

cDC frequency observed in our BM-derived Flt3-L system (WT ~17%, Batf-/- ~5%) 
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may reflect a developmental and functional defect in cDCs that impacts type I IFN 

production by pDCs. Another explanation for BATF’s negative impact on type I IFN 

production may be that BATF does directly regulate another factor that affects type 

I IFN levels in pDCs. This latter explanation was tested using our ‘omics data to 

identify potential candidates that fulfil three criteria: (1) they must have Batf-

dependent expression, (2) BATF must bind in the promoter of the factor(s) in pDCs, 

and (3) the chromatin accessibility of the gene must be significantly altered by the 

loss of BATF in pDCs. Mining our dataset we were able to narrow down the list of 

potential candidates, discovering Zfp366, also known as DC-SCRIPT that not only 

fulfilled the criteria but is already known for its role in DC biology, as it is required 

to induce cDC differentiation (Chopin et al., 2019). Zhang et al. recently showed 

that DC-SCRIPT was required for cDC1 cells to effectively cross-present antigen 

and produce IL-12. Interestingly, DC-SCRIPT was able to control expression of 

IRF8 in cDC1s (Zhang et al., 2021), which is an important cell fate TF required for 

pDC development (Sichien et al., 2016). Hence existing literature points to a first 

possible indirect role of DC-SCRIPT for pDC development, in response to which 

we started to evaluate the importance of DC-SCRIPT in the connection with BATF 

for the hallmark function of pDCs, the production of type I IFN. We were able to 

show that Zfp366 has significantly reduced expression in Batf absence in pDCs at 

steady state and after CpG activation (RNA-Seq, RT-PCR). BATF directly binds 

onto the Zfp366 proximal promoter site, which contains the AP-1 motif 

(TGAGTCA), suggesting BATF binding induces gene expression by binding. 

Further, ATAC-Seq showed decreased chromatin opening in the promoter site of 

Zfp366 in Batf absence, thereby reducing the accessibility of BATF and other TFs 

to the DNA of the Zfp366 gene. Intriguingly, data generated by another lab member 

has in the meanwhile shown that Zfp366 inhibits type I IFN promoter activity using 

a luciferase assay (data not shown). The underlying molecular mechanisms of 

these regulatory BATF and ZFP366-actions are focus of on-going studies in our 

lab and will help us to further understand the impact of these TFs on type I IFN 

production in pDCs.  

Ultimately, we showed that the increase in type I IFN production in Batf absence 

reduced pDC mediated LCMV infection control in vitro. This suggests a detrimental 

effect of BATF on the outcome of virus infection, as its absence helped to clear the 
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infection. We would therefore like to speculate that Batf absence may help to clear 

virus infection by increased type I IFN production. However, since pDCs comprise 

approximately 0.2 to 0.8% of mononuclear cells in the blood they constitute a 

relatively small cell population, out of which another subpopulation constituting 

maybe 5-10% of all cells have been shown to produce type I IFN in infection (Bauer 

et al., 2016). One may therefore also speculate that the success of virus clearance 

in Batf absence in a mouse model may well be dependent on the initial virus 

dosage that the animal has to combat. Type I IFN is well known to have both 

beneficial and detrimental effects for human health. While its production is required 

to fight pathogens an excessive and chronic overproduction of type I IFN has been 

observed in several autoimmune diseases (Lee-Kirsch, 2017). Understanding how 

BATF and ZFP366 regulate type I IFN production in pDCs may help to develop 

strategies to manipulate protein or protein levels of these TFs to both treat infection 

and autoimmune disease in the future.   

In summary, we identified a novel function of BATF in pDCs where it could restrain 

type I IFN production. We further identified Zfp366 as a possible link to explain the 

impact of Batf absence on increased type I IFN levels, as we found Zfp366 

expression to be regulated by BATF binding and Batf-dependent chromatin 

changes. Lastly, we showed an impact of BATF on virus clearance in vitro. 

 

5.3 BATF blocks pDC development  
In order to investigate the development of pDCs lacking BATF we made again use 

of Batf-/- mice (Schraml et al., 2010). We investigated pDC development in different 

secondary lymphoid organs of WT and Batf-/- mice. We observed the striking 

phenotype that naïve Batf-/- mice held under SPF conditions had enlarged spleens 

and lymph nodes as compared to WT littermates which has not been described 

before. In fact, Logan et al. observed quite the opposite, as transgenic mice 

overexpressing human BATF in T cells showed an enlargement of lymph nodes 

(Logan et al., 2012). We next investigated different immune cell populations in 

frequency and absolute numbers in the organs, as well as the organ structure using 

histology. We found that the frequency of pDCs (~0.4% and 1% in spleen and 

lymph nodes, respectively) was not elevated in these Batf-/- organs, while overall 



83 

 

absolute cell numbers in spleen and lymph nodes of Batf-/- mice were increased as 

compared to WT mice. Neither did the immunohistological staining for B cells 

(B220+) and pDCs (SiglecH+) reveal any obvious changes in organ substructure of 

the red and white pulp. These results established that Batf had no impact on pDC 

numbers or localization in the spleen and lymph nodes. Nonetheless, one open 

question remains as to why these organs are increased in size in Batf absence. 

One explanation is that the capacity of Batf-deficient pDCs to produce increased 

amounts of type I IFN may cause a basal elevated type I IFN signature in the 

mouse in vivo which leads to inflammation and enlargement of the organs. 

Splenomegaly has been shown occur during in vivo virus infection of mice and 

TLR7 stimulation with imiquimod (Grine et al., 2016; Halemano et al., 2013), both 

of which induce type I IFN. To test the hypothesis that type I IFN may be 

responsible for increased organ size in Batf absence we evaluated the effect of 

Batf vs type I IFN on spleen size in Ifnar-/- and Batf-/- Ifnar-/- mice. We found that 

Ifnar-/- mice exhibited the smallest spleens. Batf-/- had significantly increased 

spleens as compared to WT and Ifnar-/- mice. Strikingly, the Batf-/- Ifnar-/- double 

knock out mice showed spleen sizes comparable to Batf-deficient mice, suggesting 

that the increase of spleen size in Batf absence is independent of Ifnar signaling. 

These results suggest that BATF is responsible for the increase in organ sizes 

independent of Ifnar signaling, possibly inducing enhanced cell proliferation of 

spleen and lymph nodes in Batf-/- animals. Therefore, it should be subject of further 

studies to unravel the mechanism behind the increased organ sizes in Batf-/- 

animals.  

We next focused on pDC ontogeny. The differentiation of distinct cell types from 

pluripotent stem cells is enabled by the expression of cell fate determining TFs in 

progenitor cells. Over the years, different TFs could be determined as cell fate TFs 

in pDCs. In particular, IRF8, Spi-B, Runx2 and E2-2 have been shown to be 

required for pDC development (Cisse et al., 2008; Sasaki et al., 2012; Sawai et al., 

2013; Tsujimura et al., 2003). We wanted to evaluate the expression of pDC driving 

cell fate TFs in fully differentiated pDCs using our longitudinal RNA-Seq study. But 

instead of handpicking TFs known from literature to affect pDC differentiation and 

evaluating their expression we made use of a genome wide approach analyzing 

all 828 mouse TFs as defined in the TRRUST2 database (Han et al., 2018). Batf-
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dependent clustering revealed that ~220 TFs show significant changes in 

expression pattern in Batf absence as compared to WT pDCs. This narrows down 

the list of TFs that are affected by BATF regarding their expression and may play 

a role in BATF-mediated biology by e.g. being involved in processes affected by 

BATF or by interacting with BATF. Looking more closely, we found that cDC driving 

TFs (e.g. Nfil3, Zfp366) are less expressed in Batf-deficient pDCs while pDC 

driving TFs (e.g. Runx2, Tcf4, Spi-B) are expressed more in Batf absence. This 

suggests a negative role of Batf for the expression of pDC driving TFs, possibly 

negatively regulating pDC development, which we investigated at a later point 

using in vitro cell culture. For some DC cell fate TFs it is known how they are 

regulated, e.g. pDC driving TFs such as SPI-B and IRF8 are activated by E2-2, the 

protein encoded by Tcf4(Cisse et al., 2008), and the cDC driving TF DC-SCRIPT 

is a key transcriptional target of PU.1 (Chopin et al., 2019). Thus, after evaluating 

the impact of Batf expression on the expression levels of well known DC cell fate 

factors we next looked at the role of BATF for transcriptional control of DC cell fate 

factors. To this end, we hypothesized that BATF may directly regulate the 

expression of the TFs which change their expression in Batf absence, and in 

particular the expression of pDC cell fate driving TFs. In detail, this direct control 

of BATF could be exerted by binding onto promoter elements of TFs (BATF ChIP-

Seq) or by regulating the chromatin accessibility of promoter regions (ATAC-Seq) 

of the respective TF. We found that 110 TFs show both BATF binding onto their 

promoter and or enhancer site and changes in gene expression when Batf is not 

expressed. Further, BATF modulated the chromatin of 162 TFs, and 47 of these 

have an altered expression in Batf absence. These results indicate that BATF 

makes use of both mechanisms, direct DNA interaction and chromatin modulation, 

to exert control of gene expression of TFs. Transcriptional regulation of genes by 

both direct DNA binding and altering chromatin accessibility has been shown for 

BATF in various immune cells (Iwata et al., 2017; Karwacz et al., 2017), but never 

in pDCs or the context of a global analysis of all TFs in the mouse genome. As of 

particular interest for pDC biology we next focused in detail on pDC cell fate TFs. 

TFs known to positively induce pDC differentiation (e.g. Tcf4, Irf8, Runx2, Bcl11a, 

Spib) not only showed increased expression in Batf absence at steady state and 

after TLR9 activation in pDCs (RNA-Seq, RT-PCR) but they also showed 
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increased chromatin accessibility within their gene or promoter region in ATAC-

Seq. In addition, BATF showed direct interaction with the DNA of these TFs in 

enhancer regions and for some, also in the promoter region. On the hand, cDC 

driving TFs (e.g. Id2, Zfp366, Nfil3, Pu.1) exhibited decreased expression in Batf 

absence in pDCs (RNA-Seq, RT-PCR), while two in particular, Id2 and Zfp366, 

were also characterized by diminished chromatin opening in Batf absence. Similar 

to pDC cell fate TFs this set of TFs also indicated great direct interaction of BATF 

with their DNA. These data suggest that BATF directly manipulates and controls 

the expression of DC fate factors, driving the expression of cDC factors in its 

presence. We show according to our knowledge of the literature for the first time 

that one TF, namely BATF, controls a whole range of important DC cell fate TFs, 

suggesting BATF as a possible master regulator of Flt3-L dependent cDC vs pDC 

development in the bone marrow. We wondered whether this altered expression 

of DC fate factors in fully differentiated pDCs may also be present in DC precursor 

cells. We have conducted some initial experiments to address this possibility. In a 

first experiment we used ex vivo BM from WT and Batf-/- mice which was depleted 

for T, B and NK cells, leaving a pool of fully differentiated pDCs and cDCs and all 

their precursor cells in the myeloid and lymphoid department in our depleted BM. 

Using RT-PCR we discovered a significantly increased expression of Tcf4 in 

depleted Batf-/- BM, opening up questions about the differentiation of pDCs in Batf-

deficient mice that needed to be answered with laboratory experiments. Hence 

BM-derived Flt3-L cultures were used to investigate the impact of BATF on pDC 

differentiation in vitro. We observed a general trend of elevated pDC frequencies 

and decreased cDC frequencies in BM-derived Flt3-L cultures from Batf-/- mice. 

This result showed an altered ratio of cDC to pDCs in BM-derived Flt3-L cultures 

in Batf absence. Looking at total cell numbers we found that significantly elevated 

numbers of pDCs were present in the Batf-deficient cultures already at day 3 of 

culture, and with an increasing duration of culture time the difference in pDC 

numbers between the genotypes increased even more. Hence Batf absence not 

only altered the pDC to cDC ratio but enhanced pDC differentiation resulting in 

more pDCs when starting the BM-derived Flt3-L culture from the same cell 

numbers per plate as compared to the WT cultures. These results confirm a 

negative role of BATF for pDC differentiation using in vitro culture. This is quite 
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intriguing as existing literature on the role of BATF for the development of immune 

cells has so far shown a requirement of BATF presence for complete and functional 

development of B cells, various T cell subsets and cDCs (Ise et al., 2011; Kurachi 

et al., 2014; Sahoo et al., 2015; Tussiwand et al., 2012). Here, we identify for the 

first time a negative role of BATF for the development of a cell type, namely pDCs.  

One obvious explanation for enhanced pDC differentiation is the increased 

expression of pDC driving TFs in whole ex vivo BM of Batf-/- mice (depleted for T, 

B and NK cells). Another explanation may be the capacity of Batf-/- pDC to produce 

more type I IFN than WT pDCs, as type I IFN is known to drive pDC differentiation 

and numbers (Chen et al., 2013). We wanted to discriminate between the possible 

impact of BATF vs activation of the type I IFN receptor pathways on increased pDC 

numbers in naïve and CpG stimulated BM-derived Flt3-L cultures. To this end we 

made use of the Ifnar-/- mice (Muller et al., 1994) and the newly bred Ifnar-/- Batf-/- 

double knock out mouse. We observed that Ifnar-/- cultures showed less pDC 

differentiation than WT cultures, and that knocking out Batf in addition to Ifnar 

resulted in a dramatic increase in pDC numbers as compared to the single Ifnar-

knockout. These results show that the impact of BATF on pDC development is 

independent of Ifnar signaling in both steady state and CpG stimulated BM-derived 

Flt3-L cultures. However, using BM-derived Flt3-L cultures one has to keep in mind 

that we create an artificial situation using the growth and differentiation factor Flt3-

L which enriches fully differentiated pDCs. Also, the direct TLR9 stimulation with 

CpG further facilitates maturation of the pDCs in the in vitro dish. This might skew 

more Batf-deficient pDCs to become fully differentiated and mature pDCs able to 

produce type I IFN than it is likely to happen in the in vivo situation. These 

possibilities will be tested in vivo using a newly bred pDC-specific Batf-knock out 

mouse model that has been created in our facility (Batffl/fl SiglecHCre) in future 

studies. The Batffl/fl mouse (Betz et al., 2010) has a floxed Batf allele and shows 

the phenotype of wildtype mice. The SiglecHCre mouse (Puttur et al., 2013) 

expressed the Cre recombinase under the control of the SiglecH promoter. Puttur 

et al. crossed the SiglecHCre mouse with the RFP reporter mouse, allowing the 

evaluation of the distribution of the reporter expression from BM and spleen. They 

found that SiglecH+ pDCs were targeted very efficiently. By crossing the Batffl/fl 

mice with the SiglecHCre mouse we generated a novel mouse model (Batffl/fl 
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SiglecHCre) which has a Batf deficiency in all cells which are SiglecH+, including 

pDCs but not excluding other SiglecH+ cell types. Therefore, the BATF expression 

in various immune cells of our newly generated pDC-specific Batf-knock out mouse 

model will be determined to evaluate the mouse phenotype before proceeding with 

in vivo studies to investigate the role of BATF on pDC development and effector 

function. In addition, the impact of BATF on differentiation of pDCs from the 

myeloid vs the lymphoid origin from the hematopoietic stem cell in the bone marrow 

is currently under investigation. The differentiation of pDCs from CDPs in the 

myeloid branch (Naik et al., 2006) has been taken for granted for many years. 

However recently, pDCs have been reported to develop predominantly from IL-7R+ 

lymphoid progenitors rather than from CDPs (Dress et al., 2019; Rodrigues et al., 

2018). Rodrigues et al. purified pDCs derived from the myeloid vs the lymphoid 

branch to perform global gene expression analysis, which allowed them to 

characterize differences between pDCs developing from these two branches. They 

found that myeloid-derived pDCs exhibit more cDC-like characteristics such as an 

efficient antigen presenting capability. Lymphoid-derived pDCs, on the other hand, 

were more efficient at producing type I IFN as compared to myeloid-derived pDCs 

(Rodrigues et al., 2018). Also, Dress et al. compared myeloid vs lymphoid derived 

pDCs. They conclude that their cell sorting procedure may have led to a 

contamination of myeloid-derived pDCs with cDCs, and that “real” pDCs develop 

within the lymphoid branch only (Dress et al., 2019). The different results and 

opinions of the scientific community on the origin of pDCs makes the question of 

how BATF may impact pDC differentiation from different precursor cells and in 

particular in the myeloid vs lymphoid branch of great importance. To this end 

CMPs, LMPPs and CDPs have been purified from ex vivo BM of WT and Batf-/- 

mice that were re-cultured with Flt3-L to evaluate pDC numbers via FACS. First 

experiments that require repetition indicate that the increased number of pDCs in 

BM-derived Flt-3L cultures of Batf-/- mice originate from the lymphoid rather than 

the myeloid branch, showing for one that in our hands pDCs as defined by the 

expression of typical surface markers (SiglecH+ mPDCA+ B220+ CD11cint CD11b- 

CD19- CD3-) do develop from the myeloid CDP and CMP precursors, and second 

that BATF blocks pDC development in the lymphoid branch. Further experiments 

will help to understand the mechanism of BATF control for pDC differentiation in 
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the BM, possibly even opening up opportunities for manipulation of pDC 

differentiation using protein therapeutics. This could be of particular interest for 

diseases like blastic pDC neoplasm, an aggressive malignancy affecting primarily 

the skin 

Taken together, the data of our studies have shown that BATF negatively drives 

the expression of pDC cell fate factors and pDC frequencies as well as total 

numbers in BM-derived Flt3-L cultures independent of Ifnar signaling.  

5.4 Pioneering function of BATF  
BATF has been shown to regulate chromatin accessibility and act as a chromatin 

accessibility modulating pioneer factor in Tr1, Th17 and CD8+ T cells (Ciofani et 

al., 2012; Karwacz et al., 2017; Kurachi et al., 2014). We speculated that BATF 

might fulfil similar pioneering but yet unknown functions in pDCs. To assess 

potential pioneering roles of BATF during pDC differentiation, we measured 

chromatin accessibility using ATAC-seq in naive and TLR9 stimulated pDCs. Batf 

deficiency altered the chromatin landscape leading to upwards of ~2,500 altered 

accessible regions (FDR=10%, log2|fold-change|>1). In detail, Batf deficiency in 

naive pDCs resulted in 880 and 1358 peaks with increased accessibility and 287 

and 488 peaks with decreased accessibility in naive and 2h CpG stimulated pDCs, 

respectively. Karwacz et al. performed a similar analysis for BATF in Tr1 cells, 

discovering that Batf deficiency led to ~20.000 altered accessible chromatin 

regions (FDR=10%, log2|fold-change|>1). We can conclude from this that BATF 

affects a smaller number of chromatin regions in pDCs as compared to Tr1 cells. 

Notably, while we performed the same statistical analysis as Karwacz et al. their 

ATAC-Seq library preparation and sequencing was performed under different 

conditions, which requires caution when comparing numbers from ATAC-Seq 

results. Although the scale of BATF-induced chromatin changes in Tr1 cells and 

pDCs differs we would classify BATF as a pioneering TF in pDCs as well as the 

deficiency of other TFs such as Irf1 in Tr1 cells resulted in ~1200 altered chromatin 

regions which yet led to a classification of Irf1 as a pioneering factor in Tr1 cells. 

The number of altered regions by Irf1 in Tr1 cells constitutes half of the number of 

regions that BATF affects in pDCs. Another striking observation is that BATF both 

„turned on“ and turned off“ regions in pDCs, similar to the Tr1 chromatin landscape. 
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In contrast, some TFs such as Irf1 more strongly affect the chromatin landscape in 

one or the other way, either strongly decreasing or increasing DNA accessibility in 

their absence (Irf1 decreases accessibility) (Karwacz et al., 2017). This work is 

further in line with the observation that the BATF protein has no DNA 

transactivation domain, suggesting it rather inhibits than induces gene expression. 

Our ATAC-Seq data shows that the chromatin landscape is less accessible in 

BATF presence in pDCs, and assuming that in general less accessible chromatin 

rather leads to inhibition of gene expression we have hereby defined a so far not 

recognized mechanism by BATF to globally modulate gene expression in pDCs as 

a pioneering factor.  

In summary, BATF could be shown to play pioneering role in pDCs both increasing 

and decreasing chromatin accessibility for thousands of regions globally. As could 

be shown in Tr1 cells (Karwacz et al., 2017) BATF is not a so called focused/small-

scale pioneering TF but acts globally in pDCs.  

Taken together, our data demonstrate that TLR9 activation of pDCs with CpG 

significantly altered the global TF reservoir and chromatin landscape of the cell.  In 

addition, we found the TF BATF to have a dual negative role for pDC development 

and type I IFN production. The underlying molecular mechanisms of BATF 

mediated regulatory actions are focus of on-going studies in our lab and will help 

to further understand the impact of this TF on pDC differentiation and cell effector 

functions. Ultimately this work could be of great importance for guiding therapeutic 

strategies to control infection and autoimmune disease using CpG, BATF and or 

type I IFNs in the future. 
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7. Appendix 

7.1 Publications  

The results of the work presented here were in part published in scientific journals 

or presented at international conferences. 

The paper titled The transcription factor reservoir and chromatin landscape in 

activated plasmacytoid dendritic cells by Mann-Nüttel et al. has been accepted for 

publication in the Journal BMC Genomic Data. The manuscript can be found 

below. It has also been posted on the bioRxiv preprint server (DOI: 

https://doi.org/10.1101/2021.04.14.439791). 

The results from the type I IFN study will be submitted in a manuscript with me as 

co-author with Shafaqat Ali in the near future. The pDC development story will also 

be published with me as a first author in the future.  
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 15

Abstract16

Transcription factors (TFs) control gene expression by direct binding to regulatory regions of target 17

genes but also by impacting chromatin landscapes and thereby modulating DNA accessibility for other 18

TFs. To date, the global TF reservoir in plasmacytoid dendritic cells (pDCs), a cell type with the unique 19

capacity to produce unmatched amounts of type I interferons, has not been fully characterized. To fill 20

this gap, we have performed a comprehensive analysis in naïve and TLR9-activated pDCs in a time 21

course study covering early timepoints after stimulation (2h, 6h, 12h) integrating gene expression (RNA-22

Seq), chromatin landscape (ATAC-Seq) and Gene Ontology studies. We found that 70% of all described 23

TFs are expressed in pDCs for at least one stimulation time point and that activation predominantly 24

“turned on” the chromatin regions associated with TF genes. We hereby define the complete set of 25

TLR9-regulated TFs in pDCs. Further, this study identifies the AP-1 family of TFs as potentially 26

important but so far less well characterized regulators of pDC function.27

28

Keywords29

Transcription factors, plasmacytoid dendritic cells, TLR9, gene expression analysis, next generation 30

sequencing, ATAC-Seq31

32

Introduction33

Transcription factors (TFs) are known to bind to DNA-regulatory sequences to either enhance or inhibit 34

gene transcription during cell differentiation, at steady state, and for exertion of cell effector functions35

(Vaquerizas et al., 2009; Wingender et al., 2018; Zhou et al., 2017). TFs also show unique expression 36

patterns for different cell types and cellular states. The differentiation of distinct cell types from 37

pluripotent stem cells is enabled by the expression of cell fate-determining TFs in progenitor cells. 38

Transcription factors not only regulate cell development and effector functions by binding to cis-39
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regulatory elements but also impact the accessibility of chromatin in different cell states (Serebreni and 40

Stark, 2020). These latter TFs are called pioneering TFs and have the ability to remodel chromatin and 41

thus modify the epigenome (Drouin, 2014). Chromatin is dynamically modified during cell differentiation 42

leading to a cell-type specific landscape (Chauvistre and Sere, 2020; Deaton and Bird, 2011), which 43

may be altered after cell activation. This process changes DNA accessibility for a particular set of TFs,44

that in turn modulate the expression of other genes important for cell identity and function. Efforts have 45

been made to list and integrate all known mouse TFs in dedicated databases (db), such as Riken mouse 46

TFdb (Kanamori et al., 2004) and TFCat (Fulton et al., 2009), amongst others. However, most of these 47

were built before 2010 and have not been updated. The AnimalTFDB, most recently updated in 2019, 48

classifies the mouse TF reservoir based on the structure of the DNA binding domains (Hu et al., 2019; 49

Zhang et al., 2012). This database provides an accurate TF family assignment combined with TF 50

binding site information in 22 animal species which also allows insight into TF evolution.51

Plasmacytoid dendritic cells (pDCs) comprise a rare population of 0.2 to 0.8% of peripheral blood 52

mononuclear cells (Liu, 2005). They were first described more than 40 years ago as natural interferon 53

(IFN)-producing cells (IPCS) that activate NK cells after virus recognition (Trinchieri and Santoli, 1978).54

As we and others have shown, pDCs are now known for their capacity to produce unmatched amounts 55

of type I IFN in response to stimulation of their toll like receptors (TLRs) (Ali et al., 2019; Asselin-Paturel 56

et al., 2001; Bauer et al., 2016; Gilliet et al., 2008; Reizis, 2019). In contrast to other dendritic cell (DC) 57

subsets, pDCs express only a limited repertoire of TLRs, namely predominantly TLR7 and TLR9 58

(Hornung et al., 2002), which recognize guanosine- and uridine-rich ssRNA and DNA containing CpG59

motifs (Diebold et al., 2004; Ishii and Akira, 2006; Wu et al., 2019). After TLR7 and TLR9 activation, in 60

addition to type I IFN production, pDCs acquire the ability to prime T cell responses (Salio et al., 2004).61

CpG can be considered as an optimal and specific microbial stimulus for pDCs which induces TLR9 62

mediated signaling that leads to activation of IRF7 and NF-kB signaling pathways (Swiecki and 63

Colonna, 2015). With regard to immunopathologies, unremitting production of type I IFN by pDCs has 64

been reported in autoimmune diseases like systemic lupus erythematosus (Elkon and Wiedeman, 65

2012). Moreover, when recruited to the tumor microenvironment pDCs may induce immune tolerance66

and thus contribute to tumor progression (Le Mercier et al., 2013; Li et al., 2017). Thus, exploiting CpG 67

for immunotherapeutic treatment to both enhance and repress pDC responses to mediate antitumor 68

activity (Lou et al., 2011), treat allergy (Hayashi et al., 2004), and autoimmunity (Christensen et al., 69

2006) has been attempted in recent years. In addition, targeting specific TFs with the aim to control 70

immunity and autoimmune disease (Lee et al., 2018) or to enhance cancer gene therapy (Libermann 71

and Zerbini, 2006) has become the focus of attention in recent decades to develop immunomodulatory 72

drugs.73

Over the last years, different TFs have been determined as cell fate-instructive TFs in DCs. In particular,74

absence of the interferon regulatory factor 8 (IRF8) resulted in pDC-deficient mice (Tamura et al., 2005; 75

Tsujimura et al., 2002). Bornstein et al. further identified IRF8 as an inducer of cell-specific chromatin 76

changes in thousands of pDC enhancers (Bornstein et al., 2014). Further, mice deficient in the Ets 77

family transcription factor Spi-B showed decreased pDC numbers in the bone marrow (BM) while pDC 78

numbers were increased in the periphery. This indicated an involvement of Spi-B in pDC development,79
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caused by a defective retainment of mature nondividing pDCs in the BM (Sasaki et al., 2012). In contrast 80

to the phenotype of Spi-B-deficient mice, Runx2-deficient animals exhibited normal pDC development 81

in the BM but reduced pDC numbers in the periphery due to a reduced egress of mature pDCs from the 82

BM into the circulation (Chopin et al., 2016; Sawai et al., 2013). Finally, the Tcf4-encoded TF E2-2 is 83

essentially required for pDC development as either its constitutive or inducible deletion in mice blocked 84

pDC differentiation (Cisse et al., 2008). Using a combined approach to evaluate genome-wide 85

expression and epigenetic marks a regulatory circuitry for pDC commitment within the overall DC subset 86

specification has been devised (Lin et al., 2015). Even though the functions of selected cell fate TFs 87

have been well described in pDCs, to our knowledge no global TF expression analysis after pDC 88

activation has been performed for this cell type.89

In the present study, we performed a detailed analysis on the changes in expression and chromatin 90

accessibility for the complete set of all known TFs in pDCs in an early time course after activation. To 91

this purpose, we used the AnimalTFDB data base and combined RNA-Seq, ATAC-Seq, and Gene 92

Ontology analyses to define global TF gene expression, chromatin landscapes, and biological pathways 93

in pDCs following activation. We defined epigenetic and transcriptional states using purified murine BM-94

derived Flt3-L cultured pDCs 2h, 6h, and 12h after TLR9 activation as compared to steady state. Based 95

on our findings, we suggest a novel set of CpG-dependent TFs associated with pDC activation. We 96

further identify the AP-1 family of TFs, which are so far less well characterized in pDC biology, as novel 97

and possibly important players in these cells after activation.98

99

Results100

101

Expression of transcription factors in naïve and activated pDCs102

To assess the impact of pDC activation on global TF expression in these cells, we simulated early 103

events after virus infection in a time course study. To this end, we performed RNA-Seq of sorted BM-104

derived Flt3-L pDCs from C57BL/6N mice that were either left untreated or stimulated with CpG for 2h, 105

6h, or 12h. This synthetic double-strand DNA specifically activates endosomal TLR9 and is known to 106

induce a robust type I IFN production (Gilliet et al., 2008). As the global definition of the mouse TF 107

reservoir in this study we used 1,636 genes annotated by Hu et al. as TFs in the mouse genome (Hu 108

et al., 2019). We evaluated the expression of all TFs in pDCs according to a formula by Chen et al.,109

which takes into consideration the library length of the RNA-Seq run and the gene length to determine 110

whether the gene is expressed or not (Chen et al., 2016). We found that 1,014 TFs (70% of all annotated 111

TFs) are expressed in at least one condition, naïve or after TLR9 activation (2h, 6h, 12h) (Fig. 1A). The 112

TFs expressed in pDCs were allocated to the different TF classes based on their DNA binding domain 113

as described in the AnimalTFDB (Hu et al., 2019) (Fig. 1B). We found that more than half of all TFs 114

(55%, 558 TFs in total) expressed in pDCs belong to the Zinc-coordinating TF group which use zinc 115

ions to stabilize its folding and classically consist of two-stranded β-sheets and a short α-helix. Helix-116

turn-helix factors, of which 158 (16%) were expressed in pDCs under the defined conditions, comprise 117

several helices mediating multiple functions such as insertion into a major DNA groove, stabilization of 118

the backbone and binding to the overall structure of the DNA (Aravind et al., 2005). Furthermore, 10%119
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(104 TFs) of all TFs expressed in pDCs belong to the Basic Domain group, which contains TFs that 120

become α-helically folded upon DNA binding (Patel et al., 1990; Weiss et al., 1990). 44 expressed TFs 121

(4%) belong to the Other α-Helix group exhibiting α-helically structured interfaces are required for DNA 122

binding. In addition, 32 of the TFs (3%) found in pDCs are β-Scaffold factors which use a large β-sheet 123

surface to recognize DNA by binding in the minor groove. Lastly, another ~100 TFs (12%) were of 124

unclassified structure, meaning their mode of action for DNA binding is unknown. Strikingly, some TF 125

families were not expressed in pDCs at all (Fig. 1C), such as the AP-2 family in the Basic Domain 126

group, the GCM family in the β-Scaffold group, the Orthodenticle homeobox (Otx) TFs in the Helix-turn-127

helix group, Steroidgenic factor (SF)-like factors in the Zinc-coordinating group, and the DM group, first 128

discovered in Drosophila melanogaster, among the unclassified TFs. Other TF families showed129

expression of all family members in at least one condition (steady state, or CpG 2h, 6h, 12h), such as 130

the Transforming growth factor-β stimulated clone-22 (TSC22) family in the Basic Domain group, Runt131

and Signal Transducers and Activators of Transcription (STAT) factors from the β-scaffold classification,132

and E2F and Serum response factor (SRF) factors in the Helix-turn-helix group. In summary, 70% of all 133

genes annotated as TFs in the mouse genome (1,014 out of 1,636) were expressed either in naïve or 134

activated pDCs (CpG 2h, 6h, 12h), covering a wide range of TF classes based on different DNA binding135

mechanisms. 136

137

Activation-dependent TF expression changes138

We next investigated the impact of pDC activation on changes in expression of TFs using our time 139

course RNA-Seq study. The similarity of our biological replicates in each condition was evaluated with 140

a Pearson correlation analysis. Our results revealed high similarity (<95%) for the biological replicates 141

used in the respective conditions of the RNA-Seq data set. Notably, the differences in the Pearson 142

correlation coefficient between the naïve and first stimulation time point (CpG 2h) were higher than the143

differences observed between the later CpG stimulation time points (6h, 12h) (Fig. 2A). We used the 144

data for differential expression analysis of genes between pDC states, not only comparing TF 145

expression levels between different CpG stimulation time points vs steady state but also between the 146

different CpG stimulation time points between each other (Fig. 2B). The total number of differentially 147

expressed TFs (DETFs) with a fold change |FC|>2 and a p<0.05 between stimulated vs naïve pDCs 148

(452 DETFs in 2h vs 0h; 400 DETFs in 6h vs 0h; 335 DETFs in 12h vs 0h) was higher than the absolute 149

number of TFs showing expression changes between the CpG conditions (270 DETFs in 6h vs 2h; 119 150

DETFs in 12h vs 6h; 358 DETFs in 12h vs 2h). This reflects the results from the Pearson correlation151

analysis (Fig. 2A). Interestingly, by comparing TF gene expression in 2h stimulated vs unstimulated 152

pDCs, a higher number of TF genes were down-regulated in expression after TLR9 stimulation than 153

were upregulated in these cells (271 vs 181). With increased duration of pDC stimulation, the difference 154

in the number of TFs that were up- vs down-regulated diminished (208 down vs 192 up in 6h vs 0h). 155

Finally, at the longest stimulation time used in this study (12h vs 0h), the number of up-regulated TF156

genes was higher than the number of down-regulated TF genes (179 vs 156). Comparing the CpG157

stimulated samples amongst each other, more TFs exhibited increased expression with longer 158

stimulation times than there were TFs showing reduced expression levels (171 up vs 99 down in 6h vs 159
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2h; 63 up vs 56 down in 12h vs 6h; 234 up vs 124 down in 12h vs 2h) (Fig. 2B and C). In total, we 160

identified 661 unique TF genes that are differentially expressed between at least one of the compared 161

pDC states |FC|>2, p<0.05, pDC at steady state, or after CpG activation at 2h, 6h, 12h). To evaluate 162

patterns of expression changes for all 661 differentially expressed TFs, we next carried out hierarchical 163

clustering of all TF genes based on the normalized expression in naïve and stimulated pDCs (Fig. 2B).164

This led to the definition of five different clusters of TFs according to their expression pattern (Fig. 2D).165

Cluster I, IV and V contained TFs with large expression changes after short duration of pDC stimulation 166

(2h), while cluster II and III contained TFs that exhibit altered expression only with longer duration of 167

cell stimulation (6h, 12h). Cluster V contained genes that were all down-regulated at any time point after 168

CpG stimulation as compared to the unstimulated condition (Fig. 2D). In more detail, TFs driving either 169

pDC (e.g. Tcf4, Spib, Runx2) or classical DC (cDC) (e.g. Nfil3, Spi1, Id2) development (Bornstein et al., 170

2014; Sasaki et al., 2012; Sawai et al., 2013; Tamura et al., 2005; Tsujimura et al., 2002) were 171

distributed over all clusters I to V. This highlights variable expression patterns of DC cell fate TFs after 172

pDC activation. In summary, in this time course study that models early events after virus infection, we173

identified in total 661 unique CpG-dependent TF genes that show significant differential expression in 174

at least one condition compared to another |FC|>2, p<0.05, pDC at steady state, or after CpG activation 175

at 2h, 6h, 12h). Further, pDC activation showed time dependent activating as well as inhibiting effects 176

on the expression of TFs.177

178

Gene ontology analysis of CpG-dependent TFs179

Next, downstream gene ontology (GO) analyses of RNA-Seq data were performed to unravel the 180

biological processes in which CpG-dependent TFs are involved. For this purpose, functional annotation 181

clustering with the 661 TF encoding genes defined as CpG-dependent |FC|>2, p<0.05) was performed 182

on DAVID including terms for biological processes (BP), molecular functions (MF), and cellular 183

components (CC). The analysis produced 16 clusters, out of which the 9 non-redundant and most 184

relevant in the context of innate immunity are depicted in Fig. 3A (complete list in Table S1). The GO 185

analyses produced an individual fold enrichment for each GO term (Fig. 3A, right column), and in 186

addition, an enrichment score for each cluster containing several GO terms (Table S1). The order of 187

the clusters from top to bottom follows a decrease in the cluster enrichment score, establishing a188

hierarchy of importance for the biological processes affected. Cluster one contained GO terms for DNA 189

binding, transcription, and nuclear localization with a ~5 fold enrichment comprising more than 400 190

genes in each term. This confirmed the inherent DNA binding capacity of the defined murine TF 191

reservoir by Hu et al. (Hu et al., 2019) and proved the applicability of our approach. The following 192

clusters comprised less than 25 unique genes per GO term but significant fold enrichments for most 193

GO terms drawing attention to specific TFs involved in particular biological processes in pDC activation.194

Cluster 2 contained GO terms associated with the circadian rhythm and regulation of gene expression195

(e.g. Klf10, Jun). We further found GO terms enriched for the IκB/NFκB complex, NIK/NFκB signaling, 196

and IκB kinase/NFκB signaling (e.g. Nfkb1, Nfkb2, Rel), which showed the highest fold enrichment (up 197

to 25 fold) among all GO terms and clusters. In line with this, it is well known that CpG activates the198

canonical TLR9-Myd88-NFκB/IRF7 signaling pathway in pDCs (Tomasello et al., 2018). Another cluster 199
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contained processes involving SMAD proteins (e.g. Smad1, Smad2, Smad3), signal transducers for 200

TGFβ receptors, involved in receptor binding, signal transduction, and protein complex assembly. Of 201

note, it is known that pDCs exposed to TGFβ lose their ability to produce type I IFN after TLR9 202

stimulation (Saas and Perruche, 2012). Another significantly enriched cluster comprised GO terms for 203

various processes involving the endoplasmic reticulum (e.g. Cebpb, Ddit3), an important site of 204

intracellular protein and lipid assembly. GO terms containing TFs that regulate sumoylation (e.g. Pias4, 205

Egr2), posttranslational modifications that e.g. coordinate the repression of inflammatory gene 206

expression during innate sensing (Decque et al., 2016), were also significantly enriched and clustered 207

together. As expected, CpG-dependent TFs were enriched in GO terms for the JAK-STAT signaling 208

pathway (e.g. Stat1, Stat2, Stat3) activated by binding of type I IFN to the type I IFN receptor. TFs 209

affecting mRNA binding processes (e.g. Mbd2, Ybx2) which are required for synthesizing proteins at 210

the ribosomes, were also affected. The fact that epigenetic modulators (e.g. Prdm9, Kmt2c) were 211

enriched, highlights the importance of gene expression regulation of TFs in pDCs by modifications that 212

alter the physical structure of the DNA after CpG stimulation. In summary, we find that CpG-dependent 213

TFs are involved in a wide variety of biological processes, such as circadian regulation, mRNA binding,214

and signaling pathways such as the NFκB and JAK-STAT pathways. The analyses revealed the 215

importance of these biological processes being affected by pDC activation in a hierarchical manner216

according to their attributed relevance. This opens up the opportunity to investigate specific TFs 217

involved in processes that have not been fully elucidated for pDC biology. 218

219

pDC activation modulates chromatin accessibility for binding of TF families220

Another hallmark of cell activation is the modification of the chromatin landscape. To better understand 221

how the chromatin accessibility of different TF families is altered in pDCs in the course of activation, we222

performed ATAC-Seq in naïve and 2h CpG activated pDCs. Pearson correlation analysis for the ATAC-223

Seq data reveals >95% similarity for all biological replicates (Fig. 4A). A quantitative analysis of peak 224

intensities across sample conditions and a differential analysis to determine the number and regions of 225

activation-dependent accessible chromatin peaks was performed. Comparing the specific genomic 226

locations such as introns, 3’-UTRs, distal (1-3kb) and proximal (0-1kb) promoter regions with accessible 227

chromatin between naïve and 2h CpG stimulated pDCs, we found that chromatin is mostly open in distal 228

intergenic and intron regions in both conditions. However, there was no apparent shift in the distribution 229

of genomic locations where chromatin is accessible in pDCs after cell activation (Fig. 4B). This suggests230

that TLR9 activation regulates the chromatin accessibility globally in pDCs but does not induce shifts in 231

the chromatin landscape per se. Overall, we detected ~116,000 accessible regions (peaks) across 232

samples in naïve and activated states. Next, we performed a differential analysis using the DESeq2 233

algorithm to quantify the number of CpG-dependent accessible peaks. pDC activation substantially234

altered the chromatin landscape leading to ~16,600 altered accessible regions (|FC|>2, p<0.05, Fig.4C,235

D). In detail, 2h CpG stimulation of pDCs resulted in 13,226 peaks with increased accessibility and 236

3,381 peaks with decreased accessibility (Fig. 4C, D). Roughly 80% of all CpG-dependent chromatin 237

regions in 2h stimulated pDCs exhibited increased DNA accessibility as compared to naïve pDCs. This238

suggests that more of the pDC chromatin landscape is „turned on“ rather than being „turned off“ after 239
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pDC activation. To unravel the biological significance of the activation-dependent chromatin states for 240

the more accessible vs the less accessible DNA regions in pDCs, a differential motif analysis using the 241

HOCOMOCO database (Kulakovskiy et al., 2018) was performed (Fig. 4E). The purpose of the analysis 242

was to identify TF families that gain or lose access to DNA after pDC activation which would hint at 243

pathways being affected after activation. At the same time, this unbiased approach allows the244

identification of TFs that have not been associated with this cell type before. This motif analysis revealed245

that TFs belonging to the JAK-STAT and the NFκB signaling pathway have increased accessibility to246

their specific DNA binding regions after CpG stimulation. Besides the NFκB family, we identified the 247

AP-1 family of TFs as one of the most significant hits to gain access to the DNA in our search. This type 248

of TF remains so far less well characterized in pDCs after pathogen encounter or in pDC-specific 249

functions in chronic inflammatory or autoimmune disorders. Albeit the AP-1 member c-Fos has been 250

shown to be required for type I IFN induction, a hallmark function of pDCs, in osteoclast precursor cells 251

after RANKL treatment (Takayanagi et al., 2002). On the other hand, Ets family members belonging to 252

the Helix-turn-helix family of TFs and Zinc-coordinating zf-C2H2 TFs had less access to DNA. Strikingly, 253

pDC-driving cell fate TFs such as IRF8 and RUNX2 showed motif enrichment in two sets of regions, 254

one set with increased and another set with decreased chromatin accessibility after pDC activation. 255

Hence, pDC-driving cell fate TFs both gained and lost access to specific DNA regions after TLR9256

activation. We next performed a more detailed analysis searching for enrichment of TF motifs among 257

all regions that contain the promoter sequence of one or more genes. As TFs can regulate gene 258

expression by binding to the promoter site of genes this analysis hints at TF families that exert a 259

functional binding occupancy in the investigated chromatin regions. We previously determined that 260

13,226 regions exhibit increased chromatin accessibility after pDC activation. Out of these, 2,174 261

regions were associated with the promoter of one or more genes. An unbiased motif enrichment search 262

revealed that TFs belonging to the NFκB family (e.g. NFκB1, NFκB2, TF65), the AP-1 family (e.g. ATF3, 263

JUN, FOSB), and the JAK-STAT family (e.g. STAT1, STAT2), as well as pDC cell fate TFs (e.g. RUNX2, 264

IRF8) are among the top hits for TFs with DNA binding domains present in promoter associated 265

chromatin regions which gain accessibility after pDC activation (Table S2). In summary, the differences 266

in chromatin landscapes of naïve and 2h CpG stimulated pDCs point to a substantial amount of267

epigenetic modulation of thousands of pDC regions. Also, these analyses unravelled the AP-1 family of 268

TFs, which have so far been less well characterized in pDC biology, as possibly important players in 269

these cells after activation.270

271

TFs show activation-dependent expression and chromatin accessibility272

As shown above, pDC activation results in significant alterations of the chromatin landscape in pDCs 273

making the DNA more or less accessible to specific TF families on a global level. We next analysed the 274

impact of pDC activation on regions associated with TF genes themselves by evaluating regions ranging 275

from 1kb upstream of the transcriptional start site (TSS) to 1kb downstream of the poly adenylation site.276

pDC activation altered the chromatin landscape of ~750 accessible regions associated with TF genes277

(|FC|>2, p<0.05, Fig. 5A). In detail, 2h stimulation of pDCs resulted in 627 peaks with increased 278

accessibility and 126 peaks with decreased accessibility to regions associated with TF genes (Fig. 5A). 279
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83% of all CpG-dependent chromatin regions in 2h stimulated pDCs exhibited increased DNA 280

accessibility as compared to naïve pDCs. This suggests that most of the chromatin landscape281

associated with TF genes is „turned on“ rather than being „turned off“ after CpG stimulation. Finally, an 282

integrative approach using the RNA-Seq and ATAC-Seq data was conducted analysing the differential 283

chromatin states of regions associated with differentially expressed TF genes. This revealed 540 TF 284

regions out of the overall ~750 chromatin regions that are significantly associated with a differential 285

RNA expression of the respective TF gene (Fig. 5B). Out of these chromatin peaks we found 209 286

unique TF genes being associated with the differentially opened chromatin regions. Thus, pDC 287

activation modulates the chromatin of most genes in more than one region associated with the 288

respective gene, as shown here for the NFκB family members Nfkb1 and Rela (Fig. 5B). To identify 289

potential novel players in pDC biology after cell activation, we integrated the results of our motif analysis,290

the RNA expression levels, and chromatin states for all TFs. We focused our search on factors that fulfil 291

the following criteria after pDC stimulation: (i) increased gene expression, (ii) enhanced chromatin 292

accessibility, and (iii) enriched TF DNA binding motif in the genomic regions that are more accessible. 293

Mining our dataset, we found that TFs already known to be important in TLR9-mediated signaling such 294

as IRF and NFκB TFs met the requirement as expected. Additionally, members of the AP-1 family such 295

as ATF3 and JUN, which received little mention for pDC biology in literature so far, also fulfilled these296

criteria. The candidates of all three families exhibited a significantly increased mRNA expression 2h297

after pDC activation as compared to naïve pDCs. At 6h after stimulation, expression remained at the 298

same level (Jun, Rela), increased further (Irf7) or decreased (Atf3, Nfkb1). After 12h pDC stimulation,299

expression remained at the same level (Irf7, Atf3) or even decreased (Jun, Nfkb1, Rela) (Fig. 5C). In300

line with an increased expression of the selected TFs 2h after cell activation as compared to the naïve 301

state, we found an increased accessibility of chromatin in the proximal promoter region of the Irf7, Jun,302

Atf3, Nfkb1, and Rela genes. Two regions of the Nfkb1 gene, one proximal and another distal from the 303

TSS of the gene, indicated increased DNA accessibility after CpG stimulation at 2h as compared to the 304

naïve condition. While Atf3, Nfkb1 and Rela are characterized by single or a small number of open 305

chromatin peaks, several peaks in the Irf7 and Jun gene were found, both proximal and after the TSS 306

in the intergenic region. Of note, the core structural elements regulating gene expression for the 307

proximal promoter and the intergenic regions were well conserved between mouse and human for all 308

newly identified candidates (top panels, Fig. 5D). The potential relevance of the AP-1 factors for pDC 309

biology was further investigated by searching for the common AP-1 motif (TGA[G/C]TCA) (Risse et al., 310

1989) among all open chromatin regions associated with pDC driving TF genes (Runx2, Tcf4, Spib,311

Irf8, Bcl11a). Using the MEME-FIMO search tool, we found an AP-1 motif in the proximal promoter site 312

of the Tcf4 gene which encodes the E2-2 protein (Fig. 5E). As AP-1 has not been implicated so far in 313

E2-2 gene regulation this finding warrants further investigation. In summary, we found that pDC 314

activation mostly “turns on” TF genes resulting in significant expression changes along with more 315

accessible DNA in promoter and or intergenic regions. Moreover, we newly identified the AP-1 family 316

as a set of TFs associated with pDC activation.  317

318

Discussion319
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In this study we investigated the yet unknown global expression patterns of the TF reservoir of pDCs in 320

in a time course after activation in combination with DNA accessibility analysis for implicated TF 321

families. Combining RNA-Seq, ATAC-Seq, and GO analyses, we defined specific sets of TLR9-322

modulated TFs with known roles in pDC differentiation and function, but also TFs so far not implicated 323

in pDC biology. 324

We used as the basis of our study the definition of the murine TF reservoir in the AnimalTFDB (Hu et 325

al., 2019) and found that 70% of all genes annotated as TFs in the mouse genome (1,014 out of 1,636) 326

were expressed in at least one condition, naïve or CpG-activated pDCs (2h, 6h, or 12h). These covered327

a wide range of TF classes defined by their respective DNA binding mechanisms. Interestingly, some 328

TF families showed expression of all family members. Among those, we found factors that have been 329

shown to be of particular importance in pDC biology, such as Runx2 of the Runt family (Sawai et al., 330

2013). Downstream GO analyses of RNA-Seq data allowed a biological classification of all TFs showing 331

involvement in a wide variety of biological processes, such as the NFκB and JAK-STAT signaling. It332

has been well established that the production of type I IFN by pDCs upon TLR9 activation depends on 333

the canonical TLR9-Myd88-NFκB/IRF7 signaling pathway (Tomasello et al., 2018). In this regard, it has 334

been reported that NFκB and cREL are key players in pDC differentiation and survival programs after 335

TLR9 activation by CpG. Nfkb1-/- cRel-/- double knock-out pDCs were still able to produce type I IFN 336

upon CpG administration but failed to produce IL-6 or IL-12 and did not acquire a dendritic phenotype 337

but rather underwent apoptosis (O'Keeffe et al., 2005). Here, we show for the first time the time-338

dependent patterns of gene expression for TFs involved in NFκB and JAK-STAT signaling upon pDC 339

stimulation. Not only expression of these factors was enhanced in pDCs after CpG treatment, but also340

DNA binding sites for factors from the NFκB and JAK-STAT signaling pathways were identified as 341

globally enriched in a differential motif analysis comparing regions with increased vs decreased 342

chromatin accessibility. In addition, we found changed expression patterns of TFs important for 343

circadian gene regulation in activated pDCs over time. In this regard, it has been reported that up to 344

10% of the transcriptome is under circadian regulation (Panda et al., 2002; Storch et al., 2002),345

suggesting that some pDC activation-dependent changes in gene expression may be under circadian 346

control of global TF expression. Along this line, Silver et al. showed that TLR9 function is controlled by 347

the circadian molecular clock in a number of cell types including DCs (Silver et al., 2012). Another group 348

of TFs that show significant changes in expression after pDC activation could be classified as SMAD 349

proteins, classical effectors of TGFβ signaling. It is known that stimulating DC progenitors with TGFβ350

accelerates DC differentiation, directing development toward cDCs (Felker et al., 2010). Also, one of 351

the SMAD proteins, SMAD3, has been determined as a key player in determining cDC versus pDC cell 352

fates (Jeong-Hwan Yoon, 2019). Interaction of SMAD proteins with known pDC driving factors such as 353

Zeb2 have also been described (Vandewalle et al., 2009; Wu et al., 2016). Other SMAD members do354

not affect pDC numbers, as shown in vivo in Smad7-deficient mice (Lukas et al., 2017). Further, TFs 355

involved in various processes of the endoplasmic reticulum are differentially expressed in TLR9356

activated pDCs. Notably, mouse and human pDCs are morphologically characterized by an extensive 357

rough ER, enabling them to rapidly secrete copious amounts of type I IFN after TLR7 and TLR9 358

stimulation (Alculumbre et al., 2018; Fitzgerald-Bocarsly et al., 2008). The enrichment of TFs involved 359
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in mRNA binding processes, sumoylation and epigenetic modifications further highlights the changing 360

biology of pDCs in protein production, posttranslational protein modifications, and alteration of the 361

physical DNA structure that regulates gene expression after cell activation. We hereby define a novel 362

set of expressed TFs in TLR9 activated pDCs, thus identifying TFs involved in particular biological 363

processes that may require further investigation for their functional role in activated pDCs. The global 364

transcriptomics approach allows a comparison for the expression patterns of several TFs belonging to 365

the same TF family or involved in the same biological process, which may help to further narrow down 366

interesting candidates.367

Using CpG as an optimal TLR9 agonist and focusing on early events after virus infection, we found that368

after pDC activation more of the pDC chromatin landscape is „turned on“ rather than „turned off“, both 369

globally in the genome and also among the regions associated with TF genes themselves. Specifically, 370

about 80% of all regions that show significant chromatin changes exhibited increased accessibility for 371

TFs. However, with regard to gene expression, 2h after pDC activation more genes were down-372

regulated than up-regulated as compared to the naïve state. One explanation could be that while DNA 373

is more accessible, the TFs that possibly bind to these DNA stretches may inhibit rather than activate 374

gene expression. An extensive motif analysis revealed that TFs belonging to the JAK-STAT and the 375

NFκB signaling pathways exhibit increased accessibility to DNA binding regions after pDC stimulation. 376

This underlines the importance of the JAK-STAT and NFκB signaling pathways in activated pDCs. 377

In contrast, Ets family members belonging to the Helix-turn-helix family of TFs and Zinc-coordinating 378

zf-C2H2 TFs were both found to have less access to DNA after pDC activation. Ets family members 379

include SPI1, also known as PU.1, which has been shown to drive the development of precursor cells 380

toward cDC rather than pDC development (Chopin et al., 2019). Regarding pDC-driving cell fate TFs,381

IRF8 and RUNX2 belonging to the helix-turn-helix and β-scaffold TF groups, respectively, show motif 382

enrichment in two sets of regions exhibiting increased versus decreased chromatin accessibility after 383

pDC activation. Hence, cell fate TFs that drive pDC development both gain and lose access to distinct 384

DNA regions after TLR9 activation.385

Gene expression of the key pDC cell fate TFs IRF8, E2-2, and RUNX2 has been shown to steadily 386

increase in expression during pDC precursor development into fully differentiated pDCs (Bornstein et 387

al., 2014; Sasaki et al., 2012; Sawai et al., 2013; Tamura et al., 2005; Tsujimura et al., 2002). However,388

the role of these TFs for pDC survival and differentiation has not been investigated in detail after TLR9 389

activation. Here we observed different gene expression patterns for E2-2, and RUNX2 after pDC 390

activation. E2-2 expression is strongly up-regulated at 2h and 6h of CpG stimulation vs no stimulation, 391

but not at 12h after CpG activation vs steady state. Runx2, on the other hand, is strongly down-regulated 392

at each CpG stimulation time point as compared to the naïve state.393

Our results therefore warrant further investigations of pDC cell fate TFs to explore the biological 394

relevance of distinct expression patterns as well as the simultaneous gain and loss of accessibility to 395

DNA by modulation of chromatin after pDC activation. We found that IRF7, NFκB1, and RELA as well 396

as ATF3 and JUN, two AP-1 family members, fulfil three criteria relevant in this context: They exhibit (i)397

increased gene expression, (ii) enhanced chromatin accessibility for their gene regions, and (iii)398

enriched TF DNA binding motifs in the accessible genomic regions after pDC stimulation. We used this 399
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integrative omics approach to identify potential novel players important in pDC biology after cell 400

activation. While the role for IRF7, NFκB1, and RELA have been described in activated pDCs, there is 401

little known about any function of AP-1 factors in pDCs. Activator Protein-1 (AP-1) was one of the first 402

TFs to be described in the 1980s (Angel et al., 1987). It consists of a dimeric protein complex with 403

members from the JUN, FOS, ATF, BATF, or MAF protein families (Eferl and Wagner, 2003; Shaulian 404

and Karin, 2002). A shared feature between the members is a basic leucine-zipper (bZIP) domain which 405

is required for dimerization and DNA binding. The AP-1 family of TFs are known to regulate various 406

biological processes such as proliferation, differentiation, and cell survival (Eferl and Wagner, 2003; 407

Murphy et al., 2013; Sopel et al., 2016; Wagner and Eferl, 2005). They have further been implicated in 408

a variety of pathologies ranging from cardiovascular disease to cancer, hepatitis, and Parkinson’s 409

disease (Meijer et al., 2012; Muslin, 2008; Uchihashi et al., 2011). A connection has been established410

between NFκB and AP-1 activity, which may be regulated by NFκB (Fujioka et al., 2004) suggesting a 411

possible common molecular mechanism of these TFs in activated pDCs. Further, AP-1 has been shown 412

to be required for spontaneous type I IFN production in pDCs, whereas type I IFN production triggered 413

by pathogen receptor recognition such as TLR stimulation was not affected by AP-1 inhibition (Kim et 414

al., 2014). In contrast, our in silico analyses suggest a close link between AP-1 factors and pDC biology 415

after TLR9 stimulation: The AP-1 motif is present within the open chromatin region of the proximal 416

promoter site of the Tcf4 gene, a prominent pDC cell fate TF. Grajkowska et al. showed that there are 417

two Tcf4 isoforms, the expression of which is controlled during pDC differentiation by two respective 418

promoters as well as distal enhancer regions within 600-900 kb 5’ and ~150 kb 3’ of the Tcf4 gene419

(Grajkowska et al., 2017). However, the binding site of specific TFs to these cis-regulatory sites has not 420

been fully evaluated. This calls for further investigations on the AP-1 binding site in activated pDCs 421

newly identified in our study. One of the key AP-1 candidates in our investigation, ATF3, has been 422

described as a negative regulator of antiviral signaling in Japanese encephalitis virus infection in mouse 423

neuronal cells (Sood et al., 2017). The hallmark of pDCs is their importance in antiviral immune 424

responses, pointing toward ATF3 as an interesting candidate to investigate in TLR9 activated pDCs.425

Another AP-1 family member, JUN, was the first oncogene to be described (Curran and Franza, 1988)426

and has since been studied in detail in the context of various tumor entities. In contrast, knowledge 427

about its role in the context of infection is limited. For example, it has been shown to have a regulatory 428

role in H5N1 influenza virus replication and host inflammation in mice (Xie et al., 2014). Our analyses 429

revealed a distinct regulation of Jun expression and chromatin structure combined with an increased 430

global DNA binding accessibility in pDCs after activation. Further studies are required to assess the role 431

of Jun regulation in pDCs upon a microbial stimulus or in a chronically activated state that might unravel 432

unknown functions of this TF in immunity. While targeting TFs for therapeutic purpose has been proven 433

difficult so far, recent advances have been made through novel chemistries and the use of staples 434

peptides to disrupt protein-protein interactions (Ball et al., 2016; Rezaei Araghi et al., 2018). Thus, the 435

in silico analyses of the global TF reservoir in pDCs from our study led to the identification of novel 436

candidates that warrant further investigation regarding their role in pDC biology, in particular after cell 437

activation, which may lead to the development of novel therapeutics to treat infection, autoimmune 438

disease and cancer.439
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448

Materials and Methods449

450

Mice451

C57BL/6N mice were housed under specific pathogen-free conditions in the animal research facility of 452

the University of Düsseldorf according to German animal welfare guidelines. All experiments were 453

performed with sex and age matched littermates between 7 to 14 weeks of age. 454

455

Generation and stimulation of BM-derived pDCs for RNA-Seq and ATAC-Seq456

BM-derived Flt3-L cultured pDCs were generated as previously described (Scheu et al., 2008). For 457

RNA-Seq, BM-derived pDCs (CD3-CD19-CD11c+CD11blowB220+SiglecH+ CD317+) were FACS purified 458

using FACS Aria III (BD). The pDCs were left untreated or stimulated with 1μM CpG 2216 (Tib Molbiol, 459

Nr. 930507l) complexed to transfection reagent DOTAP (Roche) for 2h, 6h or 12 h. RNA was isolated 460

by using the NucleoSpin II RNA mini kit (Macherey-Nagel) and subjected to RNA-Seq. For ATAC-Seq 461

BM-derived pDCs (CD3-CD19-CD11c+CD11blowB220+SiglecH+CD317+) were FACS purified using 462

FACS Aria III (BD). The pDCs were left untreated or stimulated with 1μM CpG 2216 complexed to 463

transfection reagent DOTAP (Roche) for 2h. At the end of stimulation time, cells were kept on ice and 464

stained for 7AAD (BD). Live cells (7AAD-) were further purified by FACS and kept frozen in complete 465

RPMI medium containing 5% DMSO. The frozen cells were transported on dry ice to Active Motif 466

(Belgium) for ATAC-Seq.467

The following antibodies have been used: CD3-PerCP (BD Bioscience, Clone: 145-2C11), CD19-468

PerCP-Cy5.5 (BD Bioscience, Clone:1D3), CD11c-PE-Cy7 (BioLegend, Clone: N418), CD11b-APC-469

Cy7 (BD Bioscience, Clone: M1/70), B220-FITC (BD Bioscience, Clone: RA3-6B2), SiglecH-APC 470

(BioLegend, Clone 551), CD317-PE (eBioscience/Thermoscientific, Clone: ebio927).471

472

RNA-Seq Analyses473

DNase digested total RNA samples used for transcriptome analyses were quantified (Qubit RNA HS 474

Assay, Thermo Fisher Scientific) and quality measured by capillary electrophoresis using the Fragment 475

Analyzer and the ‘Total RNA Standard Sensitivity Assay’ (Agilent Technologies, Inc. Santa Clara, USA). 476

All samples in this study showed high RNA Quality Numbers (RQN; mean = 9.9). The library preparation 477

was performed according to the manufacturer’s protocol using the Illumina® ‘TruSeq Stranded mRNA 478

Library Prep Kit’. Briefly, 200 ng total RNA were used for mRNA capturing, fragmentation, the synthesis 479
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of cDNA, adapter ligation and library amplification. Bead purified libraries were normalized and 480

sequenced on the HiSeq 3000/4000 system (Illumina Inc. San Diego, USA) with a read setup of SR 481

1x150 bp. The bcl2fastq tool was used to convert the bcl files to fastq files as well for adapter trimming 482

and demultiplexing.483

Data analyses on fastq files were conducted with CLC Genomics Workbench (version 11.0.1, QIAGEN, 484

Venlo. NL). The reads of all probes were adapter trimmed (Illumina TruSeq) and quality trimmed (using 485

the default parameters: bases below Q13 were trimmed from the end of the reads, ambiguous 486

nucleotides maximal 2). Mapping was done against the Mus musculus (mm10; GRCm38.86) (March 487

24, 2017) genome sequence. Samples (three biological replicates each) were grouped according to 488

their respective experimental condition. Raw counts were next re-uploaded to the Galaxy web platform. 489

The public server at usegalaxy.org was used to perform multi-group comparisons (Afgan et al., 2016).490

Differential expression of genes between any two conditions was calculated using the edgeR quasi-491

likelihood pipeline which uses negative binomial generalized linear models with F-test (Liu et al., 2015; 492

Robinson et al., 2010). Low expressing genes were filtered with a count-per-million (CPM) value cut-off 493

that was calculated based on the average library size of our RNA-Seq experiment (Chen et al., 2016).494

The resulting p values were corrected for multiple testing by the false discovery rate (FDR) (Benjamini, 495

1995). A p value of <0.05 was considered significant. RNA-Seq data are deposited with NCBI’s Gene 496

Expression Omnibus (GEO) and are accessible through GEO Series accession number GSE170750 497

(https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE170750).498

499

ATAC-Seq500

Cells were harvested and frozen in culture media containing FBS and 5% DMSO. Cryopreserved cells 501

were sent to Active Motif to perform the ATAC-Seq assay. The cells were then thawed in a 37°C water 502

bath, pelleted, washed with cold PBS, and tagmented as previously described (Buenrostro et al., 2013),503

with some modifications (Corces et al., 2017). Briefly, cell pellets were resuspended in lysis buffer, 504

pelleted, and tagmented using the enzyme and buffer provided in the Nextera Library Prep Kit (Illumina). 505

Tagmented DNA was then purified using the MinElute PCR purification kit (Qiagen), amplified with 10 506

cycles of PCR, and purified using Agencourt AMPure SPRI beads (Beckman Coulter). Resulting 507

material was quantified using the KAPA Library Quantification Kit for Illumina platforms (KAPA 508

Biosystems), and sequenced with PE42 sequencing on the NextSeq 500 sequencer (Illumina).509

Reads were aligned using the BWA algorithm (mem mode; default settings). Duplicate reads were 510

removed, only reads mapping as matched pairs and only uniquely mapped reads (mapping quality ≥1) 511

were used for further analysis. Alignments were extended in silico at their 3’-ends to a length of 200 bp 512

and assigned to 32-nt bins along the genome. The resulting histograms (genomic “signal maps”) were 513

stored in bigWig files. Peaks were identified using the MACS 2.1.0 algorithm at a cut off of p-value 1e-514

7, without control file, and with the –nomodel option. Peaks that were on the ENCODE blacklist of known 515

false ATAC-Seq peaks were removed. Signal maps and peak locations were used as input data to 516

Active Motifs proprietary analysis program, which creates Excel tables containing detailed information 517

on sample comparison, peak metrics, peak locations, and gene annotations. For differential analysis, 518

reads were counted in all merged peak regions (using Subread), and the replicates for each condition 519
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were compared using DESeq2. ATAC-Seq data are deposited with NCBI’s GEO and are accessible 520

through GEO Series accession number GSE171075521

(https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE171075).522

523

Downstream analyses and visualization of omics data524

Volcano plots were created using ggplot2 (Wickham, 2016) and ggrepel (Slowikowski, 2020).525

Heatmaps were created using Morpheus (https://software.broadinstitute.org/morpheus). Pearson 526

correlation matrices were calculated in R and plotted as heatmaps using gplots (Gregory R. Warnes,527

2020). Pathway analyses for different gene ontology (GO) terms and subsequent functional 528

classification and annotation clustering were performed using the Database for Annotation, 529

Visualization and Integrated Discovery (DAVID) (Huang da et al., 2009). Evolutionary conserved 530

regions (ECR) for selected genes were shown by taking a screenshot from the ECR browser531

(Ovcharenko et al., 2004). Bar graphs were plotted in Gradphpad Prism version 8.4.3 on Windows 532

(GraphPad Software, La Jolla California USA, www.graphpad.com). ATAC-Seq peaks were 533

visualized using IGV (Robinson et al., 2011; Thorvaldsdottir et al., 2013).534

535

TF Motif Analyses536

ATAC-Seq regions that indicated differentially accessible chromatin regions between naive and 2h CpG537

stimulated samples (DESeq2, |FC|>2, p<0.05) were used for motif analysis. The regions were adjusted 538

to the same size (500bp). The MEME-Centrimo differential motif analysis pipeline (Bailey and 539

Machanick, 2012) was run on the fasta files representing each chromatin region (significantly increased 540

vs decreased chromatin access after CpG stimulation) to identify overrepresented motifs, using default 541

parameters and the HOCOMOCO v11 motif database. The search for the AP-1 motif among selected 542

sequences was performed with MEME-FIMO.543

544

545

Figure legends546

547

Fig. 1 Expression of transcription factors in pDCs. A Expression of TFs in pDCs in at least one of 548

the following conditions: naïve, CpG 2h, 6h or 12h (n=3 per condition). B Categorization of the 549

expressed TFs according to Hu et al. (Hu et al., 2019). C Number of expressed vs non-expressed genes 550

per TF family of a TF class is plotted. 551

552

Fig. 2 RNA-Seq reveals significant TF expression changes after pDC activation. A Pearson 553

correlation plot for samples used in RNA-Seq. pDCs (CD3-CD19-554

CD11c+CD11blowB220+SiglecH+CD317+) were sorted from BM-derived Flt3-L cultures of C57BL/6N 555

mice and cells were left either naïve or stimulated with CpG for 2h, 6h or 12h. B Volcano plots showing 556

global expression of genes in sorted pDCs at steady state and after 2h, 6h, and 12h of CpG stimulation. 557

TF genes with a |FC|>2 and a p-value of <0.05 corrected for the false discovery rate (FDR) were 558

considered significantly differentially expressed and are marked in colour (red and blue). C Heatmap 559
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showing normalized expression values (cpm, count per million) of differentially expressed TF genes560

from (B) in pDCs at steady state and after 2h, 6h, and 12h of CpG stimulation. Hierarchical clustering 561

on rows with average linkage and the One minus Pearson correlation metric was performed.562

563

Fig. 3 Gene Ontology analysis of CpG-dependent TFs. 661 CpG-dependent TFs (|FC|>2, p<0.05) 564

were analysed by DAVID functional annotation to produce gene clusters (>2 genes/cluster) 565

corresponding to biological process (BP), molecular function (MF), and cellular component (CC) GO 566

annotation terms. Those significantly associated with the TF gene list are plotted with the numbers of 567

genes for each term along with the fold enrichment for each term. A few terms were excluded as being 568

redundant or having wider meaning (Table S1). Abbreviations are as follows: casc = cascade; cyt = 569

cytokine; horm = hormone; med = mediated; reg = regulation; rERs = response to endoplasmic 570

reticulum stress; resp = response; sig = signaling. 571

572

Fig. 4 pDC activation increases and decreases chromatin accessibility of thousands of regions.573

A Pearson correlation plot for samples used in ATAC-Seq. pDCs (CD3-CD19-574

CD11c+CD11blowB220+SiglecH+CD317+) were sorted from BM-derived Flt3-L cultures of C57BL/6N 575

mice and cells were left either naïve or stimulated with CpG for 2h (n=2). B Genomic location distribution 576

of open chromatin sites in naïve and CpG stimulated pDCs according to ATAC-Seq. Two biological 577

replicates were used per condition, and results are shown for pooled samples per condition. C Number 578

of differentially accessible peaks detected using DESeq2, comparing naïve to 2h CpG stimulated pDCs,579

|FC|>2 and p<0.05. D Heatmap of normalized ATAC-Seq peak intensities (log2FC relative to the mean 580

for each peak). Limited to peaks (16,607) that are condition-dependent with |FC|>2 and p<0.05 for at 581

least one pairwise comparison of interest. E Differential motif analysis for cluster I and II from (D) using 582

MEME Centrimo and the HOCOMOCO v11 motif database. Significant motifs were categorized into 583

known TF families for visualization and interpretation. 584

585

Fig. 5 TFs show CpG-dependent expression and chromatin accessibility. A Number of 586

differentially accessible peaks of genomic regions associated with TF genes detected using DESeq2 587

comparing naïve to 2h CpG stimulated pDCs, |FC|>2 and p<0.05. B Heatmap of normalized ATAC-Seq 588

peak intensities (log2FC relative to the mean for each peak) limited to 540 peaks from (A) that are 589

condition-dependent with |FC|>2 and p<0.05 for at least one pairwise comparison of interest. C The bar 590

graph depicts normalized expression values obtained from RNA-Seq and statistics calculated with 591

edgeR. D, E Top panel presents screen shots from the ECR (evolutionary conserved regions) Browser 592

web site of the respective indicated gene. Exonic regions are shown in blue, intronic regions in pink, 593

UTRs in yellow, and CNS in red. Bottom panels present ATAC-Seq peaks in naïve and CpG stimulated 594

(2h) pDCs for the indicated genes visualized with IGV. The AP-1 motif within the promoter sequence of 595

the Tcf4 gene is highlighted in (E). 596
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SUPPLEMENTAL TABLE S1
Functional cluster analysis with 661 CpG-dependent TF genes

Annotation Cluster 1 Enrichment Score: 224.49086249688912
Category Term Count % PValue Genes List Total Pop Hits Pop Total Fold EnrichBonferroni Benjamini FDR
GOTERM_MF_DIRECT GO:0003677~DNA binding 431 65.70122 1.39E-273 EHF, SPI1, BACH1, BACH2, ELK3, SPIB, SPIC, HOXA9, ZFP281, CREB3L4, SOX15, MYC, CREB3L1, GPB

644 1847 17446 6.321503 4.18E-271 2.10E-271 1.70E-271
GOTERM_BP_DIRECT GO:0006351~transcription, DNA-templated 413 62.95732 1.24E-260 EHF, SPI1, 624 1885 18082 6.34893 2.57E-257 1.29E-257 1.25E-257
GOTERM_CC_DIRECT GO:0005634~nucleus 495 75.45732 1.96E-141 EHF, SPI1, T 628 6019 19662 2.574832 3.58E-139 3.58E-139 3.33E-139

Annotation Cluster 2 Enrichment Score: 11.744756217221672
Category Term Count % PValue Genes List Total Pop Hits Pop Total Fold EnrichBonferroni Benjamini FDR
GOTERM_BP_DIRECT GO:0043401~steroid hormone mediated signaling 22 3.353659 1.48E-17 ESRRA, RA 624 53 18082 12.02842 3.07E-14 3.83E-15 3.72E-15
GOTERM_MF_DIRECT GO:0003707~steroid hormone receptor activity 21 3.20122 3.62E-15 ESRRA, RA 644 56 17446 10.15877 1.11E-12 6.09E-14 4.94E-14
GOTERM_MF_DIRECT GO:0004879~RNA polymerase II transcription facto 17 2.591463 3.55E-14 THRA, VDR 644 36 17446 12.79253 1.07E-11 5.66E-13 4.60E-13
GOTERM_MF_DIRECT GO:0008270~zinc ion binding 57 8.689024 0.00552464 RERE, RAR 644 1075 17446 1.436403 0.8123294 0.0309994 0.0251678

Annotation Cluster 3 Enrichment Score: 7.656034402823103
Category Term Count % PValue Genes List Total Pop Hits Pop Total Fold EnrichBonferroni Benjamini FDR
GOTERM_BP_DIRECT GO:0048511~rhythmic process 24 3.658537 7.06E-11 HES7, KLF1 624 128 18082 5.433293 1.46E-07 1.33E-08 1.29E-08
GOTERM_BP_DIRECT GO:0007623~circadian rhythm 18 2.743902 1.63E-07 KLF10, JUN 624 108 18082 4.829594 3.38E-04 1.99E-05 1.93E-05
GOTERM_BP_DIRECT GO:0032922~circadian regulation of gene expressio 13 1.981707 9.35E-07 ZFHX3, BH 624 61 18082 6.175546 0.0019372 1.02E-04 9.91E-05

Annotation Cluster 4 Enrichment Score: 2.5280383426155817
Category Term Count % PValue Genes List Total Pop Hits Pop Total Fold EnrichBonferroni Benjamini FDR
GOTERM_BP_DIRECT GO:0034097~response to cytokine 12 1.829268 1.01E-04 FOSL1, JUN 624 81 18082 4.292972 0.1887868 0.0065348 0.0063487
GOTERM_CC_DIRECT GO:0033256~I-kappaB/NF-kappaB complex 4 0.609756 3.08E-04 REL, NFKB1 628 5 19662 25.04713 0.0547449 0.0056292 0.0052293
GOTERM_BP_DIRECT GO:0038061~NIK/NF-kappaB signaling 4 0.609756 3.86E-04 REL, NFKB1 624 5 18082 23.18205 0.5512363 0.0186213 0.0180911
GOTERM_BP_DIRECT GO:0007249~I-kappaB kinase/NF-kappaB signaling 5 0.762195 0.0233617 IRF1, REL, 624 32 18082 4.527744 1 0.3457532 0.33590789
GOTERM_BP_DIRECT GO:0045087~innate immune response 12 1.829268 0.81701294 SP110, IRF 624 400 18082 0.869327 1 1 0.97199421

Annotation Cluster 5 Enrichment Score: 2.4533584885560358
Category Term Count % PValue Genes List Total Pop Hits Pop Total Fold EnrichBonferroni Benjamini FDR
GOTERM_BP_DIRECT GO:1902895~positive regulation of pri-miRNA tran 8 1.219512 6.05E-06 SMAD1, JU 624 22 18082 10.5373 0.0124634 5.97E-04 5.80E-04
GOTERM_MF_DIRECT GO:0070410~co-SMAD binding 6 0.914634 2.57E-05 SMAD2, TG 644 11 17446 14.7764 0.0077362 2.16E-04 1.76E-04
GOTERM_MF_DIRECT GO:0070412~R-SMAD binding 7 1.067073 1.87E-04 SMAD2, ZE 644 24 17446 7.901268 0.0548194 0.0013795 0.00112001
GOTERM_BP_DIRECT GO:0001657~ureteric bud development 8 1.219512 0.00120144 SMAD2, SM 624 48 18082 4.829594 0.9172627 0.0469695 0.04563209
GOTERM_BP_DIRECT GO:0007179~transforming growth factor beta rece 9 1.371951 0.00420828 SMAD2, SM 624 75 18082 3.477308 0.9998403 0.1171341 0.11379869
GOTERM_MF_DIRECT GO:0070411~I-SMAD binding 4 0.609756 0.00658823 SMAD2, SM 644 11 17446 9.850932 0.8641533 0.0352692 0.02863444
GOTERM_BP_DIRECT GO:0009880~embryonic pattern specification 5 0.762195 0.00856577 SMAD2, SM 624 24 18082 6.036993 1 0.1888113 0.18343496
GOTERM_BP_DIRECT GO:0060395~SMAD protein signal transduction 8 1.219512 0.01673176 SMAD2, SM 624 77 18082 3.010656 1 0.2988638 0.29035373
GOTERM_BP_DIRECT GO:0007183~SMAD protein complex assembly 3 0.457317 0.02891013 SMAD2, SM 624 8 18082 10.86659 1 0.3967006 0.38540459
GOTERM_MF_DIRECT GO:0034713~type I transforming growth factor bet 3 0.457317 0.05016191 SMAD2, SM 644 10 17446 8.127019 0.9999998 0.2140712 0.17380041
GOTERM_MF_DIRECT GO:0046332~SMAD binding 5 0.762195 0.13076376 SMAD2, SM 644 53 17446 2.555666 1 0.4891533 0.39713439
GOTERM_BP_DIRECT GO:0017015~regulation of transforming growth fa 3 0.457317 0.13799761 SMAD2, SM 624 19 18082 4.575405 1 0.9725546 0.94486121

Annotation Cluster 6 Enrichment Score: 1.8310626466925868
Category Term Count % PValue Genes List Total Pop Hits Pop Total Fold EnrichBonferroni Benjamini FDR
GOTERM_BP_DIRECT GO:1990440~positive regulation of transcription fr 6 0.914634 1.86E-05 CEBPB, CR 624 11 18082 15.80594 0.0377754 0.0014803 0.00143817
GOTERM_BP_DIRECT GO:0070059~intrinsic apoptotic signaling pathway 3 0.457317 0.35347399 CEBPB, DD 624 36 18082 2.414797 1 1 0.97199421
GOTERM_BP_DIRECT GO:0034976~response to endoplasmic reticulum s 4 0.609756 0.48923142 CEBPB, DD 624 76 18082 1.525135 1 1 0.97199421

Annotation Cluster 7 Enrichment Score: 1.6923550652467598
Category Term Count % PValue Genes List Total Pop Hits Pop Total Fold EnrichBonferroni Benjamini FDR
GOTERM_BP_DIRECT GO:0016925~protein sumoylation 6 0.914634 0.0020548 PIAS4, PIAS 624 27 18082 6.439459 0.985934 0.069796 0.06780855
GOTERM_MF_DIRECT GO:0061665~SUMO ligase activity 3 0.457317 0.00774499 PIAS4, PIAS 644 4 17446 20.31755 0.9044488 0.0404609 0.03284945
GOTERM_BP_DIRECT GO:0033235~positive regulation of protein sumoyl 4 0.609756 0.01115387 PIAS4, PIAS 624 14 18082 8.279304 1 0.2265766 0.22012486
GOTERM_MF_DIRECT GO:0019789~SUMO transferase activity 4 0.609756 0.01950048 PIAS4, PIAS 644 16 17446 6.772516 0.9973872 0.0909022 0.07380181
GOTERM_MF_DIRECT GO:0016874~ligase activity 6 0.914634 0.99761374 PIAS4, PIAS 644 362 17446 0.449007 1 1 0.99761374

Annotation Cluster 8 Enrichment Score: 1.4823485732155635
Category Term Count % PValue Genes List Total Pop Hits Pop Total Fold EnrichBonferroni Benjamini FDR
GOTERM_MF_DIRECT GO:0035497~cAMP response element binding 6 0.914634 6.74E-05 JUN, CREB 644 13 17446 12.50311 0.0201379 5.23E-04 4.25E-04
GOTERM_BP_DIRECT GO:0030968~endoplasmic reticulum unfolded prot 7 1.067073 0.00585734 CREB3L4, C 624 48 18082 4.225895 0.9999949 0.1498322 0.14556576
GOTERM_BP_DIRECT GO:0006986~response to unfolded protein 5 0.762195 0.09820951 CREB3L4, C 624 51 18082 2.840938 1 0.8145034 0.79131049
GOTERM_CC_DIRECT GO:0005789~endoplasmic reticulum membrane 4 0.609756 0.99999998 CREB3L4, C 628 710 19662 0.176388 1 1 0.99999998
GOTERM_CC_DIRECT GO:0005783~endoplasmic reticulum 8 1.219512 1 CREB3L4, C 628 1323 19662 0.189321 1 1 1

Annotation Cluster 9 Enrichment Score: 1.3953787168799636
Category Term Count % PValue Genes List Total Pop Hits Pop Total Fold EnrichBonferroni Benjamini FDR
GOTERM_BP_DIRECT GO:0044344~cellular response to fibroblast growth 5 0.762195 0.01878653 NR4A1, EG 624 30 18082 4.829594 1 0.3217 0.31253962
GOTERM_BP_DIRECT GO:1904628~cellular response to phorbol 13-aceta 3 0.457317 0.02891013 MYC, ZFP3 624 8 18082 10.86659 1 0.3967006 0.38540459
GOTERM_BP_DIRECT GO:0000165~MAPK cascade 7 1.067073 0.03136762 SMAD1, M 624 69 18082 2.939753 1 0.4189961 0.40706521
GOTERM_BP_DIRECT GO:0009611~response to wounding 6 0.914634 0.04905994 HHEX, MYC 624 58 18082 2.997679 1 0.5616143 0.54562242
GOTERM_BP_DIRECT GO:0071364~cellular response to epidermal growt 4 0.609756 0.12618308 MYC, ID1, Z 624 36 18082 3.219729 1 0.9447928 0.91788988

Annotation Cluster 10 Enrichment Score: 1.3590519762597917
Category Term Count % PValue Genes List Total Pop Hits Pop Total Fold EnrichBonferroni Benjamini FDR
GOTERM_BP_DIRECT GO:0051591~response to cAMP 6 0.914634 0.03050679 FOSL1, JUN 624 51 18082 3.409125 1 0.4131377 0.40137367
GOTERM_BP_DIRECT GO:0071277~cellular response to calcium ion 6 0.914634 0.03526261 JUN, MEF2 624 53 18082 3.280479 1 0.4566508 0.4436477
GOTERM_BP_DIRECT GO:0032870~cellular response to hormone stimulu 5 0.762195 0.0778275 NCOA1, JU 624 47 18082 3.08272 1 0.72639 0.70570614

Annotation Cluster 11 Enrichment Score: 1.2275392798040106
Category Term Count % PValue Genes List Total Pop Hits Pop Total Fold EnrichBonferroni Benjamini FDR
GOTERM_BP_DIRECT GO:0009612~response to mechanical stimulus 7 1.067073 0.02108733 FOSL1, JUN 624 63 18082 3.219729 1 0.3366217 0.32703645
GOTERM_BP_DIRECT GO:0051591~response to cAMP 6 0.914634 0.03050679 FOSL1, JUN 624 51 18082 3.409125 1 0.4131377 0.40137367
GOTERM_BP_DIRECT GO:0042542~response to hydrogen peroxide 4 0.609756 0.32282261 FOSL1, JUN 624 58 18082 1.998453 1 1 0.97199421



Annotation Cluster 12 Enrichment Score: 1.1533564963509588
Category Term Count % PValue Genes List Total Pop Hits Pop Total Fold EnrichBonferroni Benjamini FDR
GOTERM_BP_DIRECT GO:0001843~neural tube closure 9 1.371951 0.01876662 TGIF1, RAR 624 97 18082 2.68864 1 0.3217 0.31253962
GOTERM_BP_DIRECT GO:0060348~bone development 6 0.914634 0.04321059 SMAD1, RA 624 56 18082 3.104739 1 0.5329306 0.51775547
GOTERM_BP_DIRECT GO:0031076~embryonic camera-type eye develop 3 0.457317 0.08205379 RARG, RAR 624 14 18082 6.209478 1 0.7427525 0.72160273
GOTERM_BP_DIRECT GO:0060173~limb development 3 0.457317 0.3660151 RARG, RAR 624 37 18082 2.349532 1 1 0.97199421

Annotation Cluster 13 Enrichment Score: 0.9360546220269985
Category Term Count % PValue Genes List Total Pop Hits Pop Total Fold EnrichBonferroni Benjamini FDR
GOTERM_BP_DIRECT GO:0007259~JAK-STAT cascade 5 0.762195 0.00856577 STAT5A, PI 624 24 18082 6.036993 1 0.1888113 0.18343496
GOTERM_BP_DIRECT GO:0071345~cellular response to cytokine stimulu 5 0.762195 0.02588086 STAT5A, PL 624 33 18082 4.39054 1 0.368523 0.3580293
GOTERM_BP_DIRECT GO:0060397~JAK-STAT cascade involved in growth 3 0.457317 0.07192523 STAT5A, ST 624 13 18082 6.68713 1 0.6867699 0.66721423
GOTERM_BP_DIRECT GO:0019221~cytokine-mediated signaling pathway 8 1.219512 0.23911635 STAT5A, CE 624 146 18082 1.587812 1 1 0.97199421
GOTERM_MF_DIRECT GO:0019903~protein phosphatase binding 4 0.609756 0.6345088 STAT5A, ST 644 88 17446 1.231366 1 1 0.81456954
GOTERM_MF_DIRECT GO:0004871~signal transducer activity 7 1.067073 0.99999809 STAT5A, ST 644 648 17446 0.29264 1 1 0.99999809

Annotation Cluster 14 Enrichment Score: 0.6460632072222745
Category Term Count % PValue Genes List Total Pop Hits Pop Total Fold EnrichBonferroni Benjamini FDR
GOTERM_MF_DIRECT GO:0003730~mRNA 3'-UTR binding 7 1.067073 0.01292527 CARHSP1, 644 53 17446 3.577933 0.9803343 0.063167 0.05128414
GOTERM_MF_DIRECT GO:0003729~mRNA binding 4 0.609756 0.89902274 CPEB1, MB 644 142 17446 0.7631 1 1 0.89902274
GOTERM_CC_DIRECT GO:0030529~intracellular ribonucleoprotein comp 5 0.762195 0.9922019 CPEB1, NFA 628 320 19662 0.489202 1 1 0.9922019

Annotation Cluster 15 Enrichment Score: 0.18670644339195458
Category Term Count % PValue Genes List Total Pop Hits Pop Total Fold EnrichBonferroni Benjamini FDR
GOTERM_MF_DIRECT GO:0018024~histone-lysine N-methyltransferase a 3 0.457317 0.34474797 PRDM9, KM 644 33 17446 2.462733 1 1 0.81456954
GOTERM_BP_DIRECT GO:0032259~methylation 6 0.914634 0.69625626 PRDM9, KM 624 169 18082 1.028789 1 1 0.97199421
GOTERM_MF_DIRECT GO:0008168~methyltransferase activity 6 0.914634 0.74628275 PRDM9, KM 644 168 17446 0.967502 1 1 0.81456954
GOTERM_MF_DIRECT GO:0016740~transferase activity 9 1.371951 1 NCOA1, PR 644 1472 17446 0.165632 1 1 1

Annotation Cluster 16 Enrichment Score: 0.04973056863696993
Category Term Count % PValue Genes List Total Pop Hits Pop Total Fold EnrichBonferroni Benjamini FDR
GOTERM_BP_DIRECT GO:0030030~cell projection organization 5 0.762195 0.76842612 PLEK, RFX2 624 151 18082 0.959522 1 1 0.97199421
GOTERM_BP_DIRECT GO:0042384~cilium assembly 3 0.457317 0.93979174 RFX2, FOXJ 624 129 18082 0.673897 1 1 0.97199421
GOTERM_BP_DIRECT GO:0060271~cilium morphogenesis 3 0.457317 0.9821426 RFX2, FOXJ 624 170 18082 0.511369 1 1 0.9821426
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