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Abstract

Advancing digitization is leading to more and more data, making the storage, integration,
and processing of these large amounts of data (often referred to as big data) a challenge.
As digitization extends to many areas of life, it also changes education immensely, so
that education increasingly takes place in digital learning environments. Several research
areas, such as educational data mining and learning analytics, have been established,
which deal with the collection and analysis of student data from various perspectives.
In this thesis, we deal with the following question: How can educational data
be collected, integrated, analyzed, visualized, and finally used to predict
dropout and performance?

To answer this question, we described the development of a dashboard in which we
integrated data from hierarchical and non-hierarchical modules of two study programs.
We proposed visualization techniques based on Sankey, UpSet, and Venn diagrams,
which we used to visualize student progress for different cohorts. We found that a
small amount of student data (information whether exams have been passed or not) is
sufficient to predict student dropout and proposed a new method that uses the temporal
aspect of student progress data to predict dropout.

If digital learning is offered in learning management systems (LMS) in addition to
the usual teaching, then students, for example, open teaching materials in the LMS
or learn with interactive learning elements offered by third party providers. This
results in heterogeneous data that can be analyzed. Therefore, we investigated how the
student interaction data from different digital learning environments can be tracked and
integrated in order to apply data mining to this data. Based on several case studies, we
investigated how interaction data can be used to predict student performance.

Since the application of learning analytics and educational data mining is not
possible without considering data protection issues, we investigated what universities
have to consider if they want to conduct learning analytics and educational data mining
in compliance with GDPR. We found that educational institutions must be open and
transparent in providing information about what data is stored and for what purposes it
is processed. If the purposes of processing are well-argued, student consent is not always
necessary. However, if students have the choice of which of their data may be tracked
and stored, this leads to data sets with missing values. Therefore, we investigated the
extent to which the missing values can be predicted from existing data in order to
create better predictive models.





Zusammenfassung

Die fortschreitende Digitalisierung führt zu immer mehr Daten, was die Speicherung, In-
tegration und Verarbeitung dieser großen Datenmengen (oft als Big Data bezeichnet) zu
einer Herausforderung macht. Da sich die Digitalisierung auf viele Lebensbereiche aus-
dehnt, verändert sie auch die Bildung immens, so dass Bildung zunehmend in digitalen
Lernumgebungen stattfindet. Es wurden mehrere Forschungsbereiche, wie z.B. Educa-
tional Data Mining und Learning Analytics eingerichtet, die sich mit der Sammlung und
Analyse von studentischen Daten aus verschiedenen Perspektiven befassen. In dieser
Arbeit beschäftigen wir uns mit der folgenden Frage: Wie können Bildungsdaten
gesammelt, integriert, analysiert, visualisiert und schließlich zur Vorhersage
von Studienabbruch und studentischen Leistungen verwendet werden?

Um diese Frage zu beantworten, haben wir die Entwicklung eines Dashboards
beschrieben und verschiedene Visualisierungstechniken zur Visualisierung des Studen-
tenfortschritts für verschiedene Kohorten vorgeschlagen, die auf Sankey-, UpSet- und
Venn-Diagrammen basieren. Wir fanden heraus, dass eine kleine Menge an Daten der
Studierenden (Informationen darüber, ob Prüfungen bestanden wurden oder nicht)
ausreicht, um den Studienabbruch vorherzusagen. Dazu haben wir eine Methode
vorgeschlagen, die den zeitlichen Aspekt der Studienverlaufsdaten zur Vorhersage nutzt.

Wenn digitales Lernen in Lernmanagementsystemen (LMS) zusätzlich zum üblichen
Unterricht angeboten wird, dann öffnen die Studierenden beispielsweise Lehrmaterialien
im LMS oder lernen mit interaktiven Lernelementen, die von Drittanbietern angeboten
werden. Dies führt zu heterogenen Daten, die analysiert werden können. Daher haben
wir untersucht, wie die aus Interaktionen mit digitalen Lernelementen resultierenden
Daten gesammelt und integriert werden können. Auf der Grundlage mehrerer Fallstu-
dien haben wir untersucht, wie Interaktions-Daten zur Vorhersage von studentischen
Leistungen verwendet werden können.

Da die Anwendung von Learning Analytics und Educational Data Mining ohne
Berücksichtigung von datenschutzrechtlichen Fragen nicht möglich ist, haben wir un-
tersucht, was Bildungseinrichtungen beachten müssen, wenn sie studentische Daten
DSGVO konform nutzen wollen. Dabei haben wir festgestellt, dass Bildungseinrichtun-
gen offen und transparent Auskunft darüber geben müssen, welche Daten gespeichert
und zu welchen Zwecken sie verarbeitet werden. Wenn die Zwecke der Verarbeitung
gut begründet sind, ist die Zustimmung der Studierenden nicht immer erforderlich.
Wenn Studenten jedoch die Wahl gegeben wird, welche Daten die Bildungseinrichtungen
tracken und speichern dürfen, dann führt dies zu Datensätzen mit fehlenden Werten.
Wir haben untersucht, inwieweit sich die fehlenden Werte aus den vorhandenen Daten
vorhersagen lassen, um bessere Vorhersagemodelle zu erstellen.
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1
Introduction

“Information is the oil of the 21st century, and analytics is the combustion engine.”
— Peter Sondergaard (Pettey, 2011)

We are in the midst of a technological revolution, a time in which substantial
technological progress is leading to paradigm shifts, also called industrial revolutions.
After mechanization (1st industrial revolution), mass production thanks to electricity
and assembly line (2nd industrial revolution), and automation through computer
technologies (3rd industrial revolution), we are now in the age of smart and networked
systems. This advancing digitization is often referred to as the 4th industrial revolution
(Lasi et al., 2014). This digitization is leading to more and more data, making the
storage, integration, and processing of these large amounts of data (often referred to
as big data) a challenge. As digitization extends to many areas of life, it also changes
education immensely, so that education increasingly takes place in digital learning
environments. In this thesis, we deal with the following question:

How can educational data be collected, integrated, analyzed, visualized, and
finally used to predict dropout and performance?

The remainder of this chapter is structured as follows: In Chapter 1.1, we introduce
the research field of educational data mining. Then, in Chapter 1.2, we describe the
detailed research questions this work deals with and in Chapter 1.3, we show our
contribution to this research field. Finally, in Chapter 1.4, we give an overview of the
remaining chapters of this thesis.

1.1 Educational Data Mining

Several research areas have been established, which deal with the collection and analysis
of student data from various perspectives. A large research community deals with
Educational Data Mining (EDM). In this research field, methods are developed that are
particularly suitable for data mining on data from educational contexts. A similar field

1



2 1. INTRODUCTION

of research is Learning Analytics (LA), which also deals with data mining methods,
but is primarily concerned with the collection, analysis, and reporting of data from
educational contexts. Romero and Ventura (2013) visualized EDM as the intersection
of the three disciplines Computer Science, Statistics, and Education and LA as the
intersection of Education and Statistics. Siemens and Baker (2012) provided a detailed
analysis of the similarities and differences between the two research communities.

Romero and Ventura (2013) stated that there are several international societies
dealing with EDM and LA. The most important are the International Educational Data
Mining Society1 and the Society for Learning Analytics Research (SoLAR)2. The most
relevant conferences in this field are the Educational Data Mining Conference and the
Learing Analytics & Knowledge (LAK) Conference.

The first and most important literature reviews in the EDM area include Romero
and Ventura (2007) and Baker and Yacef (2009). Important updates were made in
Romero and Ventura (2010) and Romero and Ventura (2013).

Romero and Ventura (2013) cited 67 previous studies and summarized the main
goals and methods in EDM research. The authors mentioned that the goals that are
pursued with the use of EDM can be very different and depend heavily on the user
type. Potential users or stakeholders are students, educators (teachers, instructors, and
tutors), researchers, and administrators. They also mentioned that there are a variety of
potential problems and objectives for each type of stakeholder and listed the following
topics of interest in the EDM research: developing methods for EDM, mining educa-
tional interaction data, data-driven adaptation in educational environments, improving
educational software, improving teacher support, and many more. Furthermore, the
authors listed popular DM methods, which are also used in EDM for problem-solving.
These include the typical DM methods such as prediction, clustering, outlier detection,
relationship mining, social network analysis, process mining, text mining, distillation of
data for human judgment, as well as special EDM methods such as knowledge tracing
(KT) (Corbett and Anderson, 1994). The authors gave the following examples of
tasks in educational environments that can be solved using EDM methods: predicting
student performance, providing feedback for supporting instructors, recommendations
to students, student modeling, profiling students, constructing courseware, and many
more.

In a recent detailed review, Aldowah et al. (2019) mentioned that the previous
reviews have provided significant insight into this fast-growing field and, at the same
time, criticized that there is little evidence on the association between educational
problems and EDM (or LA) methods that can solve these problems. In their own
review, they selected 402 articles from a total of 1200 originally collected articles from
the years 2000-2017, which they considered to be the most valuable due to some quality
criteria. They categorized the EDM applications in the examined articles into four
topics, which we briefly summarize:

• Learning analytics: Instructors or tutors need methods to measure the effec-
tiveness of a course and initiate possible interventions. DM methods are used to
derive actionable information based on students’ interactions in a digital learning
environment. Widely used techniques are classification, statistics, clustering, and
visual data mining (Romero and Ventura, 2007).

1http://www.educationaldatamining.org
2http://www.solareaearch.org

http://www.educationaldatamining.org
http://www.solareaearch.org
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• Predictive analytics: This is the topic to which most of EDM articles belong
(63%). In the context of EDM, predictive analytics is about predicting student
performance and student dropout based on different student data such as exam
results, participation, engagement, grades, and domain knowledge. For this topic,
classification and clustering are the most commonly used (Romero and Ventura,
2013).

• Behavioral analytics: In this topic, researchers use DM techniques to analyze
student behaviors in digital learning environments to better understand students
and improve their learning experience. Clustering, classification, association rule
mining, and visualization are used most frequently to achieve the goals (Romero
and Ventura, 2007).

• Visualization analytics: The goal of this topic is visualizing complex student
data, e.g., the visualization of student interactions in digital learning environments
(Romero and Ventura, 2007).

1.2 Current Research Questions

Romero and Ventura (2007) visualized the application of DM to educational systems
as an iterative process. Figure 1.1 shows a modified and extended version based on
their visualization. The bold arrows show the path from a student to institutional
administrators (defined by Müller (1985) as “executives who are responsible for the
organization of the purposeful overall functioning of institutions of higher education”).
In the following, we identify different research questions that are based on the steps
along the drawn path.

design, plan,
build and maintanance

Institutional
Administration

Educational Systems
e-learning systems,

adaptive and intelligent
web-based educational

systems

Students

show recommendations

Data Mining
(clustering, 

classification, etc.)

Student usage and interaction data, 
demographical data, etc.

use, interact, participate
and communicate

privacy-oriented
tracking

show discovered knowledge

Educational Dashboard
(data filtering, data

visualization, data mining
results presentation)

Figure 1.1: The cycle of applying data mining in educational systems. This is an
extended version of the cycle presented by Romero and Ventura (2007).

The questions examined can be divided into the following main categories: collect-
ing and integrating educational data (Chapter 1.2.1), data privacy (Chapter 1.2.4),
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predictive analytics (Chapter 1.2.2), and visualization analytics (Chapter 1.2.3). We
number the questions and show in Chapter 1.3, how we contribute to these questions.

1.2.1 Collecting and Integrating
In his keynote to the Learning Analytics & Knowledge Conference 2018, Ryan Baker
(the founding president of the International Educational Data Mining Society) named
the most important unsolved problems in the research areas EDM & LA. Among other
things, he named the problem of the learning system wall : Individual learning systems
are already able to learn a lot from the data of a student, but as soon as a student
uses a different learning system, the new system has to start from scratch to train the
models for this student.

The solution to this problem is not trivial because the data available in the EDM
area can be very heterogeneous. Romero and Ventura (2013) described that different
levels of granularity (from coarse to fine grain) or different hierarchy levels, such as
clickstream data, student data, and course data, can be given. Therefore, smart data
integration strategies and extensive preprocessing to apply data mining are required
(Daniel, 2015).

We want to develop a dashboard that is able to integrate administrative student data
from different German universities. Although the data of the different universities are
similar, there are some differences, e.g., the modules (and exams) of their study programs
and courses could be flat (not hierarchical) or hierarchically structured. Therefore, we
address the following question:

RQ1: How can student progress data from different universities be integrated into a single
(dashboard) system in order to avoid the development of separate (dashboards)
systems for each educational institution?

We also consider other data sources that may contain educational data, including
services that offer digital learning elements. Various studies have dealt with the issue
of how widespread and popular digital learning elements are. For example, in the
Student Watch study (National Association of College Stores, 2018), which examines
students from various North American education institutions, it is reported that 25% of
students who have purchased at least one course material also bought a digital version.
Two years earlier, the percentage was 10% smaller. A recent German study (Rat für
kulturelle Bildung, 2019) has shown that about 50% of German students between the
ages of 12 and 19 are learning with YouTube. In another German study, Bialecki (2013)
examined children under the age of 13 and showed that the children in this cohort
prefer to learn with computers, tablets, or smartphones. This development shows that
the demand for digital learning media will continue to increase over the next few years.
Bishka and Fedy (2018) mentioned that the generation of digital natives likes to learn
with electronic devices and videos, but print versions continue to be popular. Digital
learning materials do not seem to replace print media but are becoming increasingly
popular as an add-on. Therefore, we address the following question:

RQ2: Modern learning environments offer a variety of possible new learning elements,
such as interactive quizzes and videos. These can be offered on different devices
and by different third-party providers. How can the student interaction data be
tracked and integrated in order to apply data mining to this data?
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1.2.2 Predictive Analytics
In this thesis, we deal with the following two tasks in the field of predictive analytics:
prediction of student dropout in higher education and prediction of student performance.

In recent years, various studies such as Dekker et al. (2009), Manrique et al. (2019),
Hartl (2019), Berens et al. (2019), and Aulck et al. (2019) examined the dropout
prediction in higher education. The machine learning methods used for classification are
mostly similar. These include neural networks, support vector machines, decision trees,
and random forest (Alban and Mauricio, 2019b). The studies also have in common
that students are modeled by their demographic data and previous exam performance.
Most of them conclude that demographic performance does not have as much predictive
power as previous academical performance. They mostly use only the latest known
state of academical performance to model the feature vectors. This means, for example,
that for a student in the third semester, it is not taken into account how the student
has studied until the end of the third semester (e.g., how the exam results were in the
meantime), but only what the student has achieved by the end of the third semester.
The studies differ in the way they created feature vectors. This leads us to the following
research questions:

RQ3: How can student data in higher education be used to predict student dropout?
We consider this question under the following aspects:

• What data is sufficient to predict student dropout?
• How should the feature vectors be coded?
• How can the temporal information of student progress be used to improve

the predictions?

Unlike dropout prediction, student performance prediction is most often about
predictions at course level. Various papers have investigated the prediction of final
course grades or grade levels (Al-Radaideh et al., 2006; Cortez and Silva, 2008; Shahiri et
al., 2015; Saa et al., 2019). Saa et al. (2019) found that demographic data, performance
data, and behavioral e-learning data are the most important data for predicting student
performance. If educational institutions provide students with the materials in learning
management systems (LMS), the behavioral LMS data (describing students use an
LMS) can be used to predict student performance. Al-Radaideh et al. (2006) examined
the combination of demographic and behavioral LMS usage data and found that this
combination can be used to predict student performance. However, it is not clear how
much the LMS behavioral data alone contributes to the prediction. The number of
demographical features available to model the students can be very large. To simplify
the model, it may make sense to use only those student features that are relevant for
the prediction. This leads us to the following research question:

RQ4: How well can student performance be predicted based on demographical and
behavioral LMS usage data? We consider this question under the following
additional aspects:

• How well is the prediction if only behavioral LMS usage data is given?
• How to find a small feature set sufficient to predict the student performance?
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As already written in the motivation to question RQ2, there are more and more
digital learning materials, which enable students to learn interactively, e.g., answering
quiz questions in video lectures3. An example of a digital teaching material delivery
system is BookRoll (Flanagan and Ogata, 2017), a digital eBook reader with behavior
sensors, which enable to track usage behavior (e.g., clicking, zooming, and browsing).
Such systems are usually offered by third-party providers and, therefore, learning takes
place outside the actual LMS. Interactions produced by these systems can be tracked
and, therefore, produce large amounts of data that can be analyzed using DM techniques.
This leads to the following research question:

RQ5: How can the exam grades be predicted based on usage behavior in digital learning,
e.g., an eBook?

1.2.3 Visualization Analytics
Schwendimann et al. (2016) examined 55 selected articles on educational dashboards.
They found that only one dashboard was intended for administrative monitoring (most
existing dashboards are intended for teachers and students). We have developed a
dashboard for administrative monitoring and considered the following question:

RQ6: How can the study progress data of students in higher education be visualized?
We consider this question under the following aspects:

• How to visualize which exams or exam combinations graduates or dropout
students passed until a selected semester?

• How to identify exams that are difficult for students using visualizations?

• How to compare the study progress of different cohorts of students in one
visualization?

1.2.4 Data Privacy
Another topic that has become important in recent years is the handling of data with
regard to data privacy. Data privacy is an important issue whose omission allows no
practical use of EDM and LA. The General Data Protection Regulation (GDPR) makes
many requirements for the handling of student data. In literature, there are several
discussions on how to handle data privacy in learning analytics. Often it is about
giving students the opportunity to decide for themselves what is stored about them
and that the data will not be passed on to third parties (Trainor, 2015; El-Khattabi,
2017). Few studies have presented frameworks and architectures that deal with current
legal requirements (Cormack, 2016). This leads to the following research questions:

RQ7: What do universities have to consider if they want to conduct learning analytics
and educational data mining in compliance with GDPR?

RQ8: If students can choose which of their data may be processed for specific purposes,
data sets with missing values will be created. Can such data sets still be used to
train useful predictive models after applying missing value imputation strategies?

3Services for creating video learning elements with quizzes: www.lernblitz.de, www.h5p.com

www.lernblitz.de
www.h5p.com
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1.3 Contributions

This thesis consists of a mixture of new content (only included in this thesis) and
summarized contents based on papers published at international and peer-reviewed
conferences and workshops. In this chapter, we show which chapters and papers deal
with the research questions raised in the previous sections. Therefore, in Table 1.1,
we present a mapping of our research questions to the relevant chapters, papers, and
contributions.

Research
question

Research
topic Chapter Publication

RQ1 Intergrating Chapter 4.1 Askinadze and Conrad (2018a)

RQ2
Tracking &
Collecting &
Intergrating

Chapter 3.3 Askinadze and Conrad (2017)

RQ3 Predictive
analytics Chapter 3.4 Askinadze and Conrad (2019)

RQ4 Predictive
analytics Chapter 3.5.1

RQ5 Predictive
analytics Chapter 3.5.2 Askinadze et al. (2018)

Askinadze et al. (2019a)

RQ6 Visualization
analytics Chapter 4.1.2.1 Askinadze and Conrad (2018a)

Askinadze et al. (2019b)

RQ7 Data privacy Chapter 4.3

RQ8 Data privacy Chapter 3.5.1 Askinadze and Conrad (2018b)

Table 1.1: Research questions and contributions

In addition, the following publications in the field of data science have been published
that do not directly contribute to the research questions:

• In Askinadze (2016), we conducted a brief review of the application of support
vector regression (SVR) to predict student grades and evaluated the SVR approach
with different parameters on a public student data set.

• In Liebeck et al. (2016), we examined how we can predict “the big five” personality
traits of students using their program code.

• In Hirmer et al. (2017), we described our approach to solving the BTW2017 Data
Science Challenge in which we achieved the second place.
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1.4 Outline of this Thesis

This thesis is structured as follows. In Chapter 2, we give an overview of machine
learning and show the theoretical background of the classifiers and the definitions of
the evaluation measures we need for predicting student dropout and precision. In
Chapter 3, we show the steps necessary to predict student performance and dropout,
and evaluate the proposed approaches using different data sets. In Chapter 4, we
present the development of our administrative educational dashboard and finally draw
the conclusion in Chapter 5.



2
Machine Learning

“A computer program is said to learn from experience E with respect to some class
of tasks T and performance measure P, if its performance at tasks in T, as

measured by P, improves with experience E.”
— Tom Mitchell (Mitchell, 1997)

Data mining (DM) is a field of research that, among other things, uses machine
learning techniques to extract new and meaningful knowledge from databases (Mitchell,
1997). Almost all machine learning methods are also used in the EDM area. Most of
the ML methods used in this context are differentiated into supervised and unsupervised
methods.

The point of supervised methods is to train an ML algorithm f : X → Y based on a
training set D = {(xi, yi), xi ∈ X, yi ∈ Y } where f learns a mapping function between
X and Y , so that f(xi) = yi. The goal of training is generalization, which means that
after the training the mapping will also work for unseen tuples (x∗, y∗) 6∈ D, such that
f(x∗) = y∗ applies. The assignment of a value y∗ to an unseen input vector x∗ is called
prediction. How well the ML algorithms can generalize depends not only on the idea of
the algorithm itself but also on the given training data, which often represents only a
small part of the possible input data.

If the values of yi are categorical (belong to a finite set of categories), then f solves a
classification problem. The classes are often represented by a set {zi ∈ Z}1≤i≤C , where
C is the number of classes. For C = 2, we speak of a binary classification (e.g. student
dropout prediction with the two classes “dropout” and “graduate”). For yi, we write
yi ∈ {0, 1} or yi ∈ {−1, 1}, where one class is associated with 1 and the other with 0 or
-1. For C > 2 (if for example several semantic classes are used, which describe the level of
knowledge of students like “low knowledge”, “middle knowledge”, and “high knowledge”),
it is called multi-class classification and for yi then yi ∈ {1, ..., C} applies. If yi ∈ Rm

are continuous variables, f solves a regression problem (Bishop, 2006; Murphy, 2012).
With unsupervised methods, there are no labels yi, so the training set is simply a

set of multidimensional vectors D = {xi ∈ Rn}. The goal is not to learn a mapping
function, but rather to find interesting patterns in the data. This process is sometimes

9
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called knowledge discovery. One of the most popular unsupervised ML procedures is
clustering, which can find groups of similar input data (Bishop, 2006; Murphy, 2012).

A further distinction of the ML algorithms is given by the terms instance-based
learning and model-based learning. In instance-based learning, the training data is
stored (wholly or partially), as it is necessary to classify new data. In model-based
learning, a model is learned on the training data, once all model parameters have been
learned, the training data is no longer needed to classify new data (Géron, 2018).

Some of the most popular supervised ML procedures are presented in Chapter 2.1. In
order to measure how well the supervised ML methods are able to generalize, evaluation
measures are needed, which are presented in Chapter 2.2.

2.1 Supervised Learning

Most popular and frequently-used ML methods for the student dropout prediction task
include the support vector machine, decision tree, random forest, and neural networks
(Alban and Mauricio, 2019b), which are presented in this chapter.

2.1.1 Support Vector Machine

In this chapter, we show the basics of the support vector machine (SVM) (Cortes and
Vapnik, 1995). Our explanations on SVM are based on Cortes and Vapnik (1995),
Bennett and Campbell (2000), Manning et al. (2008), and Webb and Copsey (2011).

The SVM is a supervised binary classifier f : Rn → {−1,+1}, which finds a sepa-
ration plane for two linearly separable sets of points. Inspired by VanderPlas (2016),
we visualize the idea behind the SVM using several examples. Figure 2.1a shows two
linearly separable 2D point sets (red and blue). There are infinitely many possible
hyperplanes to separate these two linearly separable sets of points from each other.

(a) Several possible separation planes (b) Optimal separation plane

Figure 2.1: Possible and optimal separating planes in the separable case
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Let x∗ ∈ Rn be a new point (represented as a black square in Figure 2.1a). The
decision regarding which of the two classes {+1,−1} (represented as blue or red) x∗
should be assigned can be made depending on which side of the separation plane the
point is located. As shown in the example, this decision would depend on which of
the two separating planes is used. This motivates finding the optimal separating plane.
The task of training an SVM is to find the optimal separating plane so that the margin
between classes is maximized.

Let w ∈ Rn be a n-dimensional vector and b ∈ R a scalar. The classification rule for
a point x∗ where wTx∗ is the dot product can be specified by:

f(x∗) = signum(wTx∗ + b) =

{
+1, if wTx∗ + b ≥ 0

−1, if wTx∗ + b < 0
(2.1)

To find the optimal parameters w and b, the following optimization problem based
on training data given by {(x1, y1), ..., (xL, yL)|xi ∈ Rn, yi ∈ {−1,+1}}, where xi are
the training points and yi the corresponding classes, must be solved:

min
||w||2

2
s.t. yi(w

Txi + b) ≥ 1 ∀i ∈ {1, .., L} (2.2)

The corresponding Lagrangian function is given by:

L(w, b, α) = ||w||
2

2
−
∑
i

αi[yi(w
Txi+b)−1] =

||w||2

2
−
∑
i

αiyiw
Txi−b

∑
i

αiyi+
∑
i

αi

For an optimal w and b, ∂L(w,b,α)
∂w

= w−
∑

i αiyixi = 0 and ∂L(w,b,α)
∂b

= −
∑

i αiyi = 0
applies, so that we derive w =

∑
i αiyixi and

∑
i αiyi = 0. After substituting w and

simplifying the Lagrangian we derive the dual optimization problem:

max
L∑
i=1

αi −
1

2

L∑
i=1

L∑
j=1

αiαjyiyjx
T
i xj s.t. αi ≥ 0,

L∑
i=0

αiyi = 0 (2.3)

This dual representation can be formulated as a quadratic programming (QP)
problem with linear constraints, which can be solved efficiently using sequential minimal
optimization (Platt, 1998). Usually only a small subset of the training points (xi where
αi > 0) determines the exact position of the separation plane (Manning et al., 2008).
These points, which are closest to the hyperplane, are called support vectors. Since
the SVM is based on a subset of training data, it can be considered an instance-based
learning algorithm (Domingos, 2012). In Figure 2.1b, the two support vectors are
marked by a black circle.

Figure 2.3a shows two non-linear separable 2d point sets (red and blue), where the
red point set is completely enclosed by the blue one. In Figure 2.2a, we have drawn
the separating plane found by the linear SVM, which is obviously not optimal. If the
training set cannot be separated linearly, a function φ(x) : Rn → Rd could be found
which transforms a n-dimensional vector x ∈ Rn into a d-dimensional vector φ(x) ∈ Rd

with φ(x) = (φ1(x), ..., φd(x)). With a suitable function φ(x), the data in the higher
dimensional space could be separated linearly with higher probability. The function φ(x)
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(a) Attempt to separate non-linearly separable
sets of points using linear kernel.

(b) Decision boundary created using RBF ker-
nel

Figure 2.2: Decision boundaries created by linear and RBF SVM.

is called feature map, that transforms the data into the feature space (Hofmann et al.,
2008). The example in Figure 2.3b shows the transformation of the two-dimensional
sets of points into a three-dimensional space in which a separation hyperplane can be
found.

For optimal w and b, the rule of equation 2.1 can be reformulated to equation 2.4:

f(x∗) = signum(wTφ(x∗) + b) =

{
+1, if wTφ(x∗) + b ≥ 0

−1, if wTφ(x∗) + b < 0
(2.4)

For an optimal w, ∂L(w,b,α)
∂w

= w−
∑

i αiyiφ(xi) = 0 applies, so that we get w =
∑

i αiyiφ(xi)
and the product wTφ(x∗) from equation 2.4 can be specified by equation 2.5:

wTφ(x∗) = φ(x∗)Tw = φ(x∗)T
L∑
i=1

αiyiφ(xi) =
L∑
i=1

αiyiφ(x
∗)Tφ(xi) (2.5)

The scalar product φ(x∗)Tφ(xi) in equation 2.5 can be replaced by a function K:

K(x, y) = φ(x)Tφ(y) (2.6)

If we know function K(x, y), we do not need to calculate φ(x) and φ(y) explicitly. This
concept is called kernel trick and the classification rule for a point x∗ using a kernel
function is then specified as follows:

f(x∗) = signum

(
L∑
i=1

αiyiK(x∗, xi) + b

)
(2.7)

There are many different kernels besides the linear kernel K(x, y) = xTy. One of
the most popular kernels is the radial basis function (RBF) kernel, which is defined by

KRBF (x, y) = exp(−γ||x− y||2) (2.8)



2.1. SUPERVISED LEARNING 13

The RBF kernel is often referred to in the literature as the Gaussian kernel. In the
guide (Hsu et al., 2003) to the libSVM library (Chang and Lin, 2011), it is mentioned
that the RBF kernel is a useful first choice. In Figure 2.2b, we can see from the decision
boundary that the RBF kernel is able to separate the two sets of points from each other,
unlike the linear kernel in Figure 2.2a. The required support vectors are marked by
circles.

However, the use of kernels does not guarantee that the data in the feature space
can be linearly separated. The solution is to use the soft-margin SVM. The constraint
yi(w

Tx∗ + b) ≥ 1 is updated to yi(w
Tx∗ + b) ≥ 1− ξi, so that ξi can be used to control

which points may violate the constraints. The target function ||w||2
2

(equation 2.2) is
extended by C(

∑
i ξi), so that the optimization problem in equation 2.9 is given (Cortes

and Vapnik, 1995). Useful hyperparameters C and γ for an SVM with the RBF kernel
can be found with a grid search (Hsu et al., 2003).

min
||w||2

2
+ C(

∑
i

ξi) s.t. yi(w
Txi + b) ≥ 1− ξi, ξi ≥ 0 ∀i ∈ {1, .., L} (2.9)

(a) Not linear separable point sets. (b) Transformation into a higher dim. space.

Figure 2.3: SVM kernel trick

For multi-class problems, there are different approaches to the use of SVM, such
as one-vs-one, one-vs-all (Hsu and Lin, 2002), or the direct acyclic graph (DAG) SVM
(Platt et al., 2000).

The idea of the SVM can also be used for regression, which is called support vector
regression (SVR) (Drucker et al., 1997; Smola and Schölkopf, 2004).

2.1.2 Tree Structured Classifiers

Alban and Mauricio (2019b) and Agrusti et al. (2019) state that decision trees (DT)
and random forests are the most commonly-used classifiers for the task of dropout
prediction according to literature. In this chapter, we explain both approaches.
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2.1.2.1 Decison Tree

A decision tree is a hierarchical structure, more precisely a directed acyclic rooted tree.
The training of a decision tree begins with a root node, whereby the training set is
recursively divided into several splits/child nodes. The division of the training data into
child nodes is performed based on an attribute/feature in the data. The selection of the
attribute in each node is decided on the basis of a measure such as information gain or
gini impurity. The splitting procedure is executed until an abort criterion, resulting in
leaf nodes. Each leaf node is associated with a class label, which can be selected based
on the majority class of the elements in the leaf node. If a tree has been trained, and a
new instance x should be classified, then x follows the path of satisfied conditions from
the root to a leaf node and is classified with the class label of the reached leaf node
(Agrusti et al., 2019; Nandeshwar et al., 2011; Hu et al., 2014; Romero et al., 2008).

Agrusti et al. (2019) state in their systematic review that the decision trees Iternative
Dichotomizer (ID3) (Quinlan, 1986), C4.5 (Quinlan, 1993), C5 (Quinlan, 2018) and
Classification And Regression Trees (CART) (L. Breiman et al., 1984) are among the
most commonly used for the student dropout prediction task. The differences between
the individual decision trees are as follows:

• C4.5 is an extension of the ID3 algorithm. While ID3 can only deal with discrete
variables, C4.5 can also deal with continuous variables (a threshold is calculated
for the split attribute and the training data is divided among the children nodes
depending on whether the corresponding attribute value is above or below the
threshold). In addition, the data may have missing values in contrast to ID3.
Moreover, pruning methods (branches that are not helpful are removed after
the tree is finished) are applied to the resulting tree (Nandeshwar et al., 2011;
R. Pandya and J. Pandya, 2015).

• CART and C4.5 have similar construction processes. In C4.5, multi-way splits are
possible and in CART only binary splits. Furthermore, different pruning methods
are used for both (Hu et al., 2014).

• C5 is an extension of C4.5. It is reported that C5 is faster, uses memory more
efficiently, and produces smaller decision trees. Additionally, the boosting method
is used here (Pang and Gong, 2009; R. Pandya and J. Pandya, 2015).

Like SVM, decision trees are algorithms that can be used for both classification and
regression. For regression (if the target variable is continuous), CART uses the variance
reduction (L. Breiman et al., 1984) as a measure for the split criterion. Regression
versions of decision trees are mostly used in connection with EDM to predict grades or
grade averages.

The advantage of decision trees over black-box classifiers (classification decisions
are not easily understood by humans) like SVM is that the decision trees are easier to
understand, because the split attributes show why the data is split between branches.
In particular, the split attributes used in the top nodes (close to the root) can be used
to identify the most important features for predicting the dropout.

The trees can be used to extract production rules (Quinlan, 1987), such as the
combination of attribute values that lead to passing or failing in a course (Romero
et al., 2008).
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2.1.2.2 Random Forest

Since decision trees tend to adapt too much to training data and generalize less well
(overfitting), Ho (1995) proposed the random decision forest approach. In this approach,
several trees are trained, with each tree trained on a random subset of the available
attributes. The output class of the forest can then be chosen as the class predicted by
most trees (voting for the majority class). In the following years, various strategies
for randomizing the training of the individual trees were proposed to train the trees
differently from each other.

Leo Breiman et al. (1996) proposed the bootstrap aggregating (bagging) approach
to create a forest as an improvement over random feature subset selection. In bagging,
the training set L = {(xi, yi)|xi ∈ Rm}i=1,...,n (where xi are the training points and
yi are the corresponding classes) is used to create a set of m different training sets
{Lk}k=1,...,m. Each Lk is generated from L by sampling with replacement and each Lk
contains as many elements as L. If h(L) is a decision tree trained on the training set L,
then {Lk}k=1,...,m will give us a set of different decision trees {h(Lk)}k=1,...,m. Domingos
(2012) mentions that bagging considerably reduces the variance (“tendency to learn
random things irrespective of the real signal”) while only slightly increasing the bias
(“tendency to consistently learn the same wrong thing”).

Leo Breiman (2001) provides an overview of further methods to train different
trees and defines the set of different trees as random forest (RF). For experiments in
Chapter 3, we will use RF, which is based on the bagging approach of CART trees.

2.1.3 Neural Networks

Agrusti et al. (2019) state that the most frequently-used neural network for student
dropout prediction is the multi layer perceptron (MLP). In this chapter, we briefly
introduce the background of MLP, whereby our explanations of neural networks are
partly based on Reed and Marks (1999) and Hastie et al. (2009).

Hastie et al. (2009) describe that there was a major hype about neural networks
and that many consider them “magical and mysterious”, but they are simply nonlinear
statistical models. The study of artificial neural networks (ANN) began with a funda-
mental article by McCulloch and Pitts (1943), in which a simplified model of a (real
biological) neuron with multiple inputs and one output was presented.

Slightly later, the perceptron (Rosenblatt, 1958) was introduced, on whose idea the
MLPs used today are based. The structure of a single artificial neuron is illustrated in
Figure 2.4.

x0 = 1bias

x1

x2

xn

w0

w1

w2

wn

s =
∑
wixi fa(s)

Figure 2.4: Visualization of the inputs and the output of a single neuron
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The artificial neurons in a network are also called nodes. A node can have n inputs
{x1, ..., xn}, which are summed in a weighted linear combination

∑
wixi. Often an

additional input called a bias with a fixed value of 1 is added. Additionally, there is
an activation function fa, which produces the output value fa(

∑
wixi) when applied

to the linear combination. Often sigmoid functions are chosen as non-linear activation
functions. Sigmoid functions s(x) : R→ R are s-shaped, bounded, and differentiable
functions that have a positive derivative everywhere (Han and Moraga, 1995). For
x→ ±∞ sigmoid functions are limited by horizontal asymptotes.

In connection with neural networks, the logistic function σ(x) (Equation 2.10) and
tanh(x) (Equation 2.11) are often used. The two sigmoid functions are visualized in
Figures 2.5a and 2.5b. The derivatives of the two functions (Figures 2.5c and 2.5d),
which are important for the training of the network, are defined by σ′(x) = σ(x)(1−σ(x))
and tanh′(x) = 1− tanh(x)2.

σ(x) =
1

1 + e−x
(2.10)

tanh(x) =
ex − e−x

ex + e−x
(2.11)
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(c) First derivative of the logistic function
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Figure 2.5: Visualization of sigmoid functions (logistic and tanh) and their derivatives

The network, which comprise several neurons, can in principle have any structure,
although often networks in layered structure are used (Reed and Marks, 1999). A
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commonly-used network is the single hidden layer network, which is sometimes called
the vanilla network (Hastie et al., 2009). It comprises three layers of nodes:

• Input layer: These are neurons that receive the signals or feature values and pass
them on to the next layer.

• Output layer: This layer consists of nodes that present the output of the network.

• All inner layers of the network are called hidden layer. Since the network is only
visible externally through its input and output layers, the term hidden is used.

Figure 2.6 shows a single hidden layer network, which belongs to the class of
feedforward networks. The output of the nodes in a feedforward network is only passed
to the front layers of the network so that the connections of the nodes do not form circles
(the class of networks in which circular connections are possible are called recurrent
neural networks). The number of nodes in each layer of the single hidden layer network
should be at least 1 and may be of any size. The layers of the network are additionally
distinguished as active or passive. Accordingly, the input layer is considered passive,
because the nodes in this layer do not process anything and only pass on the data to
the next layer. If all nodes of two consecutive layers are connected, the network is called
fully connected. Single hidden layer networks are a special case of the MLP class. The
MLP class includes fully-connected feedforward networks with at least three layers and
nodes with non-linear activation functions.

Networks that belong to feedforward networks but do not belong to the class of
MLP networks are those whose outputs from nodes of a layer L can serve as input for
nodes of layer L+ 2 and thus skip layer L+ 1. In MLP networks, outputs from nodes
of layer L can only be connected to nodes of layer L+ 1.

...
...

...

x1

x2

x3

xn

H1

Hm

O1

Ok

Input
layer

Hidden
layer

Output
layer

Figure 2.6: Visualization of a single hidden layer neural network

MLP can be used for regression and classification. In a multi-class problem, one
would set the number of inputs to the number of features/attributes of the data and
the number of output layer neurons to the number of classes.
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In a binary classification problem, only one output node can be used and in this
output node the logistic function is selected as the activation function. The output
value of the sigmoid logistic function is σ(

∑
wixi) ∈ [0, 1]. Accordingly, the result can

be seen as a kind of probability that an object belongs to class 1 (Hastie et al., 2009).
By using a threshold value θ ∈ [0, 1], the output value of the network produced by the
logistic function can be converted into a fixed class assignment. For a new point x∗, the
assignment to one of the two classes 0 or 1 is made as in equation 2.12. Usually θ = 1

2
is

used and moving it up or down can result in higher or lower recall or precision values.

f(x∗) =

{
1, if σ(wTx∗) > θ

0, else
(2.12)

Cybenko (1989) has shown that every continuous function can be approximated
by a suitable single hidden layer network (with some mild assumptions). In literature,
this theorem is called the universal approximation theorem. However, the theorem does
not indicate how many nodes the hidden layer should have and how the appropriate
weights can be found.

A solution for training the feedforward networks was presented with the backpropa-
gation algorithm (Rumelhart et al., 1986). The idea is to use a cost function based on
the difference between the output of the network and the expected value. To minimize
the cost function, gradients of the error function are calculated and backpropagation
describes how the gradients are calculated and propagated so that the network weights
are updated (LeCun et al., 1998).

2.1.4 Discussion

In Figure 2.7, three different binary classification problems are visualized in the column
input data. The points of the two classes are represented by red and blue.

The first problem (first row) contains two sets of points that are not linearly separable,
but only a few points prevent the linear separation. The second problem (second row)
is constructed in such a way that one point set is partially enclosed by the other, while
the third problem (third row) shows two completely circular point sets where one is
completely enclosed by the other and thus no linear separation is possible.

To solve the three classification problems the classifiers SVM (linear kernel), SVM
(RBF kernel), decision tree (CART), RF (ensemble of CART trees), and neural network
(MLP) are compared. The decision boundaries of the individual classifiers show at
which boundaries the class assignment decision is made. The darker the colour, the
more reliable the decision. In addition, an accuracy value indicates the percentage of
points that were correctly classified.

The SVM with the linear kernel achieves an accuracy value of 88% in the first
(simpler) problem, but does not achieve a good classification for the non-linearly
separable problems.

The RBF classifier is obviously better adapted to the data and, due to its properties
it can separate the data with a non-linear smooth decision boundary, so that an accuracy
value of 88% is achieved in the most difficult second problem.

The decision tree separates the space in each node according to a single dimension,
so that rectangular decision boundaries are created. The CART tree is also able to



2.2. EVALUATION MEASURES 19

adapt relatively well to the data, so that the difficult second problem is solved with an
accuracy value of 80%.

The RF, which comprises several trees, has a more finely-structured decision bound-
ary than a single tree and can therefore better approximate the data, whereby it achieves
an accuracy value of 85% in the difficult second problem.

The neural network (MLP) with a hidden layer is able to solve the second difficult
problem best with an accuracy value of 90% but is worse than the SVM in solving the
first problem.

Aside from the SVM (linear kernel), all the classifiers studied were able to solve the
third problem perfectly. This investigation shows that there is no classifier that always
provides the best solution for each data set. For this reason, often several classifiers are
compared on new unknown data sets to select the one that better generalizes the given
data (Domingos, 2012).

2.2 Evaluation Measures

In order to measure how well supervised ML methods are able to generalise, evaluation
measures are necessary. We will briefly introduce the most commonly-used measures
for classification and regression.

2.2.1 Binary Classification Measures
For binary classifiers, the classification result of a data set can be represented with a
confusion matrix (Table 2.1).

Table 2.1: Confusion matrix

predicted
− +

true class − TN FP
+ FN TP

We use it to measure how often elements of a class have been classified correctly or
incorrectly. For two classes + and − , this results in the following 4 measures:

• True Positive (TP): The number of times class + was actually classified as +

• True Negative (TN): The number of times class − was actually classified as −

• False Positive (FP): The number of times class − was incorrectly classified as +

• False Negative (FN): The number of times class + was incorrectly classified as −
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From these four measures, the commnonly-used measures precision, recall, F1-
Measure, accuracy, and false positive rate (FPR) can be calculated:

• recall = TP
TP+FN

• precision = TP
TP+FP

• F1 = 2 Precision·Recall
Precision+Recall

• accuracy = TP+TN
TP+TN+FP+FN

• FPR = FP
FP+TN

The value of recall indicates in percent how many elements belonging to class +

were classified as + . The value of precision gives the percentage of how many elements
classified as + are really + . F1 indicates the harmonic mean of precision and recall.
The accuracy indicates the ratio of correctly classified + elements to all elements.

Recall, precision and F1 were defined so that their values are valid for the + class.
Of course, they can also be simply calculated for the − class. In classification problems,
therefore recall, precision and F1 are often specified for each class.

If a binary classifier f outputs a probability f(x) ∈ [0, 1] for a class instead of a class
assignment, a threshold θ can be used such that the final class assignment is specified
by:

F (θ, x, f) =

{
1, if f(x) ≥ θ

0, else

Different visualizations like the receiver operator characteristic (ROC) curve or the
precision-recall curve can be used to visualize the evaluation for different thresholds
(Davis and Goadrich, 2006).

The ROC curve is a plot of recall against FPR, whereby each point of the curve
represents the recall and FPR result for a given threshold θ. The area under the curve
(AUC) score is often used to compare the ROC curves of different models. This score
summarizes the ROC curve and is sometimes called ROCAUC.

Davis and Goadrich (2006) state that in case of high class imbalance (one class
has much more data points than the other class) the precision-recall curve, which is
a plot of recall against precision, is more suitable. Each point of the precision-recall
curve represents the recall and precision result for a given threshold θ. Similar to the
ROCAUC score, the precision-recall curve can be summarized by the average precision
(AP) value.

2.2.2 Regression Measure
If f : Rn → R is a regressor and D = {(xi, yi)i=1,....m ∈ Rn × R} is a set to evaluate f ,
then the root mean square error (RMSE) (Géron, 2018) is defined by

RMSE(f,D) =

√√√√ 1

m

m∑
i=1

(f(xi)− yi)2

.
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3
Student Performance and

Dropout Prediction

“It is very difficult to predict — especially the future.”
— Niels Bohr (Mencher, 1971)

One of the most active research topics in EDM and LA is the prediction of student
dropout and student performance (Aldowah et al., 2019). In order to help students
before they drop out of a course or the whole study, they need to be identified early
(Romero and Ventura, 2019). Therefore, we use data mining and machine learning
algorithms for early prediction.

To apply data mining and machine learning to student data, the raw data which
could be in any format (e.g., server logs) and, therefore, not easy to analyze must be
transformed into a suitable format. Most algorithms require a n dimensional numerical
representation x = (x1, ..., xi, ..., xn) ∈ Rn.

In this vector representation, the students are modeled by their different properties
where values xi describe different properties of the students. The properties used to
create the vectors are called attributes or features (or covariates) (Murphy, 2012).

To create the vectors, in a first step, useful features must be determined from the
raw data. The art of creating features from raw (and partially unstructured) data is
called feature engineering. On student data, for example, simple features such as age or
previous grades can be used. In a further step called feature extraction, new features
can be created from the initial features (Géron, 2018). For example, if a student’s initial
features include previous grades, average grades can be calculated as new features.
These features can either be determined by an expert or extracted from the data by
automatic procedures.

Before ML algorithms can work with the feature vectors, different transformations
and preparation steps have to be done with the data, which are discussed in Chapter 3.1.

In Chapter 3.2, we look at different feature types used in the EDM area. Depending
on the given tasks, these features can vary greatly, e.g., predicting grades in a course
may require different features than predicting dropout. In the following chapters on

23
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dropout prediction (Chapter 3.4) and student performance prediction (Chapter 3.5),
we will discuss the respective feature sets.

If existing features are not sufficient, new features can be created by collecting new
data. Today, there are more and more digital learning environments that offer the
ability to track student data. In Askinadze and Conrad (2017), we investigated how
information from such distributed learning environments can be tracked and integrated,
which we briefly discuss in Chapter 3.3.

3.1 Preprocessing

For the creation of the features and their transformation into the final representation of
the students as numerical vectors, different preprocessing steps are necessary.

Especially in the EDM area, the data can be very heterogeneous. For example, it
could be time-series data of clicks in a digital learning environment or demographic data
like the age of the student. A property like age is a numerical feature because this feature
is described with numerical values. Features that have a finite set of non-numerical
values are called categorical features, i.e., the categorical feature gender has the two
possible values male and female. In Chapter 3.1.1, we discuss the transformation of
categorical features into numerical features.

Features can have very different values (e.g., the number indicating the annual salary
is much higher than the number indicating a student’s age). Since different ranges
within the features can have negative effects on ML algorithms, we outline the two most
commonly used scaling approaches in Chapter 3.1.2.

Another important step is data cleaning since data may contain implausible outliers
or missing values. Since most ML procedures cannot work with missing values in feature
vectors, imputation strategies are necessary, which are discussed in Chapter 3.1.3.

Finally, it is very important to select from the available features those that are
relevant to the given task. In Chapter 3.1.4, frequently used feature selection procedures
are presented.

3.1.1 Transforming Categorical Features

For use in most ML algorithms, the categorical features have to be transformed into
numerical ones. To indicate the possible transformations, we distinguish two types of
categorical features:

• nominal: Nominal features have a finite number of possible values that have no
numerical representation and are not subject to any order, i.e., gender with the
two options “male” or “female” or the country of origin. If the set of values of a
feature consists of only two options, then the value 0 or 1 can be assigned to both
values, i.e., male = 0 and female = 1. If there are more than 2 possible values,
one-hot-encoding (VanderPlas, 2016) can be used.

• ordinal: Ordinal features are nominal features that can be arranged in natural
order, e.g., the feature “English knowledge” can have the three values low, middle,
high. A numerical value can be assigned to each of these characteristics: low=0,
middle=1, high=2.
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3.1.2 Scaling Features
If, for example, we only know the age of a student “20”, the gender “male” (with the
coding female=0, male=1), and English knowledge “high” (with the coding low=0,
middle=1, high=2), the numerical representation of the student could be given by
(20, 1, 2). Depending on the algorithm, it can lead to problems if the features are
not scaled (especially with distance-based classifiers like the RBF SVM). The feature
with the largest range (e.g., the age in the example above) then dominates the other
features, although it does not have to be the most important one. This is not true for
all algorithms. For example, decision trees can handle the data well without scaling, if
the split is performed by single features. The following two approaches are mostly used
in preprocessing depending on the type of data:

• Standardization: Removing the mean and dividing by the standard deviation
of the training samples. The process is performed per feature individually so that
the features are centered around zero and have a standard deviation of one.

• Rescaling: Features are rescaled to the interval [0,1] (min-max scaling) or [-1,1].

3.1.3 Missing Value Imputation
Most classifiers or regression algorithms require that all features are available in a
feature vector. However, some features may not be present in the data for various
reasons. There are several ways to deal with missing features:

(a) Removing features (columns) whose values do not always appear in the student
data. For example, if the values of a feature f1 are missing in the data of only 1%
of the students, the feature f1 would not be usable for all other students either.
Since this can lead to removing relevant features, this approach is not commonly
used.

(b) Remove students (rows) who have missing features. If students are removed from
the training data sets, less data will be available for training. Since student data
sets often are already small, this is not a reasonable approach.

(c) The most reasonable approach is to estimate the missing values. There are several
ways to do this:

• a fixed value (for example, the average of a characteristic) can be used for
the missing values
• Adaptive approaches, such as k-NN imputation, can be used to estimate
missing characteristics by averaging the characteristic values of k similar
students (where the values of the missing characteristic are known).

In Askinadze and Conrad (2018b), we investigated for a public available data
set1 (Cortez and Silva, 2008) how missing feature values affect the prediction
of student performance. For 25% of missing data, using k-NN to estimate the
missing values yields evaluation results that are not much worse than using the
full data set. As the number of missing values increases, the prediction results
become significantly worse.

1https://archive.ics.uci.edu/ml/datasets/student+performance

https://archive.ics.uci.edu/ml/datasets/student+performance
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3.1.4 Feature Selection

In the literature, classifiers are often compared on all data, so that no examination of
individual feature sets is made (Aulck et al., 2019). The art of selecting the appropriate
features for a given task is called feature selection and is a very active research topic in
ML (Murphy, 2012).

We first consider the reasons why it makes sense to select a subset of the existing
features. Guyon and Elisseeff (2003) give the following motivation for feature selection
in their work:

• “Facilitating data visualization and understanding”

• “Reducing training utilization times”

• “Reducing the measurement and storage requirements”

• “Defying the curse of dimensionality to improve prediction performance”

In the research field of EDM, we can add preserving data privacy as another
important reason. Especially for feature selection, the principle of data minimization
is important. According to Art. 5 1(c) of the GDPR (European Union, 2016), the
minimization of the storage of personal data to the necessary extent is necessary. If
we consider a subset of features to be sufficient to make as good predictions as if all
features were used, we could stop storing data for the features that are not required
and thus meet the requirements of the GDPR.

To select subsets of features, one should first define what good or bad features are.
Definitions of relevance and irrelevance of features are given in Kohavi and John (1997)
and Blum and Langley (1997). Roughly speaking, features are strongly relevant if they
contribute information to a given ML task that other features do not. Features are
weekly relevant if they are not strongly relevant and carry information that is also
present in other features. Features are irrelevant if they are neither strongly nor weakly
relevant.

Guyon and Elisseeff (2003) provide a good overview of different methods and
techniques for feature selection. The methods can be divided into three classes filters,
wrappers, and embedded methods which are briefly described in the following Chapters.

3.1.4.1 Filter Methods

Filter methods select features in a preprocessing step, independent of a classifier (Kohavi
and John, 1997). The selection is done by ranking the features based on a measure of
quality. Feature filtering is also called screening or ranking (Murphy, 2012).

3.1.4.1.1 Correlation

The Pearson correlation coefficient ρ for two feature vectors x, y ∈ Rn is a measure of
linear dependency and is defined by:

ρ =

∑n
i=1(xi − x)(yi − y)√∑n

i=1(xi − x)2
√∑n

i=1(yi − y)2
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Figure 3.1: Comparing correlation coefficient and MI score2

It does not consider non-linear dependencies (Guyon and Elisseeff, 2003; Smith,
2015). Assuming a linear dependency between the features and the output variable, the
correlation of the features and the output variable can be used to measure for which
features a higher linear dependency exists and to rank the features depending on the
correlation coefficient.

3.1.4.1.2 Mutual Information

One of the disadvantages of the correlation coefficient is the fact that only linear depen-
dencies can be found with it. An approach that can also find non-linear dependencies is
mutual information (MI) (Smith, 2015; Dionisio et al., 2004). Guyon and Elisseeff (2003)
and Murphy (2012) show how the relevance of a discrete or nominal feature i to class
label Y based on mutual information is calculated. MI can also be used for continuous
features and outcomes. Figure2 3.1 shows for the three cases (a) linear dependency (b)
non-linear dependency and (c) no dependency between input and output, which scores
are obtained by Pearson correlation (ρ) and MI. For the Pearson correlation coefficient
ρ ∈ [−1, 1], values near 1 and −1 means a strong linear dependency and values near
zero means no linear dependency. Mutual information takes only non-negative values
and the higher the dependency, the higher the MI score. In case (a), the correlation
coefficient with the value of 0.95 shows a strong linear dependency. In case (b), the
correlation coefficient shows only a weak dependency (−0.24), while the MI score finds
the non-linear dependency and rates it even higher than in case (a). In the case of no
dependency, both scores are close to 0.

3.1.4.1.3 Two-sample t-test

In a two-class problem, such as the separation between students with good and bad
grades, the two-sample t-test for equal means can be used to find suitable features
(Chandra and Gupta, 2011). Other variants like the Welch test can also be used
depending on the nature of the data (Ruxton, 2006). The t-test is a hypothesis test to
examine if the assumption that two population means are equal can be rejected. The
hypothesis that the means of two populations are equal can be rejected if the calculated
p-value is less than a chosen significance level threshold (common values are 1%, 5%,

2Figure motivated and adapted from scikit-learn.org/stable/auto_examples/feature_
selection/plot_f_test_vs_mi.html

scikit-learn.org/stable/auto_examples/feature_selection/plot_f_test_vs_mi.html
scikit-learn.org/stable/auto_examples/feature_selection/plot_f_test_vs_mi.html
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or 10%). If the hypothesis can be rejected, then the feature can be included in the
resulting feature set.

3.1.4.1.4 ANOVA

In a multi-class problem, a popular method in psychological and educational research
(Blanca et al., 2017), the one-way analysis of variance (ANOVA) can be used for
feature selection. ANOVA is a statistical technique based on the F-test to compare the
means µi of n > 2 populations. ANOVA examines the null hypothesis H0 : µ1 = ... = µn
against the alternative hypothesis H1: at least one pair of the means is unequal. For
n = 2 ANOVA is equivalent to the t-Test. Kim (2014) pointed out that it is incorrect
to perform multiple t-Tests on multiple pairs of averages, in the case of more than two
populations and that ANOVA is the appropriate option. Using the ANOVA technique,
an F-value is calculated per feature. Then, the features are sorted by their F-value and,
finally, an appropriated subset of features with the best F-values is selected.

The F-test has some assumptions about the underlying data. Blanca et al. (2017)
have shown that ANOVA is robust to various violations of the assumptions (deviation
from a normal distribution, sample size, and unequal distribution in the groups)
regarding the Type I error.

3.1.4.2 Wrapper Methods

Another class of feature selection methods are the wrappers. The wrapper methods
compare multiple feature sets based on their usefulness for a classifier. Since the number
of possible subsets grows exponentially with the number of features, finding the best
subset is an NP-hard problem (Guyon and Elisseeff, 2003). Therefore, greedy approaches
such as sequential forward selection (SFS) can be used where in an iterative process,
features that improve the classifier performance are added to the final feature set (which
is empty at the beginning). In Askinadze et al. (2018), we used a combination of filter
and wrapper methods since we first created several feature sets with filter methods and
finally tested the feature sets on several classifiers to find a good combination of feature
set and classifier.

3.1.4.3 Embedded Methods

In embedded methods, the features are selected during the training of a classifier. For
example, decision trees belong to embedded methods (Guyon and Elisseeff, 2003).

3.2 Student Feature Categories

Recent studies conducted experiments with a large number of different features for
modeling students. In a recent literature review (Alban and Mauricio, 2019a), a broad
list of different features was given with a reference to respective articles. Saa et al. (2019)
have examined 34 articles and identified 215 different features. Alban and Mauricio
(2019a) categorized student features in 5 dimensions: personal, institutional, economic,
academic, and social. Saa et al. (2019) categorized the features into 9 dimensions:
students’ e-learning activities, students’ previous grades and class performances, students’
environment, students’ demographics, instructor attributes, course attributes, students
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social information, course evaluations, and students experience information. In Amrieh
et al. (2016), the features were divided into 4 categories: demographical features,
academic background features, parents participation features on the learning process,
and behavioral features. The individual categories overlap or, in our opinion, are
subcategories of each other, so that we have structured the different categories in a
hierarchical view (Figure 3.2) with two main categories academic features (all features
resulting from the academic context) and personal features (all others).

Figure 3.2: Hierarchical visualization of feature categories used for student modeling
based on Alban and Mauricio (2019b), Saa et al. (2019), and Amrieh et al. (2016)

Saa et al. (2019) examined which feature category is mostly used to predict student
performance in higher education. They found out that the following three feature
categories occur most frequently in descending order: previous grades and performance,
e-learning activities, and demographics.

The reason why these three categories are used is most likely because they are most
often available to the respective research teams. Demographic information such as age
and gender is usually always available to educational institutions, as well as information
about exams already passed within the institution. In fact, as we will see later on,
information on past academic performance is one of the most important predictors.

To obtain information about a students’ social life, surveys would have to be
conducted or, for example, the social relationships of students would have to be
analyzed by examining the communication between students (Bayer et al., 2012).

Various studies (Tross et al., 2000; Komarraju and Karau, 2005; Conard, 2006;
Komarraju et al., 2009; Komarraju et al., 2011) have examined the influence of the
“big five” personality traits (openness, conscientiousness, extraversion, agreeableness,
and neuroticism) on academic performance and motivation and have shown that these
traits can be used as predictors. Universities do not normally have such data about
their students. In a feature extraction process, such features could be predicted from
other previously known features. In the case of students of a programming course, we
have investigated in Liebeck et al. (2016) how the big five personality traits can be
predicted from program code. With the proposed features, we have participated in a
challenge (Rangel et al., 2016) and were better than the median for four of the five
personality traits in terms of RMSE and were able to achieve the lowest RMSE value
for conscientiousness with our approach.

E-Learning systems are another way to collect additional data. If the institutions
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use e-learning systems, the clickstream of these systems can be tracked. In the following
chapter, we examine an architecture for tracking such student interactions.

3.3 Student Data Tracking

In the previous chapter, we have seen different categories of features that have been
used to predict student performance. The sources of data for these features can be very
heterogeneous, i.e., the demographic data and exam data may be stored in a central
administration database. In Askinadze and Conrad (2018a), we examine how the study
history data of multiple universities can be stored in a shared system. Individual study
courses could use different e-learning services from different third-party providers so
that the usage data of the students are distributed in different databases and systems.

In Askinadze and Conrad (2017), we investigated how this can be achieved. The
idea is based on the use of the Experience API (xAPI3) specification. This specification
describes a data format for storing student interactions in digital learning environments
and transferring them to other systems using a REST-API. Figure 3.3 shows the xAPI
architecture, in which several learning tools send student interactions in xAPI format to
the xAPI interface, where they are stored in a database (learning record store). Finally,
the stored xAPI statements can be aggregated and displayed in a dashboard, or new
knowledge can be extracted from the data using EDM methods to make predictions
about students, which can then also be displayed in a dashboard.

Learning Tool 1 

Learning Tool n

Dashboard
xAPI

EDM

...

Figure 3.3: xAPI Tracking Architecture

The data format itself describes the answer to the question “who did what?” so that
a JSON object with at least three properties (subject, verb, and object) is stored. For
example, if a student has browsed back in an eBook, the subject has the information
about the student (e.g., an id to identify the student). The verb has the information
which action the student has performed (in this case, “clicked back”) and the object has
the information about the eBook and on which page in the eBook the interaction took
place. xAPI is already used in many LMS and learning software like h5p4.

The example with the eBook was chosen here because in Chapter 3.5.2 we show in
a case study how student performance can be predicted based on xAPI usage data in
an eBook. In Chapter 3.5.1 xAPI data from a learning management system is used to
predict final grades in a course.

3https://github.com/adlnet/xAPI-Spec
4https://h5p.org/

https://github.com/adlnet/xAPI-Spec
https://h5p.org/
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3.4 Dropout Prediction in Higher Education

The dropout of studies has been researched for a long time. Tinto (1982) investigated
the completition rate and dropout rate of American BA students from 1880 to 1980 and
found out that the dropout rate remained constant at about 45% in the 100 years studied
(except during and shortly after World War II). In a more recent study (Schneider, 2010)
on dropout rates in the USA, it is reported that 30% of first-year students do not come
back after one year and that this dropout group causes an estimated annual cost of $1.5
billion. Besides the financial damage to the public, dropout also has negative effects on
the students themselves, as they lose time (if they have not learned anything useful for
themselves in that time) and could get negative feelings like self-doubt because of the
dropout (Larsen et al., 2012).

In the acatech study (Klöpping et al., 2017), the number of dropouts in engineering
courses in Germany was examined based on data from 12 universities. The authors
have found out that after six semesters, there are about 6% of students changing to
another subject, 10% of students changing to a different institution of higher education,
and 21% dropouts. The numbers fluctuate only slightly between the cohorts studied.

Berens et al. (2019) mention that there are many programs in Germany to reduce
the drop-out rate at universities, but that students would have to apply to the respective
programs themselves. The authors suggest that administrative data from universities
should be used to find students in danger so that these students can be more effectively
supported. Hartl (2019) discussed how Data Mining can support university management.

The recent review papers of Agrusti et al. (2019) and Alban and Mauricio (2019b)
give a good overview of often used classifiers, preprocessing techniques, and features in
this particular research area.

In the remainder of this chapter, we present an approach to the prediction of student
dropout, which we evaluate on student data from a German university. The proposed
approach requires a relatively small number of students to train the model and includes
a minimal feature set (exam results only) so that any university can implement this
approach and make predictions about their students at the end of a semester.

3.4.1 Dropout Definition

In literature, there are several possible definitions for dropout. Spady (1970) offers two
definitions for dropout: The first is “dropout includes anyone leaving a college at which
he registered” (without a degree). The second is “dropout refers only to those who
never receive a degree from any college”. Klöpping et al. (2017) state that often, no
distinction can be made between university changers and university dropouts and uses
a definition of university dropouts in which dropouts refer to students who leave the
university without a degree and do not actively state a university change as a reason.

In general, the definition depends on the target group that is interested in the
evaluation. For the administration of a study program, dropouts are persons who leave
the course of study without a degree. The university administration might be more
interested in a definition in which the student leaves the university without a degree.
For the further usage of the term dropouts, we use a definition similar to the first
version of (Spady, 1970), which we define as follows: Dropouts are students who leave
the university in which they started their studies without a degree.
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3.4.2 Features for Dropout Prediction in Higher Education
In the literature, many different reasons for dropping out are reported. In the first
semesters (in which most drop-outs occur), the reasons are rather a lack of motivation
to study or performance problems. In the later semesters, on the other hand, the
reasons are often illness, exam failure, and financial or family problems (Fleischer
et al., 2019; Heublein et al., 2007). Fleischer et al. (2019) also list other predictors
(cognitive-motivational) from the literature that are suitable for predicting study success.
These include, for example, “ability of self-assessment” and “conscientiousness”.

In general, the reasons for dropping out are complex and there are usually several
factors in common that lead to dropping out (Larsen et al., 2012). It is problematic that
the data on motivation or health, for example, are usually not available to universities
(Berens et al., 2019) or only have to be collected with much effort (e.g., through surveys).

In order to make dropout prediction, the data that is actually available in the
university databases must be used in practice. To do this, we can look at the data that
universities store because they are required to do so by law. These data differ from
country to country. Berens et al. (2019) say, for example, that in Germany, there is the
Higher Education Statistics Act (HStatG), which obliges universities to store certain
demographic and academic achievement data (§3). Hartl (2019) mentions that all
German universities have student and applicant data at their disposal. Since the feature
sets of student dropout studies often consist of a combination of different demographical
and academic features, it is not easy to compare the results of the different studies.

The timing of the prediction determines the available features. Similar to Hartl
(2019), we roughly distinguish the following three points in time:

1. Before the start of studies (or shortly after the start of studies)

For the prediction, data on admission to higher education or demographic data
could be used. Larsen et al. (2012) mentions that prior academical achievement is
a good predictor. Prior academical achievement data is, for example, the overall
grade of the Abitur (German term for high school graduation grade), which is
the predictor with the highest predictive power for all subjects (Trapmann et al.,
2007; Fleischer et al., 2019). Especially in natural science subjects, there is a
comparatively high drop-out rate, and for these subjects, prior mathematical
knowledge is a good predictor for academic success (Müller et al., 2018; Fleischer
et al., 2019). Sclater et al. (2016) have proposed that additional data should be
obtained through surveys on emotional and financial status. Ortiz-Lozano et al.
(2018) used the admission test grade for prediction and could reach an accuracy
value of about 61%. Berens et al. (2019) used the entire demographic data required
by the HStatG (and some other data calculated by feature extraction) to achieve
an accuracy value of about 67%.

2. During the semester

The prediction becomes possible during the semester if results of different home-
work or usage data from the digital learning environments arrive gradually. Which
data is collected depends on whether the universities offer e-learning with data
collection and whether this data is stored at a central location so that a prediction
can be made on the data from different sources. In Ortiz-Lozano et al. (2018),
the midterm tests data in the first semester was used to predict dropout, which
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was possible with an accuracy value of about 71%. However, most of the data
collected during a semester is used to predict the grade or performance of a course.
We discuss this topic in Chapter 3.5) in more detail.

3. At the end of a semester (or at the end of the exam phase)

Prediction can be made here when all exam results are available. This data is
available to all universities and is usually stored centrally in an administrative
database. Since many students drop out of their studies after the first semester,
it is too late for these students to offer help after the prediction. These students
should, therefore, be identified by making predictions based on data given in the
other two points in time mentioned above.

In the following, we consider the third prediction time type, i.e., when the exam
results are available at the end of a semester.

Of particular interest are studies that carry out the evaluation on different feature
sets. Dekker et al. (2009) reported that the most important features for student dropout
prediction are collected at universities themselves (achievement and performance data).
Recently published studies also provide similar results. Aulck et al. (2019) have
investigated various data subsets (demographic data, department-level data, First-
Year Summary Data, Grouped Course Data, Major Data, and Pre-Entry Data) and
found that student progress based features are better suited than the pre-entry and
demographic information of students. The authors note that the first-year summary
data has delivered almost as good results as the use of the entire data set.

Berens et al. (2019) have used the data required by HStatG to predict dropout.
Once using the whole data set (including demographic data) and once only the data
based on academical achievements and also reported that academical achievements
produce almost as good results as the whole data set. Hartl (2019) also reports that
pure demographic data cannot be used to make good predictions, but as soon as grades
are used, the results can be significantly improved. This is also confirmed by the
results in Manrique et al. (2019), which have shown that features based on a small
number of grades of important courses are sufficient. The authors have shown that the
way the feature vectors are created has a large influence on the classification results.
They distinguished the feature vector creation into Global Feature-Based Representation
(GFB) and Local Feature-Based Representation (LFB). Features of a GFB representation
summarize a student’s data, such as the number of exams passed or grade averages,
without describing the data of individual courses. With GFB, the students are described
by a feature vector, which looks the same for students of different courses. The LFB
representation, on the other hand, uses features that reflect course-specific information.
Manrique et al. (2019) have used the grades of individual courses in their LFB approach.
The LFB based approach has produced better results on their data set.

In our study (Askinadze and Conrad, 2019), we have proposed to simplify the
features even further. Our LFB based approach only uses binary features with the
information whether or not the exam for a course has been passed, and also uses only
a small set of exams to create the feature vector. In Chapter 3.4.3, we explain the
proposed representation and show its use with neural-network-based classification in
Chapter 3.4.4.1 and with SVM based classifiers in Chapter 3.4.4.2. In Chapter 3.4.5,
we present our results of student dropout prediction, compare them with other studies,
and finally discuss the limits of our prediction approach.
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3.4.3 Proposed Student Representation

In Askinadze and Conrad (2019), we have introduced a feature representation based
only on the information whether students have passed exams or not. In the following,
we briefly describe the idea behind this approach. Let C = {c1, ..., cn}n≥1 be the set
containing the exams that we use to model the student representation. Then the vector
for student s representing available data at the end of semester t ≤ k is defined by:

ψCt≤k(s) =
[ ︸ ︷︷ ︸
c1 passed until sem. k

0 or 1 ... ︸ ︷︷ ︸
cn passed until sem. k

0 or 1
]

We use an example to show how to use this representation. Let C be a set of the
three exams with c1 = Calculus, c2 = Linear Algebra, and c3 = Programming. Let
s1 be a student who passed Programming in the first semester, Linear Algebra in the
second semester, and Calculus in the third semester. Let s2 be a student who passed
Calculus in the first semester, Programming in the second, and Linear Algebra in the
third semester. Then the corresponding vector representations are as follows:

ψCt≤1(s1) =
[
0 0 1

]
ψCt≤2(s1) =

[
0 1 1

]
ψCt≤3(s1) =

[ ︸ ︷︷ ︸
c1 c2 c3

1 1 1
]

ψCt≤1(s2) =
[
1 0 0

]
ψCt≤2(s2) =

[
1 0 1

]
ψCt≤3(s2) =

[ ︸ ︷︷ ︸
c1 c2 c3

1 1 1
]

This representation is LFB because it uses course-specific data (exams passed). It
does not depend on grades (which could be missing if exams are not graded), so there
are no issues with missing values. Due to the simplicity, the reasons for classification de-
cisions can be better understood, e.g., rules can be derived by rule induction approaches
(Hartl, 2019). Rule extraction has already been applied for performance prediction in a
course (Al-Radaideh et al., 2006; Cortez and Silva, 2008; Hu et al., 2014).

In a case study on the dropout behavior rule extraction of computer science first-
semester students, we train a decision tree (CART with entropy-based split criterion)
based on our student representation. As features, we use the information, whether
the students have passed the first-semester exams Calculus, Linear Algebra, and
Programming at the end of the first semester. The corresponding tree is visualized
in Figure 3.5. The value attribute in the nodes shows the distribution of the two
classes graduate and dropout after the split. The selection of a feature for a split is
performed based on entropy. The feature that separates the students notably well on
the two classes graduate and dropout is the information whether the students have
passed the Calculus exam. By looking at the root node, we can see which exam is
the best predictor for success. Since the features are binary, the decision for a split
is made using the threshold 0.5, resulting in notations such as Calculus ≤ 0.5 in
the nodes. The color represents how strongly the majority class is represented in a
node. From the 8 leaves of the tree, we can see that some paths of the tree lead to
relatively safe decisions, like if all 3 exams are passed or if none of the exams are passed.
Some decisions of the tree are not a good basis for decision making, as in the case of
Calculus = 0 & Programming = 1 & LinearAlgebra = 0. If the students have passed
Programming but not a single math exam after the first semester, then 50% of the
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Figure 3.5: Dropout prediction after the second semester using a decision tree

students in this cohort will drop out in the future. On the other hand, passing the two
mathematics exams (especially Calculus) in the first semester is a good predictor for a
successful study. In total, the following 5 rules can be extracted from the 8 leaves:

1. if(Calculus = 1 & Programming = 1)→ Graduate

2. if(Calculus = 1 & Programming = 0 & LinearAlgebra = 1)→ Graduate

3. if(Calculus = 1 & Programming = 0 & LinearAlgebra = 0) → Dropout

4. if(Calculus = 0 & Programming = 0)→ Dropout

5. if(Calculus = 0 & Programming = 1)→ Dropout

In contrast to the proposed LFB representation, a corresponding GFB representation
that simply indicates the number of exams passed GFBC

t≤k(s) = ||ψCt≤k(s)||1 would be
equal for both students GFBC

t≤2(s1) = 2 = GFBC
t≤2(s2) while ψCt≤2(s1) 6= ψCt≤2(s2).

However, in the case of the third semester, both representations are also equal
in terms of distance, since ψCt≤3(s1) = ψCt≤3(s2) and GFBC

t≤3(s1) = 3 = GFBC
t≤3(s2).

Therefore, we have proposed to represent a student not only by the last known
state of the exam results but by the whole time series instead which we define by
TCk (s) =

[
ψCt≤1(s), . . . , ψ

C
t≤k(s)

]
. For the example of the two students s1 and s2 we get

two unequal time series TC3 (s1) 6= TC3 (s2) which are visualized as follows:

︸ ︷︷ ︸
= TC

3 (s1)

[00
1

 ,
01
1

 ,
11
1

]
︸ ︷︷ ︸

= TC
3 (s2)

[10
0

 ,
10
1

 ,
11
1

]
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3.4.4 Applying Classifiers to our Representation
For the evaluation of the dropout prediction, the classifiers RF, MLP, and SVM with
different kernels will be compared. While applying RF is straightforward, we show in
this Chapter how MLP and SVM are applied using the proposed student representations.

3.4.4.1 Neural Network based Student Dropout Prediction

For our experiments, we use different MLP architectures with different depths (number
of hidden layers). To distinguish different MLP architectures, the notation mlpn−h1 (an
input layer with n nodes and a hidden layer with h1 nodes ) or mlpn−h1−h2 (an input
layer with n nodes and two hidden layers with h1 nodes in the first hidden layer and h2
nodes in the second hidden layer) is used.

The feature vectors ψCt≤1(s) of the students have the length |ψCt≤1(s)| = 3 with
ψCt≤1(s) = (x1, x2, x3) ∈ {0, 1}3 (where xi = 1 if the exam ci was passed and 0 else). A
corresponding network of the form mlp3−h1−h2 is visualized in Figure 3.7. The hidden
layers have tanh as activation function and the output node has σ (logistic function)
as activation function to be suitable for a binary classification problem. The used
architecture is a fully connected feedforward network.

Exam #1 passed

Exam #2 passed

Exam #3 passed

bias bias

tanh

tanh

tanh

...

tanh

Hidden
layer 1

bias

tanh

tanh

tanh

...

tanh

Hidden
layer 2

σ o ∈ [0, 1]

Input
layer

Output
layer

Figure 3.7: Our MLP model for dropout prediction after the first semester

Based on a case study for the case k = 2 semesters, we compared different architec-
tures of MLPs (with one or two hidden layers) regarding different performance mea-
sures. For the evaluation of the different architectures (mlp12−5,mlp12−5−5, mlp12−5−20,
mlp12−25, mlp12−25−5,mlp12−25−20, mlp12−50, mlp12−50−5, mlp12−50−20), we performed a
stratified 5-fold cross validation for each architecture. Since the results in terms of
recall, precision, F1 and AUC are almost equal (which means that all architectures are



3.4. DROPOUT PREDICTION IN HIGHER EDUCATION 37

equally capable of adapting to the data), we choose the mlpn−25−20 model (as it has a
more balanced ratio of precision and recall) for further tests (where n depends on how
many exams are used for coding the feature vectors in the respective tests).

3.4.4.2 SVM based Student Dropout Prediction

In the following experiments, we will examine both the time series-based representation
of students and the non-time-series based representation of students. For the non-time-
series based representation, we use the RBF kernel (Equation 2.8). Our SVM approach
to handling time series data is presented below.

Time-series distances are necessary to calculate the distance between two students
in the time-series representation. We used a distance based on multivariate dynamic
time warping (DTW) (Ten Holt et al., 2007) and proposed a novel weighted semester
distance (WSD) (Askinadze and Conrad, 2019) which is defined as follows:

dWSD

(
TCk (s1), T

C
k (s2)

)
=

k∑
i=1

wi d
(
ψCt≤i(s1), ψ

C
t≤i(s2)

)
When using binary feature vectors, the inner distance d of dWSD is the same for the

Hamming distance, Manhattan distance, and the squared euclidean distance.

Proof. For two binary feature vectors x, y ∈ {0, 1}n the Hamming distance is defined by
dHamming(x, y) =

∑
i 1xi 6=yi . In the first part of the proof, we show dhamming = dmanhattan:

dhamming(x, y) =
∑
i

1xi 6=yi (3.1)

=
n∑
i

{
0, if xi = yi

1, if xi 6= yi
(3.2)

=
n∑
i

{
0, if (xi = 0 & yi = 0) or (xi = 1 & yi = 1)

1, if (xi = 0 & yi = 1) or (xi = 1 & yi = 0)
(3.3)

=
n∑
i

{
0, if |xi − yi| = 0

1, if |xi − yi| = 1
(3.4)

=
n∑
i

|xi − yi| = dmanhattan(x, y) (3.5)

In the second part, we show dmanhattan = dsquared−euclidean:

dsquared−euclidian(x, y) =
n∑
i

(xi − yi)2 =
n∑
i

|xi − yi|2 (3.6)

=
n∑
i

|xi − yi| = dmanhattan(x, y) (3.7)

The equality between |xi − yi|2 and |xi − yi| follows from the fact that
|xi − yi| ∈ {0, 1} for binary xi, yi ∈ {0, 1}.
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In Askinadze and Conrad (2019), we proposed to choose the weights in the following
way:

wi =
i2∑k
j=1 j

2
=

i2

1
6
k(k + 1)(2k + 1)

The denominator ensures that
∑k

i=1wi = 1. The idea of choosing the weights is based
on the fact that the last known status of the exam results is the most important and,
therefore, should be weighted the most. Exam results further in the past should have
less influence on the distance. We have also tried other approaches to selecting weights.
On the one hand, a weighting where the weights only increase linearly per semester
wi =

i∑k
i i
. On the other hand, we tried a modified form of weighting, where additional

weights per feature (exam result) were learned from the data (mutual information
between feature and output). None of the additionally tested approaches could improve
the results of the heuristic proposed above so that we will use these heuristic weights
for further evaluation.

In order to use the SVM as a classifier based on time series data, we have proposed
to adapt the RBF kernel by replacing the squared Euclidean distance (normally used
in the RBF kernel) with the proposed WSD distance (which can use the Manhattan,
Hamming or squared Euclidean distance equivalent as inner distance as shown above).
This results in the following SVM kernel for two time series x and y:

KWSD(x, y) = exp(−γ dWSD(x, y))

3.4.5 Evaluation

The prediction of study dropout is a binary classification problem. Many classifiers,
including SVM, RF, and MLP, are able to provide probabilities instead of direct class
assignments, so that for a student s to be classified, a value f(s) ∈ [0, 1] is obtained.
For the final assignment, a threshold θ can be used so that the final assignment is
F (s) ∈ {0, 1} is made as shown in Equation 3.8. For further attempts we choose θ = 0.5.
Smaller θ result in better recall values (and worse precision values) and larger θ result
in better precision values (and smaller recall values).

F (s) =

{
1, if f(s) ≥ θ

0, else
(3.8)

For k ∈ {1, ..., 5}, we investigate how well the dropout can be predicted if only the
exam data is available by the end of the k-th semester. For example, the training set
for k = 3 includes only dropouts and graduates who have studied at least 3 semesters.

The results presented in Askinadze and Conrad (2019) are evaluated on a data set
containing only dropouts who have registered for at least one exam in their studies.
Since other research papers include all dropouts in their evaluation, we provide the
results for all dropouts (including people who never registered for an exam) in order to
compare the results with others better.

The number of exams |C| used to create feature vectors depends on the study
program (e.g., in some study programs, 3 and in others 10 exams per semester are
intended). In our case study, we use a computer science program in which about 3
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Graduate Dropout Class sizes
Sem. Method Pr Re F1 Pr Re F1 Acc. Drop. Grad.

1

MLP 0.79 0.65 0.7 0.82 0.89 0.85 0.8

752 424RF 0.73 0.71 0.71 0.84 0.85 0.84 0.8
RBF 0.8 0.63 0.69 0.81 0.9 0.85 0.8
WSD - - - - - - -

2

MLP 0.82 0.8 0.81 0.84 0.86 0.85 0.83

529 424RF 0.82 0.79 0.8 0.84 0.86 0.85 0.83
RBF 0.82 0.79 0.8 0.84 0.86 0.85 0.83
WSD 0.82 0.82 0.82 0.85 0.86 0.85 0.84

3

MLP 0.84 0.88 0.86 0.87 0.83 0.85 0.86

404 421RF 0.83 0.87 0.85 0.86 0.82 0.84 0.84
RBF 0.86 0.86 0.86 0.85 0.86 0.85 0.86
WSD 0.87 0.88 0.87 0.87 0.86 0.86 0.87

4

MLP 0.86 0.87 0.86 0.81 0.79 0.8 0.84

297 418RF 0.86 0.89 0.87 0.84 0.79 0.81 0.85
RBF 0.89 0.89 0.89 0.85 0.83 0.84 0.87
WSD 0.89 0.91 0.9 0.87 0.83 0.85 0.88

5

MLP 0.9 0.9 0.9 0.84 0.82 0.83 0.87

246 413RF 0.89 0.92 0.91 0.87 0.81 0.83 0.88
RBF 0.9 0.92 0.91 0.87 0.83 0.85 0.89
WSD 0.9 0.94 0.92 0.89 0.83 0.86 0.89

Table 3.1: Evaluation results based on a 3 times repeated stratified 10-fold cross-
validation. All hyperparameters were determined on the training splits.

exams per semester are planned. Therefore, for the evaluation of the prediction after
semester k, |C| = 3k mostly taken exams until semester k are used.

The classifiers MLP, RF, and SVM (RBF Kernel) are not designed for time series.
Therefore, for the representation of a student, the exam results at the end of individual
semesters will be concatenated, so that a student s is represented by the vector
[ψCt≤1(s) ⊕ ... ⊕ ψCt≤k(s)] of length 3k2 (concatenating k vectors of length 3k) in the
dropout analysis after semester k. For the WSD kernel the students are represented as
the time series TCk (s) with the shape k × 3k (k vectors of length 3k). The results for
the four approaches MLP, RF, SVM (RBF), and SVM (WSD) are shown in Table 3.1.

Discussion of the evaluation results

Since the group of dropouts who never took an exam always consists of vectors of 0s,
it is easy for the classifier to classify this cohort of students as dropout correctly. This
provides better evaluation results compared to Askinadze and Conrad (2019), where
these students are not included in the evaluation.

The time-series approach only makes sense for the analysis of the prediction after
at least 2 semesters, so that the WSD results are given from semester 2 onwards. The
results show that the additional time information provided by the WSD kernel brings
a small advantage in classification compared to non-time-series based classifiers. The
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results of WSD are in almost all cases at least as good and in most cases better than the
other classifiers. Especially in the group dropouts, the precision value can be improved
by 2 to 3% with the same recall value. In the group of graduates, the recall value can
be improved by 2 to 3% with approximately the same precision value. The results show
that in the first two semesters, it is easier to detect dropouts than graduates. From the
3rd semester on it is the other way round and recall values of the graduate group are
clearly better than in the drop-out group so that from semester 4 on more than 90% of
the graduates can be detected. The recall values of the dropouts become smaller with
each semester because the easy to find group of students who never pass anything leave
the university.

Comparing results with other studies

As already mentioned, it is difficult to compare the results of different studies be-
cause the data basis is often very different. A recent study (Berens et al., 2019) has
also investigated dropout prediction for German students of two universities and has
presented different classification results for both universities, so that the results strongly
depend on the student body of the respective universities or even individual study
programs.

Berens et al. (2019) have, among other things, investigated a feature set, which is
also based on student achievement data only. The authors have used the following data
to represent the feature vectors: “average semester grade, average semester credit points
earned, number of registered but unattended exams, and the number of attempted
but failed exams, number of most important exams passed in a given semester”. This
feature coding can be classified as GFB since it calculates sums and averages of local
information. For the evaluation, two different strategies were used to choose θ. As
described at the beginning of this chapter, the θ parameter determines whether the
result has a good recall value or a good precision value. In the first attempt, θ was
chosen so that Precision=Recall. Using the AdaBoost classifier, the following results
were achieved:

• after the 1st semester (Re=73.83%, Pr=73.83%, Acc=78.53%)

• after the 2nd semester (Re=74.95%, Pr=74.95%, Acc=82.43%)

• after the 3rd semester (Re=80.58%, Pr=80.58%, Acc=87.62%)

• after the 4th semester (Re=79.94%, Pr=79.94%, Acc=89.63%)

In the second case, θ is the average dropout rate. Since the dropout rate is below 0.5, a
higher recall value is usually achieved, but the precision value drops. Therefore, for the
prediction after the 4th semester, the recall value 92.55% was reached. The authors
have not given a precision value, but this can be calculated from the numbers of the
confusion matrix and is for the 4th semester: 60.26%.

How to choose θ? That depends on what is important in predicting student dropout.
If we want to find as many dropouts as possible and it is not important if students
who are not at risk are mistakenly classified as endangered, we should choose a smaller
θ. If we want to be sure that found at-risk students are actually at risk, θ should be
increased. Aulck et al. (2019) suggested to reduce the false positives (even if false
negatives increase) when developing an alert system.
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Findings: We can learn from the results:

• Adding additional time-series information of the exam results can give slightly
better classification results at higher semesters.

• The information whether an exam has been passed is sufficient to produce similarly
good results as when using significantly more data.

• The model in Berens et al. (2019) was trained on the exam results of 12,730
students. Our evaluation shows that a much smaller number (approx. 500-1000) of
training elements is sufficient to generalize similarly. This means that universities
or study programs with a small number of students are able to make useful
predictions.

Analysis of misclassifications

We now explore for the WSD approach, which time-series patterns cause misclassifi-
cation. For this, we consider the case of the prediction at the end of the 2nd semester.
66.6% of the students (635) are used for training and 33.3% for testing (318). The
allocation is made so that the proportion of dropouts and graduates is the same in both
splits. The results (recall, precision and F1) for both classes graduates and dropouts
are shown in Table 3.2 and the confusion matrix in Figure 3.9a. The results correspond
to the cross-validation results for the 2nd semester in Table 3.1 with small deviations.

Class Name precision recall F1-score support

Graduates 0.82 0.82 0.82 141
Dropouts 0.86 0.85 0.86 177

Table 3.2: Prediction results (recall, precision, F1)

The results are additionally visualized as ROC and recall-precision curve in Figure 3.8.
In Figure 3.8a, we see that with the threshold θ = 0.5 the recall value is almost equal
to the precision value. If we increase θ, a precision value of over 90% could be achieved
(when recall falls to about 65% accordingly). In the ROC plot (Figure 3.8b), we see
that an AUC value of 0.91 has been reached. To more clearly demonstrate the effect
of θ, the measures precision, recall, and F1 are visualized in Figure 3.9b. It becomes
clear that the values of recall and precision can be manipulated with the θ parameter
and that F1 is not a good measure, because F1 hardly changes for 0.4 ≤ θ ≤ 0.6, while
recall and precision have strong changes in this interval.

We take a closer look at the misclassified students: The wrongly classified students
are grouped according to the same exam result after the first and the second semester.
The groups with at least 3 elements are displayed in descending order based on group
size in Table 3.3. These 3 groups already represent about 33.3% of all miss-classified
students. From the table, it becomes clear that the wrong classifications often occur
when students who have passed only a small number of exams graduate later in their
studies and vice versa. The exam patterns of the first two groups with the most miss-
classified students were classified as dropout though they actually belong to graduates
(false positives). The group “(100000), (100100)” is the most often misclassified group
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(a) Recall-Precision curve (b) ROC

Figure 3.8: Prediction results (recall-precision and ROC curve)

(a) Confusion matrix (b) Threshold curve

Figure 3.9: Prediction results (confusion matrix and threshold plot)

with a frequency of 8 (15.69%). This pattern occurred 37 times in the train split, 24
times as dropout, and 13 times as graduate. So the decision of the SVM here to classify
this pattern as dropout (which is the majority class in the training split) is correct. The
same is also true for the second most common falsely classified pattern. These are the
students who did not pass any exam. Again, the decision to classify them as dropout
is correct in principle. This observation shows us that it is not possible to achieve a
perfect classification (100% recall and precision), because there is no unique assignment
f : exam results pattern → {0, 1} (f is not a function in the mathematical sense
because each element of the domain of f may be mapped to more than one element in
the target set). More features are needed to better separate two students with the same
exam results but different outcomes (graduate and dropout). In particular, the reasons
for dropping out can be very different, as already mentioned, so that the dropout cannot
always be predicted from the exam results.
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exam results incorrectly
classified

as

count % of mis-
classified

as dropout
in train
split

as
graduate
in train
split

(1 0 0 0 0 0), (1 0 0 1 0 0) dropout 8 15.69 24 13
(0 0 0 0 0 0), (0 0 0 0 0 0) dropout 6 11.76 220 17
(1 0 0 0 0 0), (1 0 1 1 0 0) graduate 3 5.88 0 6

17 33.33 244 36

Table 3.3: Analysis of most miss-classified time series exam result patterns

3.5 Student Performance Prediction

Student performance prediction is most often about predictions at the course level. The
goals of prediction are usually the prediction of grades and the course pass/fail prediction.
Since pass or fail in a course often depends on the grade, this prediction is often a
by-product of the grade prediction. Shahiri et al. (2015) examined the features used to
predict grades and found that the important features include previous achievements
(mostly cumulative grade point average and features based on quizzes, lab work, and
attendance) and demographic attributes. Studies such as Al-Radaideh et al. (2006) and
Cortez and Silva (2008) have shown that using only demographic features does not
yield promising results. Al-Radaideh et al. (2006) used various demographic features
and the highschool grade with decision trees to predict the final grade in a course. The
most important attribute was the only non-demographic attribute highschool grade due
to the highest gain ratio in the root node. However, with this feature set, they were
only able to achieve accuracy values below 40%.

Cortez and Silva (2008) investigated how well the final grade can be predicted based
on a feature set with only demographic data and a feature set that also contained
previous grades. The results showed that if only the demographic features were used,
the results would be about the same or slightly better than if a naive classifier was used
which always selects the majority class. However, as soon as earlier grades were added,
the results were significantly improved. Furthermore, most demographic features were
irrelevant for their prediction.

Due to the new available digital e-learning services, such as web-based training,
students can learn interactively and their usage behavior can be tracked. In Chapter 3.3,
we explained the xAPI architecture, which allows to track and integrate data from
heterogeneous modern digital learning environments. Features that are created from
such data are often called e-learning/behavioral features. In a recent study, Saa et al.
(2019) examined the most important features for predicting student performance and,
like Shahiri et al. (2015), found that past performance and demographic features are
among the most important but added the e-learning behavioral features to the top 3
most important features.

In Chapter 3.5.1, we investigate how well grade levels can be predicted based on a mix
of demographic data and aggregated xAPI (behavioral features) data. In Chapter 3.5.2,
we investigate the prediction of scores based on raw xAPI data collected during the
learning with an eBook.
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3.5.1 Demographic and Behavioral Data
Amrieh et al. (2016) tried to predict the students’ grade level (low, middle, high) at
course level on a data set5 with 16 features. For the e-learning behavior data in this
data set, a tracker was used to collect usage data in xAPI format in an LMS. The xAPI
statements were aggregated to extract four features describing the usage intensity of
the LMS: participation in discussion groups, visited resources, raised hand on class, and
viewing announcements. In addition, the features used include the academic background
and demographic features. The authors investigated how well the prediction works with
and without behavioral features. If behavioral features were added to the remaining
features, the accuracy result for this multi-class problem could increase from 55.6% to
75.8% using decision trees. This shows that LMS behavioral features are relevant.

In Chapter 3.4, we discussed that feature sets that consist of previous exam re-
sults give almost as good results as feature sets that include additional demographic
information, showing that demographic information hardly contributes any additional
relevant information. To investigate whether it is similar for behavioral features that
demographic features do not significantly improve the final result, we test the prediction
only for behavioral features, which was not investigated by Amrieh et al. (2016). We
performed a 5-fold cross-validation with the random forest classifier on the data set and
were able to achieve an accuracy value of 64.88% only using the behavioral features.
This result shows that behavioral features alone are not sufficient to make the best
possible predictions, so adding demographic features is necessary.

The number of features can grow rapidly, so that the number of features must be
reduced both to improve the model and to make it easier to interpret. As mentioned in
Chapter 3.1.4, finding an optimal minimal feature set is an NP-hard problem, so greedy
filter-based feature selection approaches are mostly used, which sort the features by a
quality criterion and select the best k features. For the feature selection, Amrieh et al.
(2016) chose an information gain (mutual information) based approach and selected 10
features that achieve the above-mentioned accuracy result of 75.8%.

In the following, we investigate whether other feature selection methods are more
suitable or can produce the same results with even fewer features. Since the data
set consists of several categorical features, several preprocessing steps are necessary.
Categorical features with two different possible values were binary coded and features
with more than two categories were transformed with one-hot-encoding, resulting in a
data set with 66 features.

As an alternative to mutual-information-based feature selection, we investigate the
use of ANOVA (Chapter 3.1.4.1.4). The 66 features are sorted by their F-value. Then,
we examine how the subsets, including only the best feature, the best two, best three,
etc. affect the classification result. Figure 3.10 shows the 3 times repeated stratified
10-fold cross-validation results (a total of 480 students, i.e., 432 in the training and
48 in the test set in each run) for the feature sets containing up to 15 best features
out of a total of 66 features for both methods mutual information and ANOVA. The
remaining 51 are not included in the visualization for reasons of space, and as they do
not contribute to a higher classification result. After the 14 best features were used,
there is no significant improvement in the classification results anymore. According to
ANOVA, the best 14 features are as follows:

5https://www.kaggle.com/aljarah/xAPI-Edu-Data

https://www.kaggle.com/aljarah/xAPI-Edu-Data
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Figure 3.10: Accuracy results for an increasing number of features with the best F-values

1. Visited resources

2. Student absence days

3. Raised hand

4. Announcement Views

5. Parent answering survey

6. Responsible parent

7. Parent school satisfaction

8. Discussion

9. Gender

10. Place of birth: Kuwait

11. Nationality: Kuwait

12. Place of birth: Libya

13. Nationality: Libya

14. Course topic: IT

The behavioral features are shown in bold and all of them are included in the top 8
features. Since a different feature selection method was used here than in Amrieh et al.
(2016), the features found differ partially. These best 10 features achieve an accuracy
value of 78.47%, which is approximately 3% better than the RF result (75.6%) in Amrieh
et al. (2016). Figure 3.10 shows that the feature sets of the two examined filter-based
univariate feature selection methods differ from each other and that the ANOVA feature
sets always deliver at least as good results as the mutual-information-based feature sets.
The top 6 features (according to ANOVA) achieve an accuracy value of 77.57%, which
can only be exceeded by adding another 5 features. This is particularly interesting



46 3. STUDENT PERFORMANCE AND DROPOUT PREDICTION

because, with the 6 features found by this approach, we can avoid using the ethically
questionable features gender, place of birth, and nationality without losing much in
terms of accuracy. This is also good since the data minimization required by GDPR
Art. 5.1 is achieved by this selection of features.

Using only the 4 behavioral features achieves an accuracy value of 64.55%. All
four behavioral features are included in the top 8. In Figure 3.11, the four behavioral
features are visualized in a swarm plot and a box plot. The swarm plot reveals some
detailed information about the distribution of the individual students (each student is
represented by a point), while the boxplot shows us the average values and quartiles
more clearly. The colors (green, gray, and red) symbolize the three cohorts/classes
(based on the final grades) H=high, M=middle, L=low. The mean values µ1, µ2, and
µ3 of the different classes are unequal for all four features, so the null hypothesis
H0 : µ1 = µ2 = µ3 (which is examined by ANOVA) can be rejected. That shows us
why ANOVA considered these four features as relevant. The fact that the data of
the individual populations is not normally distributed is not a problem due to the
robustness of ANOVA (Blanca et al., 2017). We can see from the plots that the majority
of students belonging to class L is less likely to open the resources available in the LMS.
These students are also less likely to be active in the classroom and are less likely to look
at the announcements than students of the other two cohorts (M and H). Conversely,
the majority of students belonging to the cohort H are more active in both LMS and the
classroom than the other two cohorts. This analysis shows that behavioral features are
useful for predicting student grades and, especially in combination with other feature
types, provide useful results.

(a) Swarm plot (b) Boxplot

Figure 3.11: Behavioral features

As already mentioned, data protection issues are important in the EDM area.
For privacy reasons, some students may not allow certain information about them to
be stored, resulting in records with missing values (Askinadze and Conrad, 2018b).
Therefore, it should be examined how missing values in the features affect the ML
models already during the selection of the features. Additionally, we investigate how
missing values in these 6 “most” relevant features affect the classification result. For
this purpose, we simulate missing values in each of the 6 features and replace them
with an imputation strategy. The advantage of imputation is that even if some feature
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values are missing in the data of some students, their data can still be used to train a
model. Otherwise, their data would not be useful for the creation of a model.

As imputation strategy, we choose 10-nn (10 nearest neighbors), which means that
the missing values of a feature are calculated by the average of 10 feature values, whereby
the 10 neighbors are found with respect to the remaining 9 features (whose values are
known).

Figure 3.12: Investigation of the influence of missing values in individual features

As stated in Chapter 3.1.4, strongly relevant features are those that contribute
information that is not contained in others and weekly relevant features are those that
carry information that is also contained in other features. Using the 10-nn missing value
imputation strategy, one feature is predicted by the rest. This means that strongly
relevant features probably cannot be predicted well from other features, while weekly
relevant features can be predicted better.

The results (based on a 3 times repeated stratified 10-fold cross-validation) are
visualized in Figure 3.12 (a total of 480 students, i.e., 432 in the training and 48 in
the test set in each run). The effects of missing values vary per feature. Even a high
percentage of missing values for some features does not lead to a strong loss of accuracy.
In contrast, the both most important features visited resources and student absence
days (according to ANOVA) are more sensitive to missing values. The differences
between the features regarding missing values are probably because some features are
more relevant than others, i.e., carry information that cannot be predicted from other
features. However, even with 50% missing values for relevant features, the accuracy
decreases by only about 5%. This effect is increased if missing values can occur in more
than one feature. For 50% missing values in all six features, the accuracy value drops
to 62%. In Askinadze and Conrad (2018b), we have examined a similar grade-level
prediction problem on another data set, and with 50% missing values, the accuracy has
also decreased by approx. 20%.
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3.5.2 Behavioral Clickstream Data
In this chapter, we examine a particular case of performance prediction, where only
e-learning behavioral data is available. More specifically, we do not investigate LMS
behavior (such as the number of logins or number of announcement views as in Chap-
ter 3.5.1), but behavior data (xAPI statements) with interactive learning tools such as
web-based training or eBooks.

Prediction based on raw xAPI interaction data is a current research topic that has
been addressed in recent workshops LA@ICCE2018: Joint Activity on predicting student
performance (Flanagan et al., 2018) and Data Challenge: Predicting Performance Based
on the Analysis of Reading Behavior (Flanagan et al., 2019). In both workshops, raw
xAPI data of eBook reading behavior was provided to different participating research
teams. In addition to the pure interaction data, a student’s final grade was given, based
on a test on the contents of the eBooks. The participants of the two workshops have
tried to solve different prediction problems. On the one hand, the prediction whether a
student belongs to the high performers (final grade belongs to the best 50%) or low
performers (final grade belongs to the lower 50%). On the other hand, they tried to
predict the exact grade (regression problem). Examining whether or not the test was
passed did not make much sense, as the test was only failed in a few exceptional cases.

The final grade was given on a scale between 0 and 100 points. With a balanced
(50/50) separation of the low performers and high performers, the point threshold for
the Data Challenge (LAK 2019) is about 85 points. Jihed and Mine (2019) were only
able to achieve an accuracy value of 53% and suggested to lower the point threshold to
80 so that the two classes were no longer balanced. The accuracy value then improved
to 68%. Hirokawa and Yin (2019) have also worked with the 80 point threshold and
reached an accuracy value of about 92% with their approach.

To find features that are well suited to distinguish low performers from high per-
formers, we applied t-tests in Askinadze et al. (2018) and extracted some interesting
features based on the xAPI statements operationname_PREV, xAPI_read, opera-
tionname_ADD_MARKER, and operationname_ADD_MEMO. These features were
chosen because students who belong to the group of high performers, on average, read
more pages in the eBook, click back more often, save more memos, or mark texts. In a
recent study by Akçapınar et al. (2019), the authors also used t-tests on raw eBook
xAPI data to find differences between these two groups of students.

With our two contributions Askinadze et al. (2018) and Askinadze et al. (2019a), to
the workshops/challenges, we provided two approaches to the exact grade prediction
based on behavioral clickstream data. In both cases, the RMSE results were about
as good as a self-made baseline (average of all grades). Other teams, such as Lu
et al. (2018), were also unable to provide RMSE results that differed significantly
from the baseline. Ng et al. (2019) also found that the results of their deep learning
approach are about as good as the baseline, and in their conclusion, they mentioned
that current ML techniques cannot yet efficiently solve the given regression problem.
For the upcoming LAK20 Data Challenge6, the regression problem based on the reading
behavior clickstream data was set as the main task.

6https://sites.google.com/view/lak20datachallenge/home

https://sites.google.com/view/lak20datachallenge/home


4
Educational Dashboards

“Visualization gives you answers to questions you didn’t know you had.”
— Ben Schneiderman (Kirk, 2012)

In his introduction to performance indicators (PI), Fitz-Gibbon (1990) mentioned
that those responsible for managing complex systems (e.g., in the education sector) need
key indicators to support them. He defined a PI as “an item of information collected at
regular intervals to track the performance of a system”. The author pointed out that
PI may not be ideal but are important for the quality control of a system.

Several helpful indicators may be displayed together in a system (e.g., a dashboard).
Few (2004) defined a dashboard as “a visual display of the most important information
needed to achieve one or more objectives; consolidated and arranged on a single screen
so the information can be monitored at a glance”. He also noted that a dashboard is not
about presenting a certain kind of information (like PI), but about how the information
is presented to achieve a specific goal.

Dashboards used in the educational context are often called educational dashboards,
learning dashboards, or learning analytics dashboards (LAD). Bajzek et al. (2007)
gave one of the first found definitions for such dashboards: “a tool that provides
visibility into key indicators of student learning through simple visual graphics such as
gauges, charts, and tables within a web browser”. Schwendimann et al. (2016) defined
a learning dashboard as “a single display that aggregates multiple visualizations of
different indicators about learner(s), learning process(es) and/or learning context(s)”.

In Verbert et al. (2014), an analysis of existing 24 learning dashboards was carried
out. The authors divided the examined dashboards into the following three categories:

1. “Dashboards that support traditional face-to-face lectures”: The goal of these
dashboards is to help the tutors by giving them live feedback from their students.

2. “Dashboards that support traditional face-to-face group work”: The goal of these
dashboards is to help tutors manage group work by, e.g., getting an overview of
each group’s activities.

49
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3. “Dashboards that support awareness, reflection, sense-making, and behavior change
in online or blended learning”: These dashboards can support both teachers and
students in blended learning (face-to-face teaching combined with e-learning).

Millecamp et al. (2019) mentioned that learning dashboards are usually described
using only stakeholders and objectives. For the dimension objective, the authors give
the two sub-dimensions reflective and predictive and named the following four sub-
dimensions for the dimension “stakeholder”: institutions, learners, teachers, and others.
Klerkx et al. (2017) listed objectives of various dashboards: “providing feedback on
learning activities, supporting reflection and decision making, increasing engagement
and motivation, and reducing dropout”. Büching et al. (2019) stated that the various
stakeholders (students, lecturers, university administrators, or governmental institutions)
have interests at different levels: micro-level (courses), meso-level (courses) and macro-
level (universities).

In parallel to learning analytics (using data from learning management systems),
terms such as institutional analytics (using institutional student data) and academic
analytics (using data from the student information system and guidance system) can
also be used (Elias, 2011; Daniel, 2015; Büching et al., 2019) to differentiate which data
is used and what the objectives of the analysis of this data are.

Schwendimann et al. (2016) examined a larger number of articles on learning
dashboards (55 out of 346 crawled articles were selected according to their quality
criteria). They found that the largest target group of users of dashboards studied were
teachers (75%) and students (51%). Administrators/institutions were rarely found as a
target group. In addition, they found that the dashboards had three main goals: self-
monitoring (51%), monitoring others (71%), and administrative monitoring (2%). These
results show that much research is being done on teachers’ and students’ dashboards,
but little research has been done on developing administrative dashboards.

The remainder of the chapter is structured as follows: In Chapter 4.1, we present
the development of an administrative dashboard based on the example of a German
university. In Chapter 4.2, we give an overview of early warning systems, a type
of dashboards based on student dropout and performance prediction. Finally, in
Chapter 4.3, we discuss data protection issues.

4.1 Administrative Educational Dashboards

Daniel (2015) explained that academic analytics will play an important role for the
administration of universities in the future, as it enables data analysis on an institutional
level (e.g., an overview of what happens in an entire study program) and not like learning
analytics, which focuses on the learning process itself. Objectives of academic analytics
is thus, among other things, the support of the administration or the persons who
are responsible for the strategic planning of the educational institutions. Institutional
analytics has a similar role, the goal of which, according to Daniel (2015), is, among
other things, the use of dashboards to support the decisions of all departments and
divisions of the institution.

Since the central university administration often does not have the data of different
e-learning systems of individual lectures and courses, the only available data is the
enrollment information and the study progress data of the students (this data is only
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added if a student registers for an examination or takes part in an examination). Even
if the administration only has the study progress data at its disposal, these can be
used to identify at-risk students as shown in Chapter 3.4 or gain insight into the study
behavior of the students. In Chapter 4.1.1, we use the example of a German university
and show first visualization attempts to gain information from this limited data.

4.1.1 German University Data

While there are already several examples for the use of Learning Analytics in the Anglo-
American area, the development in German universities is still at the very beginning
(Sclater et al., 2016; Büching et al., 2019; Hartl, 2019).

For this study, we were provided with the data of an computer science (CS) study
course of a German university. We have found that the data available to universities is
often limited to a small amount of information required for enrolment. The following
data on students is available in anonymous form:

• Matriculation number: An anonymous number assigned to the student.

• Enrolment semester: The semester in which the student enrolled at the university.

• Graduated: The information on whether the student has completed the course of
study.

• Exmatriculated: Information whether the student has been exmatriculated from
the university.

• Still studying: Information whether the student is still studying the subject in
which he started his studies at the university.

• Subject changer: Information if a student has changed his study subject.

Mostly at the end of the semester, exams are taken, and exam data of the students is
added to the central administration system. This data includes the following information:

• Exam status: The information indicates whether a student registered for an exam
or whether the student passed or failed the exam.

• Exam regulations: The examination regulations provide a framework that describes
which examinations have to be taken and how they have to be taken in order to
complete a course of study successfully. The examination regulations can have
different versions.

• Exam semester: The semester in which the exam attempt was made.

• Exam title: The title of the module to which the respective exam belongs.

• Exam recognition: Information indicating whether the exam is a recognized exam.

• Exam attempt: This information indicates in which attempt the student is in the
respective exam.
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• Exam grade: This value indicates the grade obtained in the exam (if it is a graded
exam).

• Exam credit points (CP): This value specifies how many CP are assigned to the
module, which is to be examined.

Even this limited amount of data can be used to get a first insight into the study
behavior. In Table 4.1, we present the number of matriculated students of individual
cohorts who started their study in different winter semesters (WS) from 2002 to 2011.
The data examined is from the year 2016, so that all students had at least the standard
period of study (6 semesters) to graduate. We indicate the quantity of all enrolled
students in column “enrolled”. With the help of the information about the exam
registrations, we have found that a large number of students (approx. 40%) do not
have a single exam registration during their studies. For further visualizations and
studies, we only use the students who had at least one exam registration. The group of
students who registered for at least one exam attempt is divided into the four sub-groups
“graduated”, “still in CS study”, “subject changers still in study”, and “dropouts”. The
percentages given for these 4 sub-groups refer to the proportion of students with at least
one exam attempt. On average, about 43% of these students completed their studies
with a degree. A further observation is that about 44% of students who registered at
least one exam attempt in CS dropped out. The remaining 13% of the students are still
enrolled either in CS or another subject at the university to which they have changed.

Table 4.1: Overview of the data of computer science students from different cohorts

cohort enrolled students with at least one exam attempt in CS

total graduated still in CS
study

dropouts active subject
changers

WS
∑ ∑

% # % # % # % # %

02/03 184 107 58,2 45 42,1 3 2,8 57 53,3 2 1,9
03/04 243 113 46,5 70 61,9 6 5,3 36 31,9 1 0,9
04/05 130 84 64,6 39 46,4 2 2,4 42 50 1 1,2
05/06 185 127 68,6 56 44,1 4 3,1 66 52 1 0,8
06/07 143 106 74,1 51 48,1 7 6,6 48 45,3 0 0
07/08 116 80 68,9 35 43,8 5 6,3 39 48,8 1 1,3
08/09 110 65 59,1 28 43,1 5 7,7 28 43,1 4 6,2
09/10 113 73 64,6 28 38,4 13 17,8 31 42,5 1 1,4
10/11 135 86 63,7 28 32,6 14 16,3 34 39,5 10 11,6
11/12 293 143 48,8 44 30,8 36 25,2 55 38,5 8 5,6∑

1652 984 59,6 424 43,1 95 9,7 436 44,3 29 2,9

The tabular overview provides an initial insight into various performance indicators,
but this presentation does not reveal the study behavior of individual students.

Hörnstein et al. (2016) suggested the use of CP (and their derivatives) as performance
indicators for study program monitoring, as CP are suitable for measuring study success.
The authors suggested different visualizations of study success based on CP and bar
charts.

In addition, we propose the use of heat maps to visualize the CP achieved by
individual students per semester. Figure 4.1 shows, for example, the CP achieved per
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semester by graduates of the WS 02/03 cohort. The different colors symbolize the
number of CP reached. The color, which corresponds to 40 CP, means 40 CP and more.
Each row visualizes a student, so that it becomes clear how many CP the individual
students received in which semester. The students are sorted according to the duration
of their studies so that the students who have studied the longest are shown above.

At least 180 CP are required to complete the Bachelor’s program. A standard period
of study of about 6 semesters corresponds to about 30 CP per semester. Looking at
the graduates of the WS 02/03 cohort, the heatmap shows that they can be roughly
divided into two groups. Students who achieve their degree in 6-7 semesters are able to
receive 30 CP in the first semester. Students who achieve less CP in the first semester
tend to need longer for a degree.
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Figure 4.1: CP per semester of graduates of WS 02/03 Cohort

As a further indicator for the use of heat maps, we recommend the number of exams
a student takes per semester. In Figure 4.2, we visualize the students of the WS 02/03
cohort who completed their computer science studies without a degree. In each line,
Figure 4.2b shows the progress of a student who dropped out, and the color symbolizes
the number of exams taken in each semester. This visualization shows that students
who prematurely leave the university often only have one or two exam registrations per
semester.

Using the example of heat maps, we shown how a deeper insight into the study
progress data can be given with the help of visualizations. The manual creation of such
heat maps and other advanced visualizations is very time-consuming, which requires
a dynamic solution for filtering and visualizing the data. In the next subsection,
we describe the development and challenges of a dashboard capable of creating such
visualizations automatically for selected cohorts.
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Figure 4.2: Students of the enrolment semester WS 02/03 with at least one examination
who have not completed their CS studies.

4.1.2 Development of a Study Progress Monitoring Dashboard
In order to develop our dashboard, the integration of student data must first be enabled.
If a dashboard should not be adapted to the data structure of a single university but
should allow the integration of data from different universities, possible deviations in
data storage must be considered. In addition to the data set presented in Chapter 4.1.1,
we were also provided with the data set of another computer science course at another
German state university. Although the new data is very similar, the exams and modules
are hierarchically structured in contrast to the data already described. In Askinadze
and Conrad (2018a), we described the simplified data model to integrate the data of
both hierarchically and non-hierarchically structured modules of a study program. To
import the data into the dashboard, a university must simply export its own data in
one of the two given formats (hierarchical or non-hierarchical). The dashboard provides
two parsers for both types of data to import and store in its own database.

Once the data is integrated into the system, all the advantages of a dashboard such
as browsing, filtering, and predefined visualizations can be used. Figure 4.3 shows the
view of the dashboard, which allows fast filtering of student data on different parameters
and for different cohorts. In the following, we show examples of various visualizations
we proposed and implemented that can be used in an administrative dashboard.
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Figure 4.3: Dashboard view for browsing and filtering the data
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4.1.2.1 Visualizations

Park and Jo (2015) summarized different visualization techniques, which were used
in examined learning analytics dashboards to visualize different types of information.
These visualization techniques include bar graph, pie chart, table matrix, tag cloud,
risk quadrant, scatter plot, win-lose chart, sociogram, timeline, line chart, signal lights,
and wattle tree.

In this chapter, we summarize different types of visualization techniques which we
propose to use in administrative educational dashboards and show examples based on
the data set presented in Chapter 4.1.1.

Scatter plot diagrams

A scatter plot with connected points is suitable for depicting the number of dropouts in
individual semesters. In Figure 4.4, both the dropouts per semester and the cumulative
number of dropouts up to a particular semester are visualized. It becomes clear that
most dropouts leave in the first semesters (as also observed by Fleischer et al. (2019))
and until the end of the fourth semester approx. 50% of all dropouts already left the
course of studies. This shows the importance of early detection of dropouts in order to
initiate interventions for at-risk students as early as possible. However, the other half
of the dropouts leave the course of studies gradually.

Figure 4.4: Dashboard view for the number of dropouts in individual semesters



4.1. ADMINISTRATIVE EDUCATIONAL DASHBOARDS 57

Box plot diagrams

Box plots are for example suitable for a quick overview of the study duration of
the different cohorts. Figure 4.5 shows the study duration of the graduates for different
cohorts. The number 20062 on the y axis means that it is the cohort that started study-
ing in the winter semester of 2006. Since the visualized data set comes from the year
2016, the study duration of the cohorts that started studying later is correspondingly
shorter. This visualization shows that, on average, the students take longer to complete
their studies than the 6 semesters specified as the standard period of study.

Figure 4.5: Dashboard view visualizing the number of semesters studied before gradua-
tion for different cohorts (students who started their studies in different semesters)

Figure 4.6 shows a dynamic visualization, which can be adjusted by filtering different
parameters. In this example, it is visualized how many CP the graduates get in each
semester. The red trend line shows that the graduates reach an average of 20 CP per
semester, although approx. 30 CP per semester are specified. This explains the more
extended study period of the graduates. The strong outliers in the CP can be explained
by the recognized exams of some students.
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Figure 4.6: Dashboard view for the amount of CP per semester of graduates
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Sankey diagrams

There are not many visualization techniques in the literature that are tailored to specific
characteristics of student data. In Askinadze et al. (2019b), we investigated which
visualization techniques are suitable for viewing and comparing entire study processes
of several cohorts at once. The visualization technique sankey diagram is well suited
for this. In Figure 4.7, the study progress of dropouts who left the university by the
end of the third semester and graduates is visualized in a Sankey diagram. The coding
in the format x_yz means: until the end of semester x this cohort has only passed the
exams, which are indicated as yz in the legend. k_Dropout represents the dropouts
who are exmatriculated at the end of the k-th semester. For example, we can see
that the group of students who passed both mathematics exams (Linear algebra and
Calculus) at the end of the first semester almost exclusively consists of graduates. We
can, therefore, learn from this presentation that passing the two mathematics exams in
the first semester is a good indicator of a successful study (as shown in Chapter 3.4.3).
On the other hand, dropouts who leave the course of study by the end of the third
semester do not usually pass a single mathematics exam in the first semester. The
proposed visualization with Sankey diagrams can be used for any number of semesters
and exams. Figure 4.8 shows the Sankey diagram for the 10th semester and the three
exams Calculus, Linear Algebra, and Programming.

Figure 4.7: Dashboard view for Sankey diagrams (until 3rd semester)
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Figure 4.8: Dashboard view for Sankey diagrams (until 10th semester)
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With the proposed visualization of the cohorts by Sankey diagrams, we can see the
importance of the first semester exams for later academic success. The importance of
the first semester for later academic success is also confirmed by Haarala-Muhonen
et al. (2017) and our analysis in Chapter 3.4. Furthermore, we can find out which first
semester exams are particularly important for later academic success.

Venn diagrams

In order to find out in which common exam combinations the students pass the exams
up to a particular semester, Venn diagrams can be used (Askinadze et al., 2019b).
Figure 4.9 shows, for example, for the students who have dropped out of university up
to the 3rd semester, that in most cases, they do not pass both examinations. Linear
Algebra, however, is passed more often than Calculus. The dropouts who are able to
pass Calculus can usually also pass Linear Algebra. As we have seen, passing both
mathematics exams is a good indicator of successful study. However, in this case, further
exams should be included in the analysis to find out why these students drop out.

Figure 4.9: Venn diagram showing passed math exams of dropouts
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4.1.2.2 Discussion

The visualizations presented can be an aid to decision-making, but do not make
recommendations. They serve as an aid to various questions, such as (i) how do different
cohorts of students study?, (ii) what exams do different cohorts of students pass or fail?,
and (iii) in which semesters are specific examinations passed? The interpretation of the
visualizations, therefore, requires human judgment, which must be made, for instance,
by the university administration (Ionica, 2016; Büching et al., 2019).

4.2 Early Warning Systems

Early warning systems (EWS) are systems that should warn decision-makers of possible
hazards so that they can prevent them. An EWS in combination with an administrative
educational dashboard has the task of identifying students at risk of dropout or failing
a course at an early stage in order to initiate measures that could prevent dropout (or
failing a course) (Romero and Ventura, 2019; Grasso and Singh, 2011; Heppen and
Therriault, 2008). These systems are the practical result of dropout prediction and
performance prediction since they use the predictions to initiate interventions. Only a
few studies so far have presented working EWS systems that had an impact on at-risk
students (Arnold and Pistilli, 2012; Jayaprakash et al., 2014).

In Sclater et al. (2016), EWS were investigated, which are applied at universities.
The authors mentioned that the use of LA is still in its infancy and EWS, which
are used in practice, are mainly applied in North America, Australia, and Great
Britain. In Table 4.2, we summarize some of the investigated EWS (which initiate
interventions). The objectives of the individual systems can be roughly divided into
two groups: increasing retention and identifying students who need support. The type
of interventions is quite different: Posting traffic lights that indicate risk with color,
sending e-mails informing about the danger of failing, talking to students about their
situations, sending guidelines for improvement, forwarding students to online support
and providing open educational resources, sending e-mails offering help, and making
phone calls. Whether the interventions are really helpful has not yet been sufficiently
researched. The results so far are: In the case of the University of New England, it is
reported that the drop-out rate fell from 18% to 12%. At Marist College, it is reported
that students to whom the interventions were applied received 6% better grades than
students to whom no interventions were applied. In the case of the New York Institute
of Technology (NYIT), it is reported that it was possible to predict the number of
students at risk with a recall value of 74%. A similar recall value (75%) was achieved
in the Marist College system.
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Purdue
University

New York
Institute of
Technology

Marist
College

Edith Cowan
University

University
of New
England

Nottingham
Trent
University

Prediction
of

student success
at course level dropout

students at risk
of not completing
the course

dropout at-risk students engagement

Goal
increasing
retention and
graduation rate

increasing
retention
in first year

provide students
with feedback on
their progress

identifying
students
who need
support

identifying students
who need
support

enhance
retention

Data
source

student effort
(VLE usage),
prior academic
history, student
characteristics

admission
application,
registration
test data,
survey,
financial data

demographic
data, aptitude
data, VLE usage

SIS,
demographic
data,
progress
information

students’
emotion input,
class attendance,
study progress data,
online portal usage

engagement data

Important
features

previous
grades, GPA,
current academic
standing

engagement is
more important
than background
characteristics
or entrance data

Information
shown
in student
dashboard

traffic light
word cloud
of aggregated
students’ comments

progress line
indicating
engagement,
comparing
students with
rest of cohort

Information
shown
in staff
dashboard

traffic light

table
showing
whether
students
return next
year

report,
probability
score for
each student

showing students
in need of support;
showing students’
issues and concerns

same
information
as for
students

Intervention

posting traffic
light to students
homepage or
sending e-mail
or arranging
a meeting

possible
conversation
with each
student
about their
situation

1) warning,
message
and guidance
how to
improve
2) directing
to online
support
and providing
open
educational
resources

personalised
e-mails
offering
assistance,
phone calls

automated mails
followed by
phone calls

mail if
engagement
stops for two
weeks

Recall 74% 75% in 3 of 4
institutions

Precision 55%

Comments
about
success
of the
system

promising
results, better
grades

both strategies
have same
effect:both
tratment groups
have a 6% better
grade compared
to the group
without
intervention

dropout cut
from 18% to 12%;
positive student
feedback

27% of
students said
they changed
their bahvior
based on data
shown in
dashboard

Table 4.2: Comparison of some EWS investigated in (Sclater et al., 2016), which are
used in practice and initiate interventions.



64 4. EDUCATIONAL DASHBOARDS

4.3 Data Privacy

Since learning analytics and thus, the use of dashboards and early warning systems
depend on legal requirements, we give an overview of the legal aspects in this chapter.

The use of learning analytics procedures raises ethical and data protection issues
that, if ignored, can lead to negative consequences, as the following example shows:
The nonprofit organization InBloom, founded in 2011, was sponsored by the Gates
Foundation and Carnegie Corporation. The objective of the organization was to store,
aggregate, and share data with trusted third parties. These third parties could then
process the data, for example, to extract meaningful knowledge using LA methods.
There were many negative voices from parents, lawyers, and teachers. For example,
a parent representative said that InBloom was designed to “facilitate the sharing of
children’s personal and very sensitive information with data-mining vendors, with no
attention paid to the need for parental notification or consent”. The CEO of InBloom
responded with “We do not actually control what data is uploaded" and “We open the
vault for the district or state, they put the data in, and we lock it". After months of
opposition from various parties against InBloom, the organization stopped the business
(El-Khattabi, 2017; Herold, 2014).

The example above shows how important data protection laws are. In many countries,
there are legal restrictions on the handling of private data. In the European Union, since
2018, the General Data Protection Regulation (GDPR) applies. However, compliance
with GDPR is not only important for the EU. The website of the European Commission
(European Commission, 2018) states that GDPR also applies outside the EU in two
cases: “a company or entity which processes personal data as part of the activities of
one of its branches established in the EU, regardless of where the data is processed;
or (2) a company established outside the EU offering goods/services (paid or for free)
or monitoring the behavior of individuals in the EU”. That means any educational
institution or private company that processes data from European students must take
consideration of GDPR. Albrecht (2016) claimed that “GDPR now sets a standard that
is to be taken as a clear statement by the biggest single market in the world. No data
controller will be able to ignore this and other governments will be under pressure to
raise their data protection standards in order to allow their economies access to the
single digital market of the European Union”. Buttarelli (2016) points out that “over
half the countries in the world now have a data protection and/or privacy law, and
most are strongly influenced by the European approach, a trend towards the ‘global
ubiquity’ of data privacy.” In Sabourin et al. (2015), the authors examined different
legislations and concluded that the European Union had adopted comprehensive rules
to protect the data of students, as these require a clear agreement from individuals to
collect and process their personal information. The above sources show that methods
are necessary which respect the regulations of GDPR while allowing the advantages of
EDM and LA.

In literature, there are several discussions on how to handle data privacy in learning
analytics. Often it is about allowing students to decide for themselves what is stored
about them and that the data will not be passed on to third parties (El-Khattabi, 2017;
Trainor, 2015). Few studies have presented frameworks and architectures that deal with
current legal requirements (such as GDPR).
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The Joint Information Systems Committee (JISC)1 is a UK not-for-profit company
that provides “trusted advice and practical assistance for universities, colleges, and
learning providers” among other services. The JISC has published a guide and FAQs
on how to use Learning Analytics and GDPR on its web pages (Sclater, 2018a; Sclater,
2018b). They explain that the consent of students does not make sense if no opt-out
is possible. This applies in particular to data that is required for statistical reasons
or to carry out education, such as date of birth, gender, modules, grades, previous
qualifications, etc. Otherwise, the storage and processing of the data is regulated by
Art. 6 of GDPR "Lawfulness of Processing" (European Union, 2016). Some important
points that allow processing are:

• “the data subject has given consent to the processing of his or her personal data
for one or more specific purposes;”

• “processing is necessary for the purposes of the legitimate interests pursued by
the controller or by a third party [...]”

• “processing is necessary for compliance with a legal obligation to which the
controller is subject;”

• “processing is necessary for the performance of a contract to which the data
subject is party [...]”

In Sclater (2018b) it is pointed out, that the UK Information Commissioner’s Office
suggests “to avoid over-reliance on consent as a justification for data processing and that
it’s often better to use a different lawful basis.” There are two exceptions that always
require consent: (1) data from specific categories, such as ethnicity, and (2) analytics
interventions with individual students. For interventions, for example, students must
be asked by email if they want to. The following reasons are given by Sclater (2018a),
why students should not always be asked to agree to the processing of their data in the
context of learning analytics:

• “Using a justification such as “legitimate interests” for the processing of student
data provides students with better safeguards than using consent. In this case
the institution takes on the burden of ensuring that all such processing is done in
ways, and subject to policies, that minimize the risk to individual students.”

• “If consent is requested you freeze the activities to which it can apply: new types
of analysis cannot be added if they were not envisaged at the time consent was
obtained.”

• “Enabling students to opt out of data collection may create ‘holes’ in the data
set which reduce the effectiveness of learning analytics and disadvantage students
overall”

1https://www.jisc.ac.uk/about/who-we-are-and-what-we-do

https://www.jisc.ac.uk/about/who-we-are-and-what-we-do
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Cormack (2016) proposed to differentiate the purpose of the data processing in
learning analytics to decide if consent is necessary or not. The author distinguishes
between analysis and intervention:

• “discovery of significant patterns („analysis“) treated as legitimate interest of the
organization, which must include safeguards for individuals‘ interest and rights;”

• “the application of those patterns to meet the needs of particular individuals („inter-
vention“), which requires their informed consent or, perhaps in future, an contractual
agreement”

Cormack (2016) concluded that the “analysis of learning data is considered a legitimate
interest of a university that must be conducted under appropriate safeguards” and
therefore no explicit consent is needed, but “if analysis suggests an intervention that
may affect students or staff, the consent of those individuals should be sought”.

Cormack (2016) mentioned that anonymization or pseudonymization of data is an
important topic. Only anonymized data should be used for the analysis. In cases
where anonymization is not possible, pseudonymization methods should be used in
which directly identifiable information is replaced or removed. In Khalil and Ebner
(2016), the authors dealt with anonymization strategies for learning analytics. They
listed k-anonymity (Sweeney, 2002) as one of the techniques. In k-anonymity, the
data is changed so that the data of one student cannot be distinguished from the data
of k − 1 other students. In Gursoy et al. (2017), different anonymization methods
are evaluated. The authors stated in their discussion that in the majority of their
experiments, anonymization methods such as k-anonymity offered results with higher
utility and accuracy than those obtained using methods based on differential privacy
(Dwork, 2008). The authors evaluated the methods on two data sets with real and
synthetic data using different features to solve learning analytics tasks such as grade
point average (GPA) prediction.

It has become clear that universities do not need the explicit consent of their students
for data analysis if the reason for the analysis is well argued by the universities (Sclater,
2018b). Although this has the advantage of allowing significantly more data to be
collected, which is important for learning analysis, it reduces the freedom of choice for
students. JISC argues that this approach is better because, without explicit consent,
universities are then obliged to develop all procedures in compliance with the law and
better protect their students’ data.



5
Conclusion

We have developed a dashboard which can integrate study progress data from different
universities, regardless of whether the universities have hierarchical or non-hierarchical
modules. To get an insight into how different student cohorts progress, we proposed
different visualization approaches, such as Sankey, Venn, and Upset diagrams, that
can be used to visualize the study progress data. With the help of the proposed
visualizations, decision-makers are enabled to have a quick overview of study behavior.
They can compare the study behavior of different cohorts to have a better basis for
administrative decision making leading to better study experience. The visualizations
can be helpful, but they do not give any recommendations, so the users have to interpret
the images themselves. For example, we used a case study with a computer science
course, and with the help of the Sankey diagrams we could see that many students
find it challenging to pass Calculus and that students who pass Calculus in the first
semester are most likely to graduate afterward.

In order to add an early warning system component to our administrative dashboard,
we investigated how student dropout can be predicted from student progress data. We
found that this works with high accuracy, recall, and precision (starting at 80% for
all three evaluation measures) from the first semester onward. We introduced a new
method that additionally includes a time component of the study progress data and
thus provides slightly better prediction results. We also found that a small amount
of data (only the information whether an exam was passed or not) is sufficient for
prediction results that are similar to results presented in other recent papers.

For the research question on how to collect the data generated by students’ inter-
actions with digital learning elements and how to integrate the interaction data of
different services of digital learning environments, we proposed an architecture based
on the xAPI format that can integrate data from various heterogeneous data sources as
a solution.

Based on several case studies, we have investigated how xAPI data can be used to
predict student performance. On the one hand, we used interaction data from a learning
management system and showed that the use of this data alone is not sufficient for
good predictions, but in combination with different demographic data of the students,

67
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it provides comparatively good predictions. On the other hand, we used clickstream
data from a digital eBook reader to predict the final grade of a test that was based on
the eBook contents.

Since the application of learning analytics and educational data mining is not possible
without considering data protection issues, we have investigated various recommen-
dations for dealing with GDPR. In order for the use of LA and EDM to be possible,
educational institutions must be open and transparent about what data is stored and
for what purposes it is processed. If the purposes of processing are well-argued, student
consent is not always necessary. However, if students have the choice which of their
data may be tracked and stored, this leads to data sets with missing values. We have
investigated the extent to which the missing values can be predicted from existing data
in order to create better predictive models. We have found that even with compara-
tively high numbers of missing values, the evaluation results for student performance
prediction decrease but remain acceptably good.

Outlook and future work

LA and EDM research in recent years has shown that the different types of student
data can be used to support decision-makers through visualizations in administrative
dashboards as well as to build early warning systems by predicting dropout and
performance prediction. However, there is a lack of real systems in practice. In addition,
there are currently only a few long-term studies on interventions that were initiated
based on the predictions and to what extent these interventions finally led to changes
in study behavior.

During the research for this thesis, we1 developed a platform for the creation and
management of digital and interactive learning elements (Lernblitz 2), which can be used
by educational institutions and is already used by thousands of students. The research
done in this thesis on prediction on eBook behavioral usage data can be transferred
to Lernblitz and used even more internally. Since Lernblitz, unlike an eBook, does
not only display a sequence of content pages, but each page of a web-based training
(WBT) can contain a quiz, interactive video, and many other interactive learning
elements, data on the current state of knowledge of the students can be collected in
addition to the pure clickstream behavior. As the research in this thesis has shown, data
on past academic performance has the greatest influence on the prediction of future
performance. Therefore, we assume that the combination of the learning elements
clickstream behavior data, LMS behavior data, limited usage of demographic features
and previous performance data (data from different intermediate tests in a WBT) will
lead to an increase in predictive performance.

Our administrative educational dashboard for visualizing student progress data is
one of the first of its kind and we will continue to develop it to offer it as a service to
educational institutions. We have shown that the same data needed to visualize student
progress is sufficient to make early predictions of student dropout in higher education.
Therefore, we plan to extend the dashboard with an early warning component that will
help institutional administrators to identify students who are at risk of dropout.

1In collaboration with istis Informationssysteme (https://www.istis.de)
2https://www.lernblitz.de

https://www.istis.de
https://www.lernblitz.de
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Abbreviations

ANN artificial neural network

ANOVA analysis of variance

AP average precision

API application programming interface

AUC area under the curve

CART classification and regression tree

CP credit points

CS computer science

DAG direct acyclic graph

DM data mining

DT decision tree

EDM educational data mining

EWS early warning system

FN false negative

FP false positive

FPR false positive rate

GDPR general data protection regulation

GFB global feature based

GPA grade point average

HStatG Higher Education Statistics Act
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JISC joint information system committee

LA learning analytics

LAD learning analytics dashboard

LAK learning analytics & knowledge

LFB local feature based

LMS learning management system

MI mutual information

ML machine learning

MLP multi layer perceptron

PI performance indictor

QP quadratic programming

RBF radial basis function

REST representational state transfer

RF random forest

RMSE root mean square error

ROC receiver operator characteristic

RQ research question

SoLAR society for learning analytics research

SVM support vector machine

SVR support vector regression

TN true negative

TP true positive

VLE virtual learning environment

WBT web-based training

WSD weighted semester distance

xAPI experience API
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