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ST (Δω)[%] =
S(−Δω)− S(Δω)

S(−Δω)
· 100 +(",-.
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RST =
(100− ST (Δω1)) · ST (Δω2)

(100− ST (Δω2)) · ST (Δω1)
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AREX =

(
1

S(Δω)
− 1

S(−Δω)

)
R1W = MTRREXR1W , 2!"<=3
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MTRREX =
Rex

cos2(θ)R1W
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AREX ≈ Rex 2!"<<3

��� Rex = f · kSW &���� ����� &'� ��
 ���, ��$

kSW =
AREX

f
2!"<B3
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MTRREX =
Rex ·DC

R1W
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kSW =
AREX

DC · f 3	
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(
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= p0 + p1 · 1

ω2
. 3	
+	4

/�� � ���������� ;������ ����� f ��� ��� �������!" ��� kSW �>���� ���� ���
������� ��� 0��!"������!"����� p08 �� (������� p1 ��� �� '� ������ �� c1 ���
c2 �� �!"��� <� ��� #	+%�

f =
1

c1 ·DC · p0
(
−R2S
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√

(R2S)2
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p0c22
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ORIGINAL RESEARCH

Age-Dependency of Glycosaminoglycan
Content in Lumbar Discs: A 3T

gagCEST Study

Anja M€uller-Lutz, PhD,1 Christoph Schleich, MD,1* Gael Pentang, MSc,1

Benjamin Schmitt, PhD,2 Rotem S. Lanzman, MD,1 Felix Matuschke, BSc,1

Hans-J€org Wittsack, PhD,1 and Falk Miese, MD1

Purpose: To analyze age-dependency of glycosaminoglycan content using gagCEST (glycosaminoglycan chemical
exchange saturation transfer) imaging in lumbar intervertebral discs of healthy volunteers.
Materials and Methods: In all, 70 volunteers without low back pain (mean age 44614 years, range: 21–69 years) were
examined with T2-weighted and gagCEST imaging with a 3T MR scanner, with approval of the local Ethics Committee
after written informed consent was obtained. Pfirrmann grading and classification into discs without bulging and hernia-
tion, discs with bulging, and discs with herniation were performed. Only intervertebral discs without bulging and hernia-
tion were analyzed. A region-of-interest-based gagCEST analysis of nucleus pulposus (NP) and annulus fibrosus (AF) was
performed. Correlation between age and gagCEST was tested within groups of equal Pfirrmann score.
Results: GagCEST effects decreased significantly from 3.0961.12% in 20–29 years old volunteers to 20.246 1.36% in
50–59 years old volunteers (P<0.001). In the case of Pfirrmann scores 2 and 3, a significant correlation was observed
between gagCEST effect and age (Pfirrmann score 2, NP: q5 –0.558, P<0.001; Pfirrmann score 3, NP: q5 –0.337,
P5 0.048). For Pfirrmann scores 1 and 4, no significant correlation was obtained (Pfirrmann score 1, NP: q5 –0.046,
P5 0.824; Pfirrmann score 4, NP: q5 –0.316, P5 0.188).
Conclusion: We show a decreased gagCEST effect likely corresponding to decreasing glycosaminoglycans with aging.
Hence, age-matched analysis of gagCEST imaging may be necessary in future studies.

J. MAGN. RESON. IMAGING 2015;42:1517–1523.

Magnetic resonance imaging (MRI) is a well-established

method for imaging of intervertebral disc pathologies.1

With gagCEST, a noninvasive assessment of glycosaminogly-

cans (GAG) is possible.2–5

Intervertebral discs (IVDs) are composed of collagen

and aggrecan, which is a large proteoglycan (PG) molecule.

PGs consist of a core protein and one or more covalently

attached GAG chains.6 They are important for vital func-

tions in IVDs like the maintenance of hydroscopic pres-

sure.6,7 IVDs are composed of two compartments: nucleus

pulposus (NP) and annulus fibrosus (AF). Their chemical

content is considerably different: AF consists of about 70%

collagen and 10–20% aggrecan, whereas NP is comprised of

20–30% collagen and 50% aggrecan.3,8,9 Therefore, a lower

GAG content is expected in normal AF compared to nor-

mal NP. The role of collagen in AF is to resist the swelling

pressure of NP and to provide shear and tensile strength.7

In previous studies, a decrease of GAG content was reported

to correlate with IVD degeneration, decreased hydration,

and decreased disc height.3,10,11

Degeneration of IVDs is routinely assessed by Pfirr-

mann scoring.1 This scoring is based on signal intensity,

disc height, and discriminability of NP and AF and height

of IVDs observed on T2-weighted images. A direct bio-

chemical assessment of the GAG content is not within the

scope of Pfirrmann scoring.

Different techniques have been introduced to quantify

GAG content, including T2 relaxometry imaging, dGEMRIC,
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sodium MRI, and gagCEST imaging.3,12–15 In the present

study, gagCEST imaging was chosen since it is directly

related to glycosaminoglycan content. It has been success-

fully applied in previous studies and it does not require con-

trast agent or dedicated MRI hardware such as sodium coils

and special high-frequency equipment. Hence, gagCEST

imaging has the key factors that drive broad scientific and

clinical use.

The purpose of our work was to investigate if GAG

content alters with age in IVDs of healthy volunteers with-

out low back pain.

Materials and Methods

Study Population
The study was approved by the local Ethics Committee, and writ-

ten informed consent was obtained from all participants. In all, 70

volunteers without low back pain or a history of low back pain (42

females, 28 males, mean age 446 14 years, range: 21–69 years)

were enrolled in this study. The volunteers were divided into five

age groups, each with 14 volunteers (Table 1). Repeated scans of

three additional measured volunteers were acquired and used for

assessment of test–retest reproducibility (two males, one female,

age 226 1 year). The time interval between the repeated gagCEST

measurements was about 40 minutes.

MR Hardware and Sequence Protocol
All volunteers were examined in the year 2014 in supine position

using a clinical whole-body 3T MR system (Magnetom Trio, A

Tim System, Siemens Healthcare, Erlangen, Germany). Signal

reception was performed with a spine matrix coil. Our MR

sequence protocol included a localizer, T2-weighted imaging in sag-

ittal and transversal orientation, and prototype gagCEST and

WASSR (water saturation shift referencing16) sequences. Sequence

details of gagCEST and WASSR sequences are listed in Table 2.

Parameters of the sagittal T2-weighted turbo spin echo

sequence were: number of slices5 15, TE/TR5 105/3100 msec,

slice thickness5 3 mm, in-plane resolution5 1.2 3 1.2 mm2, flip

angle5 1608, field of view5 300 3 300 mm2, two signal averages,

number of echoes per slice5 17, a resolution of 256 3 256, and

acquisition time of 3 minutes and 39 seconds.

The parameters of the transversal T2-weighted turbo spin

echo sequence were: number of slices5 25, TE/TR5 113/4000

msec, slice thickness5 3 mm, in-plane resolution5 0.8 3

0.6 mm2, flip angle5 1408, field of view5 240 3 240 mm2, one

signal average, number of echoes per slice5 26, a resolution of

384 3 307, and acquisition time of 3 minutes and 38 seconds.

The T2-weighted images were acquired in order to enable

Pfirrmann scoring and differentiation between intervertebral discs

without bulging or herniation, discs with bulging and discs with

herniation.

TABLE 1. Detailed Information About the Study Population

Age
group

Corresponding
age range [years]

Mean age Minimum
age

Maximum
age

Number
females

Number
males

1 20–29 246 2 21 28 7 7

2 30–39 336 3 30 38 7 7

3 40–49 456 4 40 49 9 5

4 50–59 566 2 51 59 11 3

5 60–69 636 3 60 69 8 6

TABLE 2. Detailed Sequence Parameters of the Prototype CEST and WASSR Sequences

CEST WASSR

TE/TR [msec]/[msec] 3.01/1590 3.01/590

Resolution [mm3] 1.6 3 1.6 3 5 1.6 3 1.6 3 5

Flip angle [8] 12 12

Field of View [mm2] 300 3 300 300 3 300

Duration [min:sec] 12:24 7:26

Averages 6 6

Basic Resolution 192 3 192 192 3 192
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GagCEST and WASSR sequences were composed of a CEST

presaturation module and a segmented 2D RF-spoiled gradient

echo module.

The CEST presaturation module of the prototype gagCEST

sequence consisted of six Gaussian-shaped RF pulses with a pulse

and interpulse duration of 100 msec and a B1 amplitude of 1.5

lT averaged over time. One reference measurement without CEST

presaturation module and 25 measurements with CEST presatura-

tion module were applied to acquire the Z-spectrum in the range

of 24 ppm to 4 ppm.

The CEST presaturation module of the prototype WASSR

sequence consisted of one Gaussian-shaped RF pulse with a B1

amplitude of 0.3 lT and a pulse duration of 100 msec. One refer-

ence measurement without presaturation module and 41 measure-

ments with CEST presaturation module of the prototype WASSR

sequence were performed to cover a frequency range from 21

ppm to 1 ppm.

Bowel movement artifacts and artifacts due to abdominal wall

motion were reduced using a saturation band anterior to the spine.

GagCEST imaging provides information about the chemical

exchange between hydroxyl protons of glycosaminoglycans and

water. With the asymmetry analysis described in the data analysis

part, information about the CEST effect can be obtained.

Data Analysis
One radiologist (C.S., 3 years’ experience in radiology) scored all

lumbar IVDs according to the Pfirrmann grade.1 In addition, he

graded these IVDs into morphological healthy IVDs (no bulging

and herniation) and diseased IVDs (bulging or herniation). Dis-

eased IVDs were excluded from statistical analysis.

A subset of 20 randomly selected volunteers was additionally

scored to the Pfirrmann grade by a second radiologist (R.S.L., 11

years’ experience in radiology) in order to assess the reproducibility

of the visual scoring system.

gagCEST and WASSR images were motion-corrected using a

diffeomorphic registration approach incorporated in the prototype

software fMRLung (Siemens Healthcare).17,18

For the analysis of the gagCEST effect an in-house developed

MatLab software (MathWorks, Natick, MA, R2012b) was used. As

the first step of data processing, an in-plane 3 3 3 Gaussian filter

was applied on each CEST and WASSR image to reduce image

noise. To correct the effect of B0 field inhomogeneity the WASSR

maximum symmetry algorithm was used for calculating a fre-

quency offset map.16 This map was applied to correct acquired

CEST curves. The corrected CEST curves divided by the reference

signal S0 are further referred to as Z-spectrum Z(x). Based on

these data, the magnetization transfer asymmetry ratio (MTRasym)

was determined according to MTRasym(Dx)5Z(–Dx) – Z(Dx),
where Dx is the specified frequency shift difference. GagCEST

maps were determined using the average MTRasym value in the off-

set range from 0.9–1.9 ppm comprising the frequency range of res-

onance signals of GAG hydroxyl protons.6

A region of interest (ROI)-based analysis was performed for

evaluation of gagCEST values of the nucleus pulposus (NP) and

the annulus fibrosus (AF) analog to the method used by Haneder

et al.3 The average size of the ROIs was 386 15 pixels (NP) and

266 11 pixels (AF). The ROIs were drawn by an experienced radi-

ologist (C.S., 4 years of experience). He was blinded to other

sequences and to the age of the participants. Mean values and

standard deviations were calculated for each ROI.

Statistical Analysis
We compared the means of the gagCEST values for different age

groups using a one-way analysis of variance (ANOVA) and Tukey’s

honestly significant difference (HSD) post-hoc test. P-values below

0.05 were considered significant.

We performed correlation analysis for each Pfirrmann score

including only IVDs without bulging and herniation using the

Spearman correlation coefficient q.

A correlation between gagCEST effect and Pfirrmann score

and between gagCEST effect and disc level was performed regard-

less of age.

To assess reproducibility between two gagCEST measure-

ments of the same volunteer, a two-sided paired Student’s t-test

was performed. P< 0.05 was considered significant.

A kappa statistic was performed in order to assess the inter-

observer reliability of Pfirrmann grading.

Spearman correlation analysis between gagCEST effect and

age within discs with Pfirrmann grade 2 was additionally per-

formed for each radiologist.

Results

From a total of 350 investigated IVDs, 116 IVDs were

excluded from statistical analysis due to bulging or hernia-

tion. The majority of IVDs (66%) were scored as Pfirrmann

grade 2 (Table 3).

Complete interobserver agreement was achieved in

77%. A difference of one grade occurred in 23%. A differ-

ence of two grades and more was not obtained. The kappa

coefficient j for the interobserver agreement was moderate

to substantial (j5 0.60; Dj5 0.09).

We observed a loss of gagCEST effect with age for

Pfirrmann score 2 (Fig. 1).

As demonstrated in Fig. 2, gagCEST values of IVDs

without bulging or herniation decreased significantly

between age group 1 and 2 (NP: MTRasym(group 1)5

3.096 1.12, MTRasym(group 2)5 2.406 1.51, P5 0.006;

AF: MTRasym(group 1)5 1.516 1.13, MTRasym(group2)5
0.726 1.31, P5 0.001;) and age group 2 and 3 (NP:

MTRasym(group 3)5 1.156 1.37, P< 0.001; AF: MTRa-

sym(group 3)5 –0.176 1.25, P< 0.001). In contrast, we

noted no significant differences of MTRasym values between

age groups 3 and 4 in NP and AF. A significant decrease of

MTRasym-values between age groups 4 and 5 was noted

only in NP (NP: MTRasym(group 4)5 0.746 1.11; MTRa-

sym(group 5)5 –0.246 1.36, P5 0.001).

We obtained significant correlation between MTRasym

values and age in NP and AF only in case of Pfirrmann

grades 2 and 3 (Table 4). Within the subset data of 20 vol-

unteers, gagCEST values again decreased significantly with
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age for Pfirrmann grade 2 for both radiologists (Radiologist

1: q5 –0.629, P< 0.001 in NP and q5 –0.572, P< 0.001

in AF; Radiologist 2: q5 –0.537, P< 0.001 in NP and

q5 –0.537, P< 0.001 in AF). Due to the small number of

discs within Pfirrmann grades 1, 3, and 4 (between 6 and

11) no correlation analysis was performed for these grades.

The correlation between MTRasym values and

Pfirrmann score was q5 –0.649 (P< 0.001) in NP and

q5 –0.512 (P< 0.001) in AF. The correlation between

MTRasym values and disc level was q5 0.397 (P< 0.001) in

NP and q5 0.256 (P< 0.001) in AF, thus showing higher

gagCEST effect in discs at a lower level.

Average MTRasym values of these IVDs were not sig-

nificantly different between the two measurements (mea-

surement 1: MTRasym(NP)5 2.946 1.16, MTRasym(AF)5
1.266 0.59; measurement 2: MTRasym(NP)5 3.176 1.38,

FIGURE 1: Decrease of gagCEST effect with aging in intervertebral discs. CEST images with overlaid MTRasym color map repre-
senting the gagCEST effect and sagittal T2-weighted images are shown in single subjects. Color coding indicates high glycosami-
noglycan (GAG) content (red) to low GAG content (blue).

TABLE 3. Number of IVDs with Pfirrmann Scores 1, 2, 3, 4, and 5

Age group Number of IVDs
with Pfirrmann
score 1

Number of
IVDs with
Pfirrmann
score 2

Number of
IVDs with
Pfirrmann
score 3

Number of
IVDs with
Pfirrmann
score 4

Number of
IVDs with
Pfirrmann
score 5

Number of
IVDs without
bulging and
herniation

1 20 39 3 0 0 62

2 5 43 1 1 0 50

3 1 40 3 3 0 47

4 0 21 18 5 0 44

5 0 11 10 10 0 31

1–5 (all age
groups)

26 154 35 19 0 234
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MTRasym(AF)5 1.716 1.10; P-value(NP)5 0.22, P-value
(AF)5 0.11).

Discussion

Our results support the concept of a loss of glycosaminogly-

can content in intervertebral discs with age.

Based on the differences of gagCEST values within

Pfirrmann grades 2 and 3, we suggest that gagCEST imag-

ing might add information about degeneration even in the

absence of bulging or herniation in IVDs. Therefore, gagC-

EST imaging may be a potential research tool to investigate

IVD pathologies related to early cartilage degeneration or

damage. We assume that changes of gagCEST effect for

Pfirrmann scores 2 and 3 might be caused by biochemical

changes with aging, which might be smaller for Pfirrmann

scores 1 and 4. Our data suggest that age-matched analyses

or age-correction may possibly be necessary in gagCEST

studies on normal-appearing intervertebral discs.

A decrease of gagCEST effect has been reported to be

related to proteoglycan depletion.9 Furthermore, there is lit-

erature on the correlation of gagCEST effect with glycosami-

noglycan concentration.19 Cartilage degeneration is

associated with a loss of aggrecan, which is a large proteo-

glycan possessing numerous glycosaminoglycan chains.20

Aggrecan content has been reported to decline with aging

due to proteolysis.20 Taken together, the observed loss of

gagCEST effect with age may be explained by a loss of gly-

cosaminoglycans due to physiological IVD degeneration and

proteolysis in the aging discs. This finding is consistent with

data acquired by Haneder et al3 and Liu et al,21 which

show a decrease of gagCEST effect with anatomical disc

degeneration. Our study is limited by a lack of knowledge

of the true glycosaminoglycan content, which might be

assessed by histological samples only. Histological proofs

were not performed due to ethical considerations. However,

the gagCEST technique is an established method for the

assessment of glycosaminoglycan content.9,19

Next to gagCEST imaging, further biochemical imag-

ing techniques including sodium imaging and dGEMRIC

allow for the assessment of glycosaminoglycan content.22–27

Further, a relation between glycosaminoglycan content and

degenerative or symptomatic intervertebral discs has been

reported for these techniques.22,25 Our gagCEST results are

consistent with these findings. Of the number of potentially

available biochemical MRI techniques, gagCEST imaging is

outstanding since no contrast or special MR hardware is

necessary. Nevertheless, comparative studies are needed on

different biochemical MRI methods for the assessment of

glycosaminoglycan content in human intervertebral discs.

In our study, we used the same B1 amplitude averaged

over time as reported by Haneder et al.3 However, different

field strengths have been used previously for gagCEST imag-

ing (Liu et al: 0.8 lT, Saar et al: 1.8 lT, Kim et al: 1.5 lT
in phantoms and 0.75 lT in IVDs).9,19,21 The B1 amplitude

FIGURE 2: MTRasym mean values and standard deviations in NP
(a) and AF (b) for five different age groups. A significant
decrease of gagCEST effect was obtained in all investigated
regions between age groups 1 and 2 and age groups 2 and 3.
The P for NP are P50.006 between age groups 1 and 2,
P<0.001 between age groups 2 and 3, P50.120 between age
groups 3 and 4, and P50.001 between age groups 4 and 5.
The P for AF are P50.001 between age groups 1 and 2,
P50.001 between age groups 2 and 3, P50.428 between age
groups 3 and 4, and P50.130 between age groups 4 and 5.

TABLE 4. Spearman Correlation Analysis Between
MTRasym Values and Age.

NP AF

Pfirrmann
Score

q P-value q P-value

1 20.046 0.824 0.059 0.773

2 20.558 < 0.001 20.473 < 0.001

3 20.337 0.048 20.393 0.020

4 20.316 0.188 20.050 0.838
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could have an influence on both, the gagCEST asymmetry as

well as the spillover effect. We do not use higher B1-ampli-

tudes in order to keep the specific absorption rate (SAR) rea-

sonably low and to avoid higher spillover effects.

The gagCEST effect is considered sensitive to changes

in pH value, which has been established in an ex vivo por-

cine model.28 CEST imaging using the contrast agent

iopamidol is a recently developed MRI technique that ena-

bles in vivo pH determination using a ratiometric

approach.29,30 The present study is limited by the lack of

pH assessment in order to avoid the application of contrast

agent. The CEST effect of iopamidol might influence the

gagCEST effect due to competing CEST effects, possibly

interfering with GAG content assessment.

We obtained a more negative gagCEST effect in the

AF with aging. In addition, negative MTRasym values were

obtained in NP in older volunteers. This might have several

reasons. Z-spectrum analysis might be affected by the NOE-

effect, which is positioned at 21 ppm in the Z-spectrum,9

and thus on the opposite site than the resonance frequency

of the –OH groups of glycosaminoglycans. Other explana-

tions are alterations of Z-spectra due to changes in pH value

or artifacts due to low signal intensity in the S0-image

(image without presaturation) of CEST data.

One limitation of this study is the large standard

deviation obtained for the MTRasym values of each age

group. This might be caused by a variation of MTRasym

values in dependence on disc level. The standard deviation

might be additionally influenced by factors like B0 and B1

field inhomogeneity, a low signal in the CEST image S0
without presaturation, or a high spillover effect. Although

B0 field inhomogeneity correction was performed, no cor-

rection for B1 field inhomogeneity was used in our study.

Therefore, development of an improved gagCEST method

including B1 field inhomogeneity correction would be

advantageous.

A further limitation is that MTRasym only correlates

with concentration of glycosaminoglycans. Therefore, a

determination of the GAG concentration is not possible. In

addition, MTRasym may differ for different choices of presa-

turation pulses. Therefore, caution should be exercised when

comparing MTRasym values measured with different CEST

sequence designs.

The interobserver reliability in Pfirrmann grading was

moderate to substantial. In addition, we obtained a similar

dependence between gagCEST effect and age exemplary for

Pfirrmann grade 2. However, differences in Pfirrmann grad-

ing might influence the obtained relation between gagCEST

effect and age for each Pfirrmann grade. Therefore, supple-

mentary quantitative T2 imaging might be advantageous for

future gagCEST studies.

In the future, the gagCEST method might be used in

order to detect changes due to degeneration early or to start

early clinical treatment. If the gagCEST effect is applied in

clinical routine, a comparison to reference MTRasym values

for the same age is necessary.

In summary, our findings indicate a significant relation

between glycosaminoglycan content and aging in healthy

human intervertebral discs in volunteers without low back

pain. Differences in glycosaminoglycan content with age can

be found with the gagCEST technique even in the absence

of morphological changes.
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Purpose: The purpose was to investigate the dependence of glycosaminoglycan chemical exchange
saturation transfer (gagCEST) effect of lumbar intervertebral discs (IVD) on gender, body mass index and
T2 value.
Methods: T2 imaging and gagCEST imaging was performed in 34 healthy volunteers (17 males, 17 females)
without low back pain at a 3 T MRI system (Magnetom Trio, A Tim System, Siemens Healthcare, Erlangen,
Germany). The body mass index was determined for each volunteer. The mean and standard deviation of
MTRasym and T2 values were calculated for nucleus pulposus (NP) and annulus fibrosus (AF) as descriptive
statistics for females and males. An unpaired student's t-test was applied in order to validate obtained
differences. Pearson correlation was determined in order to reveal, if gagCEST effect and T2 values decrease
with increasing body mass index (BMI). Pearson correlation analysis was additionally performed between
gagCEST and T2 values.
Results: GagCEST effect and T2 values were significantly higher in females compared to males [gagCEST
effect (nucleus pulposus, females) = 3.58 ± 1.49 %; gagCEST effect (nucleus pulosus, males) = 3.01 ±
1.63 %, p-value (gagCEST effect, nucleus pulposus) = 0.02); T2 (nucleus pulposus, females) = 134.56 ±
30.27 ms, T2 (nucleus pulposus, males) = 122.35 ± 27.64 ms, p-value (T2, nucleus pulposus) = 0.01)].
Pearson correlation analysis showed a significant negative relation between BMI and gagCEST effect
(nucleus pulposus: ρ = −0.16, p = 0.03) and between BMI and T2 values (nucleus pulposus: ρ = −0.30,
p b 0.01). The correlation between gagCEST effect and T2-values was highly significant (nucleus pulposus:
ρ = 0.59, p b 0.01).
Conclusions: Significantly lower gagCEST effects were found in males compared to females and with
increased body mass index. The gagCEST effect was highly correlated with quantitative T2 imaging.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Glycosaminoglycan loss is an early step in the degeneration
process of intervertebral discs (IVDs) and is associatedwith low back
pain (LBP) [1–4]. Glycosaminoglycan chemical exchange saturation
transfer (gagCEST) imaging is a non-invasive magnetic resonance
(MR) method to assess glycosaminoglycan concentration and which
does not need contrast agent or specific hardware [5].

CEST imaging is based on the exchange between solute protons
and water protons [6]. If a radiofrequency pulse is applied at the

Larmor frequency of the solute proton pool, protons in this pool are
excited. The magnetization of solute protons is transferred to the
water pool due to chemical exchange. If a long radiofrequency pulse
is applied, this exchange process is repeated resulting in a reduction
of magnetization of the water pool. During CEST imaging, a so-called
Z-spectrum is acquired by applying radiofrequency pulses at
different frequency offsets in relation to the Larmor frequency of
the water pool. The CEST effect is then determined by an asymmetry
analysis of the Z-spectrum.

gagCEST imaging in lumbar intervertebral discs was applied
previously in patients with low back pain (LBP) showing a reduced
gagCEST effect in discs with morphological degeneration [2]. In
addition, a reduced gagCEST effect was reported in patients with
spondyloarthritis compared to healthy volunteers [7]. Recently,
age-dependency of the gagCEST effect was reported in healthy
volunteers of different age [8]. To the best of our knowledge, the
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dependence of gagCEST effect on other patient properties like gender
and body mass index has not been investigated yet.

In a previous study, the gagCEST technique was compared with
T2 mapping in the knee of sixty-nine subjects [9]. The authors
showed that high gagCEST values were accompanied by high
T2-values [9]. T2 mapping and gagCEST imaging has also been
applied by Haneder et al. in LBP patients resulting in a weak
correlation between gagCEST effect and T2 relaxation time [2].

Several studies have reported an association between body mass
index (BMI) and intervertebral disc (IVD) degeneration [10–15].
Further, changes in gagCEST values and T2 values have been
reported with IVD degeneration [2,16]. Therefore, we hypothesized
a reduced gagCEST effect and T2 values with increased BMI.

In the current study we used gagCEST imaging in young healthy
volunteers to investigate the dependence of gagCEST effect on
gender. Furthermore, we tested for a correlation between the
gagCEST effect and the body mass index. Finally, we aim to validate
if gagCEST effect is correlated with T2-value in lumbar intervertebral
discs of healthy volunteers.

2. Materials and methods

2.1. Study population

Imaging was performed in 34 volunteers without low back pain
(17 females (mean age 26 ± 5 years; minimum age: 21 years;
maximum age: 39 years) and 17 males (mean age 26 ± 4 years;
minimum age: 20 years; maximum age: 35 years)). Before MR
examination, weight and body height were recorded. The study was

approved by the local ethics committee and written informed
consent was received from all volunteers before enrolment.

2.2. MR measurements

MR experiments were performed on a whole-body 3 T MR
system (Magnetom Trio, A Tim System, Siemens Healthcare,
Erlangen, Germany) using a spine matrix coil. Our MR protocol
included a localizer, T2-weighted imaging in sagittal and transversal
direction, a sequence for quantitative T2-mapping, prototype
gagCEST and WASSR (Water Saturation Shift Referencing [17])
sequences. Sequence details of T2-weighted imaging, quantitative T2
imaging, CEST, and WASSR are listed in Table 1.

Biochemical imaging was performed using the gagCEST and
WASSR sequences. These were composed of a saturationmodule and
a segmented 2D RF-spoiled gradient echo module.

The parameters of the CEST and WASSR saturation module are
described elsewhere in detail [7,8,18]. For both gagCEST and WASSR
measurements a saturation band was applied anterior to the spine in
order to suppress bowel movement artifacts and artifacts due to
abdominal wall motion [7,8,18].

2.3. Data analysis

T2-weighted images were analysed to reveal the presence or
absence of herniation. The body mass index was calculated for each
volunteer following the standard approach: mass/height2.

WASSR and CEST data were analysed as follows: After motion
correction using a diffeomorphic registration approach [19] and field
inhomogeneity correction [8,17], Z-spectra and correspondingMTRasym

Table 1
Detailed sequence parameters.

T2-weighted
imaging (sagittal)

T2-weighted imaging
(transversal)

T2 mapping CEST WASSR

TE [ms] 105.0 113.0 9.1, 18.2, 27.3, 36.4, 45.5, 54.6, 63.7, 72.8, 81.9, 91.0 3.9 3.9
TR [ms] 3100.0 4510.0 800.0 1760 442.0
Field of view [mm2] 300 × 300 300 × 240 300 × 300 300 × 300 300 × 300
Voxel size [mm2] 1.2 × 1.2 0.8 × 0.6 1.6 × 1.6 1.6 × 1.6 1.6 × 1.6
Slice thickness [mm] 3.0 3.0 5.0 5.0 5.0
Flip angle [°] 160 140 180 12 12
Duration [min:sec] 3:39 5:13 4:23 9:09 3:43
Averages 2 1 3 2 2
Basic resolution 256 × 256 384 × 307 192 × 192 192 × 192 192 × 192
Number of slices 15 27 1 1 1

Fig. 1. Magnetization transfer ratio asymmetry (MTRasym) as descriptive parameter
for the CEST effect in nucleus pulposus (NP) and annulus fibrosus (AF) in males (m)
and females (f).

Fig. 2. Transverse relaxation time T2 in nucleus pulposus (NP) and annulus fibrosus
(AF) in males (m) and females (f).
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curves were determined. MTRasym maps were determined in the
irradiation frequencyoffset range from0.9 to1.9 ppm.Nucleuspulposus
(NP) and annulus fibrosus (AF) were segmented using in-house-
developedMATLAB software based onBayes classification [7]. Themean
and standard deviation ofMTRasymwere determined for eachNP andAF
of the lumbar intervertebral disc. T2 values were determined by a fit to
the signal at different echo times.

2.4. Statistical analysis

MATLAB (MathWorks, Natick, MA, R2012b) was used for
statistical analysis. The mean and standard deviation of MTRasym

and T2 values were calculated for NP and AF as descriptive statistics
for females and males. Kolmogorov–Smirnov test was applied to
verify normal distribution of MTRasym and T2 values over all
volunteers, for females and for males in NP and AF. An unpaired
student's t-test was applied in order to validate obtained differences.
P-values below 0.05 were considered to be significant. Univariate
analysis of variance (ANOVA) was applied in order to detect, if there

are differences of MTRasym values or T2 values dependent on disc
location. Pearson correlation was determined in order to reveal, if
gagCEST effect and T2 values decrease with increasing body mass
index (BMI). Pearson correlation analysis was additionally per-
formed between gagCEST and T2 values.

3. Results

All MRI measurements were technically successful. No herniations
were seen in all healthy volunteers. The number of discs without
herniation and protrusion was 72 in males and 79 in females; the
number of discs with protrusion was 13 in males and 6 in females.

The average BMI was 24.6 ± 4.4 kg/m2.
Kolmogorov–Smirnov test verified normal distribution of MTRasym

and T2 values over all volunteers, for males and for females.
MTRasym andT2 valueswere significantly higher in females compared

to males in NP and AF (MTRasym(NP, females) = 3.58 ± 1.49 %;
MTRasym(NP, males) = 3.01 ± 1.63 %, p-value(MTRasym(NP)) = 0.02;
MTRasym(AF, females) = 2.35 ± 1.18 %, MTRasym(AF, males) = 1.75 ±

Fig. 3. MTRasym versus R2 = 1/T2 values in NP (left) and AF (right).

Fig. 4. MTRasym [%] (left) and T2 [ms] (right) map overlaid with anatomical images in lumbar intervertebral discs. In this case, the lowest disc (L5/S1) has lower T2 and MTRasym

values compared to higher discs. T2 values and MTRasym values are positively correlated.
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1.18 %, p-value(MTRasym(AF)) b 0.01; T2(NP, females) = 134.56 ±
30.27 ms, T2(NP, males) = 122.35 ± 27.64 ms, p-value(NP) = 0.01;
T2(AF, females) = 88.51 ± 16.04 ms, T2(AF, males) = 72.92 ±
11.41 ms, p-value(AF) b 0.01) (Figs. 1, 2).

Univariate analysis of variance (ANOVA) revealed no significant
difference of MTRasym and T2-values for lumbar discs dependent on
their location. Pearson correlation analysis showed a negative
relation between BMI and MTRasym values (NP: ρ = −0.16, p =
0.03; AF: ρ = −0.13, p = 0.09) and between BMI and T2 values
(NP: ρ = −0.30, p b 0.01; AF: ρ = −0.29, p b 0.01). In NP, this
correlation was significant. In AF, the correlation was only significant
between BMI and T2-values.

The correlation between gagCEST effect and T2-values was highly
significant (NP: ρ = 0.59, p b 0.01; AF: ρ = 0.44, p b 0.01) (Fig. 3).
The dependence between gagCEST effect and T2-value is additionally
presented in one exemplary volunteer with disc protrusion on disc
level L5/S1 (Fig. 4). This disc showed reducedMTRasym and T2-values
compared to other discs.

4. Discussion

We showed that the gagCEST effect represented by the
asymmetric magnetization transfer ratio (MTRasym) analysis of the
Z-spectrum after field inhomogeneity correction is significantly
higher in females compared to males. The gagCEST effect decreased
significantly with the body mass index. The gagCEST effect is
correlated with quantitative T2 evaluation. Females showed signif-
icantly higher T2 values compared to males. No differences in
MTRasym values were noted between discs at different locations.

The differences in MTRasym values between males and females
might be caused by the higher percentage of discs with protrusion in
men (15 %) compared to females (7 %) in our volunteer cohort. Discs
with protrusion were included in order to keep themean age over all
discs in females and males equal.

The body mass index correlates negatively with T2 values and
gagCEST effect. This might indicate a higher degree of degeneration
due to overweight. This assumption might be substantiated by the
findings of Teraguchi et al. who reported a relation between obesity
and disc degeneration using the Pfirrmann scoring system [20,21].

A correlation between gagCEST imaging and T2 mapping was
previously reported by Rehnitz et al [9] in the knee. One possible
explanation is that the gagCEST effect at 3 T might not only depend
on the concentration of glycosaminoglycans, but also on the
T2-values of the intervertebral discs [9], which reflects water
content and collagen architectural order. An alternative explanation
is that glycosaminoglycans are important for the maintenance of
fluid content [3,7], so that higher GAG concentrations may be
associated with higher water content, which leads to increased
T2 values.

In our study, no differences of gagCEST effect were obtained in
dependence on disc location. In literature, different findings were
obtained. Kim et al. revealed a trend of decreasing gagCEST values
from upper to lower discs investigating the discs L3/L4, L4/L5 and L5/
S1 [22]. In contrast to our study with 34 volunteers, only twelve
volunteers were included in their study. A further difference is that
we investigated a younger population (mean age: 26 years; age
range: 20–39 years) compared to Kim et al. (mean age: 30 years; age
range: 25–53 years) [22]. This might lead to an increased degree of
degeneration, especially at lower disc heights due to weight bearing.
In addition, our studies are different in regard to the CEST
presaturation module.

In a recent study, a correlation between gagCEST effect and
age was reported [8]. Our data indicated that both T2 values
and MTRasym values also depend on gender. In order to define
standard values, a study including a high number of patients

should be conducted in the future. In addition, an improvement
of the gagCEST method to enable quantitative analysis of glycos-
aminoglycans might be desirable. A major difficulty might be the
fast exchange rate of the hydroxyl group of glycosaminoglycans as
well as the presence of high spill-over effect, nuclear overhauser
effect, magnetization transfer effect and the CEST effect of the
NH-group of glycosaminoglycans.

One limitation of this study is the absence of intervertebral disc
biopsy in order to determine the water content and glycosamino-
glycan concentration. A histological analysis might reveal, why T2
values and gagCEST effect are correlated. Due to ethical consider-
ations, biopsies were not realized in our study.

A further limitation is that we performed our measurements in
2D in order to decrease image acquisition time. However, 3D
gagCEST measurements have been applied previously [2]. Compro-
mises have to be made between data acquisition time, number of
measurements at different frequency offsets, additional acquisition
of data for water saturation shift referencing, number of signal
averages and duration of CEST presaturation module.

In conclusion, significantly lower gagCEST effects were found in
males compared to females andwith increased bodymass index. The
gagCEST effect was highly correlated with quantitative T2 imaging.
Future studies might reveal if the reduced gagCEST effect with
reduced T2 values is caused by a loss of glycosaminoglycans or by a
T2-shine-through effect.
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Abstract
Objective To evaluate glycosaminoglycan chemical exchange
saturation transfer (gagCEST) imaging at 3T in the assessment
of the GAG content of cervical IVDs in healthy volunteers.
Materials and Methods Forty-two cervical intervertebral
discs of seven healthy volunteers (four females, three males;
mean age: 21.4±1.4 years; range: 19–24 years) were exam-
ined at a 3T MRI scanner in this prospective study. The MRI
protocol comprised standard morphological, sagittal T2
weighted (T2w) images to assess the magnetic resonance im-
aging (MRI) based grading system for cervical intervertebral
disc degeneration (IVD) and biochemical imaging with
gagCEST to calculate a region-of-interest analysis of nucleus
pulposus (NP) and annulus fibrosus (AF).
Results GagCEST of cervical IVDs was technically success-
ful at 3Twith significant higher gagCEST values in NP com-
pared to AF (1.17 %±1.03 % vs. 0.79 %±1.75 %; p=0.005).
We found topological differences of gagCEST values of the
cervical spine with significant higher gagCESTeffects in low-
er IVDs (r=1; p=0). We could demonstrate a significant, neg-
ative correlation between gagCEST values and cervical disc
degeneration of NP (r=−0.360; p=0.019). Non-degenerated
IVDs had significantly higher gagCEST effects compared to
degenerated IVDs in NP (1.76 %±0.92 % vs. 0.52 %±
1.17 %; p<0.001).

Conclusion Biochemical imaging of cervical IVDs is feasible
at 3T. GagCEST analysis demonstrated a topological GAG
distribution of the cervical spine. The depletion of GAG in
the NP with increasing level of morphological degeneration
can be assessed using gagCEST imaging.

Keywords Chemical exchange saturation transfer .

Glycosaminoglycan . Cervical intervertebral discs . Magnetic
resonance imaging

Introduction

Neck pain is a common symptom in humans [1] and often
occurs in combination with intervertebral disc (IVD) degen-
eration [2]. The pathophysiology of IVD degeneration is not
yet completely understood, the most researchers assume a
multifactorial origin such as environmental factors, physiolog-
ical consequences of aging or correlation with mechanical
loading [3].

Morphological magnetic resonance imaging (MRI) is a
well established and the most sensitive method for the clinical
assessment of IVD degeneration [4]. Degenerative changes of
the disc are characterized by a decrease of the water content,
which can be morphologically visualized by T2-weighted im-
ages in MRI [5, 6].

A semi-quantitative, five-point-Likert-classification
system (grade 1–5) for the assessment of cervical disc
degeneration was presented by Miyazaki et al. according
to nucleus signal intensity, nucleus structure, distinction
between nucleus pulposus and annulus fibrosus, and disc
height in midsagittal T2-weighted images with classifica-
tion of severe degenerated cervical IVDs in grades 4 or 5
[7]. Although this classification system showed a very
good intra- and interobserver reliability, it did not provide
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reliable quantification of the changes in the early stages of
IVD degeneration which are characterized by a loss of
glycosaminoglycans (GAG) or water in a morphologically
intact disc [8].

To quantify the biochemical changes that develop during
the early stages of IVD degeneration, a more sensitive tech-
nique is needed. Glycosaminoglycan chemical exchange sat-
uration transfer (gagCEST) is a novel technique which facili-
tates visualization and quantification of GAGs in joint carti-
lage or IVDs [9, 10].

The different parts of the human IVD, annulus fibrosus
(AF) and nucleus pulposus (NP), vary substantially in the
content of the two main macromolecular components, col-
lagen and aggrecan [11]. Aggrecan is a large proteoglycan
attached with approximately 100 GAG side chains [12].
The proteoglycan content is about 50 % in the NP and
10–20 % in the AF [13], whereas the distribution of col-
lagen is the opposite with 20–30 % in the NP and 70 % in
the AF [14]. GAGs are important to maintain IVD tissue
fluid content and a deficit is associated with the develop-
ment of degenerative disc disease [12]. With gagCEST, it
is possible to acquire molecule-specific saturation infor-
mation on bulk water protons for the indirect detection of
glycosaminoglycans in IVDs [15].

To the best of our knowledge, the measurement of GAG
content with gagCESTof cervical IVDs has not yet been inves-
tigated adequately to date. Our hypothesis was that gagCESTof
cervical IVDs is feasible and the GAG content of cervical IVDs
is decreased in MRI-morphologically degenerated discs com-
pared to MRI-morphologically healthy discs.

Materials and methods

Study population

The study was approved by the local ethics committee.
Written informed consent was obtained from all volunteers
for this prospective study. Seven healthy volunteers (four
females, three males; mean age 21.4±1.4 years; range:
19–24 years) without neck pain, overweight or previous
surgery of the cervical spine were prospectively enrolled
in this study.

MR hardware and sequence protocol

All volunteers were examined in supine position using a clin-
ical whole-body 3T MR system (Magnetom Trio, ATim Sys-
tem, Siemens Healthcare, Erlangen, Germany). Signal recep-
tion was performed using a 12-channel head coil, a dedicated
neck coil and a spine-matrix coil. Our MR sequence protocol
included a localizer, a T2-weighted sequence in sagittal orien-
tation and the prototype gagCEST (glycosaminoglycan

chemical exchange saturation transfer) and WASSR (water
saturation shift referencing) sequences. WASSR and CEST
sequences were composed of a presaturation module and a
segmented 2D RF-spoiled gradient echo module. Detailed
parameters are provided in Table 1. Figure 1 shows an exam-
ple of biochemical gagCEST imaging andmorphological T2w
image of the cervical spine.

Parameters of the sagittal T2-weighted turbo spin echo
(TSE) sequence were: number of slices=12, TE/TR=
111 ms/4870 ms, slice thickness=3 mm, in-plane resolu-
tion=0.8×0.8 mm2, flip angle=140°, field of view=150×
150 mm2, number of excitations (NEX)=2, number of echoes
per slice=25, a basic resolution of 192×192 and acquisition
time of 1 min and 15 s.

One radiologist, blinded to the gagCEST values, with
4 years of experience in musculoskeletal radiology
scored all cervical intervertebral discs according to the
Miyazaki scoring system [7]. The scoring system is
based on a five-steps Likert scale with grade 1 and 2
for non-degenerative discs and grade 3–5 for degenera-
tive IVDs according to nucleus signal intensity, nucleus
structure, distinction between nucleus pulposus and an-
nulus fibrosus, and disc height in midsagittal T2-
weighted images. To analyze degenerated from non-
degenerated discs, we divided the IVDs into two,
pooled groups: group A is composed of IVDs with Mi-
yazaki score 1 or 2, group B is composed of IVDs with
Miyazaki score 3 to 5.

WASSR and CEST images were motion-corrected using a
diffeomorphic registration approach incorporated in the pro-
totype software fMRLung (Siemens Healthcare, Erlangen,
Germany) [10, 16]. The following data analysis was per-
formed with an in-house-developed MATLAB software
(The Mathworks, Inc., Natick, MA, USA, R2012b). A reduc-
tion of image noise was performed using an in-plane 3×3
Gaussian filter. B0 field inhomogeneities were corrected using
the WASSR maximum symmetry algorithm [17]. The offset-
corrected CEST-curves divided by the signal without CEST
presaturation S0 are defined as Z(ω). The magnetisation trans-
fer asymmetry was defined as MTRasym(Δω)=Z(−Δω)−-
Z(Δω), where Δω is the specified frequency shift difference.
The evaluation of glycosaminoglycan CEST effect was deter-
mined using the MTRasym value in the frequency range Δω
from 1.1 to 1.5 ppm, which comprises the chemical exchange
resonances of GAG hydroxyl protons.

A region-of-interest analysis was performed for
MTRasym evaluation of the nucleus pulposus (NP) and
annulus fibrosus (AF) using an in-house developed IVD
segmentation (MATLAB software; The Mathworks, Inc.,
Natick, MA, USA, R2012b). All cervical IVDs were de-
tected automatically. The disc segmentation was based on
Bayes-classification to divide bone and ligament from
disc tissue of the cervical spine. The defined ROIs were
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divided into NP (the innermost 60 % of the IVD) and AF
(the remaining region of the IVD), as reported in the pre-
ceding studies [18–20].

Mean and standard deviation of MTRasym were deter-
mined. Additionally, mean MTRasym values of NP and AF
were analyzed according to significant difference; further-
more, we appropriated NP- and AF-MTRasym values to calcu-
late significant differences between group 1 (non-
degenerative discs) and group 2 (degenerative discs). Statisti-
cal significance was evaluated using a two-tailed student’s t-
test. Spearman correlation analysis was performed between
MTRasym values and the morphological grading, as well as

the corresponding disc location. p-values below 0.05 were
considered to be significant.

Results

All measurements were technically successful and there were
no drop outs. A total of 42 IVDs were analyzed. One IVDwas
scoredMiyazaki score 1, 21 IVDswere gradedMiyazaki 2, 18
IVDs were scored Miyazaki score 3, two IVDs were graded
Miyazaki 4 and no IVDs were scored Miyazaki score 5. The
mean gagCEST values of NP were significantly higher

Table 1 Detailed sequence
parameters for the prototype
gagCEST and WASSR sequence

WASSR CEST

2D RF-spoiled GRE module

TE/TR ms/ms 5.56/575 5.56/1990

In-plane resolution mm2 0.8×0.8 0.8×0.8

Basic resolution 256×256 256×256

Slice thickness mm 5 5

Flip angle ° 12 12

Field of view mm2 150×150 150×150

Duration min:sec 10:40 17:36

NEX (number of excitations) 2 2

Presaturation module

Number of measured frequency offsets 42 26

Maximum frequency offset Δωmax ppm 1 4

B1-CWAE μT 1.5 0.3

Number of CEST presaturation pulses 1 8

PD/IPD ms/ms 100/6 100/100

Fig. 1 Morphological T2w image and gagCEST imaging of the cervical
spine. a Picture represents morphological T2-weighted images for
Miyazaki classification. The cervical spine was scored according to
Miyazaki classification: grade 2 for C2/3, grade 3 for C3/4, grade 3 for
C4/5, grade 3 for C5/6, grade 2 for C6/7 and grade 2 for C7/Th1. b Picture
demonstrates sagittal T2-weighted images with an overlaid MTRasym

color map illustrating the corresponding gagCEST effect of the cervical
IVDs. Color coding indicates high glycosaminoglycan (GAG) content in
red to low GAG content in blue. We found significantly lower gagCEST
values in degenerative discs compared with non-degenerative discs.
Additionally, higher GAG values could be demonstrated in lower
located cervical IVDs
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compared to AF (1.17 %±1.03 % vs. 0.79 %±1.75 %; p=
0.005). The descriptive statistic is summarized in Table 2.

GagCEST values compared with morphological grading

Morphological grading of cervical IVDs was performed ac-
cording to the five-steps scoring system of Miyazaki and col-
leagues with grade 1 and 2 of non-degenerated discs and grade
3–5 of degenerated discs. MTRasym values of NP were signif-
icantly higher in non-degenerated discs compared to
degenerated discs (1.76 %±0.92 % vs. 0.52±1.17; p<0.001;
Fig. 2). In the AF, there was a borderline significant difference
between non-degenerated discs compared with degenerated
discs (1.14 %±0.99 % vs. 0.40±1.14; p<0.1; Fig. 2).

There was a significant, negative correlation between mean
gagCEST values and morphological grading in the NP (r=−0,
360; p=0.019). In non-degenerated cervical IVDs (Miyazaki
grade 1/2), significantly higher mean MTRasym values were
found in the NP compared with the AF (1.76 %±0.92 % vs.
1.14 %±0.99 %; p=0.003), but there were non-significant
differences between these two components in degenerated
IVDs (Miyazaki grade 3/4; 0.52 %±1.17 % vs. 0.40 %±
1.43 %; p=0.473).

Topological distribution of gagCEST along the cervical
spine

We found higher gagCEST values in the lower cervical IVDs
compared with higher located discs in the NP (r=1; p<0.001).
In the AF, there was a positive, borderline significant trend
towards higher MTRasym values in lower located cervical
IVDs (r=0.771; p<0.1) (Fig. 3; Table 3).

Reproducibility calculation

For the intra-subject reproducibility, two of the seven volun-
teers (one female, one male) were examined twice. The two
examinations were acquired consecutively, between the

measurements the volunteers were moved out of the MRI
scanner and were positioned again. We built an average of
the gagCEST effect of NP and AF and compared the two data
sets. Between both measurements no significant differences of
NP- and AF-gagCEST effects were seen (p=0.436).

Discussion

Biochemical changes are considered as the early manifesta-
tions of IVD degeneration [21]. GAGs were identified as
playing a central role in the degenerative processes of IVDs
[12]. Disc degeneration seems to associated with the incapac-
ity of disc cells to maintain a highly hydrated proteoglycan-
rich matrix in the NP to which GAGs are bound [22]. The

Table 2 Detailed summary of the 42 analyzed IVDs with morphological grading according to Miyazaki and colleagues, number of IVDs, percentage
of total IVDs, mean MTRasym values of NP and AF in % and p-value of the comparison between NP and AF

Miyazaki grading No. of IVDs Percentage of total IVDs Mean MTRasym [%] NP vs. AF

NP AF p-value

1 1 2.38 0.88±0.00 0.03±0.00 –

2 21 50.00 1.74±0.94 1.15±1.01 0.006

3 18 42.86 0.45±1.21 0.34±1.49 0.523

4 2 4.76 1.16±0.01 1.02±0.63 0.806

Pooled 1/2 22 52.38 1.76±0.92 1.14±0.99 0.003

Pooled 3/4 20 47.62 0.52±1.17 0.40±1.43 0.473

Fig. 2 Pooled MTRasym of non-degenerative cervical discs compared
with degenerative cervical discs. Pooled MTRasym of non-degenerative
cervical discs (Miyazaki score 1 and 2) revealed significantly higher
gagCEST values compared with degenerative cervical discs (Miyazaki
score 3 and 4) for NP (1.76 %±0.92 % vs. 0.52±1.17; p<0.001). For AF,
no significant difference between non-degenerative and degenerative
discs could be detected (1.14 %±0.99 % vs. 0.40±1.14; p=0.065).
Negative MTRasym values may be explained by side effects such as the
nuclear Overhauser effect and the magnetization transfer effect
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complete details of the complex and multifaceted disc degen-
eration process is not yet understood [8].

Feasibility studies report on successful differentiation of
degenerative and non-degenerative IVDs with gagCEST [11,
23]. The CEST dataset consists of several images acquired
with presaturation impulses at different offset frequencies
around the water resonance, and one reference image without
saturation. The normalized signal as a function of the
presaturation offset (z-spectrum) can then be utilized to deter-
mine and quantify the CEST effect according to the MTRasym

values with respect to the water resonance due to the −OH
protons of GAG appearing in a frequency range of 0.9
−1.9 ppm from the water resonance. The magnitude of the
measured MTRasym values correlates directly with the under-
lying concentration of GAG [24].

In our young, healthy collective, 47 % (20/42 discs) of the
analyzed cervical IVDs showed morphological disc changes.
IVD degeneration is known to be common among

asymptomatic patients and is prevalent in cervical discs of
young, healthy adults [8, 25]. As expected from histological
analyses and previous imaging studies [13, 15] demonstrating
higher GAG content in NP compared with AF, the gagCEST
content in the non-degenerated NP (Miyazaki grade 1/2) was
significantly higher than for AF; however, in degenerated cer-
vical IVDs (Miyazaki grade 3/4) the gagCEST effects for NP
and AF were not significantly different. The diminished dif-
ference between NP and AF in degenerated discs as a result of
reduced gagCEST signal may indicate a loss of GAG com-
pared with healthy IVDs, which supports the concept of GAG
loss in degenerative IVDs [11, 12]. Especially in the NP, we
could demonstrate a significant GAG depletion in degenerated
discs (Miyazaki grade 3/4) compared with non-degenerated
discs (Miyazaki grade 1/2). These findings are corroborated
by published data identifying changes in the GAG content in
the NP as one of the central points in early IVD degeneration
[11, 26]. In the AF, we found a borderline significant differ-
ence between degenerated and non-degenerated cervical
discs, which may be due to the a priori low GAG content of
the AF [13] and the small sample size in this study. These
results indicated that the NP may be the appropriate compart-
ment of cervical IVDs to detect early disc alterations. The
significant correlation between gagCEST values and morpho-
logical grading supported that it may be possible to distinguish
degenerated from non-degenerated cervical IVDs with
gagCEST, which had been demonstrated for lumbar IVDs in
the literature [11].

Additionally, we assumed a topological distribution of
higher GAG content in lower located cervical IVDs. Sowa
et al. were able to demonstrate higher T2 signals in lower
located cervical discs. The authors believed that this reflects
an increasing water and proteoglycan content in the lower
cervical IVDs to resist the stronger mechanical load in this
part of the spine [8, 27].

Our study had some limitations. The main limitation of
this study was the restricted number of volunteers participat-
ing in cervical gagCEST imaging. With our analysis, we
could demonstrate that gagCEST of cervical IVDs was fea-
sible at 3T, taking into account the assessment of GAGs in
the cervical spine is much more challenging compared with
lumbar IVDs, due to motion artifacts caused by respiration
or artery pulsation [28]. During postprocessing management,
we established several techniques to achieve an optimal set-
ting for GAG measurements by using magnetic field inho-
mogeneity (WASSR) or motion corrections (diffeomorphic
registration algorithm). The current results seem to be prom-
ising for evaluating the initial results in a larger population.
We believe that the strength of this study is the homoge-
neous, asymptomatic population of young adults. In further
evaluations, patients with neck pain or neurological symp-
toms should be included. The absence of cartilage biopsies
was a further limitation. Biopsies were not performed due to

Fig. 3 GAG distribution of different localizations of the cervical spine.
GAG distribution of different localizations of the cervical spine. The
MTRasym values of NP were significantly higher in lower located discs
(r=1; p<0.001). For AF, we found a positive but not significant trend
towards higher GAG content in lower located cervical discs (r=0.771; p=
0.072). Negative MTRasym values may be explained by side effects such
as the nuclear Overhauser effect and the magnetization transfer effect

Table 3 Mean gagCEST values in % ofNP and AF among the cervical
spine

Disc height Mean MTRasym values [%]

NP AF

C2/C3 0.45±0.95 0.16±1.43

C3/C4 0.77±0.99 0.51±1.69

C4/C5 0.87±0.77 0.59±1.53

C5/C6 0.91±1.00 0.30±1.74

C6/C7 1.79±1.06 1.66±1.93

C7/Th1 2.21±1.42 1.50±2.18
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ethical considerations; also we did not analyse gender and
race effects in this study.

Additionally no consensus analysis by a second reader for
gagCEST and morphological analysis according to Miyazaki
was performed. For Miyazaki scoring, we think that this is a
minor limitation because of the good intra- and interobserver
agreement, given in the literature [7]. The gagCEST values for
cervical IVDs were detected automatically with the algorithm
described in the previous, making an inter-observer analysis
obsolete. Our intra-observer calculation of gagCEST analysis
revealed no significant differences between the two measure-
ments of the same volunteer in two of the seven volunteers;
thus, these data have to be confirmed in future studies.

In summary, gagCEST of cervical IVDs on a clinical 3
Tesla MRI system may be a powerful, non-invasive research
tool to investigate early disc degeneration in future studies.
GagCEST of non-degenerative IVDs demonstrated signifi-
cantly higher GAG values compared with degenerative discs,
especially in the NP. Supporting our findings, GAG content of
NP was higher in non-degenerative discs compared with AF.
In degenerative cervical IVDs, the characteristic difference of
the GAG content between NP and AF disappeared. The topo-
logical distribution of gagCESTalong the cervical spine dem-
onstrated higher GAG content in lower cervical IVDs.
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interest.

References

1. Hanvold TN, Veiersted KB, Waersted M. A prospective study of
neck, shoulder, and upper back pain among technical school stu-
dents entering working life. J Adolesc Health. 2010;46(5):488–94.

2. Williams FM, Sambrook PN. Neck and back pain and intervertebral
disc degeneration: role of occupational factors. Best Pract Res Clin
Rheumatol. 2011;25(1):69–79.

3. AdamsMA, Roughley PJ. What is intervertebral disc degeneration,
and what causes it? Spine (Phila Pa 1976). 2006;31(18):2151–61.

4. Pfirrmann CW,Metzdorf A, ZanettiM, Hodler J, BoosN.Magnetic
resonance classification of lumbar intervertebral disc degeneration.
Spine (Phila Pa 1976). 2001;26(17):1873–8.

5. Weidenbaum M, Foster RJ, Best BA, Saed-Nejad F, Nickoloff E,
Newhouse J, et al. Correlating magnetic resonance imaging with
the biochemical content of the normal human intervertebral disc. J
Orthop Res. 1992;10(4):552–61.

6. Panagiotacopulos ND, Pope MH, Krag MH, Block R. Water con-
tent in human intervertebral discs: part I, measurement by magnetic
resonance imaging. Spine (Phila Pa 1976). 1987;12(9):912–7.

7. Miyazaki M, Hong SW, Yoon SH, Morishita Y, Wang JC.
Reliability of a magnetic resonance imaging-based grading system
for cervical intervertebral disc degeneration. J Spinal Disord Tech.
2008;21(4):288–92.

8. Chen C, Huang M, Han Z, Shao L, Xie Y, Wu J, et al. Quantitative
T2 magnetic resonance imaging compared to morphological grad-
ing of the early cervical intervertebral disc degeneration: an

evaluation approach in asymptomatic young adults. PLoS One.
2014;9(2):e87856.

9. Schmitt B, Zbýn S, Stelzeneder D, Jellus V, Paul D, Lauer L, et al.
Cartilage quality assessment by using glycosaminoglycan chemical
exchange saturation transfer and (23)Na MR imaging at 7 T.
Radiology. 2011;260(1):257–64.

10. Müller-Lutz A, Schleich C, Schmitt B, Topgöz M, Pentang G,
Antoch G, et al. Improvement of gagCEST imaging in the human
lumbar intervertebral disc by motion correction. Skeletal Radiol.
2015;44(4):505–11.

11. Haneder S, Apprich SR, Schmitt B, Michaely HJ, Schoenberg SO,
Friedrich KM, et al. Assessment of glycosaminoglycan content in
intervertebral discs using chemical exchange saturation transfer at
3.0 Tesla: preliminary results in patients with low-back pain. Eur
Radiol. 2013;23(3):861–8.

12. Urban JP, Winlove CP. Pathophysiology of the intervertebral disc
and the challenges for MRI. J Magn Reson Imaging. 2007;25(2):
419–32.

13. Saar G, Zhang B, Ling W, Regatte RR, Navon G, Jerschow A.
Assessment of glycosaminoglycan concentration changes in the
intervertebral disc via chemical exchange saturation transfer.
NMR Biomed. 2012;25(2):255–61.

14. Eyre DR, Muir H. Quantitative analysis of types I and II collagens
in human intervertebral discs at various ages. Biochim Biophys
Acta. 1977;492(1):29–42.

15. Kim M, Chan Q, Anthony MP, Cheung KM, Samartzis D, Khong
PL. Assessment of glycosaminoglycan distribution in human lum-
bar intervertebral discs using chemical exchange saturation transfer
at 3 T: feasibility and initial experience. NMR Biomed. 2011;24(9):
1137–44.

16. Chefd’hotel C, Hermosillo G, Faugeras O. A variational approach
to multi-modal image matching. Proceedings of the IEEE
Workshop on Variational and Level Set Methods (VLSM’01).
VLSM ’01. Washington DC: IEEE Computer Society; 2001. p. 21.

17. KimM,Gillen J, LandmanBA, Zhou J, van Zijl PC.Water saturation
shift referencing (WASSR) for chemical exchange saturation transfer
(CEST) experiments. Magn Reson Med. 2009;61(6):1441–50.

18. Schleich C, Müller-Lutz A, Matuschke F, Sewerin P, Sengewein R,
Schmitt B, et al. Glycosaminoglycan chemical exchange saturation
transfer of lumbar intervertebral discs in patients with spondyloarthritis.
J Magn Reson Imaging. 2015. doi:10.1002/jmri.24877.

19. Stelzeneder D,Welsch GH, Kovács BK, Goed S, Paternostro-Sluga
T, VlychouM, et al. Quantitative T2 evaluation at 3.0Tcompared to
morphological grading of the lumbar intervertebral disc: a standard-
ized evaluation approach in patients with low back pain. Eur J
Radiol. 2012;81(2):324–30.

20. Trattnig S, Stelzeneder D, Goed S, Reissegger M, Mamisch TC,
Paternostro-Sluga T, et al. Lumbar intervertebral disc abnormalities:
comparison of quantitative T2 mapping with conventional MR at
3.0 T. Eur Radiol. 2010;20(11):2715–22.

21. Stelzeneder D, Messner A, Vlychou M, Welsch GH, Scheurecker
G, Goed S, et al. Quantitative in vivo MRI evaluation of lumbar
facet joints and intervertebral discs using axial T2 mapping. Eur
Radiol. 2011;21(11):2388–95.

22. An HS, Anderson PA, Haughton VM, Iatridis JC, Kang JD, Lotz
JC, et al. Introduction: disc degeneration—summary. Spine (Phila
Pa 1976). 2004;29(23):2677–8.

23. Rehnitz C, Kupfer J, Streich NA, Burkholder I, Schmitt B, Lauer L,
et al. Comparison of biochemical cartilage imaging techniques at 3
T MRI. Osteoarthr Cartil. 2014;22(10):1732–42.

24. LingW, Regatte RR, Navon G, JerschowA. Assessment of glycos-
aminoglycan concentration in vivo by chemical exchange-
dependent saturation transfer (gagCEST). Proc Natl Acad Sci U S
A. 2008;105(7):2266–70.

25. Siivola SM, Levoska S, Tervonen O, Ilkko E, Vanharanta H,
Keinänen-Kiukaanniemi S. MRI changes of cervical spine in

84 Skeletal Radiol (2016) 45:79–85



asymptomatic and symptomatic young adults. Eur Spine J.
2002;11(4):358–63.

26. Urban JP, McMullin JF. Swelling pressure of the intervertebral disc:
influence of proteoglycan and collagen contents. Biorheology.
1985;22(2):145–57.

27. Sowa G, Vadalà G, Studer R, Kompel J, Iucu C, Georgescu H,
et al. Characterization of intervertebral disc aging: longitudinal

analysis of a rabbit model by magnetic resonance imaging,
histology, and gene expression. Spine (Phila Pa 1976).
2008;33(17):1821–8.

28. Figley CR, Yau D, Stroman PW. Attenuation of lower-thoracic,
lumbar, and sacral spinal cord motion: implications for imaging
human spinal cord structure and function. AJNR Am J
Neuroradiol. 2008;29(8):1450–4.

Skeletal Radiol (2016) 45:79–85 85



Vol.:(0123456789)1 3

Magnetic Resonance Materials in Physics, Biology and Medicine 
https://doi.org/10.1007/s10334-020-00868-y

RESEARCH ARTICLE

Detection of early cartilage degeneration in the tibiotalar joint using 3 
T gagCEST imaging: a feasibility study

Daniel B. Abrar1  · Christoph Schleich1 · Karl Ludger Radke1 · Miriam Frenken1 · Julia Stabinska1 · 

Alexandra Ljimani1 · Hans-Jörg Wittsack1 · Gerald Antoch1 · Bernd Bittersohl2 · Tobias Hesper2 · Sven Nebelung1 · 

Anja Müller-Lutz1

Received: 31 March 2020 / Revised: 10 July 2020 / Accepted: 14 July 2020 
© The Author(s) 2020

Abstract
Objective To establish and optimize a stable 3 Tesla (T) glycosaminoglycan chemical exchange saturation transfer (gagCEST) 
imaging protocol for assessing the articular cartilage of the tibiotalar joint in healthy volunteers and patients after a sustained 
injury to the ankle.
Methods Using Bloch–McConnell simulations, we optimized the sequence protocol for a 3 T MRI scanner for maximum 
gagCEST effect size within a clinically feasible time frame of less than 07:30 min. This protocol was then used to analyze the 
gagCEST effect of the articular cartilage of the tibiotalar joint of 17 healthy volunteers and five patients with osteochondral 
lesions of the talus following ankle trauma. Reproducibility was tested with the intraclass correlation coefficient.
Results The mean magnetization transfer ratio asymmetry  (MTRasym), i.e., the gagCEST effect size, was significantly lower 
in patients than in healthy volunteers (0.34 ± 1.9% vs. 1.49 ± 0.11%; p < 0.001 [linear mixed model]). Intra- and inter-rater 
reproducibility was excellent with an average measure intraclass correlation coefficient (ICC) of 0.97 and a single measure 
ICC of 0.91 (p < 0.01).
Discussion In this feasibility study, pre-morphological tibiotalar joint cartilage damage was quantitatively assessable on the 
basis of the optimized 3 T gagCEST imaging protocol that allowed stable quantification gagCEST effect sizes across a wide 
range of health and disease in clinically feasible acquisition times.

Keywords Cartilage · Magnetic resonance imaging · Proteoglycans · Osteoarthritis · Molecular imaging

Introduction

To this day and age, several magnetic resonance imaging 
(MRI) techniques have emerged that go beyond mere mor-
phological depiction of joint cartilage. Such compositional 
MRI techniques allow the detection of early degenerative 
changes of the articular cartilage, e.g., loss of proteogly-
cans, that precede morphological damage and hence are 
considered an early, and more importantly, reversible, 
stage of osteoarthritis (OA) [1]. Because of its proteo-
glycan-specifity, the gold-standard technique of compo-
sitional MRI of cartilage is delayed gadolinium-enhanced 
MRI of cartilage (dGEMRIC) [2, 3]. However, due to 
recent restrictions imposed on gadolinium-based contrast 
agents, alternative compositional MRI techniques that 
do not rely on the administration of contrast agents have 
received ever-increasing scientific and clinical attention 
[4]. Among these techniques, glycosaminoglycan chemical 
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exchange saturation transfer (gagCEST) imaging assesses 
the specific GAG content in human articular cartilage and 
its depletion, which is considered an early sign of cartilage 
degeneration [5].

GagCEST imaging is based upon the chemical exchange 
of water protons between GAG and bulk water molecules. 
To induce a CEST effect, solute protons are saturated by 
a frequency-specific radiofrequency (RF) pulse and then 
transferred to bulk water by chemical exchange, which 
consequently reduces its signal. The normalized signal 
can then be used to quantify the CEST effect at a GAG 
-specific frequency range of 0.9–1.9 ppm via analysis of 
the magnetization transfer ratio asymmetry  (MTRasym), 
which correlates with the GAG concentration [5, 6]. For 
additional details on the basic principles of CEST imag-
ing, the interested reader is referred to earlier excellent 
reviews.[7, 8]. Several studies showed promising results 
using gagCEST imaging at the spine [9–12]. However, 
data on the joints of the lower extremity with substantially 
thinner cartilage are sparse. In 2016, our group demon-
strated promising results for the application of gagCEST at 
the knee joint [13]. Kogan et al. applied gagCEST imaging 
on a 7 T MRI scanner to assess the ankle joint of healthy 
volunteers [14]. Even though these results were promis-
ing, gagCEST imaging of the ankle joint has not yet been 
established on a 3 T MRI scanner. To achieve a more wide-
spread scientific and clinical adaptation of the technique, 
the clinical utility has to be demonstrated on a broader 
scale, which -given the limited availability of 7 T MRI 
scanners- necessitates the technique’s implementation on 
more widely available 3 T MRI scanners.

Tibiotalar joint injuries are common [15]. Osteochondral 
lesions of the talus (OLT), defined as an injury of the carti-
lage layer and the underlying subchondral bone, are frequent 
injuries in active populations that can be seen in up to 73% 
of all traumatic ankle injuries [16]. OLTs may predispose the 
joint to premature OA and ought to be diagnosed in an early 
and reliable manner as a timely diagnosis is a pre-requisite 
for appropriate treatment [17].

The aim of this study was (a) to develop and optimize a 
gagCEST imaging protocol for the articular cartilage of the 
tibiotalar joint that is clinically feasible and fits into diag-
nostic workflows and (b) to apply this imaging protocol to 
a population of healthy volunteers and patients with OLT 
after an ankle injury to prove clinical utility and validity. We 
hypothesized that -based on the developed and optimized 
gagCEST imaging protocol- (a) imaging of the articular 
cartilage of the tibiotalar joint would be possible in a clini-
cal population and in clinically feasible time frames and (b) 
patients after variable ankle injuries (representative of the 
patient population undergoing MRI diagnostics in the clinic) 
demonstrate lower gagCEST effects compared to healthy 
volunteers.

Methods

Simulations

In a first step, simulations using the two-pool (water and 
GAG (–OH and –NH) Bloch–McConnell equation [18, 
19] and a customized script (implemented in MATLAB 
[R2018a, The MathWorks, MA, USA] and to be down-
loaded at https ://githu b.com/cest-sourc es/BM_sim_
fit/) [20] were applied for the optimization of a pulsed 
gagCEST sequence [20–22]. The equations were solved 
analytically [19]. Based on this script, the CEST effect was 
simulated without the application of a saturation pulse. 
The radiofrequency field strength B1, the pulse duration 
 tp and the number of CEST saturation pulses  np were var-
ied using a constant duty cycle (DC) of 0.5. To keep the 
specific absorption rate (SAR) within the safe range, local 
SAR was restricted accordingly. Therefore, the maximum 
pulse duration was secondarily restricted by ther scanner 
to a maximum of 300 ms. For water, simulations were 
performed with relaxation times as reported earlier, i.e., 
T1 = 1.2 s and T2 = 0.039 s and a concentration of 88 M 
[23, 24]. The following parameters were used for GAG-
OH protons: exchange rate = 1000  Hz, concentration 
0.3 M, T1 = 1 s, T2 = 0.01 s and chemical shift = 1 ppm, 
and for GAG-NH protons: exchange rate = 50 Hz, con-
centration = 0.1 M, T1 = 1 s, T2 = 0.01 s and chemical 
shift = 3.2 ppm [24, 25]. The different variations of the 
parameters used in the simulation are displayed in Table 1; 
output parameters were z-spectra and  MTRasym curves. For 
each parameter, the maximum  MTRasym value was analyti-
cally determined at a step size of 0.01, 0.02 and 0.05 ppm 
at frequency offsets of 0.9–1.9 ppm, 0.5–1.5 ppm and 
1–1.5 ppm. The optimized protocol in terms of the largest 
gagCEST effect at a reasonable acquisition time was used 
for the subsequent in-vivo studies.

Table 1  Details of sequence parameters used for simulating each 
parameter’s contribution to quantitatively assess GAG exchange pro-
cesses based on Bloch–McConnell simulations

In each experiment, one of the three parameters (number of pulses np, 
pulse duration tp, and radiofrequency-field strength B1) was system-
atically varied

Experiment np tp (ms) B1 [μT]

1 6 100 0.2; 0.4; 0.6; 
0.8; 1.0; 1.2; 
1.4

2 6 100; 200; 300 1.0

3 2; 4; 6; 8; 10; 
12; 14

100 1.0
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In-vivo study

Study population

19 healthy volunteers (mean age 23.0 ± 3.8, range 
20–37 years, 11 males, 8 females) and six patients (mean age 
31.7 ± 9.3, range 20–44 years, two males, four females) after 
earlier ankle injury were recruited from 06/2018 to 01/2019 
via dedicated specialist consultations at our Department of 
Orthopedic and Trauma Surgery. The predefined inclusion 
criterion for patients was an isolated traumatic OLT lesion as 
diagnosed in earlier MRI studies. At the time of recruitment, 
patients were graded according to the Anderson modifica-
tion of the Berndt and Harty classification and four patients 
had grade 1 and two patients grade 2b OLT lesions [15, 16]. 
Predefined exclusion criteria for healthy volunteers included 
all forms of primary or secondary OA of the ankle as well 
as other bone and joint disorders such as OLT, rheumatoid 
arthritis, avascular necrosis, gouty arthritis, septic arthritis, 
Paget disease or osteochondritis dissecans. Volunteers were 
also excluded if they had acute or chronic ankle pain or a 
history of serious trauma or surgery to the index ankle joint.

The MRI data sets of one patient and two healthy vol-
unteers had to be excluded from image analysis due to 
excessive motion artifacts. The mean disease duration of 
patients was 22 ± 30 months (range 1–60 months). Written 
and informed consent was obtained from all patients before 
the initiation of the study. The study was approved by the 
local ethics committee (Ethical Committee of the University 
Hospital Düsseldorf, study number: 3980).

MRI studies

All imaging studies were performed on a 3 T MRI scanner 
(Magnetom Prisma, Siemens Healthineers, Erlangen, Ger-
many) using a dedicated receive-only 16-channel foot–ankle 
coil (Foot/Ankle 16, Siemens Healthineers). Patients and 
volunteers were scanned in the supine position with a neutral 
ankle position of 90° dorsiflexion. Positioning aids, sand-
bags and medical tape were used to reduce motion artifacts.

The MRI protocol included standard morphologi-
cal sequences, i.e., sagittal (sag) and coronal (cor) Pro-
ton Density-weighted (PDw) fat-saturated (fs) sequences, 
transversal (tra) T2-weighted turbo-spin echo (TSE), and 
cor T1-weighted TSE sequences. In addition to the actual 
gagCEST sequence as detailed below, water saturation 
shift referencing (WASSR), T1 mapping gradient echo 
(GE) and T2 multi-spin- echo (SE) mapping sequences 
with five different echo times (13.8, 27.6, 41.4, 55.2 and 
69 ms) were acquired. Of note, the latter two sequences 
were only acquired in the healthy volunteers and not in the 
patients. GagCEST imaging was performed using a two-
dimensional (2D) radiofrequency (RF)-spoiled GE sequence 

with a pulsed CEST pre-saturation module consisting of 8 
Gaussian-shaped RF pulses with a duty cycle of 0.5. 26 
images with pre-saturation pulses at different offset fre-
quencies around the bulk water resonance were obtained. 
Among these images was one reference image with a fre-
quency offset of 300 ppmThe maximum frequency offset 
(Δω) was 4 ppm with a step size of 0.33 ppm. In a fraction 
of the healthy volunteer cohort (n = 10, mean age 22.4 ± 1.8, 
range 20–25 years, seven males, three females) radiofre-
quency field strengths and pulse durations were systemati-
cally varied to optimize the protocol at the beginning of the 
study. More specifically, three different radiofrequency field 
strengths (B1 = 0.6, 0.8 and 1.0 μT) and three different pulse 
durations (tp = 100, 200 and 300 ms) were used. Based on the 
results of the simulations, i.e., the largest measured  MTRasym 
values, we used a radiofrequency field strength of B1 = 0.8 
and a pulse duration tp = 300 ms in the remaining healthy 
volunteer and patient cohorts. For the WASSR sequence, 
22 images with pre-saturation and a reduced radiofrequency 
field strength (B1 = 0.25 μT) were obtained. The maximum 
frequency offset was decreased to Δω = 1 ppm with a step 
size of 0.1 ppm. For WASSR and CEST sequences, motion 
correction was applied. The acquisition time was 5:01 min 
for the CEST and 2:22 min for the WASSR sequence. The 
total acquisition times for the compositional MRI sequences 
were: 24:21  min for the initial 10 healthy volunteers 
(3 × 5:05 min CEST, 1 × 2:22 min WASSR, 6 × 1:14 min T1) 
and 7:27 min for the remaining 7 healthy volunteers and the 
5 patients (1 × 5:05 min CEST and 1 × 2:22 min WASSR). 
The acquisition time for the morphological sequences was 
18 min, resulting in a total scan time of 42:21 min for the 
initial 10 volunteers and 25:27 min for the consecutive 7 
volunteers and the 5 patients.

Detailed parameters of the morphological and composi-
tional sequences are given in Tables 2 and 3.

Image analysis

All images were independently analyzed by two radiologists 
(DBA, 3 years of training in musculoskeletal imaging; CS, 
8 years of training in musculoskeletal imaging) who were 
blinded to the volunteers’ or patients’ data. First, all studies 
were read to determine the individual joint’s overall status 
with a particular focus on the integrity of tibiotalar carti-
lage. Also, OLTs were -if present- classified according to 
Hepple et al. [26]. Second, using the unsaturated WASSR 
image, both readers independently identified the cartilage 
layers of the tibiotalar joint and quantified its biophysical 
properties in a standardized manner by placing an ellipsoid-
shaped region-of-interest (ROI) in the median plane onto 
both cartilage layers at the central load-bearing region of 
the tibiotalar joint. Each ROI was placed distant to the tibial 
and talar bone cortex and the anterior and posterior joint 
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areas to reduce partial volume artifacts due to the presence 
of cortical bone and potentially excessive amounts of joint 
fluid (Fig. 1). The second reader repeated the ROI place-
ment at a different time point to allow for the assessment of 
inter-rater reliability.

For the analysis of the  MTRasym curve, i.e., the CEST 
effect, we used an in-house script implemented in Matlab 
(MATLAB R2018a, The MathWorks, Inc., MA, USA). 
Prior to further evaluation,  B0 field inhomogeneities were 
corrected by the WASSR maximum-symmetry algorithm 
with the calculation of a pixel-wise frequency offset curve 
[27, 28]. These offset-corrected CEST-curves divided by 
the signal without pre-saturation (S0) were defined as the 
so-called z-spectrum (Z (ω)). The maximum frequency off-
set of each z-spectrum was Δω = 3 ppm. Next, we used the 

magnetization transfer asymmetry  (MTRasym) (defined as 
 MTRasym(Δω) = Z(− Δω) − Z(Δω)) for the evaluation of 
the gagCEST effect [29].  MTRasym maps were calculated 
using the average value of  MTRasym in the GAG-specific 
range of Δω = 0.9 − 1.9 ppm [30]. In addition, the B0- cor-
rected and -normalized spectra were fitted using Lorentz-
ian function analysis to account for the GAG-OH, GAG-
NH, water pools at − 1 ppm, the nuclear Overhauser effect 
at − 1 and − 2.8 ppm and the magnetization transfer pool 
at − 2.43 ppm [31, 32]. In the following, the Lorentzian-
fitted gagCEST effect is given as GAG-OH amplitude.

T1 and T2 relaxation times calculations in ten healthy 
volunteers were also performed in Matlab. In a pixel-wise 
manner, acquired data was fitted and calculated based on 
the following equations:

Table 2  Detailed sequence 
parameters of morphological 
MRI sequences

Field of view (FOV), slice thickness, echo time (TE), repetition time (TR), resolution, flip angle, and acqui-
sition matrix are given for sagittal and coronal fat-saturated proton-density-weighted (fs PDw), transversal 
T2-weighted turbo spin echo (T2w TSE) and coronal T1-weighted TSE (T1w TSE) sequences

Imaging parameter Sagittal fs PDw Coronal fs PDw Transversal T2w TSE Coronal T1w TSE

FOV (mm) 160 × 160 160 × 160 160 × 160 160 × 160

Slice thickness (mm) 3 3 3 3

TE (ms) 40 40 78 17

TR (ms) 4000 4000 4600 700

Resolution (mm/pixel) 0.31 × 0.42 0.31 × 0.42 0.31 × 0.39 0.28 × 0.4

Flip angle (°) 150 150 150 140

Acquisition matrix 512 × 384 512 × 384 512 × 410 576 × 403

Table 3  Detailed sequence parameters of compositional MRI sequences

In healthy volunteers, pulse duration tp and B1 amplitude were evaluated at 100, 200, and 300 ms and at 0.6, 0.8, and 1.0 μT, respectively, while 
in patients, the following parameter settings were used: 300 ms and 0.8 μT

WASSR water saturation, gagCEST glycosaminoglycan chemical exchange saturation transfer imaging, FOV field of view, TE echo time, TR rep-
etition time, TI inversion time

Imaging parameter WASSR gagCEST T1 map T2 map

FOV (mm) 160 × 160 160 × 160 160 × 160 160 × 160

Slice thickness (mm) 5 5 7 3 mm

TE (ms) 3.5 3.5 11 13.8/27.6, 
41.4/55.2/69

TR (ms) 7.2 7.2 6000 1000

TI (ms) 25/50/100/500/1000/2000

Resolution (mm/pixel) 0.6 × 0.6 0.6 × 0.6 0.6 × 0.6 0.4 × 0.4

Flip angle (°) 15 15 180 180

Pulsed CEST saturation module

 Frequency range (ppm – ppm) − 1 to 1 − 3 to 3

 Number of Dynamic Scans 21 + 1 25 + 1 reference image

 Number of saturation pulses 1 8

 Pulse Duration tp (ms) 54 300 (100, 200)

 Interpulse Duration (ms) – 300

 B1 amplitude (μT) 0.2 0.8 (0.6, 1.0)
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with T1 and T2 being the sought relaxation times, Mz(t) the 
total magnetization in the z-direction, and Mxy(t) the total 
magnetization in the xy-plane at time point t.

Statistical analysis

SPSS software (IBM, version 22, Armonk, NY, USA) 
was used for all statistical analyses by KLR and DBA. For 
descriptive analysis, mean gagCEST values ± standard devi-
ation, median, and range (minimum–maximum) were calcu-
lated for healthy volunteers and patients. For optimization 
of the imaging protocol radiofrequency field strength and 
pulse duration were systematically varied and then compared 
using a multivariate analysis of variance (MANOVA) and a 
post-hoc Scheffé-test. For the comparison of gagCEST val-
ues between both cohorts, a multivariable statistical analy-
sis was performed using a linear mixed model (LMM). The 
established model included a subject-specific random inter-
cept, the factors healthy volunteer/patient, age, gender and 
the interaction of these factors assuming a fixed linear effect 

T1∶ Mz(t) = M0

z
−
(
M0

z
− Mz(0)

)
exp(

−t

T
1

)

T2∶ Mxy(t) = Mxy(0)exp(
−t

T
2

)

on the gagCEST values. Results of this model are given in 
Table 1 of the Supplementary Material. The LMM was fitted 
using a restricted maximum likelihood approach (REML). 
Based on this final model, the mean differences of gagCEST 
values were calculated and evaluated for significance. For 
correlation analyses of MTRasym values and GAG-OHam-
plitudes, Pearson’s correlation was determined and quanti-
fied using the correlation coefficient r. Correlation strength 
was graded as suggested by Cohen [33]: small (0.1–0.3), 
moderate (0.3–0.5), and large (> 0.5). p values < 0.05 were 
considered significant. For the evaluation of inter- and int-
rarater reliability, single and average measure intraclass cor-
relation coefficients (sICC and aICC) were calculated based 
on the ROIs drawn by the two raters.

Results

Simulations

The results of the systematic simulations are illustrated in 
Figs. 2 and 3.

a. Variation of tp.
  Maximum MTRasym values were 1.33 % at 0.9–1.9 

ppm with tp = 200 ms, 1.07 % at 0.5–1.5 ppm with tp 
= 100 ms and 1.37 % at 1.0–1.5 ppm with tp = 100 ms 
(Fig. 3a).

b. Variation of np.
  The CEST effect increases with the number of applied 

saturation pulses (np) (Fig. 3b). Eight applied pulses 
reach 98% of the maximum gagCEST effect that could 
be obtained with 14 pulses at all ranges (0.9–1.9 ppm, 
0.5–1.5 ppm and 1.0–1.5 ppm). Maximum  MTRasym 
values with eight applied pulses were 1.33 % at 0.9–1.9 
ppm, 1.02 % at 0.5–1.5 ppm and 1.33 % at 1.0–1.5 ppm.

c. Variation of B1.

The CEST effect increases with increasing B1 until it 
reaches a maximum (Fig. 3c). Due to the spillover effect, 
 MTRasym values decrease beyond the maximum. Maximum 
 MTRasym values were 1.33 % at 0.9–1.9 ppm and a B1 of 1 
μT, 1.17 % at 0.5–1.5 ppm and a B1 of 0.8 μT and 1.37 % at 
1.0–1.5 ppm and a B1 of 1 μT.

In-vivo studies

Morphological MRI of patients and healthy volunteers

Apart from the presence of OLTs as outlined below and a 
moderate joint effusion, the overall joint status of three of 

Fig. 1  Exemplary image detailing the region-of-interest (ROI) defini-
tion. Water saturation shift referencing sequence (WASSR) image of 
the tibiotalar joint of a 29-year-old healthy male. Manual definition 
of the ROI in the central weight-bearing region of the tibiotalar joint 
was performed individually by two radiologists to include the carti-
lage layers of the tibiotalar joints while reducing partial volume arti-
facts due to cortical bone and/or joint fluid
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Fig. 2  Simulations results detailing the effects of variations in CEST 
framework conditions. Pulse durations tp (100, 200, and 300 ms) (a), 
number of applied pulses  np (n = 2 – 14) (b), and radiofrequency field 
strengths B1 (0.2–3 μT) (c) were systematically varied. Each colored 
curve represents a simulated parameter value and gives the z-spec-
trum at different offset frequencies (0–4 ppm)

Fig. 3  Simulations results detailing the effects of variations in CEST 
framework conditions. Pulse durations tp (100, 200, and 300 ms) (a), 
number of applied pulses  np (n = 2 – 14) (b), and radiofrequency 
field strengths B1 (0.2–1.4 μT) (c) were systematically varied. Each 
colored curve represents a simulated parameter value and gives the 
maximum magnetization transfer ratio asymmetry at different offset 
frequencies (0–4 ppm)
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five patients was unremarkable. In them, we did not find any 
bone marrow lesions, subchondral thickening, osteophytes 
or joint space narrowing. In two patients, we noted signs 
of secondary OA with osteophytes, joint space narrowing, 
subchondral sclerosis, and moderate joint effusion. The joint 
status of healthy volunteers was unremarkable without any 
structural alterations. Within the entire study population, the 
following accessory ossicles were found: Os tibiale exter-
num in six individuals, Os trigonum in three individuals, Os 
supratalare in one individual.

Staging of OLTs was performed according to the Heppner 
classification (stages 1–5, 1: articular cartilage damage only, 
2a: cartilage injury with underlying fracture and surrounding 
edema, 2b: 2a without surrounding edema, 3: detached, but 
undisplaced fragment, 4: detached and displaced fragment, 
5: subchondral cyst). The following stages were observed 
in the patient cohort: one individual with stage 2a, one indi-
vidual with stage 3, one individual with stage 4 and two 
individuals with stage 5.

Implementation of the optimized protocol in 10 healthy 
volunteers

Table 4 gives the details of the MTRasym values in 10 
healthy volunteers as a function of systematically varied 
parameter settings of B1 (0.6, 0.8, and 1.0 μT) and tp (100, 
200, and 300 ms).

a. Variation of B1.
  The mean  MTRasym values had a maximum of 1.7 

± 1.4 % at 0.8 μT and tended to be -even though non-
significantly- numerically higher than at 1.0 μT (0.5 ± 
1.0 %, p = 0.073) and at 0.6 μT (1.3 ± 1.1 %, p = 0.759).

b. Variation of tp.

The highest mean  MTRasym values were found at tp = 300 
ms that were significantly higher than at tp = 100 ms (1.67 

vs. 0.12 %, p < 0.004) and tended to be higher than at tp = 
200 ms (1.67 vs 0.71 %, p = 0.092).

Implementation of the optimized protocol in all healthy 
volunteers and patients

a. MTRasym values and GAG-OH amplitude of healthy vol-
unteers vs. patients.

  Using the optimized imaging protocol (with the fol-
lowing framework conditions: radiofrequency-field 
strength B1= 0.8, pulse duration tp= 300 ms and number 
of pulses np= 8), the mean  MTRasym value of the tibio-
talar joint cartilage in patients was 0.3 ± 0.2 % (95 % 
confidence interval [CI] 0–0.7) and in healthy volunteers 
was 1.5 ± 0.9 % (95 % CI 1.3–1.7) (p < 0.001).  MTRasym 
values are visualized in Fig. 3. Corresponding gagCEST 
maps are given in Fig. 4.

  Gag-OH amplitudes of the tibiotalar joint cartilage in 
patients were 0.8±0.4 % (95% CI 0–1.6) and in healthy 
volunteers 2.0±0.2 % (CI 1.6–2.4) (p = 0.013). We 
found strong and significant correlations between mean 
 MTRasym values and gagOH amplitudes (r= 0.56, p = 
0.006).

  No significant differences were found between the vol-
unteers that were used for protocol optimization and the 
remaining volunteers (volunteer cohort 1: MTRasym: 
1.5 ± 0.9 %, volunteer cohort 2: MTRasym: 1.4 ± 0.9 
%, p = 0.715).

  The reproducibility of the  MTRasym values of all ROIs 
was excellent (aICC= 0.97, 95% confidence intervals 
0.82/0.95, p < 0.001 and sICC= 0.91, 95% CI 0.93/0.98, 
p < 0.001).

b. T1 and T2 relaxation times in healthy volunteers.

The in-vivo measurements in healthy volunteers showed a 
mean T1 relaxation time of 940 ± 120 ms (range 720–1080 
ms) and a mean T2 relaxation time of 35± 7 ms (range 
26–48 ms) (Figs. 5, 6).

Table 4  Magnetization transfer 
ratio asymmetry  (MTRasym) 
values as a function of 
systematically varied B1 and tp 
in 10 healthy volunteers

MTRasym values are given as mean ± standard deviation

Means were compared using a multivariate analysis of variance (MANOVA) followed by a post-hoc 
Scheffé test

p values < 0.05 were considered significant and are given in bold type

Offset frequency [ppm] B1 (μT) tp (ms) MTRasym (%) p value

0.9–1.9 0.6 100
200
300

0.37 ± 0.78
0.75 ± 0.65
1.34 ± 1.05

100 vs. 200 ms: < 0.001
100 vs. 300 ms: < 0.001
200 vs. 300 ms: 0.016
0.6 vs. 0.8:
1.0
0.6 vs. 1.0:
0.001
0.8 vs. 1.0: < 0.001

0.8 100
200
300

0.12 ± 0.47
0.71 ± 0.81
1.67 ± 1.35

1.0 100
200
300

0.27 ± 0.78
0.94 ± 1.02
0.49 ± 0.95
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Discussion

The most important finding of this study is that -follow-
ing comprehensive and systematic sequence optimization- 
gagCEST imaging of the tibiotalar joint is feasible using a 
clinical standard 3 T MRI scanner, fits into clinical work-
flows with an acquisition time of less than 07:30 min, and 
yields stable and reproducible results that allow composi-
tional cartilage assessment. In addition, we demonstrated 
that the tibiotalar joint cartilage of patients with known tibi-
otalar joint injury, especially OLT, have significantly lower 
gagCEST values than healthy volunteers.

Compositional MRI exceeds the mere morphological 
depiction of cartilage and allows for the detection of early 
cartilage changes that precede morphological alterations, 
i.e., loss of proteoglycans, as an early, potentially treat-
able stage of OA. GagCEST can be used for the detection 
and treatment monitoring of very early OA [34]. Despite 
this great clinical need, research on gagCEST imaging 
in general has been limited by the numerous technical 
complexities involved such as homogeneous magnetic 
field properties, long scan times, low SNR, and high field 
strengths (optimally ≥ 7.0 T) that are considered necessary 
for cartilage imaging [35]. Moreover, with the majority 
of imaging studies focusing on the knee joint, data on the 
tibiotalar joint is sparse [14]. This is mainly due to the 
joint’s limited cartilage thickness, measuring only about 
2 mm in healthy individuals and the known limited spatial 
resolution of gagCEST imaging [36, 37]. In this study, we 
set out to establish and optimize a gagCEST imaging pro-
tocol with reasonable scan times, sufficient SNR, and high 
reproducibility at 3.0 T for the potential implementation 
in the clinical setting.

GagCEST imaging can be modified by altering the num-
ber of applied saturation pulses, pulse durations and radiof-
requency field strengths. To find the optimal setting of these 
parameters that allow for both a high gagCEST effect size 
and reasonable acquisition time, we used the Bloch–McCo-
nnell simulation before proceeding with the in-vivo meas-
urements [38]. The simulation experiments showed a maxi-
mum effect size at a radiofrequency field strength of 0.8 μT. 

Fig. 4  Illustration of Z-spectra (a) and MTRasym (b) curves of the 
simulation (blue), a volunteer (yellow) and a patient (orange). CEST 
framework conditions were B1 = 0.8, tp = 300 ms and np = 8. Simula-
tions results For the patient’s and volunteer’s curves means (dots) and 
standard deviations (whiskers) are given.Of note, the GAG-NH peak 
is only visible in the simulation, but not in-vivo

Fig. 5  Comparison of  MTRasym values in patients and healthy vol-
unteers. Data are presented as means (thick line), medians (square 
boxes), standard deviation (boxes), and ranges (whiskers). For each 
cohort, two separate boxes are presented: 1 gives the MTRasym val-
ues of the ROI defined by rater 1. Box 2 depict the  MTRasym values 
of the corresponding ROIs of rater 2. p values < 0.05 were considered 
significant and are highlighted with an asterisk
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The effect size decreased at higher field strengths due to the 
‘spillover effect’: With an increasing B1 amplitude, the spillo-
ver effect leads to direct saturation of the water pool instead 
of the soluble proton pool and hence results in decreases of 
the gagCEST effect [39]. When tested in healthy volunteers, 
we noted numerically higher  MTRasym values and GAG-OH 
amplitudes at 0.8 than at 1.0 μT, but not than at 0.6 μT. The 
effect size increased with the applied number of pulses with 
a  MTRasym of 0.98% at 14 pulses; however, at eight applied 
pulses, the  MTRasym reached 0.98% of the maximum effect 
size. To keep the acquisition time as short as possible at a 
maximum gagCEST effect size, we decided to use eight 
pulses. Moreover, the effect size was found to be increased 
with increasing pulse durations. Due to limitations secondary 
to the specific absorption rate (SAR); however, the maximum 
pulse durations to be used in vivo were limited to 300 ms 
[40]. By trend, we found higher  MTRasym values in vivo at a 
pulse duration of 300 ms (as compared to 100 and 200 ms)—
even though these differences were only partially significant.

After simulations and in-vivo experiments, our final 
gagCEST protocol consisted of 8 applied pulses with a pulse 
duration of 300 ms at a radiofrequency field strength of 0.8 
μT and a constant duty cycle of 0.5 aiming for a minimized 
scan time. We used WASSR to improve the differentia-
tion of the water and GAG peak as well as to correct for  B0 
field inhomogeneities [27]. Using this protocol, we found 
excellent reproducibility of gagCEST values as measured 
by one individual rater and between two independent raters 
(aICC = 0.97 and sICC = 0.91). These values for reproduc-
ibility were even higher than presented in previous stud-
ies focusing on gagCEST of peripheral joints [34]. A good 
reproducibility is beneficial not only for future studies, but 
also for the perspective of clinical implementation of the 
technique [41].

The acquisition time of the optimized gagCEST sequence 
was 5:01 min, followed by an additional 2:22 min for the 
WASSR sequence. Thus, the sequence requires 7:23 min. 
Hence, our scan time is comparable to the one presented 

Fig. 6  Sagittal proton-density weighted (PDw) images and corre-
sponding glycosaminoglycan chemical exchange saturation transfer 
(gagCEST) maps of a 29-year-old healthy male (a and b) and an age-
matched male patient with an established osteochondral lesion of the 
talus (OLT; c, d, e). a Unremarkable tibiotalar joint with no sign of 
cartilage damage, osteoarthritis or OLT. c Osteochondral lesion of 
the anterior talus (black arrowhead), osteophyte of the anterior tibia 
(white arrowhead), and intra-tissue signal hyperintensity of the ante-
rior tibiotalar joint cartilage indicative of focal cartilage damage (long 

arrow). e More medial to (c), presence of a large cystic OLT in the 
weight-bearing aspect of the talus (long arrow) representing a stage 
5 OLT according to the Hepple classification and an osteophyte of 
the anterior tibia (arrowhead). Overall, the tibiotalar joint cartilage is 
focally thinned, inhomogeneous, and irregular. b and d The tibiota-
lar joint cartilage of the healthy volunteer has higher gagCEST values 
than the patient (color-coded gagCEST maps overlaid onto T1w mor-
phological image)
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by Kogan et al., who conducted the only previous study 
on gagCEST imaging of the ankle joint, and even shorter 
than several gagCEST studies focusing on the knee joint 
[13, 14, 42]. Additionally, the gagCEST imaging protocol 
was designed for 3 T scanners, which is the commonly used 
field strength for musculoskeletal imaging in clinical prac-
tice [43]. Thus, our protocol may be applied in both research 
and clinical contexts to further advance the clinical utility 
of gagCEST imaging of the tibiotalar joint. However, it still 
has to be considered less sensitive at detecting early carti-
lage changes than imaging protocols applied at 7 T scanners, 
especially if the latter are designed as volumetric multi-slice 
approaches [14]. Volumetric protocols have been imple-
mented at 3 T scanners for gagCEST imaging of the knee 
joint and generally allow for better localization of cartilage 
changes. Consequently, future adaptation of volumetric pro-
tocols for gagCEST imaging of the tibiotalar joint seems of 
great scientific and clinical interest.

In addition to providing a stable and reproducible pro-
tocol, we observed significant differences between healthy 
volunteers and patients with OLTs. Since this study was the 
first of its kind comparing healthy individuals with patients 
using gagCEST at the ankle joint, we chose a patient cohort 
with morphologically damaged cartilage to demonstrate fea-
sibility of this technique. In the future, we intend to study 
patients after ankle trauma without morphological apparent 
cartilage lesions to assess the presence of pre-morphological 
tissue damage.

Despite its strengths, our study has limitations. Our meas-
ured T1 and T2 relaxation times were shorter than the ones 
used for the simulations, but were overall comparable to the 
current literature [44].

Synovial fluid in general and joint effusion in particular 
are known to interfere with gagCEST imaging due to the 
presence of GAGs [1, 45]. Therefore, we placed our ROIs 
in the center of the tibiotalar joint at a distance to the ante-
rior and posterior anatomical recesses, where joint fluid may 
collect and distort our measurements. Á priori, we excluded 
patients with manifest joint effusion as visible in the mor-
phological sequences. However, since we included both car-
tilage layers, i.e., both tibial and talar, in one single ROI, the 
odds are high that synovial fluid might have contaminated 
our gagCEST measures. Future studies should, therefore, use 
sequences that use fluid suppression. Moreover, our study 
population was small, which may be explained by the fact 
that we set out to implement a clinically applicable imaging 
protocol for gagCEST imaging. Nonetheless, future studies 
need to be conducted to corroborate our findings in larger 
patient numbers. Furthermore, we did not compare our 
findings to the gold-standard technique dGEMRIC. Since 

dGEMRIC relies on gadolinium-based contrast agents and 
its use is restricted due to ethical reasons, we consider this 
only a minor limitation. Last, we used a two-pool exchange 
model considering only the water- and the GAG-OH pool 
for the simulation. This model might be partially inaccurate 
for in-vivo applications, because of other influencing factors 
such as the GAG-NH pool, the nuclear Overhauser effect 
(NOE), and the magnetization transfer (MT) that were not 
included in our simulation because of lacking application-
specific-framework fitting parameters for the NOE and 
MT. However, for the eventual quantification of the in-vivo 
measurements we used both the MTRasym values and the 
Lorentzian fit analyses. While the former accounts only for 
the water and the GAG-OH pool the latter also takes the 
GAG-NH, NOE and magnetization transfer pools into con-
sideration. As both were strongly correlated, we consider the 
morge simple two-pool exchange model to be sufficient for 
in-vivo quantification purposes.

In this feasibility study, pre-morphological tibiotalar joint 
cartilage damage was quantitatively assessable on the basis 
of an optimized 3 T gagCEST imaging protocol that allowed 
a stable gagCEST effect quantification both in normal and 
degenerated cartilage in clinically feasible acquisition times.
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Abstract
Objective To investigate whether motion correction improves
glycosaminoglycan chemical exchange saturation transfer im-
aging (gagCEST imaging) of intervertebral discs (IVDs).
Materials and methods Magnetic resonance gagCEST imag-
ing of 12 volunteers was obtained in lumbar IVDs at 3 T using
a prototype pulse sequence. The data were motion-corrected
using a prototype diffeomorphism-based motion compensa-
tion technique. For both the data with and that without motion
correction (datac, datauc), CEST evaluation was performed
using the magnetisation transfer ratio asymmetry (MTRasym)
as a means of quantifying CEST effects. MTRasym and the
signal-to-noise ratio (SNR) of the MTRasym map in the nucle-
us pulposus (NP) were compared for datac and datauc. Avisual
grading analysis was performed by a radiologist in order to
subjectively quantify the quality of the MTRasym analysis
(score 1: best quality, score 5: worst quality). Furthermore, a
landmark analysis was performed in order to objectively
quantify the motion between CEST images using the mean
landmark distance dmean.
Results MTRasym and SNR were significantly higher for the
motion-corrected data than for the uncorrected CEST data
(MTRasym(datac) = 3.77 % ± 0.95 %, MTRasym(datauc)
= 3.41 % ± 1.54 %, p value=0.001; SNR(datac) = 3.88±
2.04, SNR(datauc) = 2.77±1.55, p value<0.001, number of
IVDs = 48). The visual grading analysis revealed a higher

reliability for datac (maximum score = 2) compared with
datauc (maximum score = 5). The landmark analysis demon-
strated the superiority of the motion-corrected data
(dmean(datac) =0.08 mm ±0.09 mm, dmean(datauc) = 0.36 mm
±0.09 mm, p value=0.001).
Conclusion Our study showed significant improvements in
the ability to quantify CEST imaging in IVDs after the appli-
cation of motion correction compared with uncorrected
datasets.

Keywords Chemical exchange saturation transfer . Motion
correction . Glycosaminoglycans . Intervertebral disk .

Magnetic resonance imaging

Introduction

Low back pain (LBP) occurs in all age groups [1–4] and has a
significant negative effect on the quality of life [5]. Interver-
tebral disc (IVD) degeneration has been assumed to be one of
the causes of LBP [6, 7], for which a loss of glycosaminogly-
cans has been reported to be an initiating factor [5].

Magnetic resonance imaging plays an important role in the
assessment of cartilage degradation owing to the ability to
non-invasively assess the biochemical composition of carti-
lage with different MRI techniques such as dGEMRIC, T2

relaxometry imaging, 23NA imaging and glycosaminoglycan
chemical exchange saturation transfer imaging (gagCEST)
imaging [1, 8–11]. GagCEST imaging is a biomarker of
cartilage GAG composition that has been applied in the hu-
man lumbar IVD in prior studies. GagCEST imaging is di-
rectly related to the content of glycosaminoglycans.

GagCEST imaging exploits the accumulation of molecule-
specific saturation information on bulk water protons for the
indirect detection of glycosaminoglycans [12]. In CEST im-
aging, several measurements are performed with a CEST
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presaturation module at different frequency offsets. These
measurements yield the Z-spectrum, which enables an asym-
metry analysis for the evaluation of the gagCEST effect [13].
Owing to the consecutive acquisition of several scans, the
CEST sequence is subject to motion artefacts arising from
patient movement during the acquisition time. In various
MRI fields such as dynamic MRI, dGEMRIC and functional
magnetic resonance imaging, motion correction techniques
have been established to improve the quality of the desired
parameter outcome [14–17].

A promising approach in CEST imaging would be to apply
an algorithm that has proven its quality for multimodal image
registration. In multimodal image processing, registration
methods are usually built upon statistical similarity measures
instead of using image intensity differences [18]. This ap-
proach was extended by an infinite-dimensional variational
framework with a linear elastic regularization, which had the
main drawback of a limited capture range and slow conver-
gence [19]. These problems could be solved by the use of an
approximation of a continuous flow of diffeomorphism [18].

We used a non-rigid registration method, which has previ-
ously been shown to improve registration results in cardiac
MRI image registration [20]. A non-rigid motion correction
technique was assumed to be beneficial for the intervertebral
discs because IVDs are slightly deformable duringmotion and
displacement can take place in any direction.

The aim of the present study was to test whether motion
correction by a non-rigid diffeomorphism-based registration
improves gagCEST evaluation in human IVDs.

Materials and methods

Study population

The study was approved by the local ethics committee, and
written informed consent was obtained from all participants.
Twelve healthy volunteers (7 female, 5 male; mean age 25±
5 years; range: 21–32 years) were enrolled in this study.

MR hardware and sequence protocol

Magnetic resonance imaging was performed on a clinical
whole-body 3 TMRI system (Magnetom Trio, ATim System,
Siemens Healthcare, Erlangen, Germany), equipped with the
spine matrix coil for signal reception. The patient was in a
supine position. The MR protocol acquired consisted of a
localizer, a T2-weighted sequence in sagittal orientation, the
prototype gagCEST sequence in sagittal orientation and the
prototype water saturation shift referencing (WASSR) se-
quence [21] in sagittal orientation.

GagCEST and WASSR images were centred in the middle
of the spine. The positions of the gagCEST and WASSR

images were identical. The images were obtained using a
segmented 2D RF-spoiled gradient echo sequence with a
CEST pre-saturation module. For gagCEST imaging, the
pre-saturation module consisted of a series of six Gaussian-
shaped radiofrequency pulses with B1 amplitude of 1.5 μT
averaged over time (B1 continuous wave amplitude equiva-
lent). The duration of each saturation pulse and interpulse
delay was 100 ms. One reference measurement without
presaturation and 25 measurements with presaturation at dif-
ferent frequency offsets Δω from the bulk water resonance
were acquired during the gagCEST measurement. The sam-
pled frequency range was between –Δωmax and Δωmax,
where Δωmax was 4 ppm. The duration of the gagCEST
imaging sequence was 12 min and 24 s.

For WASSR imaging, the pre-saturation module consisted
of one Gaussian-shaped RF pulse with a B1 amplitude of 0.3
μT and a pulse duration of 100 ms. Forty-one measurements
with presaturation at different frequency offsets ranging from
−1 ppm to 1 ppm and one reference image without
presaturation were acquired. The duration of the WASSR
imaging sequence was 7 min and 26 s.

In order to supress bowel movement artefacts, the signal of
the abdomen was supressed with a saturation band in CEST
and WASSR data acquisitions in the same position. The
sequence details of the T2-weighted sequence as well as the
gagCEST and WASSR sequence were summarized in Table 1.

Data analysis

The T2-weighted images were scored by a radiologist (CS;
3 years’ experience in musculoskeletal radiology) according
to the Pfirrmann score [22]. Before data analysis, motion
correction was performed for the CEST and WASSR datasets
using a prototype diffeomorphic registration approach [19, 23]

Table 1 Detailed sequence parameters of the T2-weighted imaging in
sagittal orientation (T2w sag), chemical exchange saturation transfer
imaging (CEST) and water saturation shift referencing (WASSR)
sequences

T2w sag CEST WASSR

Repetition time TR (ms) 3,100 1,590 590

Echo time TE (ms) 105 3.01 3.01

Spatial resolution (mm × mm) 1.2 × 1.2 1.6 × 1.6 1.6 × 1.6

Slice thickness (mm) 3.0 5.0 5.0

Flip angle (°) 160 12 12

Field of view (mm × mm) 300 × 300 300 × 300 300 × 300

Duration (min:s) 3:39 12:24 7:26

Averages 2 6 6

Basic resolution 256 192 192

Number of slices 15 1 1
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incorporated into the prototype software fMRLung (Siemens
Healthcare, Erlangen, Germany). This registration approach
was initially introduced in order to register multimodal images
using statistical criteria in a variational setting [23]. In the
following, the uncorrected data were denoted as datauc and the
corrected data were denoted as datac.

The CEST evaluation was performed using in-house de-
veloped Matlab software (Mathworks, Natick, MA, USA,
R2012b). For efficiency of data processing, a rectangular
region of interest (ROI) was placed around the lumbar inter-
vertebral discs. Before analysis, a 3×3 Gaussian filter was
applied to each CEST and WASSR image to reduce image
noise. In order to reduce the influence of B0 field heterogene-
ities, a pixel-by-pixel frequency offset was calculated using
the WASSR maximum-symmetry algorithm introduced by
Kim et al. [21]. The calculated frequency shifts were used to
correct the acquired CEST curves. From the corrected CEST
curves, the magnetisation transfer asymmetry ratio (MTRasym)
was calculated according to

MTRasym Δωð Þ ¼ S −Δωð Þ−S Δωð Þ
S0

;

where S is the signal intensity at the specified frequency shift
difference and S0 is the signal intensity without presaturation.
Finally, the average MTRasym in the offset range 1–1.5 ppm,
which comprises resonance frequencies of GAG hydroxyl
protons, was used for the creation of gagCEST maps.

Four ROIs for the four lower lumbar IVDs were manually
drawn on the reference gagCEST image, which was used for
motion correction. Thereby, the complete visible nucleus
pulposus (NP) and the annulus fibrosus (AF) were covered.
The defined volume was divided automatically into the AF
(anterior and posterior 20 % of the intervertebral space) and
the NP (inner 60 %) according to the method used by Haneder
et al. [1]. The mean, standard deviation and signal-to-noise
ratio (SNR) of the MTRasym image was calculated for each
region of interest. The ratio between the MTRasym values in
AF and NP -Mratio—as well as the difference in the MTRasym

values in AF and NP -Mdiff—were calculated. In total, 48
IVDs were analysed for datac as well as for datauc.

The MTRasym maps on the IVDs were overlaid with the
anatomical images. On these images, a blinded visual grading
analysis was performed by a radiologist (CS; 3 years’ experi-
ence in musculoskeletal radiology). Thereby, the position of
the highest MTRasym values was investigated. If the highest
MTRasym values were in the middle of the IVD in all the
investigated IVDs, the score was 1. For each IVD where the
highest MTRasym values were detected to be at the margin of
the IVD, the score was increased by one. In the following, this
score is denoted as the MTRasym score. This scoring is based

on the results of Haneder et al., who obtained higher MTRasym

values in NP compared with AF [1].
In addition to the MTRasym analysis, a landmark analysis

was performed. The landmarks were positioned at the superior
anterior, inferior anterior, superior posterior and inferior pos-
terior margins of the IVDs. In order to evaluate displacements,
the distance between the landmarks and the corresponding
reference landmarks were calculated. The mean and maxi-
mum distance over all landmarks dmean and dmax were deter-
mined for each volunteer. The percentage of landmarks with
decreased/increased/equal distances (λd, λi, λe) with motion
correction compared with no image registration was
determined.

Statistical analysis

Statistical data analysis was performed using the software
SPSS (version 22; SPSS, Chicago, IL, USA). The mean and
standard deviations were calculated as descriptive statistics.
To quantify statistically significant differences, the Wilcoxon
test was used. p values below 0.05 were considered to be
significant.

A box plot was generated for the MTRasym values of NP,
AF and wIVD (whole IVD) with and without motion correc-
tion. Outliers were defined as values with a distance from the
25th percentile or the 75th percentile of more than 1.5 times
and less than 3 times the box height. Outliers with a distance
more than 3 times the box height were defined as extreme
outliers.

Results

Forty-eight lumbar IVDs were scored using the Pfirrmann
score. 24 IVDs had Pfirrmann score 1 and 24 IVDs had
Pfirrmann score 2. With and without motion correction,
MTRasym values in NP were highest, followed by wIVD.
The lowest MTRasym values were obtained in AF. These
differences were statistically significant (p≤0.001).

The values obtained for MTRasym in NP, AF and wIVD are
listed in Table 2. Significantly higher MTRasym values were
noted in the data with motion correction (p<0.001, Fig. 1).
Only one outlier was detected for the motion-corrected data,
whereas 10 outliers and one extreme outlier were seen for the
data without motion correction. Higher values of NP com-
pared with wIVD and AF were noted.

Significantly higher SNR values were obtained with mo-
tion correction than without motion correction for all regions:
NF, AF and wIVD (p values<0.001, Table 2, Fig. 2). In both
motion-corrected and uncorrected data, the SNR in AF was
lowest followed by the SNR in wIVD. The SNR in the NP
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was highest. These differences were statistically significant
(p values<0.001).

Mratio=−1.60±11.57 was calculated without motion cor-
rection and Mratio =0.49±0.23 was obtained with motion
correction. The standard deviation over all investigated
IVDs is significantly decreased with motion correction
(p value<0.001). The difference between Mratio with and
without motion correction was statistically significant (p
value=0.016).

For Mdiff, no statistically significant differences were ob-
tained (Mdiff without motion correction: 1.99±1.13; Mdiff with
motion correction: 1.92±0.96, p value=0.209). As an illustra-
tive example, in Fig. 3 the MTRasym maps in the investigated
IVDs of one volunteer were overlaid onto the anatomical

image. Whereas the slightly reduced MTRasym values are only
visible after close consideration, the decreased SNR can be
easily observed. In addition, the highest MTRasym values
representing the NP are slightly displaced to the borders of
the IVDs in this patient.

Whereas the maximumMTRasym score for datac was 2, the
maximum MTRasym score for datauc was 5. The mean
MTRasym score for datac was significantly lower than for
datauc (datac: MTRasym score = 1.3±0.5; datauc: MTRasym

score = 2.4±1.4, p value=0.02).
The averaged value of dmean over all volunteers was

0.36 mm ± 0.28 mm without motion correction and
0.08 mm ± 0.09 mm with motion correction. This difference
was statistically significant (p value=0.001). No significant

Table 2 Magnetisation transfer ratio asymmetry (MTRasym) and signal-
to-noise ratio (SNR) values and their standard deviationsΔMTRasym and
ΔSNR in nucleus pulposus (NP), annulus fibrosus (AF) and whole
intervertebral discs (wIVD) obtained with and without motion correction.
The MTRasym difference is the mean difference betweenMTRasym values

obtained with and without motion correction, the SNR difference is the
mean difference between the SNR values with and without motion
correction. The p values indicate if the differences are statistically
significant

NP AF wIVD

Without motion
correction

Motion
correction

Without motion
correction

Motion
correction

Without motion
correction

Motion
correction

MTRasym (%) 3.41 3.77 1.41 1.84 2.53 2.90

ΔMTRasym (%) 1.54 0.95 1.55 0.99 1.39 0.86

SNR 2.77 3.88 1.06 1.43 1.43 1.86

ΔSNR 1.55 2.04 0.86 0.89 0.71 0.74

MTRasym difference (%) 0.36±0.94 0.43±1.02 0.37±0.86

p value (MTRasym difference) 0.001 < 0.001 < 0.001

SNR difference 1.11±1.26 0.37±0.47 0.43±0.44

p value (SNR difference) < 0.001 < 0.001 < 0.001

Fig. 1 Magnetisation transfer
ratio asymmetry (MTRasym)
values in nucleus pulposus (NP),
annulus fibrosus (AF) and whole
intervertebral discs (wIVD)
obtained with and without motion
correction. Significantly higher
MTRasym values were obtained
with motion correction. In
addition, fewer outliers were
obtained for datac compared with
datauc
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difference was obtained for the averaged value of dmax (dmax

= 3.49 mm ±1.53 mm without motion correction; dmax

= 2.70 mm ±1.17 mm with motion correction, p value=
0.055).

For most landmarks (λe = 79.74 %), the distance to
the reference frame was identical with and without mo-
tion correction. λd was 18.10 % and λi was 2.16 %, thus
indicating that more landmarks are in better accordance
with the reference frame in the case of image registra-
tion. The difference between λd and λi was significant
(p value=0.001).

Discussion

This is the first study demonstrating the value of motion
correction for gagCEST imaging in the lumbar IVDs. With
image registration, an increased SNR in the MTRasym images
was obtained, thus emphasizing the improvement of CEST
analysis with motion correction. The application of motion
correction for gagCEST imaging may enhance the reliability
and accuracy of future studies.

With motion correction higher SNR values of the MTRasym

images were obtained. One possible explanation for these

Fig. 2 Signal-to-noise ratio
(SNR) values in NP, AF and
wIVD obtained with and without
motion correction. Significantly
higher SNR values were obtained
for datac compared with datauc

Fig. 3 MTRasym maps overlaid
with the anatomical images a
without motion correction and b
with motion correction. The
higher SNR obtained with motion
correction is clearly visible. The
signal in the NP is higher than in
the AF with and without motion
correction
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increased SNR values is that without motion correction the
signal of vertebral body or tissue may affect the WASSR or
CESTcurves of the intervertebral discs owing to motion. This
would affect the correction of field heterogeneities or the
Z-spectrum.

In this study, only a single slice in the middle of the spine
was acquired to keep the acquisition time within a reasonable
range. By decreasing the number of measurements with
presaturation at different frequency offsets or decreasing the
number of averages, the imaging time may be reduced, thus
enabling a 3D acquisition in a clinically acceptable examina-
tion time. The 3D approach has the advantage that motion
correction can be applied in a through-plane and an in-plane
direction. However, decreased image quality may be obtained
because of the reduced number of measurements and signal
averages.

The landmark analysis clearly shows that motion artefacts
are successfully suppressed if image registration is applied.
The blinded visual grading analysis of the MTRasym images
overlaid with the anatomical images substantiates the assump-
tion of improvement of the quality of CEST analysis with the
application of motion correction.

Prior to this study, bowel movement artefacts were shown
to be effectively suppressed by a reduced-field-of-view
(rFOV) method [24]. Higher reproducibility and reliability
were shown with rFOV compared with acquisition without
the application of rFOV. No motion correction was performed
in the post-processing in order to correct motion artefacts
arising from the motion of the IVDs itself. The range of
MTRasym values with the rFOV method is consistent with
the values obtained in our study, which may be caused by
the suppression of motion artefacts in both techniques.

In our study, a 3x3 Gaussian filter was applied to each
image of the CEST and WASSR sequence. This filter was
primarily applied to reduce image noise. Since this filter was
not applied in the frequency direction, no effect is expected for
Z-spectrum analysis. Because of the small size of the filter, the
offset map based on the filtered WASSR images is reasonable
because of the locally similar field heterogeneities in each
intervertebral disc.

As in the study by Haneder et al. [1], who investigated the
lumbar IVDs of 16 patients, the MTRasym signal in NP was
higher than in AF for Pfirrmann grades 1 and 2. In contrast to
their study, our study yielded lower MTRasym values. In
addition, our study revealed lower standard deviations of
about 1 % in NP compared with 5 % in the study by Haneder
et al. for Pfirrmann grades 1 and 2. There may be several
reasons for the differences obtained for the MTRasym values.
First, Haneder et al. used a different phase error correction
algorithm shifting the minimum of the Z-spectra as deter-
mined by smoothing spline interpolation to 0 ppm [1], where-
as in our study the WASSR method introduced by Kim et al.
was used [21]. Second, the bowel motion was not suppressed

in the study by Haneder et al., whereas in our study a satura-
tion slab was applied to suppress intestinal peristalsis and
abdominal wall motion. Third, no motion correction was
applied in their study. Without motion correction, the standard
deviation in the NP increased 1.5-fold compared with the
value with motion correction in our study.

A robust contrast between NP and AF was also shown in
the study by Kim et al. [5]. They also obtained higher
MTRasym values compared with our study. In contrast to the
study by Haneder and his coworkers, Kim et al. used the
WASSR maximum symmetry algorithm [5, 21]. In the study
by Kim et al., no rFOV method or suppression of peristaltic
and abdominal motion was applied. The standard deviations
obtained in their study were also higher than in our study, even
though they were lower than the standard deviations obtained
by Haneder et al. These findings may indicate that the appli-
cation of both WASSR and suppression of bowel and abdom-
inal wall motion increase the reliability and applicability of
CEST analysis in lumbar IVDs.

In the study by Melkus et al., it was observed that the
gagCEST effect is dependent on both the concentration of
GAG and pH values [25]. In chondroitin sulphate phantom
measurements they showed a dependence of MTRasym on the
pH value. Highest MTRasym values were obtained at pH = 7.0
to 7.2, whereas lower and higher pH values showed decreased
MTRasym values. The pH of the IVDs in our study as well as in
the studies by Haneder et al. and Kim et al. was not deter-
mined. Future studies should be performed to determine the
dependence of MTRasym and pH in the human IVD. For this
purpose, CEST imaging using the contrast agent iopamidol
could be used, which was recently shown to be applicable
in vivo [26, 27].

Recently, gagCEST imaging was performed in the knee
[12, 28, 29]. Future studies need to be performed in order to
investigate whether motion correction using the
diffeomorphism algorithm [23] improves CEST analysis in
the cartilage of the knee too.

The GAG content of ex vivo IVDs measured by CEST
imaging has been reported to correlate with the fixed
charged density (FCD) [30]. In addition, a dependence
of CEST imaging on GAG and sodium imaging was noted
[30]. An in vivo comparison of cartilage quality using
gagCEST and sodium imaging was recently performed
by Schmitt et al. in human knee cartilage on a 7-T MRI
system [12]. Future studies could be performed comparing
CEST imaging and sodium imaging in vivo in human
IVDs at 3 T.

This study shows an improvement in gagCEST evaluation
in the IVDs after proper compensation for subject motion
during image acquisition. In future, this technique could be
applied in order to improve knowledge of disc degeneration.
This may complement the information obtained about disc
degeneration with T2 relaxation time measurements [31].
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Our study has limitations. The small number of 12 volun-
teers leading to 48 investigated IVDs and the absence of
cartilage biopsy are drawbacks. The latter was not performed
because of ethical considerations. In addition, no patients with
LBP or with IVD degeneration were included, where even
higher degrees of movement due to pain and discomfort may
be expected.

In summary, our findings indicate that gagCESTevaluation
in human lumbar IVDs can be significantly improved using
motion correction. The improvement due to motion correction
is reflected by an increased SNR of CEST images and a
smaller scattering of the MTRasym values.
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Purpose: To optimize B0-field inhomogeneity correction for chemical exchange saturation transfer (CEST)
imaging by investigating different water saturation shift referencing (WASSR) Z-spectrum shapes and
different frequency correction techniques.
Methods:WASSR Z-spectra were simulated for different B1-fields and pulse durations (PD). Two parameter
settings were used for further simulations and experiments (WASSR1: B1 = 0.1 μT, PD = 50 ms;WASSR2:
B1 = 0.3 μT, PD = 40 ms). Four frequency correction techniques were investigated: 1) MinW: Minimum
of the spline-interpolated WASSR-spectrum; 2) MSCF: maximum symmetry center frequency algorithm;
3) PMSCF: further development of MSCF algorithm; 4) BFit: fit with Bloch equations. Performance of
frequency correction was assessed withMonte-Carlo simulations and in-vivoMR examinations in the brain
and intervertebral disks.
Results: Different shapes of WASSR-Z-spectra were obtained by changing B1 and PD including spectra with
one (1-Peak) or two (2-Peak) minima. WASSR1 resulted in 1-Peak WASSR-spectrum, whereas WASSR2
resulted in 2-PeakWASSR-spectrum. Both Monte-Carlo simulations and in-vivo MR examinations revealed
highest accuracy of field-inhomogeneity correction with WASSR1 combined with PMSCF or BFit.
Conclusion: Using a WASSR sequence, which results in a Z-spectrum with a single absorption peak, in
combination with advanced postprocessing algorithms enables improved B0-field inhomogeneity
correction for CEST imaging.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Biochemical imaging using chemical exchange saturation transfer
(CEST) contrast is highly sensitive to magnetic field inhomogeneities
[1,2]. These field inhomogeneities can shift the center of the
Z-spectrum [2] and cause false results of CEST analysis.

Different methods to correct field inhomogeneities have been
introduced. These methods include field maps, field inhomogeneity
corrections using the minimum of either the Z-spectrum itself or of a
fitted Z-spectrum (e.g. Lorentzian-shape fit, cubic spline fit or
polynomial fit), and the maximum symmetry center frequency
algorithm applied to a separately acquired water saturation shift
referencing (WASSR) sequence [1,3–10]. WASSR has demonstrated

the ability to be easily incorporated into CEST protocols along with
robust performance across a variety of CEST applications [1,11–14].

A well-known phenomenon of CEST Z-spectra is that they can
have different shapes including single or multiple minima due to
different amount of direct water saturation (DWS) in dependence on
pulse irradiation properties and different relaxation times [15–17].
The CEST effect depends on the field strength of the main magnetic
field. Although the CEST effect is higher at high B0 fields (7 T or
higher), CEST measurements at lower field strengths have success-
fully detected exchangeable protons such as amide protons, amine
protons and hydroxyl protons [12,18,19]. If human subjects are
involved, measurements are usually realized at clinical MR systems.
These clinical MR systems often have specific absorption rate (SAR)
and hardware limitations and therefore pulsed CEST is used [17,20].
For WASSR data acquisition, it is not necessary to apply a pulsed
acquisition scheme, since small B1-fields and short durations of the
radiofrequency irradiation keep SAR and hardware requirements in
a feasible range. However, CEST imaging at clinical MR systems
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requires higher B1-fields and therefore pulsed CEST acquisition has
to be considered.

In this study, we aim to optimize the WASSR sequence and
analysis software for an improved B0 inhomogeneity correction on a
clinical 3 T MRI system.

2. Materials and methods

Simulations and data analysis were performed using MATLAB
(MathWorks, Natick, MA, R2012b).

2.1. Field inhomogeneity correction techniques

Four different field correction techniques were applied to the
WASSR [1] data in our study:

i. The frequency offset was determined according to the
minimum of the spline-interpolated WASSR data (MinW).

ii. The frequency offset was calculated with the MSCF-algorithm
introduced by Kim et al. [1] (MSCF)

iii. A self-developed, enhanced version of the MSCF-algorithm
was used: periodic MSCF-algorithm (PMSCF). Compared with
the regular MSCF algorithm introduced by Kim et al. [1] the
PMSCF algorithm includes all WASSR data to calculate the
offset frequency. We aim to improve the accuracy of the
algorithm by this method. Using the primary introduced
WASSR algorithm, problems will occur including data at the
boundaries. To avoid this problems, we extended the data
according to
Z(ωi + P) = Z(ωi) | P = ωi=N + ωi=1 + δω; δω = ωi+1 –
ωi for all i
Thereby, Z(ω) is the normalized signal intensity at the offset
frequency ω.

iv. The frequency offset was determined using a Bloch-fit (BFit).
We fit the determined WASSR data using the method
“nonlinear bisquare”. As fit model we used solution of
the Bloch equations for our pulse sequence. We used the
solution algorithm of Bloch equations as introduced by
Murase et al. [21].

2.2. Numerical simulations

For all numerical simulations a magnetic field strength of 3 T was
assumed. WASSR-spectra were calculated by solving the time course
of spin magnetization using the Bloch equations [21,22]. Relaxation
parameters for simulations were chosen representative of gray
matter as T1 = 1331 ms and T2 = 110 ms [23].

WASSR-curves were simulated with B1 = 0.1 μT and B1 = 0.3 μT
with varying pulse durations (PD) in the range of 0 ms to 50 mswith
a step size of 1 ms. We used one Gaussian-shaped pulse for the
simulation. The shape of theWASSR-curves were analyzed regarding
the number of minima.

Two WASSR-curves with different shapes were used for further
simulations: a) PD = 50 ms, B1 = 0.1 μT (WASSR1); b) PD =
40 ms, B1 = 0.3 μT (WASSR2). Z-spectra for these WASSR simula-
tions were simulated in a range of−1.0 ppm to 1.0 ppmwith a step
size of 0.05 ppm.

To verify the accuracy of the above mentioned field inhomoge-
neity correction algorithms, nsimWASSR = 10,000 noisy frequency
shifted WASSR-spectra were created by Monte-Carlo simulations.
WASSR spectra with normally distributed offset (σO = 0.1 ppm)
were calculated. Rician noise according to ref.24, 25 was added with
σN = 0.025, σN = 0.05 and σN = 0.1.

2.3. Accuracy of frequency correction

The frequency shift of each Monte-Carlo-simulatedWASSR-spec-
trum was determined by the four techniques MinW, MSCF, PMSCF
and BFit for WASSR1 and WASSR2. The residual error Δ (difference
between calculated and original simulated frequency shift) was
determined. Descriptive analysis of the residual error Δ was
performed for both presaturation modules and for each frequency
correction algorithm, respectively. Statistical analysis was performed
using the Wilcoxon signed rank test. P-values below 0.05 were
considered to be significant.

2.4. MR measurements

Two volunteers underwent MRI to show the transferability of our
theoretically obtained results to in vivo measurements. The study
was approved by the local ethics committee, and written informed
consent was obtained from both volunteers. The examinations were
performed on a clinical whole-body 3 T MR system (Magnetom Trio,
A Tim System, Siemens Healthcare, Erlangen, Germany).

The first volunteer underwent an MRI examination of the brain.
Signal reception was performed with a 12-channel birdcage head
coil. The MR protocol (protocol 1) included a localizer, a CEST
sequence for APT-CEST imaging, two WASSR data acquisitions with
different B1-amplitudes of the Gaussian-shaped presaturation pulse
and, to differentiate white matter (WM) and gray matter (GM), a
quantitative T2-sequence. Single-slice turbo gradient echo imaging
was used as host sequence for CEST and WASSR data acquisitions.
Details of theses sequences are listed in Table 1. Parameters of the
quantitative T2 sequence were: FOV = 230 × 230 mm2, basic
resolution =192 × 192, slice thickness = 6 mm, TE = [9.1, 18.2,
27.3, 36.4, 45.5, 54.6, 63.7, 72.8, 81.9, 91.0] ms, TR = 800 ms, flip
angle =180°, number of signal averages =2, GRAPPA acceleration
factor = 2.

The second volunteer underwent an MRI examination of lumbar
intervertebral disks. Signal reception was performed with a spine
matrix coil. The MR protocol (protocol 2) included a localizer,
gagCEST imaging and two WASSR data acquisitions with different
B1-amplitudes of the presaturation module (Table 1).

In both examinations (brain and intervertebral disks), no
shimming was performed between the CEST and both WASSR
sequences, thus leading to the same center frequency of CEST and
WASSR sequences.

For each acquired WASSR data, the four previously introduced
algorithms (MinW,MSCF, PMSCF and BFit) were applied to obtain an
offset map. These offset maps were further used to correct the
acquired CEST spectra. MTRasym maps were determined based on the
corrected CEST spectra. Thereby, MTRasym was evaluated in a range
of 3.25 ppm to 3.75 ppm for APT-CEST imaging corresponding to the
resonance frequency range of amide protons (resonance frequency
at 3.5 ppm [26,27]) and in a range of 0.9 ppm to 1.1 ppm for gagCEST
imaging corresponding to the resonance frequency range of
hydroxyl protons (resonance frequency at 1 ppm [7]). MTRasym

was calculated according to

MTRasym ωpool;Δω
� �

¼ mean MTRasym ωið Þ
� �

ωi∈ ωpool−
Δω
2

;ωpool þ
Δω
2

� �

whereωpool is the pool position (1 ppm for gagCEST imaging and
3.5 ppm for APT-CEST imaging) and Δω is the frequency range
(0.2 ppm for gagCEST imaging and 0.5 ppm for APT-CEST imaging).
We used a sample step size of h = ωi+1-ωi = 0.01 ppm.
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MTRasym values were determined in GM andWM of the brain and
in the nucleus pulposus (NP) and annulus fibrosus (AF) in all five
lumbar intervertebral disks.

To determine the quality of the obtained MTRasym maps with the
two different WASSR sequences and the four offset correction
techniques, respectively, the standard deviation was determined for
regions of interest (ROI). The standard deviation was chosen as a
measure of homogeneity since similar MTRasym values would be
expected in each selected ROI.

For brain MRI, 20 regions of interests were automatically
delineated by an in-house developed MATLAB script in each GM
and WM. To draw ROIs, seed points were selected randomly in GM
and WM. Afterwards, region growing was performed until the ROI
reached a pixel number of 25.

For MRI of the lumbar intervertebral disks, each disk was
automatically segmented into NP and AF as described by Schleich
and co-workers [28]. For further analysis, each NP and each AF was
split into left and right parts.

Descriptive analysis of the standard deviation of the MTRasym

values (averaged over all ROIs) was performed. Data were tested for

normal distribution using the Kolmogorov–Smirnov-test. Wilcoxon
(for non-normally distributed data) or the paired Student's t-test
(for normally distributed data) was applied. P-values below 0.05
were considered significant.

3. Results

3.1. Numerical Simulations

The simulation showed different shapes of WASSR curves
for different B1-amplitudes and pulse durations. For the low
B1-amplitude of 0.1 μT only a single minimum was found in
WASSR spectra, whereas for a B1-amplitude of 0.3 μT either a single
minimum or two minima were found depended on the PD. Two
minima were more pronounced for higher pulse durations (Fig. 1).

The WASSR sequence with PD = 50 ms, B1 = 0.1 μT (WASSR1)
resulted in a WASSR-spectrum with one minimum, whereas the
WASSR sequence with PD = 40 ms and B1 = 0.3 μT (WASSR2)
resulted in a WASSR-spectrum with two minima. These WASSR-
curves were utilized for further Monte-Carlo simulations.

Table 1
MR parameters of the in-vivo APT-CEST and in-vivo gagCEST measurements and their corresponding WASSR sequences.

APT-CEST (brain) WASSR1 (brain) WASSR2 (brain) gagCEST (IVD) WASSR1 (IVD) WASSR2 (IVD)

Acquisition duration [min:sec] 5:53 2:19 2:16 11:13 3:18 3:13

Host Sequence Parameters
Basic Resolution 192 × 192 192 × 192 192 × 192 192 × 192 192 × 192 192 × 192
Field of View [mm x mm] 230 × 230 230 × 230 230 × 230 300 × 300 300 × 300 300 × 300
Slice thickness [mm] 6 6 6 5 5 5
k-space lines per shot 34 34 34 64 64 64
TE/TR [ms/ms] 3.03/1400 3.03/550 3.03/540 3.93/1650 3.93/392 3.93/382
Flip angle [°] 12 12 12 12 12 12
Number of Signal Averages 2 2 2 2 2 2

Presaturation Pulse Train Parameters
Number of measured frequency offsets 41 41 41 33 41 41
Frequency range [ppm] −5.0 – 5.0 −1.0 – 1.0 −1.0 – 1.0 −4.8 – 4.8 −1.0 – 1.0 1.0–1.0
B1-continous wave amplitude equivalent (B1-CWAE) [μT] 1.5 0.1 0.3 0.7 0.1 0.3
Number of presaturation pulses 5 1 1 7 1 1
Pulse-shape Gaussian Gaussian Gaussian Gaussian Gaussian Gaussian
Pulse duration [ms] 100 50 40 100 50 40
Interpulse delay [ms] 100 No No 100 No No

Fig. 1. WASSR curves with B1 amplitude of 0.1 μT (left) and 0.3 μT (right) with different pulse durations (PD).
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3.2. Accuracy of frequency correction

Kolmogorov–Smirnov-test revealed a non-normal distribution of
the data. Therefore, the Wilcoxon test was applied in order to
analyze significances.

Descriptive analysis of the determined residual error Δ of the
Monte-Carlo-simulatedWASSR-spectrawith the four algorithmsMinW,
MSCF, PMSCF and BFit (Table 2) revealed significant higher residual
errors Δ for 2-PeakWASSR spectra compared to 1-Peak WASSR spectra
for the same noise level. Investigating all noise levels, themethodMinW
resulted in highest residual errors Δ (1-Peak WASSR: 0.020 ± 0.016;
2-PeakWASSR:0.137 ± 0.010). Smaller residual errorsΔwereobtained
with themethodsMSCF, PMSCF and BFit. BFit resulted in lowerΔ values
(1-Peak WASSR: 0.005 ppm ± 0.005 ppm; 2-Peak WASSR:
0.003 ppm ± 0.004 ppm), followed by PMSCF (1-Peak WASSR:
0.006 ppm ± 0.006 ppm; 2-Peak WASSR: 0.002 ppm ± 0.002 ppm)
and MSCF (1-Peak WASSR: 0.006 ppm ± 0.008 ppm; 2-Peak WASSR:
0.003 ppm ± 0.005 ppm). The residual errors Δ found for the different
algorithms were significantly different from each other.

3.3. MR measurements

CEST and two WASSR sequences were successfully acquired
in the brain and in lumbar intervertebral disks. Offset maps

Table 2
Descriptive analysis of the residual error Δ for 1-peak and 2-peak WASSR spectra.

sequence algorithm σ Mean
[ppm]

Median
[ppm]

standard
deviation
[ppm]

Minimum
[ppm]

Maximum
[ppm]

WASSR1 MinW 0.025 0.014 0.013 0.010 b0.001 0.055
0.050 0.019 0.016 0.014 b0.001 0.075
0.100 0.026 0.022 0.019 b0.001 0.118

MSCF 0.025 0.002 0.002 0.002 b0.001 0.012
0.050 0.005 0.004 0.003 b0.001 0.032
0.100 0.011 0.009 0.012 b0.001 0.316

PMSCF 0.025 0.002 0.002 0.002 b0.001 0.011
0.050 0.004 0.004 0.003 b0.001 0.024
0.100 0.011 0.009 0.008 b0.001 0.068

BFit 0.025 0.002 0.002 0.002 b0.001 0.024
0.050 0.004 0.003 0.003 b0.001 0.037
0.100 0.009 0.007 0.007 b0.001 0.077

WASSR2 MinW 0.025 0.137 0.137 0.007 0.121 0.156
0.050 0.137 0.137 0.008 0.099 0.159
0.100 0.135 0.136 0.013 0.089 0.183

MSCF 0.025 0.002 0.001 0.002 b0.001 0.016
0.050 0.003 0.002 0.003 b0.001 0.029
0.100 0.006 0.004 0.008 b0.001 0.158

PMSCF 0.025 0.001 0.001 0.001 b0.001 0.005
0.050 0.002 0.002 0.002 b0.001 0.009
0.100 0.004 0.004 0.003 b0.001 0.025

BFit 0.025 0.001 0.001 0.001 b0.001 0.013
0.050 0.002 0.001 0.002 b0.001 0.044
0.100 0.005 0.004 0.006 b0.001 0.109

Fig. 2. Offset [ppm] (a,c) andMTRasym [%] (b,d)maps obtained in the brain of one volunteerwithout offset correction (NO) andwith the four offset correction techniquesMinW,MSCF, PMSCF
andBFit. Thereby, a andbarebasedon theWASSR1sequence,whereas c anddarebasedonWASSR2sequence. Similar results inboth, offsetmapsandMTRasymmapswereobtainedwithMSCF,
PMSCF andBFit. The results obtainedwithout correction andwith the correctionmethodMinWapplied to 2-PeakWASSR Z-spectra showed large deviations compared to the other techniques.
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were successfully determined without any correction and with
the four offset correction techniques MinW, MSCF, PMSCF and BFit
(Figs. 2, 3). After calculation of CEST and MTRasym curves (Supple-
mentary Material S1), MTRasym maps were determined (Figs. 2, 3).
The offset map obtained with WASSR2 combined with an offset
analysis using the MinW algorithm illustrated high differences from
the offset maps obtained with the algorithms MSCF, PMSCF and BFit
and from the offset map obtained with WASSR1. Offset maps
obtained with WASSR1 and the MinW algorithm were more similar
to the results obtained by the algorithms MSCF, PMSCF and BFit with
the same presaturation pulse parameters, but the offsets were less

continuously distributed. Visually, MTRasym maps obtained with
WASSR1 and WASSR2 were similar for the algorithms MSCF, PMSCF
and BFit in both in-vivo measurements (Figs. 2, 3).

CEST analysis showed higher MTRasym values in GM compared to
WM and higher MTRasym values in NP compared to AF (Table 3).

In both, GM and NP, WASSR1 resulted in aWASSR spectrumwith
a single minimum (1-Peak WASSR), whereas WASSR2 resulted in a
spectrum with two minima (2-Peak WASSR) (Fig. 4).

Kolmogorov–Smirnov analysis revealed normal distribution of
ΔMTRasym values for each region and all investigated offset
correction techniques combined with either WASSR1 or WASSR2.

Fig. 3. Offset [ppm] (a,c) and MTRasym [%] (b,d) maps obtained in lumbar intervertebral disks of one volunteer without offset correction (NO) and with the four offset correction
techniques MinW, MSCF, PMSCF and BFit. Thereby, a and b are based on the WASSR1 sequence, whereas c and d are based on the WASSR2 sequence. Similar results in both offset
maps and MTRasym maps were obtained with MSCF, PMSCF and BFit. The results obtained without correction and with the correction method MinW applied to 2-Peak WASSR
Z-spectra showed large deviations compared to the other techniques.

Table 3
Mean and standard deviation of MTRasym values over all pixels in GM, WM, NP and AF.

MTRasym (GM) [%] MTRasym (WM) [%] MTRasym (NP) [%] MTRasym (AF) [%]

1-Peak, MinW 1.124 ± 1.581 0.941 ± 0.727 4.875 ± 2.201 2.898 ± 3.074
1-Peak, MSCF 1.069 ± 1.598 0.882 ± 0.688 4.635 ± 1.714 2.859 ± 2.383
1-Peak, PMSCF 1.071 ± 1.598 0.882 ± 0.687 4.645 ± 1.716 2.936 ± 2.372
1-Peak, BFit 1.097 ± 0.808 0.890 ± 0.592 4.769 ± 1.755 2.875 ± 2.420
2-Peak, MinW 1.013 ± 2.602 0.849 ± 1.458 4.861 ± 8.530 −0.001 ± 6.844
2-Peak, MSCF 1.032 ± 1.631 0.839 ± 0.695 3.394 ± 1.759 1.335 ± 2.511
2-Peak, PMSCF 1.036 ± 1.632 0.844 ± 0.695 3.670 ± 1.808 1.581 ± 2.499
2-Peak, BFit 1.072 ± 0.817 0.863 ± 0.603 4.152 ± 1.789 1.959 ± 2.531
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Therefore, Student's t-test was applied for further analysis of
statistical significance.

Descriptive analysis of the standard deviation obtained for the
regions of interest is provided in Table 4.

Descriptive and statistical analysis demonstrated significant
higher ΔMTRasym values for regions of interest in NP and AF for
the WASSR2 sequence compared to the WASSR1 sequence when
MinW was applied as offset correction method (Tables 4, 5). No
significant differences were found for ΔMTRasym values between
WASSR1 and WASSR2 when using PMSCF and BFit, respectively
(Tables 4, 5). (See Table 6).

For both sequences WASSR1 and WASSR2, MinW resulted in
higher ΔMTRasym values compared to ΔMTRasym values obtained

withMSCF, PMSCF or BFit except forWASSR2 inWM(Table 4). These
differences were significant. No significant differences were found
between ΔMTRasym values obtained with the algorithms PMSCF and
BFit except for WASSR1 in NP, where lower ΔMTRasym values were
obtained with PMSCF compared to BFit. No significant difference of
ΔMTRasym values were obtained between the algorithm MSCF and
PMSCF and MSCF and BFit (Tables 4, 6).

4. Discussion

In this study we determined the influence of different shapes
of WASSR spectra for the assessment of field inhomogeneities in
CEST MRI. Furthermore we compared four different techniques to

Fig. 4.WASSR spectra obtained in gray matter GM (a) and in nucleus pulposus NP (b) with different WASSR parameters. Similar to the results obtained in the simulations, B1 =
0.1 μT and PD = 50 ms resulted in a 1-PeakWASSR spectrum in both GM and NP, whereas B1 = 0.3 μT and PD = 40 ms resulted in a double-Peak (2-Peak)WASSR spectrum. The
double-Peak was less pronounced in the NP compared to the GM.

Table 4
Standard deviation of MTRasym [%] calculated for the ROIs using the 1-Peak or 2-Peak WASSR sequence in GM, WM, NP and AF.

Mean [%] Median [%] Standard deviation [%] Minimum [%] Maximum [%] Mean [%] Median [%] Standard deviation [%] Minimum [%] Maximum [%]

GM, 1-Peak GM, 2-Peak
MinW 1.189 1.208 0.444 0.165 1.987 1.159 1.230 0.900 −0.527 2.728
MSCF 1.141 1.234 0.442 0.1505 2.043 1.108 1.200 0.471 −0.004 2.051
PMSCF 1.142 1.273 0.444 0.107 2.046 1.113 1.197 0.472 −0.002 2.072
BFit 1.147 1.239 0.443 0.115 2.060 1.120 1.205 0.464 0.033 2.067

WM, 1-Peak WM, 2-Peak
MinW 1.068 1.034 0.398 0.457 1.971 0.940 0.980 0.957 −0.444 2.618
MSCF 0.993 1.007 0.341 0.432 1.772 0.967 0.981 0.341 0.341 1.706
PMSCF 0.991 1.006 0.340 0.444 1.770 0.973 0.986 0.343 0.342 1.720
BFit 0.995 1.003 0.339 0.444 1.776 0.993 1.006 0.342 0.365 1.755

NP, 1-Peak NP, 2-Peak
MinW 1.925 1.874 0.854 0.673 3.007 7.135 7.369 3.057 0.496 11.528
MSCF 1.267 1.205 0.499 0.672 2.033 1.252 1.222 0.392 0.560 1.926
PMSCF 1.262 1.258 0.508 0.651 2.014 1.318 1.286 0.426 0.534 2.004
BFit 1.328 1.320 0.545 0.659 2.138 1.291 1.221 0.465 0.589 2.110

AF, 1-Peak AF, 2-Peak
MinW 2.557 2.767 0.892 1.268 3.895 6.549 6.819 1.489 4.230 8.256
MSCF 1.738 1.582 0.686 0.861 3.074 1.859 1.642 0.782 1.128 3.236
PMSCF 1.799 1.571 0.743 0.889 3.187 1.894 1.771 0.797 1.099 3.280
BFit 1.794 1.558 0.707 1.007 3.212 1.953 1.678 0.821 1.137 3.487
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acquire offset maps and evaluated these offset maps using
simulations and measured MRI data of the human brain and
intervertebral lumbar disks. These four techniques are the frequently
used algorithms MinW and MSCF [1,5,29,30], the self-developed
refinement of the MSCF algorithm (PMSCF) algorithm and the
processing-time-intensive algorithm BFit, which fits the Bloch
equations to the WASSR spectra to determine the frequency offset.
Results with low residual error in the simulations and low ΔMTRasym

values in the in-vivo measurements were found for WASSR spectra
with only one minimum (1-Peak WASSR) and for the algorithms
PMSCF and BFit. It should be noted, that the low residual error with
the algorithm BFit during the simulation might in part be due to the
generation of the curves with Bloch equations overlaid by noise.

In our study we obtained higher MTRasym values in GM compared
to WM and higher MTRasym values in NP compared to AF. These
results are consistent with previous findings [5,12,31,32].

Our in vivo results were in good agreement with the findings from
our simulation study. The results found in both studies illustrate the
necessity to consider both, the WASSR pulse sequence and an
appropriate postprocessing method for frequency offset correction.
The applicability of a 1-Peak WASSR sequence combined with PMSCF
or BFit in a large number of volunteers or patients in different body
regions and for different CEST contrast agents was beyond the scope of
this article, but should be addressed in future studies.

In our study, we applied different offset correction techniques to
the brain and to intervertebral disks. The brain served as an example
for a region with weak field inhomogeneities, whereas the human
lumbar intervertebral disks served as an example for a region with
strong field inhomogeneities. In the brain, we used APT-CEST
imaging at an offset frequency of 3.5 ppm, whereas in the lumbar
intervertebral disks we investigated gagCEST imaging at an offset
frequency of 1 ppm. GagCEST imaging is very sensitive to magnetic
field inhomogeneities due to the small offset frequency of the
hydroxyl protons to water [7]. In both regions, we could show a
high performance of the offset frequency algorithms MSCF, PMSCF
and BFit.

Our study was performed at a field strength of 3 T. We expect to
obtain different WASSR pulse shapes in dependence on B1 field

strength and pulse duration at other field strengths such as 1.5 T or
7 T. At higher field strengths, the width of the WASSR peak will
decrease according to the Bloch equations.

In the past, different pulse shapes have been used to acquire CEST
data including rectangular [33], gaussian-shaped [17,34], sinc-
shaped [35] or Fermi pulses [36,37]. Performing experiments with
other pulse shapes will require finding optimal parameters for the
respective pulse shapes in order to obtain a 1-Peak WASSR
Z-spectrum.

The shape of the WASSR-Z-spectra depends on different
parameters such as longitudinal and transversal relaxation time as
well as the irradiation flip angle (Supplementary Material S2). In
order to obtain only one minimum of the WASSR-Z-spectrum, an
irradiation flip angle less than 90° is desirable. Ideally, the B1 field
strength and irradiation duration should be optimized for the
expected relaxation times. It should be borne in mind that in real
data acquisition the preset B1 value might not be identical with the
B1 value in a specific voxel. Systematic deviations of the B1 value as
well as a distribution around this systematically changed B1 value are
expected. Application of a preset irradiation flip angle of 90° might
therefore result in little lower or higher flip angles, which might
change the WASSR-Z-spectrum shape.

One limitation in the present study is that we do not evaluate the
signal to noise ratio for specific anatomic locations in the brain. The
signal to noise ratio might be used as quantity to assess the
applicability of each method in relevant anatomic regions. However,
in our study we measured only one slice position in one volunteer.
For statistical analysis of relevant anatomic regions, 3D data sets of
more volunteers would be necessary.

One question might be if the improved offset correction
techniques are always necessary in order to quantify the CEST effect
with high accuracy. Our results indicate that a simple determination
of the minimum of the spline-interpolated WASSR spectrum might
be sufficient in case of high frequency offsets and low field
inhomogeneities (WM, APT-CEST). With higher frequency offsets
of the CEST-visible protons - which is the case in PARACEST agents
[11] – field inhomogeneity correction might become less important.
However, several endogenous CEST-visible protons resonate very
close to water. Substances most prone to field inhomogeneity
artifacts are for example glycogen and glycosaminoglycans [1,12].
For these substances an appropriate field inhomogeneity correction
is essential.

5. Conclusion

An improvement of field inhomogeneity correction on a
voxel-by-voxel basis is feasible using an optimizedWASSR sequence
which results in a Z-spectrum with only one minimum. In the
brain and the intervertebral disks, lowest standard deviation of
MTRasym can be achieved using the algorithms MSCF, PMSCF or
BFit to determine the offset frequency of water. For optimal
offset correction, a determination of the minimum of the spline-
interpolated Z-spectrum results in a lower performance compared to
the offset correction techniques MSCF, PMSCF and BFit. Out of the
four investigated techniques, PMSCF and BFit led to the highest
accuracy of offset correction in both, simulations and in-vivo. An
appropriate WASSR sequence with a single WASSR Z-spectrum
minimum in combination with either PMSCF or BFit offset correction
technique should be chosen for CEST imaging.

Appendix A. Supplementary data

Supplementary data to this article can be found online at http://
dx.doi.org/10.1016/j.mri.2016.03.013.

Table 5
P-values between ΔMTRasym obtained with the 1-Peak and 2-Peak WASSR sequences
for each offset correction technique.

GM WM NP AF

pMinW (1-Peak, 2-Peak) b0.001 b0.001 b0.001 b0.001
pMSCF (1-Peak, 2-Peak) 0.431 0.012 0.869 b0.001
pPMSCF (1-Peak, 2-Peak) 0.565 0.130 0.523 0.176
pBFit (1-Peak, 2-Peak) 0.826 0.456 0.693 0.035

Table 6
P-values between ΔMTRasym obtained with different offset correction techniques
(MinW, MSCF, PMSCF and BFit) obtained with 1-Peak or 2-Peak WASSR sequences.

GM WM NP AF

P1-Peak (MinW, MSCF) 0.019 0.008 0.009 0.008
P1-Peak (MinW, PMSCF) 0.022 0.007 0.006 0.015
P1-Peak (MinW, BFit) 0.022 0.005 0.008 0.006
P1-Peak (MSCF, PMSCF) 0.502 0.224 0.789 0.176
P1-Peak (MSCF, BFit) 0.569 0.180 0.098 0.183
P1-Peak (PMSCF, BFit) 0.753 0.474 0.019 0.922
P2-Peak (MinW, MSCF) b0.001 b0.001 b0.001 b0.001
P2-Peak (MinW, PMSCF) b0.001 b0.001 b0.001 b0.001
P2-Peak (MinW, BFit) b0.001 b0.001 b0.001 b0.001
P2-Peak (MSCF, PMSCF) 0.758 0.619 0.018 0.305
P2-Peak (MSCF, BFit) 0.807 0.166 0.416 0.085
P2-Peak (PMSCF, BFit) 0.935 0.196 0.516 0.263

777A. Müller-Lutz et al. / Magnetic Resonance Imaging 34 (2016) 771–778



References

[1] Kim M, Gillen J, Landman BA, Zhou J, van Zijl PC. Water saturation shift
referencing (WASSR) for chemical exchange saturation transfer (CEST)
experiments. Magn Reson Med 2009;61(6):1441–50.

[2] Dula AN, Asche EM, Landman BA, Welch EB, Pawate S, Sriram S, et al.
Development of chemical exchange saturation transfer at 7 T. Magn Reson
Med 2011;66(3):831–8.

[3] Togao O, Hiwatashi A, Keupp J, Yamashita K, Kikuchi K, Yoshiura T, et al. Scan-
rescan reproducibility of parallel transmission based amide proton transfer
imaging of brain tumors. J Magn Reson Imaging 2015.

[4] Webb P, Spielman D, Macovski A. Inhomogeneity correction for in vivo
spectroscopy by high-resolution water referencing. Magn Reson Med 1992;
23(1):1–11.

[5] Haneder S, Apprich SR, Schmitt B, Michaely HJ, Schoenberg SO, Friedrich KM,
et al. Assessment of glycosaminoglycan content in intervertebral discs using
chemical exchange saturation transfer at 3.0 Tesla: preliminary results in
patients with low-back pain. Eur Radiol 2013;23(3):861–8.

[6] Liu G, Qin Q, Chan KW, Li Y, Bulte JW, McMahon MT, et al. Non-invasive
temperature mapping using temperature-responsive water saturation shift
referencing (T-WASSR) MRI. NMR Biomed 2014;27(3):320–31.

[7] Wei W, Jia G, Flanigan D, Zhou J, Knopp MV. Chemical exchange saturation
transfer MR imaging of articular cartilage glycosaminoglycans at 3 T: Accuracy of
B0 Field Inhomogeneity corrections with gradient echo method. Magn Reson
Imaging 2014;32(1):41–7.

[8] Zhou J, Payen JF, Wilson DA, Traystman RJ, van Zijl PC. Using the amide proton
signals of intracellular proteins and peptides to detect pH effects inMRI. Nat Med
2003;9(8):1085–90.

[9] Zhou J, Lal B, Wilson DA, Laterra J, van Zijl PC. Amide proton transfer (APT)
contrast for imaging of brain tumors. Magn Reson Med 2003;50(6):1120–6.

[10] Stancanello J, Terreno E, Castelli DD, Cabella C, Uggeri F, Aime S. Development
and validation of a smoothing-splines-based correction method for improving
the analysis of CEST-MR images. Contrast MediaMol Imaging 2008;3(4):136–49.

[11] Wu Y, Zhang S, TC Soesbe, J Yu, Vinogradov E, RE Lenkinski, et al. pH imaging of
mouse kidneys in vivo using a frequency-dependent paraCEST agent. Magn
Reson Med 2015.

[12] Müller-Lutz A, Schleich C, Pentang G, Schmitt B, Lanzman RS, Matuschke F, et al.
Age-dependency of glycosaminoglycan content in lumbar discs: A 3t gagcEST
study. J Magn Reson Imaging 2015.

[13] Liu Q, Jin N, Fan Z, Natsuaki Y, Tawackoli W, Pelled G, et al. Reliable chemical
exchange saturation transfer imaging of human lumbar intervertebral discs
using reduced-field-of-view turbo spin echo at 3.0 T. NMR Biomed 2013;26(12):
1672–9.

[14] Müller-Lutz A, Schleich C, Schmitt B, Antoch G, Matuschke F, Quentin M, et al.
Gender, BMI and T2 dependencies of glycosaminoglycan chemical exchange
saturation transfer in intervertebral discs. Magn Reson Imaging 2015.

[15] Xu J, Yadav NN, Bar-Shir A, Jones CK, Chan KW, Zhang J, et al. Variable delay
multi-pulse train for fast chemical exchange saturation transfer and relayed-
nuclear overhauser enhancement MRI. Magn Reson Med 2014;71(5):1798–812.

[16] Sun PZ, Wang E, Cheung JS, Zhang X, Benner T, Sorensen AG. Simulation and
optimization of pulsed radio frequency irradiation scheme for chemical
exchange saturation transfer (CEST) MRI-demonstration of pH-weighted
pulsed-amide proton CEST MRI in an animal model of acute cerebral ischemia.
Magn Reson Med 2011;66(4):1042–8.

[17] Schmitt B, Zaiss M, Zhou J, Bachert P. Optimization of pulse train presaturation
for CEST imaging in clinical scanners. Magn Reson Med 2011;65(6):1620–9.

[18] Heo HY, Zhang Y, Jiang S, Lee DH, Zhou J. Quantitative assessment of amide
proton transfer (APT) and nuclear overhauser enhancement (NOE) imagingwith
extrapolated semisolid magnetization transfer reference (EMR) signals: II.
Comparison of three EMR models and application to human brain glioma at 3
Tesla. Magn Reson Med 2015.

[19] Harris RJ, Cloughesy TF, Liau LM, RM Prins, JP Antonios, D Li, et al. pH-weighted
molecular imaging of gliomas using amine chemical exchange saturation
transfer MRI. Neuro Oncol 2015.

[20] Sun PZ, Benner T, Kumar A, Sorensen AG. Investigation of optimizing and
translating pH-sensitive pulsed-chemical exchange saturation transfer (CEST)
imaging to a 3T clinical scanner. Magn Reson Med 2008;60(4):834–41.

[21] Murase K, Tanki N. Numerical solutions to the time-dependent Bloch equations
revisited. Magn Reson Imaging 2011;29(1):126–31.

[22] Bloch F. Nuclear Induction. Phys Rev; 1946. p. 460–74.
[23] Wansapura JP, Holland SK, Dunn RS, BallWS. NMR relaxation times in the human

brain at 3.0 tesla. J Magn Reson Imaging 1999;9(4):531–8.
[24] Gudbjartsson H, Patz S. The Rician distribution of noisy MRI data. Magn Reson

Med 1995;34(6):910–4.
[25] Zaiss M, Schmitt B, Bachert P. Quantitative separation of CEST effect from

magnetization transfer and spillover effects by Lorentzian-line-fit analysis of z-
spectra. J Magn Reson 2011;211(2):149–55.

[26] Zhou J, Blakeley JO, Hua J, Kim M, Laterra J, Pomper MG, et al. Practical data
acquisition method for human brain tumor amide proton transfer (APT)
imaging. Magn Reson Med 2008;60(4):842–9.

[27] Zhou J, Hong X, Zhao X, Gao JH, Yuan J. APT-weighted and NOE-weighted image
contrasts in glioma with different RF saturation powers based on magnetization
transfer ratio asymmetry analyses. Magn Reson Med 2013;70(2):320–7.

[28] Schleich C, Müller-Lutz A, Matuschke F, Sewerin P, Sengewein R, Schmitt B, et al.
Glycosaminoglycan chemical exchange saturation transfer of lumbar interver-
tebral discs in patients with spondyloarthritis. J Magn Reson Imaging 2015.

[29] Müller-Lutz A, Khalil N, Schmitt B, Jellus V, Pentang G, Oeltzschner G, et al. Pilot
study of Iopamidol-based quantitative pH imaging on a clinical 3T MR scanner.
MAGMA 2014;27(6):477–85.

[30] Kim M, Chan Q, Anthony MP, Cheung KM, Samartzis D, Khong PL. Assessment of
glycosaminoglycan distribution in human lumbar intervertebral discs using
chemical exchange saturation transfer at 3 T: feasibility and initial experience.
NMR Biomed 2011;24(9):1137–44.

[31] Saar G, Zhang B, Ling W, Regatte RR, Navon G, Jerschow A. Assessment of
glycosaminoglycan concentration changes in the intervertebral disc via chemical
exchange saturation transfer. NMR Biomed 2012;25(2):255–61.

[32] Tee YK, Harston GW, Blockley N, Okell TW, Levman J, Sheerin F, et al. Comparing
different analysis methods for quantifying the MRI amide proton transfer (APT)
effect in hyperacute stroke patients. NMR Biomed 2014;27(9):1019–29.

[33] SZ Chen, Yuan J, Deng M, Wei J, Zhou J, YJ Wáng. Chemical exchange saturation
transfer (CEST)MR technique for in-vivo liver imaging at 3.0 tesla. Eur Radiol 2015.

[34] van Zijl PC, Jones CK, Ren J, Malloy CR, Sherry AD. MRI detection of glycogen in
vivo by using chemical exchange saturation transfer imaging (glycoCEST). Proc
Natl Acad Sci U S A 2007;104(11):4359–64.

[35] Jones CK, Polders D, Hua J, Zhu H, Hoogduin JH, Luijten P, et al. In vivo three-
dimensional whole-brain pulsed steady-state chemical exchange saturation
transfer at 7 T. Magn Reson Med 2012;67(6):1579–89.

[36] Dixon WT, Ren J, Lubag AJ, Ratnakar J, Vinogradov E, Hancu I, et al. A
concentration-independent method to measure exchange rates in PARACEST
agents. Magn Reson Med 2010;63(3):625–32.

[37] Dixon WT, Hancu I, Ratnakar SJ, Sherry AD, Lenkinski RE, Alsop DC. A multislice
gradient echo pulse sequence for CEST imaging. Magn Reson Med 2010;63(1):
253–6.

778 A. Müller-Lutz et al. / Magnetic Resonance Imaging 34 (2016) 771–778



Vol.:(0123456789)1 3

Magnetic Resonance Materials in Physics, Biology and Medicine (2018) 31:645–651 
https://doi.org/10.1007/s10334-018-0689-5

RESEARCH ARTICLE

Comparison of B0 versus B0 and B1 field inhomogeneity correction 
for glycosaminoglycan chemical exchange saturation transfer imaging

Anja Müller-Lutz1 · Alexandra Ljimani1  · Julia Stabinska1 · Moritz Zaiss2 · Johannes Boos1 · Hans-Jörg Wittsack1 · 

Christoph Schleich1

Received: 5 February 2018 / Revised: 26 April 2018 / Accepted: 3 May 2018 / Published online: 14 May 2018 
© ESMRMB 2018

Abstract
Purpose The study compares glycosaminoglycan chemical exchange saturation transfer (gagCEST) imaging of intervertebral 
discs corrected for solely B0 inhomogeneities or both B0 and B1 inhomogeneities.
Methods Lumbar intervertebral discs of 20 volunteers were examined with T2-weighted and gagCEST imaging. Field 
inhomogeneity correction was performed with B0 correction only and with correction of both B0 and B1. GagCEST effects 
measured by the asymmetric magnetization transfer ratio  (MTRasym) and signal-to-noise ratio (SNR) were compared between 
both methods.
Results Significant higher  MTRasym and SNR values were obtained in the nucleus pulposus using B0 and B1 correction 
compared with B0-corrected gagCEST. The GagCEST effect was significantly different in the nucleus pulposus compared 
with the annulus fibrosus for both methods.
Conclusion The B0 and B1 field inhomogeneity correction method leads to an improved quality of gagCEST imaging in 
IVDs compared with only B0 correction.

Keywords Chemical exchange saturation transfer · Field inhomogeneity correction · WASSR · WASABI · 
Glycosaminoglycans · Intervertebral disks

Introduction

Magnetic resonance (MR) glycosaminoglycan chemical 
exchange saturation transfer (gagCEST) imaging is a valu-
able method to assess the content of glycosaminoglycans [1, 
2], which are one of the main matrix contents of hyaline and 
fibrous cartilage [2, 3].

Recent studies reported a relation between the gagCEST 
effect and intervertebral disc (IVD) degeneration, decreased 
IVD hydration and decreased height of the discs [4–7].

The gagCEST effect can be influenced by artefacts from 
motion or field inhomogeneity [8, 9]. Up to now, different 
methods have been applied to correct B0 field inhomogeneity 

including frequency shift correction of the CEST curve 
before gagCEST analysis, the water saturation shift referenc-
ing (WASSR) field inhomogeneity correction algorithm or 
gradient echo methods using different echo times [5, 10, 11].

Recently, the new water saturation and B1 correction 
(WASABI) method has been introduced by Schuenke et al. 
[12]. The WASABI method enables the assessment of both 
B0 and B1 field inhomogeneities [12]. Instead of a Gauss-
ian-shaped presaturation pulse with low B1 field strength—
which is used in the WASSR technique—the WASABI 
method uses a short rectangular radiofrequency pulses with 
a high B1 field strength resulting in a Z spectrum with several 
oscillations. In this WASABI Z spectrum, information about 
B0 is encoded in the shift of the symmetry axis, whereas 
information about the radiofrequency (RF) amplitude B1 is 
encoded in the periodicity of the oscillations [12]. WASABI 
has been applied in investigations of the head at a magnetic 
field strength of 7 T [12], but might also be of relevance for 
CEST applications in other regions and at clinically avail-
able magnetic field strengths.
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In our study we use the WASABI method to verify 
whether considering both B0 and B1 correction improves 
image quality compared with B0 correction only for 
gagCEST imaging in IVDs. Correction of both B0 and B1 
field inhomogeneities with the WASABI method is com-
pared with correction of solely B0 field inhomogeneities with 
the WASSR technique, which has already been shown to 
be applicable for gagCEST imaging [8]. We chose IVDs 
to evaluate field inhomogeneity corrected gagCEST imag-
ing because of the IVD thickness and discoid shape. IVDs 
can be divided into two parts: the nucleus pulposus (NP), 
representing the core of the disc, and the annulus fibrosus 
(AF), which is the outer ring of the disc [2]. NP and AF 
have different content compositions including proteogly-
cans (PG) to which GAG is attached and thus show a dif-
ferent amount of gagCEST effect [2]. Therefore, we sought 
to investigate whether NP can be differentiated from AF 
because of the gagCEST effect obtained by both methods. 
We further compared the amount of gagCEST effect and 
signal-to-noise ratio (SNR) of the gagCEST effect between 
both methods and hypothesized that WASABI will lead to 
an increased SNR because of correction of both B0 and B1 
inhomogeneities.

Materials and methods

Study population

This prospective study was approved by the local eth-
ics committee. Twenty volunteers without any history of 
lower back pain or previous spine surgery (12 females, 8 
males, 29 ± 9 years, 21–57 years) were included. Written 
informed consent was obtained prior to examination from 
all volunteers.

MR measurements

All MR measurements were performed of lumbar IVDs 
using a whole-body MRI system with static magnetic field 
strength of 3 T (Magnetom Trio, Siemens Healthcare, Erlan-
gen, Germany) and a spine matrix coil for signal reception. 
The sequence protocol consisted of sagittal and transver-
sal T2-weighted imaging [13], T2 mapping [13], T1 map-
ping, WASSR and WASABI sequences, and three CEST 
sequences with different B1 field strengths for imaging of 
GAG.

For quantitative T1 mapping, a 3D fast low-angle 
shot sequence was applied with two different flip angles 
(α1 = 5° and α2 = 26°). Sequence parameters of the T1 map-
ping sequence were: field of view, 300 × 300 mm2; voxel 
size, 1.6 × 1.6 × 2.5 mm3; basic resolution, 192 × 192; rep-
etition time, 15 ms; echo time, 1.29 ms.

WASSR, WASABI and CEST sequences were performed 
with a single-shot gradient echo sequence with field of view 
300 × 300 mm2; voxel size 2.3 × 2.3 × 5 mm3; basic resolu-
tion, 128 × 128; flip angle, 10°; repetition time, 10 ms; echo 
time, 3.64 ms.

Before imaging, a saturation module was applied at differ-
ent frequency offsets to obtain the Z spectrum. For WASSR, 
the saturation module consisted of a single Gaussian-shaped 
RF pulse with B1 = 0.1 μT and pulse duration PD = 58 ms. 
The WASSR-Z spectrum was acquired in a frequency range 
from − 1 to 1 ppm using 41 frequency offsets. The WAS-
ABI-Z spectrum was obtained using 49 frequency offsets in 
a frequency range from − 2.4 to 2.4 ppm with one rectangu-
lar-shaped RF pulse (B1 = 4 μT and PD = 5 ms) for the pre-
saturation module. Three CEST sequences with different B1 
field strengths of 0.5, 1.0 and 1.5 μT were applied using ten 
spin-lock pulses with PD = 100 ms and a duty cycle of 50%. 
CEST Z spectra were acquired with 33 frequency offsets in 
a range from − 4.8 to 4.8 ppm.

For each WASSR, WASABI and CEST sequence, a refer-
ence scan was acquired at a frequency offset of − 300 ppm.

Total acquisition time of all imaging sequences was 
34 min.

Data analysis

The degree of morphological degeneration was classified 
using the Pfirrmann scoring system [14]. Only discs without 
degeneration (Pfirrmann grades one and two) and without 
protrusion or herniation were analysed.

The T1 map was determined for the two middle slices 
of the 3D T1 mapping FLASH sequence using the formula

where

Sα1(x, y) and Sα2(x, y) are the signal intensities of the images 
obtained with the two different flip angles α1 and α2. The 
final T1 map was built by averaging the T1 maps of the two 
investigated slices.

Before analysis of WASABI, WASSR and CEST data, 
Gaussian filtering with a 3  ×  3 matrix was applied to 
each image of each sequence. Frequency correction with 
WASSR is described in detail elsewhere [11]. WASABI B0 
and B1 maps were obtained as described in the manuscript 
of Schuenke et al. [12]. Z spectra were shifted pixel-wise 
according to the obtained frequency offset maps with WAS-
ABI or WASSR. For WASABI, an additional B1 correction 
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was performed according to Windschuh et al. [15] using 
the B0 inhomogeneity corrected Z spectra with B1 = 0.5 μT, 
B1 = 1.0 μT and B1 = 1.5 μT. The final asymmetry analysis 
was performed for Z spectra at B1 = 1.0 μT.  MTRasym maps 
were calculated by averaging the asymmetry effect in the 
offset frequency range of GAG resonances (0.9–1.9 ppm) 
[1, 4].

Outliers were removed from statistical analysis. There-
fore, pixels were excluded from further analysis if  MTRasym 
was outside the range:

2 5 t h  p e r c e n t i l e ( M T R a s y m )  −  1 . 5 ( 7 5 % 
percentile(MTRasym) − 25% percentile(MTRasym)) < MTRa-
s y m  <  7 5 t h  p e r c e n t i l e ( M T R a s y m )  +  1 . 5 ( 7 5 % 
percentile(MTRasym) − 25% percentile(MTRasym)).

Total IVDs were omitted from further analysis if more 
than half of the pixels of the corresponding IVD were 
excluded.

After automatic segmentation of NP and AF [16], mean 
 MTRasym, SNR(MTRasym), T2 and B1 values were deter-
mined for these regions. Thereby, SNR(MTRasym) is defined 
as mean(MTRasym) divided by the standard deviation of 
 MTRasym in the investigated region.

Statistical analysis

Statistical analysis was performed using MATLAB (Math-
Works, Natick, MA, R2015a).

The number of discs without degeneration and without 
protrusion or herniation was determined.

MTRasym, SNR, T1 and T2 values obtained in NP and AF 
were tested for normal distribution using the Kolmogorov-
Smirnov test. Descriptive analysis was performed providing 
the mean, standard deviation, median, minimum and maxi-
mum of the investigated parameter. The Wilcoxon test was 
used to compare  MTRasym and SNR values obtained with 
WASSR and WASABI as well as differences between NP 
and AF.

Spearman correlation analysis was performed to reveal 
whether gagCEST correlated with T1 and T2 values.

Results

All MRI examinations were performed successfully. Eighty-
four discs were classified as non-degenerative (Pfirrmann 
grade one or two) without degeneration or herniation. Six 
further discs were excluded because of erroneous data (out-
liers in  MTRasym values in more than half of the pixels). 
Therefore, 78 discs remained for further data analysis.

Figure 1 displays offset (Δω) and relative B1 (rB1) maps 
as well as the difference of Δω maps obtained with B0 cor-
rection only (B0c) and B0 and B1 correction (B0c and B1c) 
exemplary for two volunteers. Similar Δω maps were 

obtained with WASSR and WASABI (difference of Δω with 
WASSR and WASABI: 0.007 ppm ± 0.028 ppm).

The mean relative B1 value in the IVDs was below one 
(IVD: rB1 = 0.78 ± 0.07), thus indicating reduced radiofre-
quency reception in this region.

Descriptive analysis of  MTRasym, SNR, T1 and T2 val-
ues is presented in Table 1. Table 2 provides evaluation of 
statistically significant differences in the NP and AF of the 
 MTRasym and SNR obtained with B0c or B0c and B1c.

MTRasym(NP, B0c and B1c),  MTRasym(NP, B0c), 
 MTRasym(AF, B0c and B1c) and  MTRasym(AF, B0c) were non-
normally distributed. Figures 2 and 3 show the  MTRasym val-
ues in NP and AF of two exemplary selected volunteers. In 
NP, significantly higher  MTRasym values were obtained with 
B0c and B1c compared with solely B0c (p = 0.019), whereas 
in AF statistical analysis revealed an equal distribution. 
With B0c and B1c significantly higher  MTRasym values were 
observed in NP compared with AF (B0c and B1c: p = 0.004). 
Nevertheless, a large irregular variability of  MTRasym was 
observed, which was more pronounced in AF compared with 
NP (see Figs. 2 and 3).

Figure 2 and 3 show lower gagCEST values in one of the 
two selected volunteers with the WASSR technique (a, c) 
(NP: p = 0.048, AF: p = 0.008), but not with the WASABI 
technique (b, d) (NP: p = 0.234, AF: p = 0.170).

SNR  (MTRasym, NP, B0c and B1c), SNR  (MTRasym, NP, 
B0c), SNR  (MTRasym, AF, B0c and B1c) and SNR  (MTRasym, 
AF, B0c) were non-normally distributed. Significantly higher 
SNR was obtained in both NP and AF with B0c and B1c 
compared with B0c (NP: p = 0.002; AF: p = 0.012). With 
both methods, SNR was significantly higher in NP compared 
with AF (B0c and B1c: p < 0.001; B0c: p < 0.001).

T1 and T2 values were not normally distributed. A sig-
nificant correlation between T1 and  MTRasym was only 
obtained with WASSR in NP but not in AF (NP: p = 0.019; 
AF: p = 0.239). Using WASABI, no correlation between T1 
and  MTRasym was observed (NP: p = 0.678; AF: p = 0.980).

There was a significant correlation between T2 and 
 MTRasym with WASABI (NP: p = 0.036; WASABI, AF: 
p = 0.047) but not with WASSR (NP: p = 0.167; AF: 
p = 0.776).

Discussion

We demonstrated the application of B0 and B1 field inhomo-
geneity correction using the WASABI correction method 
for gagCEST imaging of IVDs. WASABI-corrected evalu-
ation led to a higher gagCEST effect and an increased SNR 
compared with gagCEST imaging using WASSR-based B0 
correction only.

Our results regarding the increased SNR indicate that 
gagCEST imaging can be improved by using both B0 and B1 
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correction. We used the SNR as a quality feature since simi-
lar glycosaminoglycan content can be expected for regions 
with similar composition. Due to alterations as a conse-
quence of cartilage degeneration or destruction, this assump-
tion might be queried. Therefore, our study population was 

restricted to healthy volunteers without previously known 
cartilage diseases.

MTRasym maps and SNR analysis revealed a high vari-
ability of  MTRasym especially in AF. This might have several 
reasons: In our study, we used a 3-T MRI system to analyse 

Fig. 1  Δω maps obtained with B0c, B0c and B1c; absolute difference of these Δω maps and relative the B1 map are shown exemplarily for two 
volunteers
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gagCEST. Nevertheless, the gagCEST effect at 3 T is very 
low, and less glycosaminoglycan content is expected in AF 
compared with NP. In addition, AF is more prone to artefacts 
due to field inhomogeneities and partial volume artefacts 
because of its proximity to vertebral bodies. We assume that 
the high variability of  MTRasym in AF probably arises from 
technical constraints rather than from large physiological 
variations of the glycosaminoglycan content.

With increasing B1 amplitude, an enhanced but broad-
ened CEST effect is expected. Therefore, higher gagCEST 
values obtained by WASABI-corrected gagCEST compared 
with WASSR-corrected gagCEST might be explained by the 
observation of reduced B1 values compared with the trans-
mitted B1 amplitude in IVDs. Additional B1 field inhomo-
geneity correction increases the SNR and gagCEST effect; 
however, the measurement time is prolonged since the per-
formance of B1 field inhomogeneity correction depends on 
a high number of CEST measurements [15]. The duration 
of the WASABI sequence used in this article is approxi-
mately equal to the duration of the WASSR sequence (WAS-
ABI: 3 min 34 s, WASSR: 3 min 2 s). Windschuh et al. 

[15] reported a different method to assess B1 field inhomo-
geneities using one additional single-shot gradient echo 
sequence with an acquisition time of 10 s to create a flip 
angle map. An alternative approach to perform both B0 and 
B1 field inhomogeneity correction is therefore to combine 
the WASSR B0 field inhomogeneity correction with a cor-
rection of B1 field inhomogeneity using a flip angle map.

Sixteen discs were excluded because of degeneration and 
protrusion or herniation to concentrate on technical aspects.

Six further discs were excluded from our study because of 
an unrealistically low or high CEST effect. The reason might 
be large B0 or B1 field inhomogeneities, which might worsen 
the WASSR or WASABI technique or make the applied spin-
lock gagCEST imaging method inapplicable.

B0- and B1-corrected gagCEST data show higher CEST 
values in NP compared with AF. Higher gagCEST values in 
NP compared with AF were also reported in the literature 
[8, 9] and are expected because of the larger amount of PG 
in NP compared with AF [2]. Thus, the increased gagCEST 
effect in NP compared with AF substantiates the applicabil-
ity of WASABI correction to gagCEST imaging.

A correlation between T2 values and gagCEST values was 
obtained with B0 and B1 field inhomogeneity correction but 
not with B0 correction only. Previously, a relation between 
T2 values and disc degeneration was reported [17]. There-
fore, our findings might be a hint for increased sensibility to 
detect degeneration using both B0 and B1 correction.

In this work, we confirmed our hypothesis of an 
improvement of gagCEST imaging using correction of 
both B0 and B1 field inhomogeneities with the WASABI 
correction method at a main magnetic field strength of 
3 T in NP, which enables the application of this tech-
nique to clinical MR systems. In AF, the variability of the 

Table 1  Descriptive analysis 
of  MTRasym, SNR, T2, T1 and 
relative B1 field rB1 for both 
nucleus pulposus (NP) and 
annulus fibrosus (AF)

rB1 multiplied by the transmitted B1 field of the RF presaturation during CEST experiments represents the 
effective B1 field of the RF presaturation pulses

Mean Sd Median Min Max

MTRasym(NP, B0c and B1c) [%] 1.99 2.41 2.50 − 5.32 7.22

MTRasym(AF, B0c and B1c) [%] 1.14 2.06 1.24 − 4.14 4.75

MTRasym(NP, B0c) [%] 1.45 2.05 1.51 − 3.01 7.02

MTRasym(AF, B0c) [%] 0.90 1.74 0.95 − 2.52 5.52

SNR(MTRasym, NP, B0c and B1c) 3.22 2.10 2.82 0.06 9.52

SNR(MTRasym, AF, B0c and B1c) 1.19 0.86 0.97 0.02 3.47

SNR(MTRasym, NP, B0c) 2.42 2.18 1.85 0.02 13.23

SNR(MTRasym, AF, B0c) 0.82 0.61 0.71 0.02 2.79

T2(NP) [ms] 134.13 37.50 139.62 57.25 211.69

T2(AF) [ms] 88.83 27.45 85.50 8.19 181.89

T1(NP) [ms] 1306.45 317.29 1291.28 683.45 2146.38

T1(AF) [ms] 930.23 326.57 863.74 517.74 2826.47

rB1(NP) 0.79 0.07 0.78 0.64 1.02

rB1(AF) 0.77 0.07 0.76 0.62 1.00

Table 2  Evaluation of statistical significances of  MTRasym and SNR

p value  [MTRasym B0c and B1c, NP),  MTRasym(B0c, NP)] 0.019

p value  [MTRasym(B0c and B1c, AF),  MTRasym(B0c, AF)] 0.192

p value  [MTRasym(B0c and B1c, NP),  MTRasym(B0c and B1c, 
AF)]

0.004

p value  [MTRasym(B0c, NP),  MTRasym(B0c, AF)] 0.055

p value [SNR(B0c and B1c, NP), SNR(B0c, NP)] 0.002

p value [SNR(B0c and B1c, AF), SNR(B0c, AF)] 0.012

p value [SNR(B0c and B1c, NP), SNR(B0c and B1c, AF)] < 0.001

p value [SNR(B0c, NP), SNR(B0c, AF)] < 0.001
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gagCEST effect is high, thus indicating technical limita-
tions of the gagCEST effect. At higher field strengths, the 
CEST effect increases but is also more prone to B0 and B1 

inhomogeneities [12, 18]. Therefore, field inhomogeneity 
correction is more important, and the WASABI correction 

Fig. 2  MTRasym maps in NP 
obtained with B0 correction 
only (a, c) and with B0 and B1 
correction (b, d) of two exem-
plary selected volunteers

Fig. 3  MTRasym maps in AF 
obtained with B0 correction 
only (a, c) and with B0 and B1 
correction (b, d) of two exem-
plary selected volunteers
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method may help to improve gagCEST imaging at higher 
field strengths.

Conclusions

An improved quality of gagCEST imaging in IVDs can be 
achieved using both B0 and B1 field inhomogeneity correc-
tion. Compared with simple B0 correction, B0 and B1 cor-
rection yielded an increased SNR and increased relation to 
T2 values. Future studies in patients have to be performed 
to verify whether B0 and B1 correction leads to improved 
diagnostics with biochemical cartilage imaging.
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Comparison of Glycosaminoglycan Chemical Exchange
Saturation Transfer Using Gaussian-Shaped and
Off-Resonant Spin-Lock Radiofrequency Pulses in
Intervertebral Disks

Anja M€uller-Lutz,1 Tom Cronenberg,1 Christoph Schleich,1* Frithjof Wickrath,1

Moritz Zaiss,2 Johannes Boos,1 and Hans-J€org Wittsack1

Purpose: To investigate, if a train of spin-lock pulses (chemi-

cal exchange saturation transfer with spin-lock pulses¼CESL)
improves biochemical glycosaminoglycan imaging compared

with conventional chemical exchange saturation transfer with
Gaussian-shaped pulses (CEST) in lumbar intervertebral discs.
Methods: T2, CEST, and CESL imaging was performed in lum-

bar intervertebral discs of 15 healthy volunteers at 3 Tesla.
Mean and standard deviation of the asymmetric magnetization

transfer ratio (MTRasym), the asymmetric spin-lock ratio (SLRa-

sym) and T2 values were calculated for nucleus pulposus (NP)
and annulus fibrosus (AF). Wilcoxon test was used to analyze

differences between MTRasym and SLRasym. Pearson correla-
tion was used to determine the relationship between MTRasym,

SLRasym and T2.
Results: Data showed no significant difference between
MTRasym and SLRasym (NP: P¼0.35; AF: P¼0.34). MTRasym

and SLRasym values differed significantly between NP and AF
(MTRasym: P¼0.014, SLRasym: P¼0.005). T2 values correlated
significantly with MTRasym (NP: r¼0.76, P<0.001; AF:

r¼0.60, P<0.001) and SLRasym (NP: r¼0.73, P<0.001; AF:
r¼0.47, P<0.001).

Conclusion: CESL does not improve the chemical exchange
asymmetry effect compared with conventional CEST, but leads
to comparable results. Magn Reson Med 78:280–284, 2017.
VC 2016 International Society for Magnetic Resonance in
Medicine
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INTRODUCTION

Glycosaminoglycans (GAG) is a major component of
intervertebral discs (IVDs) (1). The amount of GAG con-
tent correlates with disc degeneration making the bio-
chemical imaging of GAG desirable (2). Conventional
chemical exchange saturation transfer with Gaussian-
shaped radiofrequency (RF) pulses (CEST), a biochemical

MR imaging technique, has been shown to be sensitive
to the amount of hydroxyl protons of GAG molecules (3).

At clinical MR systems, pulsed CEST presaturation
has to be applied due to hardware limitations and spe-
cific absorption rate (SAR) limits (4). The most common
pulsed CEST presaturation scheme is comprised by
Gaussian-shaped RF pulses (4) and has been used for
biochemical imaging of GAG in several studies (5–8).
One major difficulty of gagCEST imaging at 3 Tesla (T) is
the small CEST effect at 3T. Therefore, an effective and
reliable presaturation scheme is especially important.

Recently, spin-lock pulses have been introduced for
pulsed chemical exchange MR imaging (9,10). Subse-
quently, this approach is denoted as CESL (Chemical
Exchange saturation transfer imaging using the spin-lock
technique). The spin-lock saturation block is comprised of
three RF pulses (10,11): The first RF pulse flips the magne-
tization away from the direction of the main magnetic field
to the effective field at a specific frequency offset. The sec-
ond RF pulse is a rectangular pulse, during which the
chemical exchange saturation transfer process takes place.
The third RF pulse flips the magnetization back to the
direction of the main magnetic field.

Pulsed CESL has some advantages over pulsed CEST:
Spin-lock presaturation is known to provide a higher signal-
to-noise ratio by restoring magnetization along the axis of
the effective field (9,12). The direct water saturation (DWS)
is broader in the Z-Spectrum using CEST compared with
CESL (12). In addition, the saturation efficiency increases
with CESL compared with CEST (10). Therefore, we aim to
investigate the performance of CESL for biochemical imag-
ing of GAG. We hypothesize that CESL leads to an increased
chemical exchange asymmetry effect compared with CEST.

METHODS

Study Population

Fifteen healthy volunteers without lower back pain and
without any history of back problems (9 females, 6
males; 296 10 years; range, 19–58 years) were enrolled
in this prospective study. The study was approved by
the local ethics committee and written informed consent
was received from all volunteers.

MR Measurements

MR imaging of lumbar IVDs was performed on a 3T
whole-body MRI system (Magnetom Trio, A Tim System,
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Siemens Healthcare, Erlangen, Germany) using a spine
matrix coil. Patients were scanned in supine position.
After a localizer, images for T2 weighting and T2 quanti-
fication were acquired (Table 1). GAG biochemical imag-
ing sequences were acquired in sagittal direction. Three
sequences were performed for biochemical imaging of
GAG: CEST, CESL and a water saturation shift referenc-
ing (WASSR) sequence, which enables field inhomogene-
ity correction.

Each CEST, CESL, and WASSR sequence consisted of

a presaturation module and an imaging module. Imaging

was performed in a single slice using a single-shot gradi-

ent echo sequence with following parameters: field of

view (FOV)¼ 300�300mm2, voxel size¼ 2.3� 2.3mm2,

slice thickness¼5.0mm, basic resolution¼128� 128,

flip angle¼ 10 �, echo time (TE)¼ 3.64 ms and repetition

time¼ 10.0 ms. The presaturation module of CEST and

CESL was comprised of 10 Gaussian or spin-lock pulses
with a pulse duration of 100 ms, a mean B1 amplitude of

1.6mT and a duty cycle of 50%. The entire Z-spectrum

was acquired with 33 frequency offsets in intervals of

0.3 ppm from -4.8 to 4.8 ppm. In addition, one reference

scan with a frequency offset of -300ppm was acquired

for CEST-spectrum and CESL-spectrum normalization.

The WASSR presaturation module consisted of one sin-

gle Gaussian-shaped RF pulse with a pulse duration of

100 ms and a mean B1 amplitude of 0.2mT. The entire

WASSR-spectrum was acquired with 41 frequency off-

sets in intervals of 0.05ppm from -1.0 to 1.0 ppm. One

reference scan at -300ppm was acquired for WASSR-
spectrum normalization.

Data Analysis

Pfirrmann analysis (13) was performed to analyze the

degree of degeneration. Pfirrmann grades 1 and 2

describe nondegenerative IVDs with clear distinction of

nucleus pulposus (NP) and annulus fibrosus (AF),

whereas Pfirrmann grades 3, 4, and 5 describe degenera-

tive IVDs with unclear or visually undetectable delinea-

tion between NP and AF. T2 values of IVDs were
determined by an exponential fit to the signal of the

quantitative T2 imaging sequence at different ETs.gagC-

EST analysis was performed as follows: Field inhomoge-

neity correction was applied by shifting the Z-spectrum

data by the shift determined pixel-wise using the maxi-

mum symmetry center frequency (MSCF) approach on

the WASSR data (14). For CEST, the asymmetric magne-

tization transfer ratio (MTRasym) curve and for CESL, the

asymmetric spin-lock ratio (SLRasym) curve were deter-

mined using the difference in the normalized signal

intensities at the label frequencies Dv and –Dv of the

CEST-spectrum or CESL-spectrum. MTRasym and SLRasym

maps were determined by calculating the average value

of MTRasym or SLRasym curves in the irradiation frequen-

cy offset range from 0.9 – 1.9 ppm for each pixel. NP and

AF were segmented automatically using in-house devel-

oped MATLAB software based on Bayes classification

(7). MTRasym and SLRasym values were determined for

AF and NP in all lumbar discs, respectively.

Statistical Analysis

MATLAB (MathWorks, Natick, MA, R2015a) was used

for statistical analysis. Descriptive statistics including

mean and standard deviation of MTRasym, SLRasym, and

T2 values for NP and AF were calculated. Data are given

as mean6 standard deviation. Median and ranges are

provided. P-values below 0.05 were considered to be sig-

nificant. The Kolmogorov-Smirnov test was used to test

for normal distribution of MTRasym, SLRasym, and T2 val-

ues in our collective as well as for each Pfirrmann score

separately. The Wilcoxon test was used to compare

MTRasym and SLRasym values between NP and AF for the

whole collective as well as for different Pfirrmann

scores. Kruskal-Wallis analysis was performed to assess

a dependence of MTRasym and SLRasym values on Pfirr-

mann score. Spearman correlation was performed to

investigate if MTRasym and SLRasym depend on T2-values

for both all data and for different Pfirrmann scores.

RESULTS

Two volunteers had to be excluded from further analysis

due to motion during MRI acquisitions. The remaining

13 volunteers successfully underwent the MRI examina-

tion. MTRasym and SLRasym maps of one volunteer are

exemplarily presented in Figure 1. Visually, both maps

are similar and show a higher degree of asymmetry in

NP compared with AF. For all but MTRasym and SLRasym

Table 1
Sequence Parameter of Qualitative and Quantitative T2 Imaging.

T2-weighted
imaging (sagittal)

T2-weighted
imaging (transversal) T2 mapping

Sequence type Turbo spin echo Turbo spin echo Spin echo
Turbo factor 31 18 No

FOV [mm2] 300�300 240�240 300�300
Voxel size [mm2] 1.2�1.2 0.8�0.6 1.6�1.6

Slice thickness [mm] 3.0 3.0 5.0
Number of slices 15 27 1
Basic resolution 256�256 384�307 192�192

Flip angle [�] 160 140 180
TE [ms] 105.0 113.0 9.1, 18.2, 27.3, 36.4, 45.5,

54.6, 63.7, 72.8, 81.9, 91.0
Repetition time [ms] 3100.0 4510.0 800.0
Acquisition duration [min:s] 3:39 5:13 4:23
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calculated for Pfirrmann score four, Kolmogorov-

Smirnov test revealed a nonnormal distribution of MTRa-

sym, SLRasym and T2 values. Therefore, the Wilcoxon test

was performed to compare MTRasym and SLRasym.

Descriptive analysis of MTRasym and SLRasym is provided

in Table 2. There was no significant difference between

MTRasym and SLRasym in both NP and AF (NP: P¼0.35;

AF: P¼0.34) over the whole collective. The analysis for

each Pfirrmann score revealed a significant difference
between the asymmetry effect obtained with MTRasym

and SLRasym for Pfirrmann score 3 in NP only (P< 0.01).
CEST and CESL asymmetry maps are provided for two

exemplarily selected volunteers with a degenerative disc

adjacent to a nondegenerative disc (Fig. 2). Both volun-

teers show an apparent increase of asymmetry effect for

CESL compared with CEST in degenerative discs, where-

as in the nondegenerative disc, this effect is only detect-

able in one of both volunteers. There was a significant

difference for both MTRasym and SLRasym between NP

and AF, with a higher level of significance for SLRasym

(MTRasym: P¼ 0.014, SLRasym: P¼ 0.005). MTRasym and
T2 (NP: r¼ 0.76, P< 0.001; AF: r¼ 0.60, P< 0.001) as

well as SLRasym and T2 correlated significantly in both

NP and AF (NP: r¼ 0.73, P< 0.001; AF: r¼ 0.47,

P< 0.001) over the whole collective. Considering all

Pfirrmann scores separately, a significant correlation to

T2 was only obtained for Pfirrmann score 2 with both

SLRasym (NP: r¼ 0.70, P<0.001; AF: r¼0.42, P¼ 0.002)

and MTRasym in NP and AF (NP: r¼ 0.64, P< 0.001; AF:

r¼ 0.53, P<0.001) and for Pfirrmann score 1 with SLRa-

sym in NP (r¼0.69, P¼0.035).
Eight of 65 IVDs were classified as Pfirrmann score 1

(approximately 12.3%), 45 discs as Pfirrmann score 2

(approximately 69.2%), 9 discs as Pfirrmann score 3 (approxi-

mately 13.8%) and 3 as Pfirrmann score 4 (4.6%). MTRasym

and SLRasym decreased with increasing Pfirrmann scores

(Table 3). The Kruskal-Wallis analysis revealed significant

differences in MTRasym values between Pfirrmann scores for

both NP and AF (NP: P< 0.001; AF: P< 0.004). For SLRasym

the Kruskal-Wallis analysis revealed significant differences in

NP only (NP: P¼0.010; AF: P¼ 0.104).

DISCUSSION

In this study, we demonstrated that both MTRasym and

SLRasym analysis can be used to study the GAG content

of IVDs at 3T and lead to comparable results. Both tech-

niques showed significant differences between NP and

AF, with a higher level of significance for SLRasym. This

difference between NP and AF is caused by a higher

GAG concentration and higher T1 values in NP com-

pared with AF and has been previously reported by dif-

ferent research groups (2,3,5,6,15).
For hydroxyl proton exchange, an increased saturation

effect is expected for CESL compared with CEST (10).

We hypothesized a significant increase in the chemical

FIG. 1. MTRasym [%] (left) and SLRasym [%] (right) maps overlaid with anatomical imaging in lumbar intervertebral discs of one volunteer.

Higher MTRasym and SLRasym values were obtained in NP compared with AF.

Table 2
Descriptive Analysis of MTRasym, SLRasym, and T2 Values in NP and AF.

Mean Median s Minimum Maximum

MTRasym(NP) [%] 4.19 3.86 2.63 �0.89 9.47
MTRasym(AF) [%] 3.03 3.14 2.03 �1.37 7.85
SLRasym(NP) [%] 4.56 4.32 2.75 �3.69 11.14

SLRasym(AF) [%] 3.38 2.97 2.35 �1.95 10.46
T2 (NP) [ms] 129.44 127.05 50.32 48.23 247.50

T2 (AF) [ms] 89.34 85.32 25.93 41.61 154.59
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exchange dependent asymmetry effect measured with

CESL compared with CEST. In our study, there was no

significant difference between these two techniques over

the whole collective, whereas a significant difference

was obtained for discs with Pfirrmann score 3. For prac-

tical applications, B0 and B1 inhomogeneity might lead

to an imperfect SL presaturation scheme and reduce the

sensitivity gain of CESL over CEST (10). Therefore, we

expect that further optimization of B0 and B1 inhomoge-

neity correction might be necessary to reveal a sensitivity

gain of CESL over CEST. Furthermore, adiabatic spin-

lock approaches might overcome the limitations of field

inhomogeneities (16). In our study, we performed

higher-order manual shimming. However, the investigat-

ed FOV included several materials including IVDs and

vertebral bodies, which may have led to B0 and B1 inho-

mogeneities and possibly influenced our results.
MTRasym and SLRasym showed T2-dependency. In the

present study, this was observed by quantitative analysis

comparing asymmetry values directly with T2 as well as

with a semi-quantitative analysis using the Pfirrmann

scoring system. For MTRasym, a T2-shine-through effect

was suggested previously (17–19). The strength of T2-

shine-through effect on MTRasym and SLRasym might be

investigated in future studies, both theoretically and

experimentally. Additionally, it would be desirable to

correlate histologically determined GAG content from

cartilage samples to chemical exchange asymmetry anal-

ysis. Gathering of histological specimens to correlate

GAG content of IVDs with biochemical imaging was not

performed in this study due to ethical considerations.
In our study, SLRasym and MTRasym were determined

with the same saturation power of the CE presaturation

module to produce optimal similarity of conditions.

SLRasym was reported to be less sensitive to DWS com-

pared with MTRasym (10). Hence, further optimization

with higher saturation power and shorter irradiation

duration might improve the CESL sequence.
One limitation of our study was the long acquisition

time of approximately half an hour leading to motion

during MR acquisitions in two volunteers. In addition,

the long acquisition time impedes data acquisition of

orthopedic patients. Methods to reduce the protocol

duration are the acquisition of either the CEST or the

CESL sequence, a reduced number of acquired frequency

offsets during the WASSR sequence, or the application

of parallel imaging techniques like GRAPPA or SENSE

(20,21).
One difficulty of the present study is the limited sensi-

tivity of 3T MR for the assessment of GAG content

resulting in a low CEST or CESL contrast (22). To

enhance this sensitivity, MR systems with higher mag-

netic fields are favorable (23). However, high-field MR

systems are not used in clinical routine.

CONCLUSIONS

In summary, CESL was shown to be applicable for bio-

chemical GAG imaging in vivo, however, no sensitivity

gain compared with CEST was observed. CESL shows an

increased significant difference between NP and AF.
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Abstract

Objective The objective of this study was to show the

feasibility to perform Iopamidol-based pH imaging via

clinical 3T magnetic resonance imaging (MRI) using

chemical exchange saturation transfer (CEST) imaging

with pulse train presaturation.

Materials and methods The pulse train presaturation

scheme of a CEST sequence was investigated for Iopami-

dol-based pH measurements using a 3T magnetic reso-

nance (MR) scanner. The CEST sequence was applied to

eight tubes filled with 100-mM Iopamidol solutions with

pH values ranging from 5.6 to 7.0. Calibration curves for

pH quantification were determined. The dependence of pH

values on the concentration of Iopamidol was investigated.

An in vivo measurement was performed in one patient who

had undergone a previous contrast-enhanced computed

tomography (CT) scan with Iopamidol. The pH values of

urine measured with CEST MRI and with a pH meter were

compared.

Results In the measured pH range, pH imaging using

CEST imaging with pulse train presaturation was possible.

Dependence between the pH value and the concentration of

Iopamidol was not observed. In the in vivo investigation,

the pH values in the human bladder measured by the

Iopamidol CEST sequence and in urine were consistent.

Conclusion Our study shows the feasibility of using

CEST imaging with Iopamidol for quantitative pH map-

ping in vitro and in vivo on a 3T MR scanner.

Keywords Chemical exchange saturation transfer

(CEST) � pH quantification � Iopamidol � pH-responsive
contrast agent � Magnetic resonance imaging (MRI)

Introduction

Alteration in pH values can be observed in different

pathologies, such as in cancer or renal diseases [1–9]. For

example, the anaerobic glycolysis in cancer cells results in

an acidic pH in cancer tissue [1–3], which might result in

an increased resistance to radio- and chemotherapies [3, 4].

Tissue pH can be determined noninvasively in vivo using

several magnetic resonance (MR) techniques such as MR

spectroscopy (MRS) and magnetic resonance spectroscopic

imaging (MRSI) [7, 10–23], MRI with T1-shortening

contrast agents [3, 24–27], or with the pH-dependent

chemical exchange saturation transfer (CEST) effect [6,

28–33].

pH measurements with MRS and MRSI are based on

differences in chemical shifts between pH-dependent and

pH-independent resonances [34]. Different methods of

MRS and MRSI have been used including 31P and 19F

spectroscopy [7, 10–18], 1H spectroscopic imaging [19–

21], and the use of hyperpolarized 13C bicarbonate [22, 23].
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While these techniques have been applied successfully in

several studies for pH imaging, their main disadvantage is

their limited spatial resolution.

MR relaxometry represents another approach for pH-

imaging and is based on the injection of Gd-based pH-

sensitive contrast agents [25, 26]. Since the pH contrast

agents are both pH-dependent and concentration-depen-

dent, Raghunand et al. [3] have introduced a two-phase

injection method with two contrast agents, one being pH

sensitive and the other one pH insensitive for pH quanti-

fication. The main disadvantages of Gd-based approaches

are that at least two contrast agents have to be injected in

order to obtain concentration-independent pH determina-

tion and the need to perform calibration measurements

in vivo. Furthermore, Martinez et al. [35] observed that a

reliable pH quantification in the core of the tumor is not

possible with this method.

A promising approach for tissue pH quantification is the

use of pH-sensitive chemical exchange-dependent satura-

tion transfer (CEST) imaging. CEST describes the indirect

saturation of bulk water due to chemical exchange with

labile protons, which are previously saturated by an on-

resonance irradiation pulse [36]. In general, CEST contrast

depends on several factors such as tissue pH, concentration

of labile protons, and temperature. One method enabling

pH quantification with CEST is the pHWI technique, which

exploits the dependence of the APT–CEST effect on the

proton exchange constant, which itself depends on the pH

value [31–33]. In order to perform concentration-inde-

pendent CEST measurements, ratiometric methods using

the CEST effect of two labile proton groups have been

introduced [6, 30, 37, 38], showing that in vivo pH quan-

tification is possible in animals at high field strengths (7T)

using a continuous wave saturation pulse [6, 9].

However, continuous-wave (CW) saturation pulses

cannot be used on clinical MR scanners mainly due to

technical and hardware constraints. Therefore, a pulse train

presaturation scheme was introduced for CEST imaging at

clinical MR systems [39, 40]. The use of a pulse train

presaturation scheme has the additional benefit compared

with the CW CEST method of a reduced specific absorp-

tion rate over the whole CEST presaturation module. This

approach combined with a pH-sensitive CEST contrast

agent might therefore be used for pH measurements on

clinical MR scanners.

One potential CEST contrast agent enabling ratiometric

pH quantification is Iopamidol [6, 41], a well-established

and approved contrast agent for computed tomography

(CT) [41]. It possesses labile protons and contains two

types of amide functionalities, which cause a CEST effect

at two different frequencies [6].

Therefore, the aim of the present study was to show the

feasibility of quantitative pH imaging via the use of

Iopamidol as a ratiometric CEST contrast agent on a

clinical 3T MR scanner.

Materials and methods

Magnetic resonance imaging was performed on a whole-

body 3T MRI system (Magnetom Trio A Tim System,

Siemens Healthcare, Erlangen, Germany). CEST imaging

was performed in a 2D acquisition mode using an acqui-

sition matrix (M 9 P) of 192 9 192 and a slice thickness

of 8 mm. The repetition time was 145 ms, the echo time

2.85 ms, and the flip angle was 10�. In order to accelerate

data acquisition, the parallel imaging method GRAPPA

with a factor of 2 was applied.

In-vitro MRI studies

All in-vitro experiments were performed with a standard

twelve-channel receive-only head coil. A CEST prepara-

tion module was applied with pulsed saturation radio fre-

quency (RF) pulses followed by an RF-spoiled segmented-

gradient echo (GRE) readout. The maximum CEST offset

was 9 ppm. The field of view was adjusted to the phantom

size and amounts to 180 mm2, thus resulting in a resolution

of 0.94 9 0.94 mm2. Thirteen shots per slice were used in

the GRE sequence.

Three in-vitro studies were performed. Iopamidol solu-

tions were heated to 37 �C before each study and embed-

ded in a warm water bath with a temperature of 38 �C,
which served as a temperature stabilizer. The first study

was performed in order to maximize the CEST effect with

respect to the CEST parameters (sequence design study).

The second study was undertaken to obtain calibration

curves for pH quantification (pH calibration study). The

third study addressed the dependence of the method on the

concentration of the contrast agent (concentration depen-

dence study).

• Sequence design study

This study was performed using a potassium phosphate-

buffered 100-mM Iopamidol solution with a constant pH

value of 6.4. The Iopamidol solution was transferred into a

tube with a diameter of 5 cm, embedded in a water cylinder

with a diameter of 10 cm and a length of 9 cm. The B1

continuous-wave amplitude equivalent (B1-CWAE), the

pulse duration and interpulse delay (PD and IPD), and the

number of CEST pulses (NP) were investigated regarding

their influence on the CEST effect. Here, B1-CWAE is the

time average B1 amplitude [42, 43]. The parameters used

for optimization of the CEST presaturation module as well

as the corresponding acquisition times are listed in Table 1.
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• pH calibration study

We added 100 mM Iopamidol to an aqueous potassium

phosphate-buffered solution with pH values ranging from

5.6 to 7.0 (interval 0.2 pH). The eight Iopamidol solutions

with different pH values were transferred into eight dif-

ferent tubes with a diameter of 1.4 cm. All tubes were

placed into a cylinder with a diameter of 12 cm and a

length of 9 cm, which was filled with water. The CEST

sequence with the parameters determined by the sequence

design study was applied for CEST imaging.

• Concentration dependence study

This study was performed with Iopamidol in aqueous

potassium phosphate-buffered solution with a pH value of

6.8 ± 0.01. Eight different concentrations of Iopamidol

were imaged. The Iopamidol concentration was varied

from 20 to 160 mM in steps of 20 mM. The concentration

dependence study was performed with the same phantom

and CEST sequence as in the pH calibration study.

In-vivo MRI studies

A first in-vivo measurement was performed in a 63-year-

old female patient who had undergone a previous contrast-

enhanced CT with Iopamidol. The time between the CT

and Iopamidol-CEST acquisition was about 1 h and

15 min. Using the Iopamidol kinetics described by Mc-

Kinstry et al. [44] and a bladder volume in women of about

250–550 ml, the Iopamidol concentration in the bladder

can be estimated to be in the range of 50–130 mM. MR

imaging of the urinary bladder was performed with a

6-channel array body coil in combination with a 24-chan-

nel array spine coil integrated into the scanner. A CEST

preparation module was applied with pulsed saturation RF

pulses followed by a 2D RF-spoiled segmented GRE

readout of a single slice analogous to the phantom mea-

surements. The maximum CEST offset was 10 ppm. The

field of view was adjusted to 380 mm2, thus resulting in a

resolution of 2.0 9 2.0 mm2. Six shots per slice were used

in the GRE sequence. The CEST preparation module

parameters obtained by the in-vitro study were used. The

acquisition duration of the in-vivo Iopamidol-CEST

examination was 13 min and 57 s.

The study was approved by the local ethics committee

and written informed consent was obtained from the patient

prior to the MR examination.

Data analysis

All data were evaluated using in-house-developed MAT-

LAB software (The Mathworks, Inc., Natick, MA, USA,

R2011b). The Z-spectra were obtained by interpolating data

points on a voxel-by-voxel basis with cubic splines in order

to determine the exact location of bulk water, which was

assigned to 0 ppm. Furthermore, based on the offset-cor-

rected Z-spectra, the MRTasym curves were determined by

MTRasymðDxÞ ¼ Ið�DxÞ � IðDxÞ
I0

;

where Dx ranges from 0 ppm to the maximum offset in the

offset-corrected Z-spectra.

The analysis of the sequence design study includes the

investigation, if the CEST effect of both amide function-

alities of Iopamidol is differentiable for different CEST

pre-pulse parameters, as well as a the quantitative analysis

of the saturation transfer effect.

For saturation transfer analysis, the saturation transfer was

calculated voxel-by-voxel for both CEST peaks at the fre-

quencies Dx1 = 4.2 ppm and Dx2 = 5.4 ppm according to

STðDxÞ½%� ¼ Ið�DxÞ � IðDxÞ
Ið�DxÞ � 100;

where ST is an abbreviation for saturation transfer. High

saturation transfer effects for both peaks are desirable,

since the CEST effect should be clearly identifiable.

Based on the criteria that the CEST effect is as high as

possible under the condition that the CEST effects of the

two types of amide functionalities are differentiable, the

optimal sequence parameters were determined.

To evaluate the pH calibration study, the ratiometric

saturation transfer RST was calculated by the following

equation:

RST ¼ ð100� STðDx1ÞÞ � STðDx2Þ
ð100� STðDx2ÞÞ � STðDx1Þ

RST values were plotted versus the pH value. The data

were fitted by a third-order polynomial function.

Table 1 Parameters of the CEST presaturation module in the sequence design study

B1-CWAE (lT) NP PD = IPD (ms) Number of acquired points in the CEST spectrum Duration of CEST sequence (min:s)

0.2, 0.4, 0.6, 0.8 10 100 34 13:20

0.4 6, 8, 10 100 34 8:08, 10:44, 13:20

0.4 10 60, 80, 100 34 8:24, 10:52, 13:20
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The calibration curve was further used in the concen-

tration dependence measurement and in vivo measurement

for pH quantification.

The evaluation of concentration dependence was per-

formed in the phantom filled with eight different concen-

trations at a pH value of 6.8 by calculation of pH maps

based on the third-order polynomial fit.

For the in-vivo study, pH quantification was applied

based on the third-order polynomial fit. First, the bladder

was selected manually. For all pixels inside this region of

interest, the pH value was determined. Afterwards, the

mean and standard deviation of the pH value of the bladder

was determined. The pH of the human bladder was com-

pared with the pH value measured with a pH meter (Mettler

Toledo) in the patient’s urine.

For the evaluation of statistical significance, a two-

tailed, unpaired Student’s t test was performed. Values

below 0.05 were considered to be significant.

Results

Sequence design study

Figure 1 shows the MTRasym curves for different B1-

CWAE, different numbers of presaturation pulses, and

different pulse and interpulse durations. MTRasym increases

strongly with increasing B1-CWAE. The two MTRasym

peaks at 4.2 and 5.4 ppm merge with increasing B1-

CWAE, so that they are not differentiable for B1-

CWAE C 0.6 lT.
The increasing number of presaturation pulses and the

increasing pulse and interpulse duration tend to promote

saturation transfer effects. Therefore, and due to the

absence of a tendency to merge, high pulse and interpulse

durations and a high number of saturation pulses have been

chosen.

Figure 2 shows the saturation transfer effects of both

amide functionalities. Increasing STs of both CEST peaks

were obtained with increasing B1-CWAE amplitude. This

increase was statistically significant (p value \0.0001).

Increasing NP and PD resulted in slightly increasing ST

values, which was significant for the first Iopamidol peak

(p value\0.0001). For the second Iopamidol peak, the

increase was only significant for an increase from six to

eight saturation pulses, and for a prolongation of the pulse

duration from 60 to 80 ms (p value\0.0001). No signifi-

cant increase of the second Iopamidol peak was obtained

by increasing the number of saturation pulses to ten

(p value = 0.12) or a prolongation of pulse duration to

100 ms (p value = 0.15).

Due to the tendency of increased saturation transfer

effects for increasing NP and PD aligned with the obser-

vation of two differentiable MTRasym effects, the selection

of NP = 10 and PD = IPD = 100 ms has proven to be

optimal. For B1-CWAE, an increase in saturation effect

was paired with the tendency of both CEST effects to

merge. Therefore, an intermediate value of B1-CWAE of

0.4 lT was used. This parameter setting ensures high sat-

uration transfer effects without merging at 3T.

In summary, B1-CWAE = 0.4 lT, NP = 10 and

IPD = PD = 100 ms resulted in the best saturation trans-

fer effects, enabling the detection of both CEST peaks.

pH calibration study

Figure 3 shows the results of the pH calibration study: RST

is shown as parametric image (a) and is plotted versus the

pH value (b). The third-order polynomial fit is shown as

grey solid line. The fit equation was given by

RST ¼ a0 þ a1ðpH� bÞ þ a2ðpH� bÞ2 þ a3ðpH� bÞ3;
with a0 = 0.28, a1 = 0.68, a2 = 1.99, a3 = 0.48 and

a = 7.11.

Fig. 1 MTRasym curves of the

Iopamidol solution measured

with different B1-CWAE field

strengths (a), different number

of pulses (b), and different pulse
durations (c)
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Concentration dependence study

Figure 4 shows the pH dependence on the concentration.

For all concentrations ranging from 20 to 160 mM, the pH

value determined by CEST MRI was in good accordance

with the pH value determined by the pH meter. Only the

standard deviation of the low-concentration pH CEST-

measurements was slightly increased at low concentrations.

In-vivo measurement

Figure 5 shows the CEST curve and MTRasym curve

measured in the human bladder. The saturation effect of

Iopamidol is clearly visible in both the CEST curve and the

MTRasym curve. In addition, a second peak between 1 and

1.5 ppm can be observed, which can be assigned to the

CEST effect of urea. The pH value determined by the

Iopamidol-CEST sequence was 6.65 ± 0.34. This value

was in good accordance with the pH value measured after

the examination of the patient’s urine, which was

6.72 ± 0.01.

Discussion

The present study demonstrates the feasibility of using

Iopamidol-CEST to quantify pH values in vitro as well as

in vivo on a clinical 3T system.

The considered pH range in our study was from 5.6 to

7.0. This range includes the extracellular pH values mea-

sured in human tumors (extracellular pH = 6.8–6.9), but

not the normal extracellular pH value of 7.4 and intracel-

lular pH value of tumors (intracellular pH = 7.0–7.4) [7,

25, 27, 45–47]. Future studies using Iopamidol as a pH-

responsive contrast agent might therefore be of interest in

investigating the influence of different CEST presaturation

modules on the measureable pH range.

Longo et al. [9] observed an entire pH of the mouse

kidney of 6.73 ± 0.11 and found lower values in the inner

and outer medulla. However, increased values in the kid-

ney were observed after glycerol injection (7.09 ± 0.10).

Differentiating renal cortex and medulla using our imaging

method should be possible and has to be investigated in the

future. Reliable measurement of pH values[7.0 might be

difficult due to the reduced influence of the chemical

exchange process of the second Iopamidol peak. In order to

Fig. 2 Saturation transfer (ST)

dependence on the B1-CWAE

field strength (a), the number of

pulses (b), and the pulse

duration (c)

Fig. 3 a RST map of the eight

different tubes filled with

Iopamidol solution, with pH

values ranging from 5.6 (top

tube) to 7.0 (upper left corner)

arranged in a clockwise

direction. b RST is plotted

versus the pH value. The grey

line represents the curve fit

using a third-order polynomial

function
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enable pH quantification in vivo in humans at higher pH

values, the Iopamidol-CEST method would have to be set

up at a human 7T MRI system, thus enabling a similar

imaging sequence as used by Longo et al. [9].

One main drawback using a field strength of 3T is an

increased CEST effect overlap of the two types of amide

functionalities compared to high-field systems, which

prohibits B1-CWAE field strengths higher than 0.4 lT,
although higher field strengths result in higher saturation

transfer effects. Earlier studies investigating Iopamidol at

higher field strengths have used higher B1 amplitudes,

which enable higher saturation transfer effects [6, 9]. The

smaller saturation transfer effects at 3T might be prone to

errors due to signal noise. However, despite the small B1-

CWAE amplitude used in our study, a clear dependence on

pH value for the relation of both CEST peaks was

observed.

The ratiometric saturation transfer parameter RST

determined in our study at a field strength of 3T shows a

similar pH dependence as the RST calculated by Longo

et al. [6] at a field strength of 7T, an irradiation time of 5 s,

and a irradiation power of 3 lT. In our study, as well as in

the study of Longo et al. [6], the RST value is between 0

and 2.5. In both studies, RST is highest at low pH values,

and decreases with increasing pH value [6]. These results

confirm the transferability of the Iopamidol-CEST imaging

sequence for pH mapping to 3T MR systems.

A further disadvantage of 3T MR systems compared to

higher field strengths is the increased spill-over effect of

water. By keeping B1-CWAE low, spill-over effects for

offset values higher than 3 ppm can be kept low. One

possibility to further decrease the influence of spill-over

effects is the use of paramagnetic instead of diamagnetic

contrast agents. pH quantification with paramagnetic con-

trast agents have been performed previously by Sheth et al.

[37] with a spectrometer operating at 600 MHz. Future

studies might be performed in order to investigate the

feasibility of paramagnetic contrast agents for pH quanti-

fication with CEST imaging at clinical 3T MR systems.

In our study, a pulsed CEST preparation module was

applied. In the study of Zu et al. [48], it was stated that the

B1-CWAE is the appropriate B1 norm to obtain a similar

behavior of labeling and spillover effects compared to the

continuous wave experiment [48]. Future studies might be

performed in order to compare the continuous wave and

pulsed CEST method for pH quantification using Iopami-

dol at 3T MRI systems.

Our study clearly shows the concentration independence

of the pH quantification method for all examined concen-

trations, although the standard deviation is slightly

increased for concentrations below 40 mM. Thus, pH

quantification with Iopamidol is possible, even for low

concentrations, but an SNR decrease in the pH map can be

expected. Since the expected concentration for the human

in-vivo study is inside the investigated range of the con-

centration independence study, the application of Iopami-

dol-CEST for in-vivo pH imaging is justified.

The pH value measured in the in-vivo measurement of

the human bladder was in good accordance with pH

determined in the urine by the pH meter, thus reinforcing

the hypothesis that pH imaging is possible at clinical 3T

scanners.

In our in-vitro study, pH quantification was performed at

a temperature of 37 �C. Next to concentration, temperature

might also influence the obtained CEST effects. The tem-

perature dependence has to be taken into account in the pH

quantification in patients suffering from fever. Further-

more, temperature differences in tissue might arise due to

inflammation. Therefore, Iopamidol-CEST imaging in

combination with temperature measurements might be

performed in the future.

In the present work, field inhomogeneity correction was

performed by shifting the interpolated CEST curves in

order to match the exact location of bulk water, which was

assigned to 0 ppm. Alternatively, other field inhomogene-

ity correction algorithms like offset correction by the

acquisition of an additional B0 field map or water saturation

shift referencing (WASSR) might be used [49, 50]. Nev-

ertheless, additional acquisition time is needed to perform

these B0 inhomogeneity correction processes. The effect of

Fig. 4 Dependence of the Iopamidol concentration on the measured

pH value. Thereby, the mean and standard deviation of the pH values

from all pixels inside the tube with a specific concentration was

plotted versus the concentration. The pH value of the Iopamidol

solution was 6.8 ± 0.01. The Iopamidol concentration varied from 20

to 160 mM in steps of 20 mM. Notice that the real pH value was

inside the standard deviation of the measured pH value for all

concentrations
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different field inhomogeneity correction algorithms on the

dependence of the ratiometric saturation transfer should be

investigated in the future. In particular, it would be of

interest if the standard deviation in the pH map can be

reduced by field inhomogeneity correction with the

WASSR technique or the B0 field map.

In contrast to the study of Longo et al. [6, 9], CEST pre-

saturation was performed in the present study using a pulse

train instead of a continuous wave presaturation pulse due

to SAR demands and due to technical constraints of the 3T

MR system. However, high-saturation effects could be

achieved with our CEST presaturation pulses. Neverthe-

less, future studies might be performed on an experimental

MR system without technical constraints regarding pulse

width and duty cycle in order to compare Iopamidol-CEST

imaging with continuous and pulsed train presaturation.

Previously, imaging of pH value was performed using

APT–CEST imaging, which was also referred to as pHWI

[31–33, 42]. With pHWI, Sun et al. [31] showed that a

differentiation between ischemic penumbra and benign

oligemia was possible in Wister rats. In the future, the pH

imaging technique presented in our work might be applied

to stroke patients in order to investigate whether the

ischemic penumbra can be differentiated from other tissue

with Iopamidol-CEST imaging. The advantage of Iopam-

idol-CEST imaging compared to pHWI is that pH quanti-

fication by Iopamidol-CEST imaging is independent of the

concentration [6], whereas the CEST contrast in APT–

CEST imaging also varies with the proton concentrations

of the bulk water and labile groups [42]. In order to per-

form concentration-independent pH mapping, the use of

Iopamidol-CEST imaging might be preferable.

One drawback of this study is the limited application of

the Iopamidol-CEST sequence in only one patient. This

was due to external circumstances: the patient undergoing a

CT examination with Iopamidol has to agree to a follow-up

MR examination, and the MR scanner, which is used

heavily in clinical routine, must be available within a

narrow time frame. Nevertheless, studies involving more

patients should be performed in the future.

Future areas of application of the presented method

could include the pH imaging of neoplasia or of renal

pathologies. Depending on the anatomic regions, the

applied CEST method would have to be modified to

include respiratory gating of the sequence.

Conclusion

In summary, it can be stated that pH quantification with

Iopamidol-CEST imaging, using pulsed train presaturation,

is possible on clinical 3T systems for the pH range of

5.6–7.0. Our in-vivo results obtained in the human bladder

were congruent with pH values measured externally in the

urine by a pH meter. A linear relationship between STlog

and pH value was obtained. pH quantification with

Iopamidol-CEST imaging is independent of the concen-

tration of Iopamidol.
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Introduction

Chemical exchange saturation transfer (CEST) represents a 
new molecular MRI technique that enables indirect detec-
tion of labile solute protons through bulk water signal 
changes following selective saturation of exchangeable 
protons at different frequencies [1–3]. Several CEST MRI 
approaches have been shown capable of measuring dilute 
CEST agents and microenvironmental properties such as 
pH and temperature [4–6].

Since the CEST effect varies with labile proton ratio, 
exchange rate, and experimental conditions such as field 
strength and radiofrequency (RF) irradiation scheme, there 
is a need to develop quantitative CEST analysis for defin-
ing underlying CEST parameters [7, 8]. Several analytical 
and numerical methods have been established to determine 
labile proton concentration and exchange rate from the 
CEST-weighted data [9–12]. Two approaches to measure 
the labile proton ratio-weighted exchange rate as a func-
tion of saturation time (QUEST) and saturation power 
(QUESP) have been proposed by McMahon et al. [10]. 
The exchange rates are determined by fitting the changes 
in the intensity of the water signal after application of 
different saturation powers (QUESP) or saturation times 
(QUEST) to the modified Bloch–McConnell equations. 
Dixon et al. extended the QUESP method and showed that 
the CEST effect can be represented as a linear function of 
1/B1

2 (the so-called Ω-plot) and that the proton exchange 

Abstract 
Objectives The goal of this study was to quantify CEST 
related parameters such as chemical exchange rate and 
fractional concentration of exchanging protons at a clini-
cal 3T scanner. For this purpose, two CEST quantification 
approaches—the AREX metric (for ‘apparent exchange 
dependent relaxation’), and the AREX-based Ω-plot 
method were used. In addition, two different pulsed RF 
irradiation schemes, using Gaussian-shaped and spin-lock 
pulses, were compared.
Materials and methods Numerical simulations as well 
as MRI measurements in phantoms were performed. For 
simulations, the Bloch–McConnell equations were solved 
using a two-pool exchange model. MR experiments were 
performed on a clinical 3T MRI scanner using a cylindrical 
phantom filled with creatine solution at different pH values 
and different concentrations.
Results The validity of the Ω-plot method and the AREX 
approach using spin-lock preparation for determination 
of the quantitative CEST parameters was demonstrated. 
Especially promising results were achieved for the Ω-plot 
method when the spin-lock preparation was employed.
Conclusion Pulsed CEST at 3T could be used to quantify 
parameters such as exchange rate constants and concentra-
tions of protons exchanging with free water. In the future 
this technique might be used to estimate the exchange rates 
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rate and labile proton ratio can be determined indepen-
dently by linear regression of the CEST effect [11]. How-
ever, this method is limited to paramagnetic CEST agents 
(PARACEST) that exhibit large chemical shifts. As a 
result, the selective RF pulse is applied far from the free 
water resonance frequency, which reduces direct water 
saturation (spillover) and magnetization transfer effects 
[3]. The QUEST ratiometric analysis (QUESTRA) has 
been shown to correct the influence of confounding fac-
tors, such as relaxation and spillover effects [12]. Never-
theless, it provides only the labile proton ratio-weighted 
exchange rate. More recently, it has been presented that 
the spillover factor is not sensitive to the labile proton ratio 
and exchange rate, and therefore can be estimated and effi-
ciently corrected by the inverse metric [13, 14]. Sun et al. 
demonstrated that the RF spillover-factor Ω-plot method 
provides good quantification in the case of endogenous 
CEST agents with small chemical shifts [7, 15]. However, 
they performed their experiments using continuous-wave 
(CW) saturation, which is usually not feasible on clinical 
scanners due to the hardware and specific absorption rate 
(SAR) limitations. Thus, the pulsed train pre-saturation 
scheme must be used instead [16, 17]. Sun et al. compared 
pulsed- and continuous wave—RF irradiation schemes for 
CEST and showed that the maximal pulsed-CEST con-
trast is approximately 95% of CW-CEST and that their 
optimal saturation RF power is approximately equal [18]. 
A theoretical model for pulsed-CEST experiments and 
optimized saturation scheme was defined by Schmitt et al. 
[16]. To translate quantitative CEST to clinical MRI sys-
tems, the pulsed quantitative CEST approaches such as 
AREX (‘apparent exchange dependent relaxation’) and 
AREX-based Ω-plots method have been proposed [19, 
20]. Zaiss et al. introduced a novel metrics,  MTRRex, 
which eliminates spillover and semi-solid MT effects and 
then extended it to the AREX, a T1 relaxation-compen-
sated metric, which in turn facilitates quantification of the 
CEST effect [21]. The analytic description of the spillover 
corrected Ω-plot method in the case of pulsed CEST was 
proposed by Meissner et al. [20]. However, they performed 
the CEST MRI experiments at high field strength (7T). 
Although higher magnetic field strengths are beneficial to 
the CEST phenomenon, the commonly used field strengths 
on clinical MR usually do not surpass 3T.

Recently, spin-lock (SL) saturation preparation for 
pulsed chemical exchange MR imaging has been intro-
duced [22, 23]. Pulsed SL may provide several advantages 
over the conventional pulsed CEST: (1) higher signal-to-
noise ratio (SNR) by restoring magnetization along the 
longitudinal axis of the rotating frame [22, 24]; (2) less 
direct water saturation because of the suppression of the 
magnetization rotations in the transversal plane [22]; and 
(3) increase of the saturation efficiency compared with the 

conventional CEST [23]. Chemical exchange imaging with 
spin-lock technique has also been shown to better charac-
terize the chemical exchange processes when the resonant 
frequency offsets are small (e.g., <2 ppm) and the exchange 
is in the intermediate to fast regime compared with the 
CEST in the case of saturation by a train of Gaussian-
shaped RF pulses [25, 26].

The aim of this study was (1) to evaluate quantitative 
CEST parameters using the AREX metric and the AREX-
based Ω-plot method and (2) to compare two different satu-
ration schemes at a clinical 3T MRI system.

Materials and methods

Quantitative parameter determination

Zaiss et al. proposed a novel magnetization transfer ratio, 
which eliminates spillover and semi-solid macromolecular 
magnetization transfer (MT) [21]:

where Zlab = Z(+Δω) is the label scan around the reso-
nance of the CEST pool (s) and Zref = Z(−Δω), the refer-
ence scan at the opposite frequency with respect to water; 
Rex is the exchange-dependent relaxation in the rotating 
frame; DC is the duty cycle and R1w is the relaxation rate of 
the water pool (w). The  MTRRex metric could be extended 
to an apparent exchange dependent relaxation metric—
AREX [21]:

In the full saturation limit (1) ω1 ≫ R2s + ksw and in the 
large-shift limit (2) δωs  ≫ ω1, when applying RF pulse at 
the CEST pool resonance, Rex = f·kws and, hence:

where ω1 is the RF irradiation amplitude; R2s the relaxation 
rate of the pool s; δωs is the chemical shift of the pool s; 
ksw and kws are the exchange rate between pool s and w and 
back exchange rate, respectively, and f is the labile proton 
ratio.

Assuming the f is known, we can calculate the chemical 
exchange rate ksw:

The relaxation-compensated Ω-plot analysis can be 
applied to the AREX signal. For this purpose, a stack of 
the AREX maps for different RF amplitudes B1 is created 
and then fitted with the equation [20]:

(1)MTRRex = 1

Zlab

− 1

Zref

= Rex · DC

R1w

,

(2)AREX = MTRRexR1w.

(3)AREX = kws · DC,

(4)ksw = AREX

DC · f
.
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where p0 is an intersection p1, the slope of the linear 
function.

For shaped pulses (e.g., Gaussian), a time depend-
ent ω1(t) has to be taken into account. Meissner et al. 
calculated the average longitudinal relaxation rate in 
the rotating frame R1ρ as a function of the pulse shape 
[20]. This method allows the calculation of form factors 
for the modified CEST signals and the B1 dispersion of 
the CEST effect in the case of using a pulsed saturation 
scheme. For the Gaussian-shaped pulse, the form factors 
are defined as follows [20]:

For the experiment with spin-lock pulses: c1 = c2 = 1.
The exchange-dependent relaxation Rex in the case of 

pulsed pre-saturation can be approximated as:

Using Eqs. (1), (2) and (8) as well as p1 and p0 values 
determined from the linear Eq. (5) enables quantification 
of ksw and f with the following equations:

Both considered methods use a Z-spectrum model in 
the pulsed CEST experiment given by Zaiss et al. [21]. 
This model is valid if several key conditions defined 
by Meissner et al. are met [20]: (1) small CEST pool 
(f < 1%), (2) sufficiently long saturation times (tsat > T2w), 
(3) exchange dynamic is faster than the pulse dynamic 
(ksw > 1/tp), (4) exchange dynamic in the interpulse delay 
can be neglected (ksw < 1/td), (5) analytical integral of 
R1ρ is valid (Δω > ω1), (6) the approximation of the ana-
lytical derived form factors of a Gaussian-shaped pulse 
is satisfactory (σ/tp < 0.5), where σ is the width of the 
pulse. In contrast to the original Ω-plot method pro-
posed by Dixon et al., there are two other limitations 

(5)
1

AREX

(
1

ω2

)
= p0 + p1 · 1

ω2
,

(6)c1 =
√

2πσ

tp

(7)c2 = c1 ·
√√

2.

(8)Rshaped
ex = fkswc1

ω2
1

ω2
1 + ksw(ksw + R2s)c

2
2

.

(9)ksw = −R2s

2
+

√
(R2s)

2

4
+ p1

p0 · c2
2

.

(10)
f = 1

c1 · DC · p0 ·
(

−R2s
2

+
√

(R2s)
2

4
+ p1

p0·c2
2

)
.

for the AREX-based Ω-plot method; (7) R1ρtp ≪ 1 and 
R1wtd ≪ 1 and (8) ω1

2 < 0.5 · ksw·(ksw + R2s). Last but not 
least, the steady-state condition as for the AREX method 
has to be fulfilled (9) tsat ≥ 5·T1w.

Numerical simulations

For simulations, the Bloch–McConnell (BM) equations 
were solved using Matlab (Matlab R2012a, Mathworks, 
Natick, MA, USA) by a two-pool exchange model as 
proposed by Murase et al. [27], assuming representative 
T1w = 2.473 s and T2w = 1.676 s for the bulk water, and 
T1s = 0.5 s and T2s = 0.015 s for labile protons at 1.9 ppm 
at 3T, respectively [21]. The saturation scheme consisted 
either of 50 Gaussian-shaped, or 50 spin-lock pulses with 
pulse duration and inter-pulse delay tp = td = 100 ms. The 
spin-lock magnetization preparation pulse was obtained by 
using the rotation matrix:

where α = Θ or −Θ.
The quantitative CEST analysis was applied to the sim-

ulated data, to assess the accuracy of the methods over a 
wide range of B1, f and ksw values. The results were then 
normalized to the theoretical values from the BM simula-
tions, giving the normalized exchange rate ksw

norm and the 
normalized labile proton ratio fnorm maps.

General simulation parameters are listed in Table 2 in 
the “Appendix”.

Phantom

For MR experiments, three sets of phantoms were 
employed, each containing four 60 mL tubes (Table 1). 
Eleven samples, using phosphate buffer and creatine solu-
tion (Creatine anhydrous, Alfa Aesar GmbH & Co KGm 
Karlsruhe, Germany), were prepared at room temperature. 
Three phantoms either consisting of creatine solutions with 
varying pH values (Phantom 1&2) or varying molar con-
centration (Phantom 3) were obtained. The labile proton 
ratio f was calculated using the equation: N·[Cr]/2·[H2O], 
where N is the number of labile protons per creatine mol-
ecule, and  [H2O] and [Cr] are water and creatine molar 
concentration, respectively. The number of exchangeable 
protons per creatine molecule was assumed to be four [19, 
28]. To assess the accuracy of the determined chemical 
exchange rate from labile protons s to bulk water w, the 
reference ksw value for creatine was calculated from the 
empirical equation [28]:

(11)M(α) =

⎛
⎝

1 0 0

0 cos α − sin α

0 sin α cos α

⎞
⎠,
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where kb,eff (298.15 K) = 3.009 × 109 Hz L mol−
1, EA,b,eff = 32.27 kJ mol−1, �H0

R = 55.84 kJ mol−1 and 
R = 8.314 mol−1K−1. Recently, the effective base-catalyzed 
rate constant kb,eff and the effective activation energy EA,b,eff 
were estimated by Goerke et al. [28] by means of water-
exchange (WEX)-filtered 1H NMR spectroscopy. Thus, 
this method served us as a reference method for measuring 
the exchange rate of creatine. The ksw values derived from 
Eq. (12) formed our ‘ground truth’ and are listed in Table 1.

MRI experiments

All measurements were performed on a clinical 3T MR 
scanner (Magentom Trio A Tim System, Siemens Health-
care, Erlangen, Germany) with a 12-channel birdcage 
coil. A 2-D single-shot gradient echo sequence (GRE) as 
described in [16] was used for CEST image data acquisi-
tion. The following parameters were chosen: field of view 
FOV = 130 mm × 130 mm, image matrix = 64 × 64, 
slice thickness = 8 mm, repetition time TR = 7.3 ms, echo 
time TE = 3.41 ms, and flip angle = 10°. Sampling was 
performed equidistantly at 41 various frequency offsets 
between −3.5 and 3.5 ppm. An additional scan at frequency 
offset −300 ppm was acquired for normalization. The satu-
ration module consisted either of 50 Gaussian-shaped, or 
50 spin lock pulses with tp = td = 100 ms and RF pulse 
amplitudes B1 of 0.25, 0.5, 1.0, 1.25, 1.65, and 2.1 μT. 
Each of the spin lock pulses is flanked by two Gaussian-
shaped RF pulses with the flip angle θ and opposite phase, 
where θ is the angle between the effective field and the 
z-axis. A simplified schematic CEST pulse sequence dia-
gram (Fig. 1) is included in the appendix. The water satu-
ration shift referencing (WASSR) method for B0 inhomo-
geneity correction was used [29]. Here, a single Gaussian 
pulse with tpd = 56 ms and RF amplitude B1 = 0.1 μT was 
employed. Additionally, T1-weighted MR images were 
acquired by a turbo-inversion-recovery sequence. Alto-
gether, 13 contrasts at different inversion delays (TI) rang-
ing from 25 ms to 3.2 s were fitted to obtain T1 maps.

Data processing

All data were processed using Matlab. The T1 maps were 
obtained by least-squares fitting of the IR measurements 
data as a function of the inversion delay (TI): S (TI) ∝  S0 
(1–2·exp(−TI/T1)), where S0 is the equilibrium signal. To 
reduce noise, a 5 × 5 Gaussian filter was applied to each 
CEST and WASSR image. Based on the WASSR images, 
an offset map were calculated using the WASSR maximum 
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symmetry algorithm introduced by Kim et al. [29, 30]. 
The CEST data were normalized to the signal from the 
first acquisition at frequency offset −300 ppm. The offset 
map was used to correct the Z-spectrum on a pixel-basis. 
The inverse asymmetry  MTRRex maps were generated at 
1.9 ppm. Next, the AREX maps was calculated using aver-
age T1 times, which were obtained as an average of the four 
tubes of each phantom. Finally, the relaxation-compensated 
Ω-plot analysis was then applied to the AREX signal. The 
form factors for the Gaussian-shaped pulses employed in 
this work were c1 = 0.5672 and c2 = 0.6171. In the case of 
spin-lock pulses, the form factors were c1 = c2 = 1. It was 
also assumed that R2s = 66.67 Hz [31].

The measured data in the studied ROIs were tested for 
normal distribution using the Kolmogorov–Smirnov Test 
(KS Test) with α = 0.05. Since the results deviated sig-
nificantly from the normal distribution, the non-parametric 
Wilcoxon–Mann–Whitney test with a level of significance 
(p value) α = 0.05 was used.

Results

Simulations

The Bloch–McConnell simulations over a wide range of B1, 
f and ksw values revealed significant differences in accuracy 
and feasibility between the examined CEST quantification 
methods and between two considered saturation pulse shapes. 
To demonstrate the general applicability of the methods, we 
calculated a normalized exchange rate ksw

norm map and a nor-
malized labile proton ratio fnorm map (only for the Ω-plot 
method) with a color-coded error range of ±15%. Note that 
independently of the irradiation scheme and quantification 
method, the lower exchange rates tend to be strongly over-
estimated in nearly the whole range of B1 values. The AREX 
approach generates sufficiently accurate results in the ksw 
range of 100 ± 50 Hz when applying the pulsed SL and B1 

between 1 and 3 μT (Fig. 1a), and in the ksw range of about 
30 ± 15 Hz using Gaussian-shaped RF pulses (Fig. 1b).

An advantage of the AREX-based Ω-plot method is 
the possibility of simultaneous determination of exchange 
rate and the labile proton ratio. Applying spin-lock pulses, 
both parameters can be estimated with very good accuracy 
over a wide range of ksw, although the accuracy decreases 
at larger ksw rates. This decreased accuracy at faster ksw is 
amplified as the saturation power increases (Fig. 2a, c). 
This method can produce accurate estimates of fractional 
concentration for ksw smaller than about 400 Hz at lower 
RF power (Fig. 2c, d). The results of the Ω-plot method 
for the Gaussian-shaped pulses show its decreased range 
of applicability in comparison to results obtained with the 
pulsed SL. The accuracy of the estimation of ksw is strongly 
overestimated for slower ksw rates (<100 Hz), but also sig-
nificantly underestimated for faster ksw rates. These accu-
racies are also nearly independent of the saturation power 
(Fig. 2e) and labile proton ratio (Fig. 2f).

In vitro MR experiments

To validate the simulations, we performed phantom MR 
measurements (Table 1). First, we determined the exchange 
rates as a function of pH (phantom 1 and phantom 2, 
Table 1) (Fig. 3b). For the graphic presentation, we normal-
ized the results to the reference ksw values obtained from 
the Eq. (12) (Table 1). At lower pH the ksw rates are sub-
stantially overestimated. This is consistent with simulation 
findings. Interestingly, the AREX metric shows smaller 
error intervals than the Ω-plot method, regardless of pH 
value. Due to its small error and a good agreement with the 
corresponding reference value, the AREX method when 
using pulsed SL could be applicable for exchange rates 
between about 80–270 Hz (please see Table 1). It is worth 
noting, that the results of the Ω-plot method are in very 
good agreement with the reference values in the ksw range 

Fig. 1  Normalized exchange rate ksw
norm maps with a color-coded error 

range of 15% for the AREX method with (a) pulsed SL (b) trains of 
Gaussian-shaped pulses used for saturation. The ksw values obtained 

from the quantitative CEST analysis were normalized to the theoreti-
cal values from the BM simulations
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between 50 and 530 Hz if the spin-lock saturation prepa-
ration was applied. In the case of using Gaussian-shaped 
RF pulses, the Ω-plot method estimates the exchange rates 
between 170 and 530 Hz within the ±15% error range. 
Except for the AREX method and pulsed SL saturation 
scheme at pH 6.52 and 6.70 (p = 0.925), pH 6.52 and 6.83 
(p = 0.7031), pH 6.70 and 6.83 (p = 0.7631), results of all 
other pairs were significantly different.

To further evaluate the Ω-plot methods when applying 
different pulsed pre-saturation schemes, we determined 
the labile proton ratios as a function of creatine molar 
concentration (phantom 3, Table 1) (Fig. 4). The number 
of labile protons per creatine molecule was assumed to be 

four [19, 28]. Our results verified the linear dependence 
of the labile proton ratio on creatine concentration. For 
both irradiation schemes, the results appear to be con-
stantly overestimated, which is more substantial in the 
case of Gaussian-shaped RF pulse trains. All results were 
significantly different.

Next, we obtained the normalized exchange rate for dif-
ferent creatine concentrations (phantom 3, Table 1) at pH 
7.0. In particular, the exchange rates estimated by means of 
the AREX method and pulsed SL, are in good agreement 
with the expected value. The variations of the results for the 
Ω-plot method also remain within the ±15% error range for 
creatine concentrations above 25 mM. In comparison to the 

Fig. 2  Parameter maps with 
color-coded error range of 15% 
for the Ω-plot method with (a–
d) pulsed SL and (e–h) trains 
of Gaussian-shaped pulses used 
for saturation. a, d The normal-
ized exchange rate map ksw

norm as 
a function of ksw and B1 b, f the 
normalized exchange rate map 
ksw

norm as a function of ksw and f , 
c, g the normalized labile proton 
ratio fnorm map as a function of 
ksw and B1, d, h the normal-
ized labile proton ratio fnorm 
map as a function of ksw and f. 
The ksw and f values obtained 
from the quantitative CEST 
analysis were normalized to the 
theoretical values from the BM 
simulations
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results obtained using the spin-lock saturation scheme, the 
ksw rates determined with the AREX method when using 
Gaussian-shaped RF pulses are strongly underestimated. The 
deviation from the reference value is about 30% (Fig. 5).

Discussion

In the present study we compared two CEST quantifica-
tion methods and two different saturation schemes based 

on Gaussian-shaped RF pulse train and pulsed spin-lock 
preparation. Moreover, we performed our experiments at 
a clinical 3T MRI system.

The CEST methods evaluated in this study are based 
on several conditions. Our simulations revealed that all 
considered quantitative CEST methods tend to overes-
timate lower exchange rates. It is worth noting that the 
pulsed approach, used here, is based on the assumption 
that during the saturation pulse the water magnetization 
is “locked” in the direction of ωeff and decays with the 
rate R1ρ and recovers during the interpulse delay td with 
the rate R1w [22]. However, Roeloffs et al. showed that 
a biexponential decay of magnetization during the break 
should be taken into account. For exchange rates that are 
comparable with the inverse of the interpulse delay, this 
additional magnetization transfer may lead to a signifi-
cant overestimation of the exchange rates. Our simula-
tions confirmed that each saturation technique shows dif-
ferent accuracy in the exchange rate determination that 
is dependent on the exchange regime in which the analy-
sis is performed. Using pulsed SL, the AREX method is 
applicable for higher exchange rates than in the case of 
Gaussian-shaped saturation pulses. For the SL technique, 
faster exchange between the water and metabolite pool 
boost signal dephasing that may be reduced with suffi-
cient locking field ω1. Therefore, the larger this dephas-
ing effect is, the higher contrast enhancement may be 
obtained. This contrast was reported to decrease dramati-
cally at higher and lower locking fields [23, 25]. Only 
around the maximum contrast, the signal-to-noise ratio is 

Fig. 3  Exchange rates ksw estimates determined at varying pH val-
ues, normalized to the reference value ksw,ref obtained from the empir-
ical relation given in Eq. (12) (Table 1). Dashed lines represent the 
15% error tolerances

Fig. 4  Labile proton ratio f estimates determined at different cre-
atine concentrations (25, 50, 75 and 100 mM) using the AREX-based 
Ω-plot method and two different RF saturation schemes—pulsed SL 
(green square) and Gaussian-shaped RF pulses (blue square). Purple 
diamonds represent theoretical labile proton ratio values

Fig. 5  Exchange rates ksw estimates determined using Ω-plot analy-
sis (green and blue squares) and the AREX method (red and orange 
squares) at different creatine concentrations (25, 50, 75, 100 mM) 
at pH 7, normalized to the reference value ksw,ref obtained from the 
empirical relation given in Eq. (12) (Table 1). Dashed lines represent 
the 15% error tolerances
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sufficient for the  MTRRex metric to reconstruct the ideal 
signal from the residual signal [19]. Thus, the accuracy 
of the AREX metric for pulsed SL is not a monotonic 
function of ksw. It can increase or decrease with the ksw 
depending on the RF saturation power. Also, the full-sat-
uration limit ksw ≪ ω1 has to be taken into account [19].

Since the amplitude of the saturation is not constant for 
Gaussian-shaped pulses, the form factors should be consid-
ered, which compensate decreased saturation efficiency of 
the shaped pulses compared to the rectangular pulses [19]. 
The form factors defined for the Ω-plot method cannot be 
simply transferred to the AREX metric, which contributes to 
the poor results of the approach when using Gaussian-shaped 
pulses. In this study we used the numerical derived form fac-
tors for the Gaussian-shaped pulse, which improved the esti-
mation of ksw and fc by the Ω-plot method compared with 
the results obtained with the analytical derived form fac-
tors (data not shown). The results of the simulations for the 
Ω-plot method using the pin-locking technique showed the 
great potential of this method. The increasing uncertainty in 
the determination of the exchange rate for small labile proton 
ratios is consistent with limitations of the method defined by 
Meissner et al. [20]. However, our simulations of the Ω-plot 
method at the 3T system presented a smaller area of valid-
ity compared to the results obtained by Meissner et al. at 7T 
in the case of using Gaussian-shaped pulses [20]. The spe-
cific frequency offset Δω from water should be larger than 
the chemical exchange rate ksw in order to better identify the 
CEST effect from creatine (large-shift limit) [3]. Since the 
frequency shift increases with the magnetic field strength, 
this assumption is better fulfilled for a higher magnetic field 
strength B0 and smaller exchange rates.

The results of our in vitro studies clearly show that 
quantitative CEST imaging is possible at a clinical 3T 
scanner. The Ω-plot qCEST method provided particularly 
promising results if a train of spin-lock pulses was applied. 
Nevertheless, further investigations are needed to validate 
these results in vivo.

The overestimated exchange rate for the low pH tubes 
confirmed the trend that became apparent in the simula-
tions. Smaller variations of the results at higher pH val-
ues are caused by the fact that the signal-to noise ratio 
(SNR) increases with increasing exchange rate. At high 
ksw values, the exchange rates estimated using spin-lock 
pulses and Ω-plot method are in better agreement with the 
reference value than in the case of Gaussian-shaped RF 
pulses. It should be noted that the reference values used 
here are based on the formula introduced by Goerke et al. 
[28]. They assumed a constant estimation error of 10%. 
However, in the more recent work of the same research 

group, the actual error was reported to be greater [20]. To 
assess the determined quantitative parameters more accu-
rately, it might be necessary to compare the results with 
other reference methods, such as the fitting of CEST data 
to the Bloch–McConnell equations in order to estimate 
the exchange rates [10]. However, these methods were 
mainly evaluated for continuous-wave (CW) RF irradia-
tion. When using pulsed saturation schemes, the simula-
tions become computationally more expensive. Thus, the 
reasonable computing time is a great advantage of analyt-
ical, quantitative CEST methods such as AREX, Ω-plot, 
QUEST, QUESP, QUESTP and QUESTRA [10–12, 19, 
32]. The Water Exchange (WEX) spectroscopy might be 
also a useful reference method for exchange rate determi-
nation [28, 33].

The simulations and experimental results showed 
slightly different ranges of applicability of the meth-
ods for the determination of exchange rate and the labile 
proton ratio. This can be explained as a result of system-
atic effects. Firstly, the simulated spin-lock pulse had an 
ideal rectangular form, which is never the case in reality. 
Besides, the simulated preparation pulses were realized 
through a simple rotation of the magnetization. In prac-
tice, a flip angle of these RF pulses is spatially depend-
ent on, for instance, tissue attenuation. Secondly, a slight 
change of the saturation field strength, caused by the B1 
field inhomogeneities, leads to the varying saturation effi-
ciency between pixels. Also, the B0 inhomogeneities may 
cause non-negligible errors in quantitative CEST imag-
ing [31]. In general, the Gaussian-shaped pulse irradiation 
scheme is considered to be more robust against field inho-
mogeneities than the spin-lock pre-saturation technique 
[24]. Further elements of uncertainty in the comparison of 
the experimental and simulated results are the longitudinal 
relaxation time T1s and transversal relaxation time T2s of 
the solute pool, used for simulations. Because of very short 
T2s, a short echo-time spectroscopy is required in order to 
determine these parameters experimentally. Due to this 
technical limitation, we used values reported in the litera-
ture [31]. The influence of the T1s time is relatively small. 
However, for extremely low exchange rates, a longer T1s 
leads to more accurate results [15]. Moreover, simulation 
results presented by Sun et al. revealed that a variation of 
the T2s plays only a subordinate role, as long as it can be 
reasonably estimated [15].

The results obtained for phantom 3 showed a linear 
dependency of the fractional concentration and the cre-
atine concentration in solutions. A similar trend was 
reported by other groups [7, 20]. The comparison of the 
calculated labile proton ratios for phantom 3 showed a 



513Magn Reson Mater Phy (2017) 30:505–516 

1 3

systematic and partially significant overestimation of 
the results. In the case of Gaussian-shaped saturation 
pulses, it is consistent with the simulation findings. For 
the pulsed SL saturation, however, a slightly underes-
timated result was expected. The surprisingly overes-
timated values of the fractional concentration could 
be explained as a result of the underestimation of the 
exchange rates.

In the present work we assessed the applicability of the 
methods using creatine solution. Quantitative CEST anal-
ysis of other endogenous CEST agents or even multi-pool 
CEST systems could be the next step. Since exchange 
rates increase with increasing temperature, the pulsed SL 
saturation technique could be of particular relevance for 
imaging of slow and intermediate-exchanging protons at 
3T. Another factor, which should be taken into account, 
is the signal-to noise ratio (SNR) of the MRI data. The 
Rician noise, which introduces a bias into MRI experi-
ments, may be crucial to the quantitative CEST analysis, 
especially for in vivo applications [34, 35]. The apparent 
semi-solid molecular magnetization transfer (MT) and 
nuclear overhauser (NOE) effects also have to be consid-
ered [36, 37].

As an alternative to the pulsed saturation scheme, a 
method based on a continuous RF saturation scheme using 
a parallel RF transmission technique has been developed, 
that allows the use of arbitrarily long RF saturation pulses 
via amplifier alternation within the SAR and RF duty-cycle 
limits [38, 39].

Although the first in vivo applications of AREX met-
rics and the Ω-plot method at 3T scanner have been 
already reported, further development and tissue-oriented 
optimization is still necessary. Zaiss et al. applied AREX 
of APT (amide proton transfer) to calculate the absolute 
pH map of a rat brain with a stroke lesion. One limita-
tion of this method is that the labile proton ratio has to 
be known in order to determine ksw and, thus, the pH map 
[19]. In contrast, the Ω-plot method allows simultaneous 
measurements of the exchange rate and the labile pro-
ton ratio. Therefore, Zhou et al. performed in vivo quan-
titative CEST imaging using the Ω-plot method in the 
intervertebral discs (IVDs) in a porcine model on a 3T 
clinical scanner. The exchange rates determined from the 
quantitative analysis were closely correlated with the pH 
value in the IVDs, which was measured using a needle-
shaped tissue pH probe. The most important limitation 
of the study was the acquisition time (30–40 min for one 
IVD) [40]. The quantitative CEST analysis requires long 
saturation times to achieve the steady-state and multiple 
CEST experiments with varying B1 in the case of using 

the Ω-plot method. Thus, the new fast imaging techniques 
such as compressed sensing or parallel imaging are neces-
sary to accelerate CEST acquisitions [41]. In addition to 
brain and cartilage, it might be also possible to quantify 
the CEST effects from small metabolites and their by-
products in other human tissues such as kidney, liver or 
muscles.

Conclusion

A quantitative CEST data evaluation approach, enabling 
the determination of the labile proton ratio f of exchang-
ing protons and their exchange rate ksw is an important 
step in improving the quality of the CEST imaging. Up 
to now, quantitative CEST imaging was mostly per-
formed at a high field strength (7T) using continuous 
wave (CW) saturation pulses. Although higher magnetic 
field strengths are beneficial to the CEST phenomenon, 
the commonly used field strengths on clinical MR usually 
do not surpass 3T. Furthermore, due to scanner specifica-
tions and specific absorption rate guidelines, only pulse 
train pre-saturation should be considered for the CEST 
imaging in clinical routine. The Ω-plot method for pulsed 
SL saturation has proved to be particularly promising 
for imaging of intermediate-exchanging protons with 
exchange rates between 50 and 530 Hz. In summary, 
our studies showed that quantitative pulsed-CEST MRI 
is capable of producing reasonable results at clinically 
available MR systems and remains promising for clinical 
translation.
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Appendix 1

See Figs. 6 and 7 and Table 2.  

Fig. 6  A simplified schematic 
CEST pulse sequence diagram 
with a series of a Gaussian-
shaped RF saturation pulses 
and b off-resonant spin-lock 
saturation pulses. Each satura-
tion block consists of n pulses 
of average amplitude B1 and 
duration tp interleaved by delays 
td. Between the saturation 
pulses spoiling gradients in all 
three gradient dimensions are 
applied. After RF saturation a 
2-D single-shot gradient echo 
sequence (GRE) was used for 
CEST image data acquisition. 
Diagram was created based on 
[22, 28]

Fig. 7  Z-spectrum and AREX curves obtained with B1 = 0.5 μT 
and B1 = 1.65 μT using pulsed SL (dashed blue lines) and Gaussian-
shaped saturation pulses (solid green lines). For the pulsed SL satura-
tion, AREX yields higher contrast at higher B1 compared to saturation 
with trains of Gaussian-shaped RF pulses
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Purpose: To characterize the proton exchange in aqueous urea solutions using a 

modified version of the WEX II filter at high magnetic field, and to assess the feasi-

bility of performing quantitative urea CEST MRI on a 3T clinical MR system.

Methods: In order to study the dependence of the exchange‐rate constant ksw of urea 

as a function of pH and T, the WEX‐spectra were acquired at 600 MHz from urea 

solutions in a pH range from 6.4 to 8.0 and a temperature range from T = 22
◦
C to 

37
◦
C. The CEST experiments were performed on a 3T MRI scanner by applying a 

train of 50 Gaussian‐shaped pulses, each 100‐millisecond long with a spacing of 100 

milliseconds, for saturation. Exchange rates of urea were calculated using the 

(extended) AREX metric.

Results: The results showed that proton exchange in aqueous urea solutions is acid 

and base catalyzed with the rate constants: ka = (9.95 ± 1.1) × 10
6 l/(mol·s) and 

kb = (6.21 ± 0.21) × 10
6 l/(mol·s), respectively. Since the urea protons undergo a 

slow exchange with water protons, the CEST effect of urea can be observed effi-

ciently at 3T. However, in neutral solutions the exchange rate of urea is minimal and 

cannot be estimated using the quantitative CEST approach.

Conclusions: By means of the WEX‐spectroscopy, the kinetic parameters of the 

proton exchange in urea solutions have been determined. It was also possible to esti-

mate the exchange rates of urea in a broad range of pH values using the CEST method 

at a clinical scanner.

K E Y W O R D S
CEST, exchange rate, proton exchange, urea, urCEST, WEX

1 |  INTRODUCTION

Urea is the major end‐product of protein catabolism and 
serves an important role in the maintenance of pH homeo-
stasis in mammals.1,2 It is formed in the liver from ammonia, 

and later transported in the blood to the kidneys for excretion 
in the urine.3,4 Diseases that compromise the function of the 
kidney are often associated with reduced urea elimination 
and consequently its increased concentration in blood, as 
measured by the blood urea nitrogen (BUN) test.5 To assess 
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the structural changes in kidneys, well‐established imaging 
techniques such as ultrasound (US), computed tomography 
(CT), and magnetic resonance tomography (MRI) are per-
formed. Nevertheless, they usually do not provide adequate 
functional information.6

Chemical exchange saturation transfer (CEST) is a novel 
mechanism of MRI contrast that may overcome this limita-
tion, since it has been shown to be sensitive to the concentra-
tions of the endogenous metabolites and microenviromental 
properties such as pH and temperature.7-10 Urea is a poten-
tially attractive CEST agent for in vivo use. Although the 
normal blood urea level is relatively low (5‐10 mM), the urea 
concentration in the urine may be 20‐100 times higher than in 
the blood in humans, as reported in Ref. [11] Urea is an amide 
with two −NH

2
 groups joined by a carbonyl (C = O) func-

tional group.12 Already in 1998, Guivel‐Sharen et al. identi-
fied urea as a major contributor to the kidney/urine chemical 
exchange at ca. 1 ppm (with water proton frequency defined 
as 0 ppm).13 Two years later, Dagher et al. were able to pro-
duce a urea distribution map in vivo at 1.5 T using CEST 
MRI.14 Apart from an ISMRM abstract in 2015,15 no further 
studies on urea‐weighted CEST (urCEST) at a clinical MRI 
system have been published.

Knowledge about the chemical shift, exchange rate, and 
relaxation properties of urea leads to better understanding 
of the saturation transfer effects in the human kidney in 
vivo. Because many kidney diseases alter pH and urea gra-
dients in kidney, an implementation of pH‐sensitive CEST 
imaging might be of great interest particularly in the clini-
cal context.7,16 In this study, we characterize the proton ex-
change properties of urea with water using water exchange 
spectroscopy (WEX II)17 at ultrahigh magnetic field, and 
evaluate the feasibility of performing quantitative urea 
CEST analysis at 3T. In particular, we determine the chem-
ical exchange rates ksw between urea amide protons s and 
water w as a function of pH, concentration, and temperature 
by means of WEX spectroscopy and CEST experiments.

Moreover, in order to examine the specificity of the urea‐
weighted CEST imaging in kidney, we study the CEST effect 
of other important kidney metabolites, eg, creatinine, ammo-
nia, hippuric acid, and citric acid at different pH values.18,19 
Eventually, we investigate the contribution of the urCEST to 
the total CEST effect in urine.

2 |  METHODS

2.1 | Preparation of the aqueous urea 
solutions
For WEX experiments, six aqueous model solutions contain-
ing 250 mM urea (≥99.5% cryst. urea, Carl Roth, Karlsruhe, 
Germany), 50 mM sodium/potassium phosphate buffer 
(≥99% disodium hydrogen phosphate, and ≥99.5% potassium 

dihydrogen phosphate, Carl Roth, Karlsruhe, Germany) and 
5% (v/v) deuterium oxide (D

2
O, 99.8 atom % D, Carl Roth, 

Karlsruhe, Germany) for the field‐frequency lock were pre-
pared at different pH = (6.39, 6.56, 6.96, 7.38, 7.72, 7.97) 
and measured at temperature T = 37.0

◦
C. The samples with 

pH = 6.56 and pH = 7.97 were additionally measured at var-
ied temperatures T = (22.0

◦
C, 27.0

◦
C, 32.0

◦
C, 37.0

◦
C).

For CEST studies, sixteen 50 ml aqueous solutions with 250 
mM urea concentration were mixed with 50 mM Na/K phos-
phate buffer at pH = (5.66, 5.72, 5.93, 6.12, 6.20, 6.37, 6.54, 6.86, 
7.00, 7.20, 7.37, 7.65, 7.80, 8.02, 8.20, 8.41). In addition, four 
samples containing different urea concentration cs = (10 mM,  
25 mM, 50 mM, 100 mM) at pH 7.60 were prepared.

The other studied metabolites were: creatinine, ammo-
nia, hippuric acid, citric acid, taurine, creatine, histidine, 
glucose, glutamine, myo‐inositol, alanine, lysine, allantoin, 
threonine, lactate, sorbitol, glutamic acid, choline, and gly-
cogen. The concentration of most compounds was 100 mM, 
and the remainder determined by their solubility in the sam-
ple buffer. Each phantom consisted of four tubes containing 
model solution dissolved in 50 mM Na/K phosphate buffer at 
pH = (6.2, 6.6, 7.0, 7.4). Additionally, individual and mixed 
aqueous solutions of 180 mM urea, 15 mM creatinine, and 
1 mM creatine, corresponding to the normal concentrations 
of these metabolites in urine, were prepared. In addition, an 
urine sample was collected from a healthy volunteer. The pH 
value of the model mixture and the urine sample were: 5.97 
and 5.90 at T = 37

◦
C, respectively.

The temperature of the model solutions during the mea-
surements was kept constant T = (37 ± 1)

◦
C by using an 

MR‐compatible cooling box.

2.2 | WEX experiments
The WEX spectra were acquired on a Bruker Avance III HD 
600‐MHz NMR spectrometer (Bruker, Ettlingen, Germany) 
equipped with a cryogenically cooled quadruple resonance 
probe with z‐axis pulsed field gradient capabilities. The sam-
ple temperature was calibrated using methanol‐d

4
.20 The ex-

change of water protons with urea was monitored with the 
pulse sequence shown in Figure 1 using 33 different mixing 
times (Tm) ranging from 20 milliseconds to 2000 millisec-
onds. For each mixing time, 32 transients were recorded with 
a recycle delay of 4.7 seconds. The resulting spectra were 
processed using NMRPipe and NMRDraw21 and the 1H reso-
nance of urea was integrated.

2.3 | CEST experiments
All CEST experiments were performed on the 3T whole  
body MR clinical scanners (Magnetom Trio and Magnetom 
Prisma, Siemens Healthineers, Erlangen, Germany). Z‐spectra  
were obtained using presaturated gradient‐echo imaging with 
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the following parameters: FOV = 130 × 130 mm
2, matrix 

size: 128 × 128, slice thickness = 5.0 mm, repetition time 
TR = 7.7 milliseconds and echo time TE = 3.61 milliseconds. 
In the urCEST experiments, presaturation was achieved using 
50 Gaussian‐shaped pulses with low RF saturation power of 
B

1
= 1.0μ T, pulse duration tpd = 100 milliseconds and inter‐

pulse delay tipd = 100 milliseconds (duty cycle DC = 50%, 
total saturation time Tsat = 9.9seconds). Forty‐three saturated 
images at evenly distributed frequency offsets between ± 4 
ppm and an unsaturated image at 300 ppm were acquired. 
To determine B

0
 maps using the water saturation shift refer-

encing method (WASSR),22 a single Gaussian‐shaped pulse 
with RF saturation power of B

1
= 0.1 μT and pulse duration 

tpd = 56 milliseconds was applied. The WASSR z‐spectra 
were obtained at 42 offsets between −1 ppm and 1 ppm. 
Additionally, T1‐weighted images were measured by a turbo 
inversion recovery sequence. Altogether, 12 contrasts at dif-
ferent inversion delays (TI) ranging from 25 milliseconds to 
5 seconds were fitted to calculate T

1
 maps. The same meas-

urement protocol was applied to acquire the CEST signals in 
the phantom including mixed solution of urea, creatinine, and 
creatine as well as in the urine sample.

Further phantom experiments were performed using 20 
Gaussian‐shaped pulses with three different RF amplitudes, 
B1 = (0.8, 1.2, 1.6) μT and pulse duration tpd = tipd = 100 
milliseconds. Z‐spectra were acquired at 45 frequency offsets 
between −6 and 6 ppm.

2.4 | Data analysis
Post‐processing was performed using in‐house written pro-
grams in MATLAB (Mathworks, Natick, Massachusetts). 

The T
1
 maps were obtained by pixel‐by‐pixel least‐squares 

fitting of the signal equation I = I
0
⋅ [1−2 ⋅exp (−TI∕T

1
)], 

where I is the signal intensity and TI is the inversion time. 
The exchange rates of urea were calculated as described in 
the following sections.

2.5 | Determination of k
a
 and k

b
 for urea 

by WEX
As in standard amides, proton exchange in urea solu-
tions is acid and base catalyzed and therefore strongly pH 
dependent23,24: 

where kb, ka and k
0
 (in l/(mol·s)) are rate constants for the 

base‐, acid‐ and water‐catalyzed protolysis, respectively. 
The rate of the spontaneous reaction (k

0
) is very slow 

compared to acid and base catalyses, and thus assumed 
to be negligible.24 The pKw refers to the negative decadic 
logarithm of the ionization constant, which is tempera-
ture dependent according to the solution of the van’t Hoff 
equation25,26: 

pKw(T
0
) here refers to the logarithm of the water‐ion prod-

uct at temperature T
0
= 25

◦
C, ΔH0

R
= 55.84 kJ/mol is the 

standard reaction enthalpy for the self‐dissociation of water 
and R = 8.314 J/(mol K) is the gas constant.25,26 Thus, we as-
sumed pKw = 13.617 at T = 37

◦
C. The urea signal intensity 

Ss(Tm) as a function of the mixing time Tm is given by26: 

where R
1w, R

1s are the longitudinal relaxation rates of the 
water and solute pool, respectively; ksw is the chemical ex-
change rate between solute s and water pool w and kws is the 
back‐exchange rate; Mzw(0) is the z magnetization of the 
water protons at the beginning of the mixing period. The 
ksw + R

1s values were obtained from a fit of Equation 3 to 
the measured urea signal integrals Ss(Tm−TWFB) at any given 
pH and temperature in MATLAB, where TWFB is a vari-
able fitting parameter introduced to account for the effects 
of the water flip‐back pulse at the end of the mixing period 
(see below). Eventually, the kb and ka rates at given temper-
ature were estimated by bi‐exponential fit of the measured 
ksw + R

1s values with the following equation: 

(1)ksw = kb ⋅10
pH−pKw +ka ⋅10

−pH +k
0

(2)pKw(T)=pKw(T
0
)−

(
ΔH0

R

R ⋅ ln(10)

)(
1

T
0

−
1

T

)

(3)

Ss(Tm)=
kwsMzw(0)

ksw+R
1s−R

1w

⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟

C

[e−R
1w⋅(Tm−TWFB)−e−(ksw+R

1s)⋅(Tm−TWFB)
]

(4)ksw+R
1s = kb ⋅10

pH−pKw +10
−pH +R

1s

F I G U R E  1  WEX II pulse sequence with excitation sculpting 
and water flip‐back. Narrow and wide bars are hard rectangular 90

◦ and 
180

◦ pulses, respectively, applied at maximum permissible amplifier 
power with the phase indicated above each pulse. Water‐selective 90

◦ 
pulses have an E‐BURP‐1 shape39 and a duration of 12.0 milliseconds 
(at 600 MHz). Water‐selective 180

◦ pulses have a shape corresponding 
to the central lobe of a sinc function and a duration of 4.0 milliseconds. 
The basic phase cycle of the WEX II sequence is 𝜙

1
: x, −x, x, −x; 

𝜙
2
: x, x, −x, −x; 𝜙

3
: x, −x, −x, x; receiver: x, −x, −x, x and is expanded 

by EXORCYCLE phase cycling of the 180
◦ pulses in the excitation 

sculpting sequence. The pulsed field gradients are G
1
: 10 G/cm, 1.0 

milliseconds; G
2
: 1 G/cm; G

3
: 43 G/cm, 0.5 milliseconds; G

4
: 19 G/cm, 

0.5 milliseconds
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Furthermore, the activation energies EA, b and EA, a of, respec-
tively, base‐ and acid‐catalyzed reactions were calculated by 
fitting the measured ksw + R

1s values at pH 7.97 and pH 6.56 
as a function of temperature. It was assumed that at pH 7.97, 
the proton exchange with water is dominantly base catalyzed, 
hence27: 

Similarly, at pH 6.56, the exchange process between water 
and amide protons of urea is mainly acid catalyzed, and 
thus27: 

where kb(310.15 K) and ka(310.15 K) are the obtained rate 
constants at T = 310.15 K. The R

1s was assumed to be inde-
pendent of temperature.27

2.6 | Determination of k
sw

 for urea by CEST
Recently, several theoretical approaches of quantifying pro-
ton exchange rates from data obtained in CEST experiments 
were proposed,28-33 especially a novel magnetization transfer 
(MT) ratio called MTRRex, which eliminates spillover effect 
and semi‐solid macromolecular magnetization transfer, was 
introduced by Zaiss et al.34: 

where Zlab = Z(+Δω) is the label scan around the resonance 
of the CEST pool s, Zref = Z(−Δω), the reference scan at the  
opposite frequency with respect to water, Rex refers to the exchange‐ 
dependent relaxation in the rotating frame and R

1w, is the relaxa-
tion rate of the water pool w. Duty cycle, DC = tpd∕(tipd + tpd),  
is determined by the pulse duration tpd and the inter‐pulse 
delay tipd. The MTRRex metric can be extended to an apparent  
exchange‐dependent relaxation metric, −AREX: 

More recently, Roeloffs et al. demonstrated that in the case of 
exchange rates that are small with respect to the inter‐pulse 
delay, modeling magnetization transfer during the pauses 
between the RF pulses might be crucial.35 In their theo-
retical model, they assume bi‐exponential dynamics of the 
magnetization in the water pool during the inter‐pulse delay 
(ISAR2), instead of a mono‐exponential recovery with rate 
R

1w (ISAR1), as had been previously presumed.36 As a result, 
the MTRrex metric has to be extended by an additional term35: 

In the large shift limit (LS) (i) δωs → ∞ and in the full satura-
tion limit (FS) (ii) ω

1
≫ R

2s + ksw, when applying RF pulse 
at the CEST pool s resonance, Rex = fs ⋅ksw and hence34: 

where ksw describes the exchange rate of urea, fs the proton 
fraction (see below), R

2s the transverse relaxation rate of the 
CEST pool s, ω

1
 the RF irradiation amplitude and δωs corre-

sponds to the frequency offset of pool s. The proton fraction 
is given by34: 

ci and ni are the concentration and number of exchangeable 
protons per molecule of pool i (i = s or w). It is assumed that 
cw = 55 M and nw = 2.

3 |  RESULTS

3.1 | Implementation of the WEX II pulse 
sequence
For the measurement of water exchange rates we used a phase‐
cycled difference experiment based on water‐selective inver-
sion using the WEX II filter sequence with a 1D 1H readout 
as described by Mori et al.17 Because the broad 1H resonance 
of urea (5.45 ⋯ 6.05 ppm) is separated from the 1H

2
O reso-

nance (between 4.66 ppm and 4.80 ppm in the temperature 
range studied here) by only 0.65 ppm (390 Hz at 600 MHz) 
(Figure 2), such an experiment requires not only highly fre-
quency‐selective water inversion but also a 1D 1H readout with 
excellent water suppression with water flip‐back, a uniform 
excitation profile with an extremely narrow transition region 
near the 1H

2
O resonance, and an exceptionally flat baseline. To 

this end, the 3‐9‐19‐WATERGATE water suppression scheme 
used in the original WEX II sequence 17 was replaced by an 
excitation sculpting37 readout with water flip‐back38 (Figure 
1). Water‐selective excitation and water flip‐back was achieved 
by 12.0 millisecond self‐refocusing E‐BURP‐139 90

◦ pulses, 
water‐selective refocusing by 4.0 milliseconds 180

◦ pulses with 
a shape corresponding to the central lobe of a sinc(x) = sin(x)/x 
function. Simulations based on the Bloch equations and control 
experiments were used to establish that these pulses are suffi-
ciently frequency selective that their effect on the 1H resonance 
of urea is negligible. In brief, the initial combination of water 
selective and hard 90

◦ pulses in Figure 1 selectively aligns the 
water magnetization along either the negative (−z) or the posi-
tive (+z) longitudinal axis in successive transients. Solute mag-
netization is rotated into the transverse plane and dephased by 
the crushing gradient G

1
. The differential transfer of the (nega-

tive or positive) longitudinal magnetization of water protons 

(5)

ksw+R
1s = kb(310.15 K)

⋅

[
mol

l

]
⋅10

pH−14+
ΔH0

R

R⋅ln(10)

(
1

298.15 K
−

1

T

)
+

EA,b

R⋅ln(10)

(
1

310.15K
−

1

T

)

+R
1s

(6)
ksw+R

1s = ka(310.15 K)

⋅

[
mol

l

]
⋅10

−pH+
EA,a

R⋅ln(10)

(
1

310.15K
−

1

T

)

+R
1s

(7)MTRRex =
1

Zlab

−
1

Zref

=
Rex ⋅DC

R
1w

(8)AREX=MTRRex ⋅R1w

(9)MTRRex =
1

Zlab

−
1

Zref

=
Rex ⋅DC

R
1w

⋅

(
1+

1−R
1wtipd

tpdksw

)

(10)ksw =
MTRRex ⋅R1w

DC ⋅ fs

(11)fs =
ns

nw

⋅

cs

cw
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to other metabolites during the mixing time, Tm, in successive 
scans is obtained by phase cycling the pulses of the WEX II 
filter together with the receiver.17 A weak gradient (G

2
) is ap-

plied during the mixing time to prevent radiation damping.17 
Any longitudinal magnetization transferred to the solute is then 
detected with a 1D 1H pulse sequence with excitation sculpt-
ing37 preceded by a water flip‐back pulse38 to achieve excellent 
water suppression and a very flat spectral baseline (Figure 2). 
While this sequence preserves most of the salient features of 
the original WEX II sequence,17 we prefer to apply the long 
(12.0 milliseconds) water flip‐back pulse at the end of Tm be-
fore the hard 90

◦ readout pulse in order to keep the excitation 
sculpting gradient double echo short enough to limit transverse 
relaxation and any homonuclear scalar coupling evolution. As 
a result of the complex trajectory of the water magnetization 
during this water flip‐back pulse, the effective mixing time is 
somewhat shorter than Tm and no longer known a priori, but 
has to be corrected a posteriori by a variable parameter dur-
ing data analysis. An important technical consideration— 
especially on modern high‐field instruments with highly sen-
sitive cryoprobes—is the effect of radiation damping, which  
opposes water‐selective pulses that rotate the magnetization 
away from the positive longitudinal axis (“flip‐down”) but 
reinforces water‐selective pulses that rotate the magnetization 
toward the positive longitudinal axis (“flip‐up”). As a result, 
flip‐down and flip‐up water‐selective pulses are significantly 
different and have to be calibrated independently.40 The water‐
selective WEX II excitation pulse in Figure 1 has to be cali-
brated as a flip‐down pulse because it rotates the magnetization 
from the positive (+z) longitudinal axis into the transverse 
plane. By contrast, the water flip‐back pulse at the end of Tm 
(hatched in Figure 1) rotates the magnetization from either −z 
or +z into the transverse plane and therefore alternates between 

a flip‐up and flip‐down pulse, respectively, in successive tran-
sients. If only flip‐down pulses are used for the sake of conven-
ience, water flip‐back will be incomplete and it is important to 
choose a recycle delay long enough for longitudinal relaxation 
of 1H

2
O between successive transients. As an alternative to the 

1D 1H readout presented in Figure 1, it is also straightforward 
to take advantage of the much sharper linewidth of the 15

NH
2
 

groups of urea at natural abundance by combining the WEX II 
filter with a [1H, 15

N] HSQC readout sequence with gradient 
coherence selection and water flip‐back41 if the signal‐to‐noise 
ratio is not limiting.

3.2 | Determination of the exchange rate 
constants k

a
 and k

b
 and the activation energies 

E
A, a

 and E
A, b

 of urea by WEX
The chemical shift of the urea amide protons in the WEX 
spectra is δ = 5.73 ppm at pH 6.96 and T = 37.0

◦
C. The 

experimentally determined signal intensities of urea are 
in an excellent agreement with the fitted function Ss(Tm)

(Equation 3) (Figure 3) proven by mean fit quality of 
R2 = 1.0.42 Similarly, the ksw + R

1s values obtained from 
six measured samples at different pH match well the fitted 
function ksw(pH) + R

1s (Equation 4) (Table 1, Figure 4). 
With a fit quality of R2 = 0.996, the estimated acid‐ and 
base‐ catalyzed exchange rate constants of urea at 37.0

◦
C 

(310.15 K) are ka = (9.95 ± 1.11) × 10
6 l/(mol·s) and 

kb = (6.21 ± 0.21) × 10
6 l/(mol·s), respectively. The as-

sumption of bi‐exponential dependence of the urea exchange 
rate on pH is thus clearly verified. It is worth noting that the 
acid‐catalyzed rate constant is much faster than the base‐cata-
lyzed rate constant. Using the calculated ka and kb values, it 
is possible to extrapolate the ksw for any pH value (Table 2).

F I G U R E  2  Overlay of the 1D 1H WEX II spectra recorded using the pulse sequence shown in Figure 1 at pH 6.96 and 37.0
◦
C with Tm = 20.0 

milliseconds, 40.0 milliseconds, 60.0 milliseconds, 80.0 milliseconds, and 100.0 milliseconds (from bottom to top). Due to scalar relaxation of 
the second kind caused by the fast quadrupolar relaxation of the most abundant nitrogen isotope 14

N the urea 1H resonance is very broad61; the 15
N 

satellites cause a doublet separated by the scalar coupling 1JNH which is visible as shoulders on the main 1H resonance of urea. Excitation sculpting 
with water flip‐back results in highly efficient suppression of the residual 1H

2
O resonance at approximately 4.66 ppm with a very flat baseline. 

Magnetization transfer to the urea resonance due to water exchange is approximately linear with the effective mixing time in the initial slope 
regime, but due to the effects of the water flip‐back pulse in Figure 1 the effective mixing time (Tm−TWFB

) is systematically shorter than Tm, which is 
reflected in the disproportionally weak intensity of the urea resonance for Tm = 20.0 milliseconds
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The activation energies for base‐ and acid‐catalyzed pro-
ton exchange in urea solution are EA,b = 43.52 ± 9.56 kJ/mol 
(quality of the fit: R2 = 0.995) and EA, a = 79.13 ± 15.87  
kJ/mol (quality of the fit: R2 = 0.975). The Arrhenius plot 
(ln(ksw) against 1/T) gives, as expected, a straight line (Figure 4).

3.3 | Determination of the exchange rates 
k

sw
 of urea by CEST

The CEST peak from urea is located at ca. 1 ppm with respect 
to the water resonance, which is arbitrarily set at 0 ppm. After 
correction of the MTRRex data for effects of T

1
 relaxation (by 

multiplying with the R
1w maps), we obtained the apparent 

exchange‐related relaxation metric (AREX) (Equation 8). 
The bi‐exponential dependence of the AREX values on pH 
confirms that the proton exchange in aqueous urea solutions 
is acid and base catalyzed (Figure 5). By varying the urea 
concentration cs at fixed pH = 8.04 and T = (37 ± 1)

◦
C,  

we could also demonstrate that the (corrected) AREX is 
linearly proportional to the urea concentration (R2 = 0.991)  
(Figure 5).

Using Equation 11 and the ksw, ref  values determined by 
extrapolation of Equation 4 with the rate constants ka and 
kb measured by means of WEX spectroscopy, we were able 
to calculate the proton fraction fs and thus the number of 

F I G U R E  3  Integrated signal intensities Ss of the urea peaks 
(squares) at pH = 6.96 and T = 37.0

◦
C as a function of mixing time 

Tm, and the fit function Ss(Tm−TWFB
) (Equation 3) (solid blue line). The 

quality of the fit was R2 = 1.00

T A B L E  1  ksw + R
1s [1/s] and R

1w [1/s] values in urea aqueous 
solutions (cs = 250 mM) measured by WEX at different pH and 
temperatures. The standard errors are approximately 0.04% and 
R2 = 1.0

pH T [◦C] R
1w

 [1/s] k
sw
+R

1s
 ([1/s])

6.39 37.0 0.29 6.22

6.56 22.0 0.39 2.92

6.56 27.0 0.35 3.56

6.56 32.0 0.33 4.31

6.56 37.0 0.31 5.26

6.96 37.0 0.30 4.63

7.38 37.0 0.30 5.82

7.72 37.0 0.30 9.63

7.97 22.0 0.38 3.78

7.97 27.0 0.35 6.14

7.97 32.0 0.32 9.93

7.97 37.0 0.30 16.19

F I G U R E  4  Determined ksw (squares) values of urea as a 
function of (A) pH and (B) temperature. A, Temperature T = 37.0

◦
C 

and urea concentration curea = 250 mM were fixed. Data were fitted 
using Equation 4 (solid blue line) yielding the following parameters: 
kb = (6.21 ± 0.21) × 10

6 l/mol ·s, ka = (9.95 ± 1.11) × 10
6 l/mol ·s 

and R
1s = (1.90 ± 0.31) s

−1 (R2 = 0.996). B, Arrhenius plot from data 
measured at fixed urea concentration curea = 250 mM at pH 7.97 
(square) and pH 6.56 (circle). Data were fitted using Equation 5 (solid 
blue line) and 6 (solid yellow line) yielding the following values 
of activation energies: EA, b = 43.52 ± 9.56 kJ/mol (R2 = 0.995) and 
EA, a = 79.13 ± 15.87 kJ/mol (R2 = 0.975)
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labile protons in urea ns (Equation 11). Using the AREX 
maps of eight model solutions at pH = (5.66, 5.72, 5.92, 
6.12, 7.8, 8.02, 8.20, 8.41), we obtained ns = 4.10 ± 0.21.  
This result suggests that urea possesses four labile 

protons. Finally, employing the Equation 10 with fs = 4, the  
exchange rate ksw maps of urea can be calculated (Figure 5).  
The ksw derived experimentally from CEST data agree well 
with the reference values ksw,ref , at pH values below 6.2 
and above 7.4 at 37

◦
C (Figure 5, Table 2). In the neutral 

solutions the exchange rate of urea is minimal and could 
not be accurately estimated from the CEST data. In gen-
eral, it is possible to determine the pH maps by solving the 
Equation 1 with the ksw values calculated from the CEST 
data. However, in the case of bi‐exponential function we 
obtain two real solutions and without additional informa-
tion, we cannot univocally decide which of the two possible 
pH values is “correct”.

3.4 | Assessment of pH dependence of the 
CEST effect of other kidney metabolites
In order to identify major kidney metabolites, which pos-
sess exchangeable protons and may generate an experimen-
tally measurable CEST effect under physiological condition,  
results from animal18 and human studies43 on kidney tissues 
as well as the Urine Metabolome Database19 were analyzed. 

T A B L E  2  Exchange rate ksw [1/s] values in urea model solutions 
(cs = 250 mM) obtained from CEST at different pH and ksw, ref  
estimated from WEX by extrapolation of Equation [5]

pH T [◦C] k
sw

 [1/s] k
sw, ref

 [1/s]

5.66 37 ± 1 21.10 ± 2.80 21.84

5.72 37 ± 1 19.92 ± 2.20 19.04

5.93 37 ± 1 14.38 ± 2.33 11.82

6.12 37 ± 1 7.87 ± 2.25 7.75

6.20 37 ± 1 3.88 ± 1.88 6.51

7.37 37 ± 1 1.04 ± 2.10 4.60

7.65 37 ± 1 5.66 ± 2.41 6.92

7.80 37 ± 1 8.07 ± 1.85 9.61

8.02 37 ± 1 15.68 ± 2.31 15.80

8.20 37 ± 1 23.26 ± 3.14 23.83

8.41 37 ± 1 34.11 ± 3.81 38.58

F I G U R E  5  Apparent exchange‐dependent relaxation (AREX) as a function of (A) pH and (B) urea concentration curea and (C) two exemplary 
exchange rates ksw maps. A, Temperature T = (37 ± 1)

◦
C and urea concentration curea = 250 mM were fixed. The AREX values were obtained from 

Equations 8 and 9. B, Temperature T = (37 ± 1)
◦
C and pHfixed = 8.04 were fixed. Data were fitted (solid blue line) using Equations 8‐11. The fit 

quality was: R2 = 0.991. C, The ksw maps for two sets of the urea model solutions: #1 (pH 5.66, cs = 250 mM), #2 (pH 5.72, cs = 250 mM), #3  
(pH 5.93, cs = 250 mM), #4 (pH 6.12, cs = 250 mM), #5 (pH 7.80, cs = 250 mM), #6 (pH 8.02, cs = 250 mM), #7 (pH 8.20, cs = 250 mM), #8  
(pH 8.41, cs = 250 mM) obtained from the quantitative CEST experiments at T = 37

◦
C
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Only molecules found in relatively high abundance in kid-
ney tissue and urine were investigated. Finally, a compre-
hensive list of the potential CEST‐active metabolites was 
created (Table 3). The z‐spectra and magnetization transfer 
ratio asymmetry (MTRasym) curves were measured at various 
pH values. While all of the systematically tested metabolites 
possess exchangeable protons, not all of them generate large 
CEST contrast at 3T in the measured pH range of 6.2‐7.4 and 
temperature T = 37

◦
C (z‐spectra and MTRasym curves not 

shown). Creatinine, creatine, glutamine, alanine, allantoin, 
and glutamate showed the highest CEST effect under physi-
ological conditions (Figure 6).

3.5 | Investigation of the specificity of 
urea‐weighted CEST imaging
To examine the specificity of urCEST, aqueous solutions 
containing three most abundant urine metabolites that show 
measurable CEST effect, namely urea, creatinine, and cre-
atine, were prepared at pH 5.97 and measured at T = 37

◦
C 

(Figure 7). The concentrations of the individual compounds 
were: 180, 15, and 1 mM for urea, creatinine and creatine, 
respectively, corresponding to the normal concentrations 
of these metabolites in urine (Table 3). The determined ex-
change rate of urea was: ksw = 9.25 ± 1.79, indicating good 
agreement with the reference ksw value (ksw = 10.80 ± 1.13). 
Moreover, the calculated z‐spectrum and the MTRasym curve 
of the mixed phantom were similar to those obtained in the 
urine sample at pH 5.90. Both CEST spectra reveal a domi-
nant peak at ca. 1 ppm, which can be assigned to the exchang-
ing amide protons of urea.

4 |  DISCUSSION

4.1 | Proton exchange in aqueous urea 
solutions
In our study, we were able to determine experimentally the urea 
exchange rate constants with high accuracy. The previously 
reported rate constants of urea are: ka = (7.0 ± 2.0) × 10

6  

Compound Functional group 𝛅
s
 [ppm]a k

sw
 [1/s]b c

s
 in urinec,19

Sugars Hydroxyl protons (−OH)

Glucose −OH 1.2, 2.2, 2.862 ∼200063,64 37.5 (12.5‐58.4)

Sorbitol −OH 1.07 n/a 9.9 (2.5‐18.7)

Glycogen −OH 1.2, 2.2, 3.065 ∼60065 n/a

Myo‐inositol −OH ∼0.8, ∼0.9, ∼1.166 60066 22.4 (7.9‐36.1)

Amino acids Amino protons (−NH
2
)

Creatinine −NH
2

∼1.3 n/a 14743±9797d

Creatine Guanidinium protons 1.9 ∼490e,55 46 (3‐448)

Histidine −NH
2
, −NH n/a n/a, 1700 f ,67 43 (17‐90)

Glutamine −NH
2

2.9 n/a 37.3 (19.1‐77.9)

Alanine −NH
2

3.07 ∼3030g,68 21.8 (7.1‐43.1)

Lysine −NH
2

3.07 4000 f ,67 17.2 (3.7‐51.3)

Threonine −NH
2
, −OH n/a, n/a n/a, 700 f ,67 13.3 (6.4‐25.2)

Glutamate −NH
2

∼3.0 ∼2000 i ,65 8.5 (3.3‐18.4)

Miscellaneous

Urea −NH
2

1.0 ∼1 12285 (174‐49097)

Ammonia NH
3

2.413 n/a 1900.0 ± 350.0

Hippuric acid −OH, −NH n/a, n/a n/a, n/a 229 (19‐622)

Citric acid −OH 0.6‐0.869 >200069 203 (49‐600)

Taurine −NH
2

∼3.065 300h,65 81 (13‐251)

Allantoin −NH
2
, −NH ∼1.0, ∼3.0 n/a, n/a 15.4 (4.9‐29.3)

Lactate −OH 0.470 350 i ,70 11.6 (3.5‐29.3)

Choline −OH ∼1.065 ∼40065 3.5 (1.4–6.1)

a δs in ppm is relative to the resonant frequency of water. bMeasured at pH 7.4 and at T = 25
◦
C unless otherwise noted. cConcentrations of all compounds are given in 

[μM/mM creatinine] unless otherwise noted. d μM eMeasured at pH 7.51. f Measured at pH 7.0 and T = 36
◦
C. 

g
Measured at pH 7.0 and T = 22

◦
C. hMeasured at pH 

5.6. i Measured at pH 7.0.

T A B L E  3  An overview of important kidney metabolites and their CEST properties
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l/(mol·s), kb = (4.8 ± 1.6) × 10
6 l/(mol·s) at T = 22

◦
C (29), 

and ka = (9.0 ± 1.0) × 10
6 l/(mol·s), kb = (2.4 ± 1.0) × 10

6 
l/(mol·s) at T = 35

◦
C 24,44 and have been measured by use of 

line shapes of urea and water in 1H NMR. For amides, this 
method is not exact because of line broadening associated 
with 14

N quadrupole relaxation of the amide nitrogen.45 As an 
alternative, line shapes for the proton‐coupled 15

N NMR spec-
tra were calculated for investigating the NH‐exchange rates of 

urea, yielding the following results: ka = (18.0 ± 12.0) × 10
6 

l/(mol·s), kb = (4.4 ± 1.0) × 10
6 l/(mol·s) at T = 32

◦
C.45 It 

seems that the WEX II method provides smaller standard 
errors than the linewidth‐based methods and thus improves 
the accuracy and precision of predictions. Although all previ-
ous estimated ka and kb values are in good agreement, direct 
comparison of the results is difficult due to differences in the 
experimental conditions, such as the buffer concentration 

F I G U R E  6  Experimentally obtained z‐spectra (solid lines) and MTRasym curves (dashed lines) of different kidney metabolites at T = 37
◦
C. 

The metabolites are: (A) creatinine (100 mM), (B) creatine (100 mM), (C) glutamine (100 mM), (D) alanine (100 mM), (E) allantoin (35 mM), (F) 
glutamate (50 mM)
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and temperature. Since the pH in urea solutions tends to drift 
slowly because of CO

2
 absorption and decomposition of urea 

into ammonium and cyanate ions,24,46 we dissolved urea in 
50 mM Na/K‐phosphate buffer. The pH value did not change 
over a period of several hours.

The acid‐catalyzed rate constant of urea is large compared 
to rate constants for acid‐catalyzed protolysis of most am-
ides.23,44 High ka rate constant suggests higher probability of 
H

3
O+ with nitrogen than with oxygen, resulting in observable 

proton transfer.44 Thus, the large value of ka for urea solution 
implies protonation on urea nitrogen rather than oxygen.44

The comparison of the estimated activation energies 
EA, a ≈ (19 ± 4) kcal/mol and EA, b ≈ (10 ± 2) kcal/mol 
with the apparent heat of activation for amide hydrogen ex-
change of about 17 kcal/mol, reported by Englander et al 
shows good agreement.47 Recently, Bodet et al. estimated 
the effective activation energy of amide proton exchange 
Eb, eff = (54.12 ± 9.15) kJ/mol ≈ (13 ± 2) kcal/mol in car-
nosine solutions buffered with (1/15) M PBS buffer.27 The 
same study also showed that the buffer has a strong influence 
on the amide hydrogen exchange rate and its dependence on 
pH and temperature. This finding should be taken into con-
sideration when analyzing our results.

4.2 | WEX and CEST methods
Several methods have been proposed for estimation exchange 
rates, which is possible due to their dependence on the satura-
tion power and time.29,31-33,48-50 The water exchange (WEX) 
filter sequence has already been used for measuring exchange 
rates of slowly exchanging species.17,27,37 Therefore, we de-
cided to apply this method to amide exchange in aqueous urea 
solutions. In contrast to the original WEX II sequence, we 
used excitation sculpting instead of WATERGATE technique 

for water suppression. Because of the large width of the urea 
peak and its nearness to the water resonant frequency, we 
expect that the WATERGATE water suppression may neg-
atively impact the urea signal due to the lack of sufficient 
selectivity.51 One of the challenges with the spectroscopy 
(MRS)‐based methods, such as the WEX approach, is the low 
sensitivity, which makes it difficult to detect low abundance 
metabolites in vivo. Furthermore, the WEX experiments are 
not suitable for measuring faster rates since the signal of the 
exchangeable peak is reduced owing to exchange with sup-
pressed water proton.28,52 The WEX spectroscopy has been 
already used to measure exchange rates of creatine guanidin-
ium protons and amide protons of carnosine on a 3T clinical 
MRI system.26,27 However, this method is not applicable to 
urea samples at low magnetic field.

The exchange rates of urea derived from CEST experi-
ments are in good agreement with those obtained by WEX 
experiments. However, it was not possible to determine the 
ksw values of urea in the physiologically relevant pH range. 
Derivation of the exchange‐dependent relaxation rate Rex 
used here is based on the assumption that the influence of 
the R

1s is negligible against ksw for exchanging system.53,54 
This requirement is not fulfilled for exchange rates that are 
in the order of the longitudinal relaxation rate R

1s. Moreover, 
in the neutral solutions the CEST effect was minimal and 
thus the signal to noise ratio was insufficient for a proper 
quantification.

In order to determine the quantitative CEST parameters 
of urea, we have applied the extended steady‐state method 
AREX, introduced by Roelloffs et al.34,35 For extremely 
slow exchange rates of urea, modeling of bi‐exponential 
decay during the break was important. The exchange rates 
obtained using the “standard” AREX approach, were sig-
nificantly overestimated (approximately 40%). Since the 
CEST contrast depends on both concentration and ksw, it is 
necessary to employ quantitative methods that allow sepa-
rating these parameters. Previous study have shown that the 
CEST effect can be represented as a linear function of 1∕B2

1
 

and that the exchange rate and proton fraction can be de-
termined independently by linear regression (the so‐called 
ω‐plot).31-33,48,49 However, this method seems to be not  
applicable at low exchange rates due to a high noise level 
and small B

1
 dispersion.26,55

In our study, we have investigated a number of important 
kidney/urine metabolites with exchangeable protons that may 
produce a CEST effect in vivo. However, for most of them no 
CEST contrast in the examined pH range and at a buffer con-
centration of 50 mM was observed at 37

◦
C. This is consis-

tent with the fast exchange. Moreover, in the case of hydroxyl 
groups of, eg, myo‐inositol, glucose, and glycogen the reso-
nance peaks were possibly within the linewidth of the water 
resonance. Therefore, it is unlikely that any of these metabo-
lites contribute to the total CEST effect at ca. 1 ppm in kidney 

F I G U R E  7  Z‐spectra and MTRasym curves for the individual 
solutions of 180 mM urea (blue dotted line), 15 mM creatinine (blue 
dashed line), 1 mM creatine (blue dash‐dot line), their mixture (blue 
solid line) at pH 5.97 and for the urine sample (red solid line) at pH 
5.90. The temperature of the model solutions during the measurements 
was kept constant at T = (37 ± 1)

◦
C
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at clinical field. Besides urea, several other compounds  
show a measurable CEST effect under physiological condi-
tions at 3T. These might potentially overlap with the urea 
CEST signal in the urine/kidney in vivo. The absolute urea 
quantification might be, therefore, considerably hampered. In 
our study, we were able to estimate the ksw of urea from CEST 
experiments performed on a mixture model solution of urea, 
creatinine, and creatine. However, we have assumed that the 
urea concentration is much higher than the creatinine con-
centration (12:1), as had been previously measured in urine 
(Table 3).19 The difference in MTRasym between the urine and 
mixture peaks results most likely from slightly different pH 
values as well as different concentrations of individual me-
tabolites in urine compared with the mixed solution. To the 
best of our knowledge, no study determined absolute con-
centrations of metabolites in human kidney in vivo. Further 
extensive research is necessary in order to assess the con-
tribution of other kidney metabolites superimposed on the  
urCEST effect at different pH.

pH‐sensitive chemical exchange saturation transfer (CEST) 
MRI is a promising new method for in vivo applications.56-60 
Exogenous CEST agent pH mapping have already been applied 
for kidney imaging. The measured pH in kidneys was shown to 
vary between 5.4 and 7.4 for healthy mice.58 Since the exchange 
rate of urea is minimal at this pH range, it might be challenging 
to obtain the pH maps of kidneys using only the quantitative 
urea‐weighted CEST method. On the other hand, pH could 
be measured independently using paraCEST (eg, Lanthanide‐
DOTA‐tetraamide complexes,56 Eu3+ based agents56,57) or 
diaCEST agents (eg, Iopamidol58,59) in order to derive urea 
concentration by combining Equations 1 and 10.60

5 |  CONCLUSIONS

In our study, we present a successful application of the WEX 
spectroscopy for determining exchange rate constants of urea 
and evaluate the feasibility of the quantitative urea‐weighted 
CEST imaging at a clinical MRI system. We show that simi-
lar to simple amides, proton exchange in aqueous urea so-
lutions is acid and base catalyzed with the rate constants:  
ka = (9.95±1.1)×10

6 l/(mol·s) and kb = (6.21 ± 0.21) × 10
6 

l/(mol·s), and activation energies: EA, a = 79.13 ± 15.87  
kJ/mol and EA, b = 43.52 ± 9.56 kJ/mol, respectively. 
Although urea protons undergo a slow exchange with water 
protons, it was possible to estimate its exchange rate at pH 
values below 6.2 and above 7.4 at T = (37 ± 1)

◦
C using the 

quantitative CEST analysis. Moreover, several other kid-
ney metabolites, which are expected to partially conceal the 
CEST effect of urea in vivo, were examined. Further investi-
gations are needed to characterize the explicit dependence of 
the exchange rate constant of urea amide protons on different 
pH buffer systems.
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