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Zusammenfassung

Im Kontext der globalen Adipositasepidemie besteht ein großes Interesse an Metho-
den, welche helfen können Mechanismen, die für ein Versagen der Energiehomeostase
verantwortlich sind, zu entschlüsseln. Das Belohungssystem des Gehirns, welches
vorwiegend durch den Neurotransmitter Dopamin reguliert wird, ist eine entscheidene
Stellschraube im Zusammenhang mit übermäßiger Nahrungsaufnahme. Untersuchun-
gen von Dopaminausschüttungen als Reaktion auf Essen, sowie ein potentieller
Zusammenhang mit der konsumierten Nahrung oder dem Körpergewicht sind daher
interessante wissenschaftliche Fragestellungen. Bisher gibt es jedoch keine Methode,
mit welcher physiologische Dopaminauschüttungen im menschlichen Gehirn über
einen bestimmten Zeitraum gemessen werden können.
Im Rahmen dieser Arbeit wurde eine neue Methode für [11C]Raclopride Positro-
nen Emissions Tomographie (PET) entwickelt, mit welcher zeitlich und räumlich
aufgelöste Dopaminausschüttungen detektiert werden können. Die neue Methode
wird anhand von Kompartmentmodellen, welche die Interaktion von dem Radiotracer
[11C]Raclopride und Dopamin einbeziehen, eingeführt und mittels experimenteller
Daten validiert. Neben PET Experimenten schließt die Validierung der Methode
direkte Messungen von Dopamin im Maushirn mittels Voltammetrie ein. Die neue
Methode wurde darüber hinaus erfolgreich zur Detektion von Dopaminauschüttungen
als Reaktion auf Nahrungsaufnahme im Rahmen einer Probandenstudie angewendet.
Fundamentale Prozesse, wie Diffusion und Entnahme von Dopamin im Extrazel-
lulärraum, sind die Basis des eingefühten Models. Diese Prozesse finden auch für
andere Neurotransmitter statt. Dementsprechend wurden Modellrechungen für die
Neurotransmitter Serotonin, Acetylcholin und Glutamat durchgeführt. Die Ergeb-
nisse zeigen, dass die Methode mit jeweils geeigneten Radiotracern potenziell zur
Detektion von Auschüttungen dieser Neurotransmitter angewendet werden kann.
Zukünftige Messungen müssen dies jedoch erst bestätigen.

Grundlage für die Entwicklung von Adipositas ist die Fehlregulation des Stoffwech-
sels. Mittels [18F]FDG PET kann der Glukosestoffwechsel in Menschen und Tieren
untersucht werden, wobei die Anwendung bisher hauptsächlich auf Gehirndaten
beschränkt war. Die Analyse von weiteren Organen und Geweben im Hinblick auf
einen veränderten Glukosestoffwechsel mit [18F]FDG PET könnte jedoch wichtige
Einblicke in Bezug auf systemische metabolische Veränderungen geben. Im zweiten
Teil dieser Arbeit werden Methoden eingeführt, mit welchen der Glukosemetabolis-
mus im ganzen Körper an Hand von [18F]FDG PET und CT analysiert werden
kann. Dadurch wird das gesamte Potential von [18F]FDG PET/CT in der Stof-
fwechselforschung in Mäusen dargelegt. Die entwickelten Methoden können auch zur
Untersuchung von Menschen angewendet werden.
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Summary

In light of the global obesity epidemic there is an overall interest in methods that
can help to unravel the basic mechanisms responsible for the failure of energy home-
ostasis. One important driver of increased food intake is the brain’s reward system.
The so-called hedonic system is predominantly regulated by the neurotransmitter
dopamine. Therefore, the analysis of dopamine release in response to food intake
and potential correlations with the consumed food or body weight is an interesting
research objective. Methods to assess dopamine release within the human brain over
time are lacking, especially for physiological release events like in response to food
intake.
Within the framework of this thesis a novel method using [11C]raclopride Positron
Emission Tomography (PET) was developed to detect spatiotemporal dopamine
release in the human brain. The novel method is introduced on basis of model calcu-
lations using compartment models that take into account the interaction between the
PET tracer [11C]raclopride and dopamine, and is validated by mouse experiments as
well as a clinical study. Apart from PET experiments, the validation includes direct
assessment of dopamine concentrations in the mouse brain with the help of fast-scan
cyclic voltammetry. Application of the method to detect dopamine release during
food intake in humans demonstrates the power of the novel approach.
The introduced method is based on fundamental processes, such as diffusion and
removal, that in principle apply to any neurotransmitter system. Accordingly, the
applicability of the method to the neurotransmitter systems of serotonin, acetyl-
choline, and glutamate is analyzed on basis of theoretical considerations and model
calculations. The results indicate potential applicability to any of the systems, which
needs to be confirmed in future applications.
A second important research field with regard to increasing rates of overweight
and obesity is the metabolic health, since accumulation of adipose tissue leads to
various diseases. A common problem is an impaired glucose metabolism. Using
[18F]FDG PET glucose metabolism in humans and mice can be assessed in vivo.
However, peripheral tissue analysis using dynamic [18F]FDG PET data including
kinetic modeling is no standard approach in clinical routine, especially with regard
to metabolic diseases. Within this thesis, whole-body [18F]FDG PET and CT data
of mice were used for combined analysis to exploit its full potential in metabolism
research in rodents, as well as introducing ways of data analysis which can be applied
to human data.
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1 Introduction

In the recent decades the fractions of overweight and obesity in the worldwide popu-
lation are rapidly increasing. While in 1980 28.8% of men and 29.8% of women were
overweight or obese, in 2016 more than 39% (1.9 billion) adults were overweight and
13% (650 million) obese [1]. According to the World Health Organization (WHO)
worldwide obesity has nearly tripled since 1975, with a further uptrend [1]. The
increase in overweight and obesity is not only restricted to certain populations like
inhabitants of industrialized countries, but is observed globally even in developing
countries and also among all ages [1].
Obesity and overweight are defined as the abnormal or excessive accumulation of
adipose tissue that might impair health [1]. The WHO classifies overweight and
obesity by the body mass index (BMI), which is defined as body weight in kg divided
by the square of the body height in meters ( kg

m2 ). With a BMI equal or greater than
25 an adult is defined as overweight, with a BMI equal or greater than 30 as obese [1].
Obesity is a very complex condition with major risks for lots of serious physiological
diseases like diabetes, cardiovascular diseases and cancer, and moreover has various
social and psychological consequences. It has even been suggested that, due to the
increase in obesity, future life expectancy may even decrease [2].
In normal conditions the body is able to maintain a stable body weight over long
times by the use of different homeostatic signaling pathways that keep energy intake
(i.e. food intake) and expenditure (i.e. the basal metabolic rate, physical activity and
adaptive thermogenesis) balanced [3,4]. Homeostasis is a complex interplay between
the central nervous system (CNS), particularly the hypothalamus, and peripheral
storage and mobilization of fat stores [3]. Note that adipose tissue does not just act
as energy storage, but also as endocrine organ that produces adipokines (e.g. leptin,
resistin, etc.) which modulate metabolic processes in the body [3].
In the recent decades enormous progress has been made in deciphering the homeostatic
system in the hypothalamus – predominantly regulated by pro-opiomelanocortin
(POMC) and agouti-related peptide (AgRP) neurons – and its modulation of
metabolism related to energy stores and intestinal tract activity [5]. However, the
development of the obesity pandemic indicates that homeostatic regulation is prone
to failure in environments which offer easily accessible, cheap and palatable food
with high caloric density.
Apart from homeostatic mechanisms, food intake appears to be driven by another
important factor: the reward system of the brain, also referred to as hedonic system.
The reward system responds to factors as visual appearance, smell and taste of food
and can override homeostatic signals in environments with excess accessibility to
food [5,6]. In this context the dopamine system has been studied, with dopamine being
the most prominent neurotransmitter of the reward system. Dopamine signaling
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1 Introduction

from ventral tegmental area (VTA) neurons to the nucleus accumbens core (NAc),
hippocampus, amygdala and pre-frontal cortex promotes reward-related activities
like food intake and is also postulated to promote learning associations between
food rewards and environmental factors [5]. Moreover, there is increasing evidence
that hormones like insulin, leptin and ghrelin – which are hormonal inputs to the
homeostatic system – directly affect the dopamine system [5].
Taken together, the control of food intake consists of a mixture of homeostatic,
hedonic/reward-related and cognitive mechanisms. Research efforts addressing the
obesity pandemic from different perspectives are being made by various scientific
fields, including genetics, medicine, neurology/neurobiology, endocrinology and psy-
chology.
Studies are performed on population or individual level in humans and animals. To
answer the different research questions arising, more and more elaborate techniques
have been and are being developed. Today, it is possible to activate and analyze
single neurons in vivo in animals. Furthermore, single genes can be knocked out or
modified and the behavior of the transgenic animal can be investigated.
For humans the methods are restricted, as in clinical studies only non-invasive
techniques are feasible. At that point, non-invasive imaging techniques – which in
animals might not necessarily be the method of choice – come into play. The field
of “metabolic imaging” grew over the recent decades and various new methods have
been developed.
The imaging techniques Magnetic Resonance Spectroscopy (MRS) and Positron
Emission Tomography (PET) allow for visualization and quantification of metabo-
lites. By the use of Computer Tomography (CT) or Magnetic Resonance Imaging
(MRI) the distribution of adipose tissue can be analyzed. Moreover, MRI is used
for diagnosis and investigation of obesity-related disease progression like fatty liver
disease, cardiovascular diseases, cancer and a lot more. Functional MRI (fMRI) can
provide information on cognitive control of food intake and PET provides a tool to
quantify physiological processes depending on the used radiotracer.
One objective of this thesis is the analysis of [11C]raclopride PET data to assess
dopamine release in response to food intake in the human brain. While most of the
knowledge on dopamine signaling in the context of food intake behavior is based
on data from studies in rodents, methods for the assessment of dopamine release
in humans are lacking. Up to now, only pharmacological induced robust and long-
lasting dopamine release events could be detected by [11C]raclopride PET. However,
PET applications are thought to be insensitive to fast and more subtle changes in
dopamine concentrations. To be able to detect dopamine release in response to a
relatively subtle stimulus like food intake, a novel method was developed within
the framework of this thesis. The novel method is based on [11C]raclopride PET
data and relates temporal variations in the [11C]raclopride PET signal to changes in
dopamine concentrations in the extracellular space. To validate the method direct
in situ measurements of dopamine levels were performed in a chemogenetic mouse
model. Moreover, a theoretical framework including model calculations is introduced
substantiating the experimental results. Successful application of the novel method to
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human [11C]raclopride PET data reveals the power of the approach. While common
analysis methods fail to detect dopaminergic release events in these data, the novel
method produced reliable results.
A second objective of this thesis is the whole-body analysis of glucose metabolism
using [18F]FDG PET and CT data of mice. [18F]FDG is widely used to assess the
cerebral metabolic rate of glucose, but can also be applied to assess glucose uptake
and metabolism in peripheral metabolic tissues. Methods for tissue analysis exist,
but the full dynamics of spatiotemporal [18F]FDG distribution within the whole
body is usually not taken into account in clinical data. This is due to a lack of
whole-body scanners for humans. As a consequence the subject is either step-wise
moved through the scanner and no full time course of data is obtained, or only tissues
inside of the field of view (FOV) can be analyzed. Recently, a whole-body PET for
humans was developed [7,8], so that methods for peripheral tissue data analysis need
to be validated, refined or newly developed. Using [18F]FDG PET and CT data
whole-body glucose metabolism in mice is investigated within the framework of this
thesis and the influence of the nutritional state on the results is examined. Moreover,
a method to synergetically analyze combined [18F]FDG PET and CT is developed.

This thesis is divided into three chapters. The first chapter “Principles of Positron
Emission Tomography” gives an introduction on PET and compartment modeling
with a focus on the state-of-the art of Neurotransmitter PET (NeuroPET). The
second chapter “Spatiotemporal Assessment of Neurotransmitter Release using PET”
addresses the first objective of the thesis by introducing a novel method for the
assessment of neurotransmitter release. The underlying theoretical model will be
elaborated followed by results from experimental studies in mice and humans. The
third chapter “Advancements in the Application of [18F]FDG PET and CT for Whole-
Body Analyses” focuses on the investigation of whole-body glucose metabolism using
an integrative approach of [18F]FDG PET and CT data in mice.
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2 Principles of Positron Emission
Tomography

2.1 Introduction on Positron Emission Tomography
Positron Emission Tomography (PET) is a non-invasive nuclear medicine imaging
technique, which is widely used in standard medical care as well as in preclinical and
basic research. The technique enables the measurement of physiological processes in
vivo by injecting a pharmacologically or biochemically active compound labeled with
a short-lived positron-emitting radionuclide. Typically fluorine-18 (T1/2=109.77 min)
or carbon-11 (T1/2=20.33 min) are used to label the molecule of interest. The
labeled and biologically active molecule, the so-called radiotracer, takes part in
metabolism and will eventually decay. The emitted positrons annihilate through
collision with electrons in tissue. This process releases two γ-rays with 511 keV
in opposite directions, which can be detected as coincident events by surrounding
PET detectors. Emission of two oppositely directed γ-rays instead of a single γ-ray
supersedes the usage of collimators, that limit the angular field of the detectors.
This explains the much higher sensitivity of PET in comparison to gamma cameras
or single photon emission computed tomography (SPECT). Using the detected
signal three-dimensional images can be reconstructed, which show the quantitative
distribution of the tracer of interest (Figure 2.1). [9,10,11]

PET provides a tool for the analysis of complex biological processes in their natural
environment, the investigation of signaling pathways and the examination of drug
delivery and pharmacokinetics [9,10,12]. So far a wide range of biologically active
molecules have been labeled including sugars, amino acids, nucleic acids, water,
molecular oxygen, receptor-binding peptides and antibodies. Depending on the used
molecule different measures like blood flow, biodistribution, transport rates, binding
properties, etc. can be obtained. [9,12,13] The most commonly used radiotracer is the
glucose analog [18F]FDG. Measurements with [18F]FDG provide, amongst others,
information on neuronal metabolism, glucose uptake in tumors, glucose transport
and inflammatory processes. [10,11,12,14,15]

Since the radiotracer is the essential component for imaging and quantifying the
desired molecular process, it needs to fulfill different requirements. First of all the
tracer should not be toxic, induce an immune reaction or other significant biological
response within the body. In general, the radiotracer should be given in so called
“tracer doses”, i.e. sub-pharmacological doses, such that no physiological effects by
the radiotracer itself are induced. Therefore, a high specific activity of the radioligand,
i.e. the ratio of the number of radioactive atoms to the total number of atoms, is of
advantage. Moreover, the tracer needs to be sensitive and specific for the metabolic
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2 Principles of Positron Emission Tomography

Figure 2.1: Basic principle of PET. Radioisotopes suitable for PET imaging decay
via positron (β+) emission. The emitted positrons travel through space and lose velocity
until they eventually annihilate through collision with an electron. Thereby two γ-rays
with 511 keV each are released in opposite directions. The surrounding PET detectors
recognize coincidence photons. From the “lines of response” (LOR) the point of origin
can be reconstructed. From the integrated decay events three-dimensional images can be
reconstructed showing the quantitative distribution of the tracer throughout the imaged
tissue.

process to be analyzed. If needed, anatomical barriers like cell membranes or the
blood-brain barrier (BBB) must be overcome. [9,10,11,16]

The major advantage of PET is its high sensitivity and its quantitative nature [9,13].
The later is due to the fact that in contrast to SPECT or gamma cameras exact
attenuation correction can be applied by measuring the attenuation along each line
of response with the help of an external radioactive source such as a CT X-ray source.
Furthermore, PET enables whole-body imaging (in animals and recently also in
humans [7,8]) and insight into different physiological processes. The main limitation is
its rather low spatial resolution, which is in the order of 4-8 mm for clinical systems
and 1-2 mm for preclinical systems [9,17]. Since the spatial resolution is restricted by
fundamental physics as the mean distance from the emitted positron to annihilation
is around 0.1 to 1 mm dependent on the initial energy, there is not much space for
improvement [10,18]. Moreover the costs and complexity of tracer synthesis, transport
and the needed infrastructure are quite expensive [10].
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Anyway, PET has added diagnostic value for many diseases, foremost for tumor
detection, delineation, monitoring of disease progression and assessment of treatment
response [9,19]. PET can provide an increasing understanding of normal brain function
and pathophysiological processes in medical research and gained a central role in
drug discovery and development in pharmacology [9,11,13,20]. Regarding neurology,
the role of brain metabolism and neurotransmitter systems in psychiatric disor-
ders, for example the dopamine system in schizophrenia and the serotonin system
in depressive disorders or anxiety, were analyzed using PET [11,12,13]. Dopamine
metabolism was studied in patients with Parkinson’s disease using different PET trac-
ers ([18F]FDG, [18F]DOPA, [18F]FP-CIT, [11C]PE2I) addressing specific metabolic
patterns, dopamine synthesis and storage in the presynaptic terminals, as well as,
the dopamine transporter [12,13]. Various studies using [11C]raclopride, a dopamine
D2 receptor antagonist, were performed in patients [21,22,23,24]. Also in the field of
Alzheimer’s disease or other neurodegenerative diseases PET plays an important role
in diagnosis, monitoring and the assessment of treatment response [12,13,15].
State-of-the-art systems combine PET and CT [10,11] or PET and MRI [25,26]. Recently,
the first whole-body human PET/CT system has been developed [7,8]. For preclinical
and basic research dedicated small-animal PET scanners (“microPET” scanners) are
available for measurements of rodents [16,20,27]. Rats and mice are widely used in
basic and preclinical research: rats are primarily used as surgical and interventional
models, while mice can be easily genetically modified and therefore provide a valuable
tool to examine many different research questions [16,20]. One key advantage of in vivo
imaging is that animals can be used for longitudinal studies and therefore multiple
types of studies can be performed in one individual animal [16,20].
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2.2 Compartment Models

From PET scans quantitative radioactivity measurements throughout a target struc-
ture or organ are obtained, either as a single static image covering one time interval
post-injection or as multiple images by dividing the measurement into different
time intervals [28]. By analyzing the kinetic of the radiotracer in tissue different
parameters of interest can be derived. With the use of appropriate models one can
for example quantify neuroreceptor binding [29], the cerebral metabolic rate of glucose
(CMRglc) [30,31] or blood flow [32,13].
After intravenous (i.v.) injection of the radiotracer, it crosses the capillary mem-
branes and enters the tissues. In tissue it may be bound irreversibly or reversibly
to intra- or extracellular sites or it may be metabolized into one or more chemical
forms. Therefore the concentration of radioactivity in a given tissue region at a
particular time post-injection depends on the local tissue physiology (blood flow,
metabolism, etc.), the properties of the tracer, and the time-course of tracer radioac-
tivity concentration in the blood or plasma that defines the availability of tracer to
the target organ. Usually, the radiotracer is designed to provide information about a
specific physiological function of interest and is a radiolabeled version of a naturally
occurring compound, an analog of a natural compound, or an unique compound with
specific chemical properties. [28]

Compartment models, in which each compartment defines one possible “state” of
the radiotracer, are used to obtain specific and quantitative information on the
physiological process of interest. The “states” can either be physical spaces like
the extracellular space or chemical states like the current metabolic form or the
binding state. In general it is assumed that within each compartment the tracer is
homogeneously distributed. [28,33,13] Transport of radiotracer from one compartment
to another in a certain time interval is assumed to be proportional to the total amount
of tracer in the source compartment and can be described by a rate constant k of
dimension 1/time [28,33,13]. Premises for the models are the conservation of mass and
that the underlying physiological processes are in steady-state, i.e. rate constants do
not change with time during the study [28]. The compartmental states and transitions
between compartments can be described by a set of ordinary differential equations,
which mathematically describe the behavior of the tracer in the tissue over time.
To obtain estimates for the rate constants of the model, the time course of the
radiotracer in tissue, i.e. the data obtained from a dynamic PET scan, and the input
function, i.e. the time course of activity in the plasma, need to be measured. The
input function is then used to fit a model to the time activity course in the tissue
measured by PET. [28,33,11,13]

Compartment models can be illustrated in form of box-diagrams, in which each
box represents a compartment. Box-diagrams for the most common model types
are shown in Figure 2.2. With the help of these diagrams the set of differential
equations for each model can be easily formulated. Note that although the models
include a blood compartment, i.e. the input function, it is not counted as a tissue
compartment. [13,28,33,11].
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Figure 2.2: Exemplary box-diagrams for common compartment models. (A) One-
tissue model for the determination of blood flow. (B) Two-tissue model for irreversible binding
of the tracer. (C) Two-tissue model for reversible binding of the tracer. (D) Three-tissue
model including non-specific binding of the tracer. C* denotes the radiotracer concentration,
the indices indicate the respective compartments (P: Plasma, T: Tissue, F: free/unbound, B:
bound and NS: non-specifically bound), and the rate constants for transport between the
compartments are labeled by k*.

Detailed description of the application of a two-tissue compartment model to quantify
cerebral glucose metabolism by [18F]FDG will be given in section 2.3.
While compartment models provide valuable information for various parameters of
interest, they also require measurement of the input function and are computationally
relatively time consuming due to the procedure of fitting the parameters [13]. There-
fore, alternative approaches to estimate parameters of interest have been developed,
including graphical analyses, reference region methods or semi-quantitative estimates.
Those methods will be shortly described in section 2.4.
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2.3 Kinetic Modeling of [18F]FDG PET Data

The most prominent application of PET is the measurement with [18F]FDG to
assess glucose metabolism. From dynamic [18F]FDG PET data and knowledge of the
input function one can quantify the cerebral metabolic rate (CMRglc), i.e. glucose
consumption in the central nervous system in units of μmoles/min/g tissue.
The original “deoxyglucose model”, which was applied to measure the glucose con-
sumption in the functional units of the central nervous system, goes back to Sokoloff
et al. from 1977 [30,11]. Originally it was applied to autoradiography and [14C] la-
beled 2-deoxy-d-glucose (DG) resulting in a compartmental model to mathematically
describe the behavior of DG in cerebral tissue [11]. The method was then modified
and applied to SPECT and [18F]FDG PET data [34,31,33].
The two-tissue compartment model for glucose and [18F]FDG underlying the method
is shown in Figure 2.3. The following premises and assumptions for the model as
well as the derivation of model equations are based on Phelps et al., 1979 [31] and
more recent developments are introduced based on Backes et al., 2011 [35].
[18F]2-fluoro-2-deoxy-D-glucose ([18F]FDG) differs from glucose only in the replace-
ment of the hydroxyl group at the second position by fluorine [11]. In the body
[18F]FDG is taken up by the same transporters as glucose and is phosphorylated
by hexokinase, the enzyme which also phosphorylates glucose. That means that
[18F]FDG and glucose compete for the same carriers and enzymes, and occupy the
same physical spaces. Note that transport of [18F]FDG and enzyme-mediated reac-
tions have different efficiencies for glucose and [18F]FDG [11]. While glucose will be
converted to pyruvate by glycolysis, the anomalous structure of [18F]FDG prevents
metabolism after phosphorylation in the glycolytic pathway (Figure 2.4) [11,33,30,9].
This so-called “trapping” of [18F]FDG in metabolically active cells is the basis for the
quantification of glucose metabolism and will be further elaborated in the following.
For [18F]FDG PET experiments [18F]FDG is injected intravenously into the subject
to be investigated. [18F]FDG will then be distributed via the blood, more precisely
the plasma, throughout the body. The concentration of [18F]FDG in plasma, C∗

P , is
displayed on the left in Figure 2.3. For transport from plasma to brain [18F]FDG and
glucose share and compete for glucose transporters (GluT) in the blood-brain barrier.
Once in tissue, [18F]FDG and glucose enter a common precursor pool, where they are
phosphorylated to [18F]FDG-6-phosphate and glucose-6-phosphate by the enzyme
hexokinase (Figures 2.3 and 2.4) [31,11] . Note that, since transport of glucose and
[18F]FDG from the interstitium into the cells is much faster than the transport from
blood to interstitium as well as the phosphorylation reaction, the interstitium is effec-
tively in equilibrium with the cellular compartment and they can be approximated
as one common compartment (precursor pool) [31,11]. In the compartment model
[18F]FDG and [18F]FDG-6-phosphate are therefore represented as two compartments
with concentrations C∗

E (precursor pool) and C∗
M (metabolic products). Accordingly,

glucose and glucose-6-phosphate concentrations are given in the compartment model
and are labeled with CE and CM . The plasma glucose concentration is labeled by CP .
Since hydrolysis from [18F]FDG-6-phosphate back to free [18F]FDG is slow (k∗

4 → 0)
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Figure 2.3: Two-tissue compartment model for glucose and [18F]FDG. Glucose
and [18F]FDG are transported from plasma into the interstitium and into the cells (precursor
pool) with rate constants K1 and K∗

1 . Transport from the precursor pool back to plasma is
given by the rate constants k2 for [18F]FDG and k∗

2 for glucose. In the cytoplasm hexokinase
phosphorylates glucose and [18F]FDG to glucose-6-phosphate and [18F]FDG-6-phosphate
with the rate constants k3 and k∗

3 , respectively. The reactions from glucose-6-phosphate
and [18F]FDG-6-phosphate back to glucose and [18F]FDG are described by k4 and k∗

4 .
Glucose-6-phosphate is further metabolized, while [18F]FDG-6-phosphate is trapped within
metabolically cells for the duration of the measurement. Compartments for glucose and
[18F]FDG are drawn separately to emphasize that transport of [18F]FDG and enzyme-
mediated reactions are distinct from those for glucose, even though [18F]FDG does compete
for the same carriers and enzymes and occupies the same physical spaces as glucose [11].

and [18F]FDG-6-phosphate is not a suitable substrate for any other enzymes known
to be present, [18F]FDG-6-phosphate is trapped and accumulates in metabolically
active cells for the time of the measurement in proportion to the glucose metabolic
rate [11,36]. Glucose-6-phosphate on the other hand is metabolized further via the
tricarboxylic acid cycle (TCA) pathway producing adenosine triphosphate (ATP) as
cellular energy substrate [11,9]. Alternatively glucose-6-phosphate can be a substrate
for the pentose phosphate pathway [11,37].
The application of the model for quantification of local cerebral glucose utiliza-
tion depends on the validity of the following assumptions and conditions [36]: (i)
The model is only applicable to a localized region of tissue that is homogeneous
with respect to blood flow, rates of transport of [18F]FDG and glucose between
plasma and tissue, the concentrations of [18F]FDG, glucose, [18F]FDG-6-phosphate,
glucose-6-phosphate and the rate of glucose utilization [36,30,33]. (ii) Throughout the
time of measurement the glucose metabolism in the brain is assumed to be in a
steady-state, i.e. the plasma glucose concentration, the rate of local cerebral glucose
utilization, and the concentrations of the intermediates of the glycolytic pathway
remain constant [36,30,31,11]. (iii) Moreover [18F]FDG and [18F]FDG-6-phosphate are

11



2 Principles of Positron Emission Tomography

Figure 2.4: Metabolic pathways of glucose and [18F]FDG. Glucose in the cytoplasm
will first be phosphorylated to glucose-6-phosphate by the enzyme hexokinase. From there it
is further metabolized to two molecules of pyruvate. If oxygen is present pyruvate oxidation
in the mitochondria takes place via the TCA cycle yielding ∼30 molecules of ATP (up to a
theoretical maximum of 38 molecules). If no oxygen is available lactate will be produced
yielding only 2 ATP molecules. [18F]FDG is taken up by the cells just as glucose and will
also be phosphorylated, but in contrast to glucose, [18F]FDG-6-phosphate can not be further
metabolized. The de-phosphorylation to [18F]FDG is slow, so that [18F]FDG-6-phosphate is
trapped within the cytoplasm on the time scale of measurement.

only allowed to be present in tracer amounts, i.e. their molecular concentrations in
blood and/or tissue are quantitatively and pharmacologically negligible [36,30,33]. (iv)
Additionally, capillary plasma concentrations of [18F]FDG and glucose are assumed
to be approximately equal to or bear a constant relationship to their arterial plasma
concentrations [36,30].

Derivation of model equations for [18F]FDG and glucose
Following the injection of [18F]FDG into the blood the total content of [18F]FDG
per unit mass of any tissue, C∗

T , is equal to the sum of the concentrations of the
free [18F]FDG in the precursor pool, C∗

E , and its metabolic product [18F]FDG-6-
phosphate, C∗

M , in that tissue (Figure 2.3):

C∗
T (t) = C∗

E(t) + C∗
M (t) (2.1)

The concentrations are usually given in activity per tissue mass or volume.
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The rate of change of tissue [18F]FDG concentration is given by the derivate of
equation 2.1 with respect to time:

dC∗
T (t)
dt

=
dC∗

E(t)
dt

+
dC∗

M (t)
dt

. (2.2)

The rate of change of the free [18F]FDG concentration in tissue, dC∗
E(t)/dt, is equal

to the difference between the rates of its transport into tissue from plasma (K∗
1)

and its loss from tissue by transport back to plasma (k∗
2) and loss by hexokinase-

catalyzed phosphorylation to [18F]FDG-6-phosphate (k∗
3) plus its increase from the

back reaction to [18F]FDG (k∗
4):

dC∗
E(t)
dt

= K∗
1C∗

P (t) − (k∗
2 + k∗

3)C∗
E(t) + k∗

4C∗
M (t). (2.3)

K∗
1 is given in units of mL blood/min/mL tissue, while k∗

2, k∗
3 and k∗

4 are in units
of min-1. The unit of K∗

1 is different, because K∗
1 takes into account the different

fractional volume of the plasma and the extracellular compartment.
Temporal accumulation of [18F]FDG-6-phosphate depends on the concentration of
[18F]FDG in the precursor pool:

dC∗
M (t)
dt

= k∗
3C∗

E(t) − k∗
4C∗

M (t). (2.4)

Note that k∗
3 is a function of hexokinase concentration.

Equations 2.3 and 2.4 can be integrated and solved for C∗
E and C∗

M as described
elsewhere (see [11,31,36]), which yields:

C∗
E(t) =

K∗
1

α+ − α−
[(k∗

4 − α−)
∫ t

0
C∗

P (t′)e−α−(t−t′)dt′ + (α+ − k∗
4)·

∫ t

0
C∗

P (t′)e−α+(t−t′)dt′] and
(2.5)

C∗
M (t) =

K∗
1k∗

3
α+ − α−

[
∫ t

0
C∗

P (t′)e−α−(t−t′)dt′ −
∫ t

0
C∗

P (t′)e−α+(t−t′)dt′] (2.6)

where t is any given time following the injection of the [18F]FDG into the circulation
and with,

α± =
1
2

(k∗
2 + k∗

3 + k∗
4) ± 1

2

√
(k∗

2 + k∗
3 + k∗

4)2 − 4k∗
2k∗

4. (2.7)

The functions for C∗
E and C∗

M defined in equations 2.5 and 2.6, can now be substituted
for these variables in equations 2.1 to obtain the following equation [35]:

C∗
T (t) = A−

∫ t

0
C∗

P (t′)e−α−(t−t′)dt′ − A+

∫ t

0
C∗

P (t′)e−α+(t−t′)dt′ (2.8)

with, A± =
K∗

1
α+ − α−

(k∗
3 + k∗

4 − α±). (2.9)
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Equation 2.8 defines the total tissue concentration of [18F]FDG as a function of
time. C∗

T only depends on the tissue course of [18F]FDG in the plasma, C∗
P , and

the kinetic rate constants K∗
1 , k∗

2, k∗
3 and k∗

4. Note, that the activity in blood also
contributes to the PET signal. The average blood volume in a brain compartment is
in the order of ∼ 3% [31]. The PET signal can then be written as:

C∗
P ET (t) = VBC∗

B + (1 − VB)C∗
T (t). (2.10)

VB is the blood volume in a compartment and C∗
B the activity of the blood.

The behavior of glucose is similar to that of [18F]FDG, but its mathematical de-
scription is simpler since a constant arterial plasma glucose concentration as well as
steady-state of glucose uptake and metabolism in the brain can be assumed [11,30,31].
The rate constants K1, k2 and k3 describe the transport from plasma to tissue (mL
plasma/min/g tissue), transport from tissue to plasma (min-1) and phosphorlyation of
glucose to glucose-6-phosphate (min-1) [11,30,31]. Hydrolysis from glucose-6-phosphate
back to free glucose is negligible (k4=0). The rate of changes of the free glucose
concentration in the tissue, dCE(t)/dt, is given by:

dCE(t)
dt

= K1CP (t) − (k2 + k3)CE(t). (2.11)

Assuming steady-state conditions, i.e. dCE(t)/dt=0, this yields the relation:

CE =
K1CP

k2 + k3
. (2.12)

The rate of changes for the glucose-6-phosphate compartment CM are:

dCM (t)
dt

= k3CE(t) − CMRglc, (2.13)

with the parameter CMRglc of interest.
Therefore, at steady-state, i.e. dCM (t)/dt=0, the metabolic rate of glucose is given
by:

CMRglc = k3CE . (2.14)

Combining equations 2.14 and 2.12 results in:

CMRglc =
K1k3

k2 + k3
CP . (2.15)

CE/CP = K1
k2+k3

is the so-called distribution volume of glucose.
Since the aim of the model is to calculate the CMRglc from the [18F]FDG PET data,
the differences between the rate constants of glucose (K1, k2 and k3) and the rate
constants of [18F]FDG (K∗

1 , k∗
2 and k∗

3) need to be taken into account.
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2.3 Kinetic Modeling of [18F]FDG PET Data

Lumped constant
The so-called “lumped constant” converts rates of [18F]FDG uptake and phosphory-
lation into rates of glucose [31,11,36,33].
The classical derivation for the lumped constant (LC) can be found in Phelps et
al. (1979) [31]. By taking the different rate constants of [18F]FDG and glucose into
account in terms of the lumped constant, CMRglc can be calculated as:

CMRglc =
K∗

1k∗
3

k∗
2 + k∗

3

CP

LC

= K∗
i

CP

LC
.

(2.16)

CP is the plasma glucose concentration. K∗
i is the combination of the rate constants

K∗
1 , k∗

2 and k∗
3 for [18F]FDG. LC can be measured directly by different methods and

it has been shown that it is relatively stable under various physiological conditions [11].
In 1985 Reivich et al. reported a directly measured value of LC for [18F]FDG in
the whole brain in humans under normal physiological conditions to be 0.52 [36,33].
The range of reported values for LC ranges between 0.42 and 0.89 for the human
brain [31,38,36]. Therefore, to make CMRglc values obtained by this method comparable
between studies the applied LC should always be given [36]. The use of LC as described
above goes back to autoradiography data, where only a single time point of tissue
activity is measured, and it was not possible to fit equation 2.10 to obtain the rate
constants K∗

1 , k∗
2, k∗

3 and k∗
4 separately.

Since in contrast to autoradiography PET provides the complete time course of the
tissue activity, C∗

T (t), equation 2.10 can be fitted to the data to obtain K∗
1 , k∗

2, k∗
3

and k∗
4, so that the differences in transport and phosphorylation can be disentangled.

The differences in transport and phosphorylation of [18F]FDG and glucose are more
likely to remain constant even in pathologic conditions, since they are based on the
chemical properties of glucose and [18F]FDG. LC on the contrary, is affected by the
ratio of glucose transporter to hexokinase concentration changes.
The ratios of the kinetic rate constants of [18F]FDG and glucose are:

L1 = K∗
1/K1

L2 = k∗
2/k2

L3 = k∗
3/k3.

(2.17)

Transport in and out of the cells are both mediated by glucose transporters (GluTs).
Therefore, the differences between efficiencies for [18F]FDG and glucose of in- and
outward transport are the same, i.e. L1=L2. This is equivalent with the (often
used) assumption that K1/k2 equals K∗

1/k∗
2. L3 describes the different efficiency of

hexokinase for phosphorylating [18F]FDG and glucose. The values for L1 and L3/L2
were determined by Hasselbach and colleagues to 1.48 and 0.26, respectively [39,40,35].
No species difference for L1 was found [39], underpinning the fact that differences in
efficiencies are based only on chemical different efficiencies of [18F]FDG and glucose
to GluTs. The value of L3=0.38 reported by Hasselbach et al. is in accordance with

15



2 Principles of Positron Emission Tomography

Figure 2.5: Procedure to fit [18F]FDG PET data and parametric image calcu-
lation. In the first time frames of [18F]FDG PET data the aorta can be located and an
image-derived input function can be obtained. The [18F]FDG time activity data is used
to fit equation 2.10 and thereby determining the rate constants K∗

1 , k∗
2 , k∗

3 and k∗
4 . The

concentrations of [18F]FDG in the two compartments C∗
E and C∗

M can be calculated over
time. For each rate constant voxelwise parametric images can be calculated. From that, a
parametric image of CMRglc is obtained and the absolute consumption of glucose in a region
of interest can be analyzed. Data shown here is from a mouse brain.
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the value reported by Cunningham and Cremer [41] of 0.37 in rats.
Using the relations in 2.17 the glucose consumption rate constant Kglc can be
expressed as [35]:

Kglc = K∗
i

1
LC

=
1

L1

K∗
i

L3/L2 + (1 − L3/L2)K∗
i /K∗

1
. (2.18)

The local glucose consumption is then given by:

CMRglc = KglcCP . (2.19)

The parameters K∗
i (i.e. K∗

1 , k∗
2 and k∗

3) and K∗
1 can be obtained by fitting equation

2.10 to the [18F]FDG PET data with knowledge of the input function C∗
P (t). The

input function can either be obtained by arterial blood sampling or under certain
conditions from the image data (image-derived input function) (see [42,43,44,35]). The
blood glucose level CP can simply be measured by a commercially available glucome-
ter.
Parametric images of the rate constants as well as of CMRglc can be calculated by
the voxelwise fitting procedure. The procedure for calculation CMRglc in a mouse
brain is illustrated in Figure 2.5.
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2.4 Further Methods for [18F]FDG PET Data Analysis
Other approaches than compartment models exist to analyze parameters of interest
from PET data. Some methods were introduced since fitting of parameters is
computationally relatively time consuming or was not possible at that time. An
other reason was that the need of an input function was to be avoided. A short
overview on some common methods is given here.

Graphical analyses
Graphical methods are based on the differential equations of the compartmental
models. The model equations are converted into linear plots, in which the slopes
represent measures of tracer binding/metabolic rates [28]. For graphical analysis
radiotracer uptake data from a region of interest over time and the input function
(either plasma measurements or uptake data from a reference region) are needed [45,28].
There are two types of graphical methods: (i) for irreversible binding (first described
by Patlak et al. [46]) and (ii) reversible binding (first described by Logan et al. [47])
radiotracers. The so-called Patlak plot is the most frequently used method of
graphical analysis with the outcome measure of K∗

i (the “effective net influx rate”)
and can be applied to [18F]FDG PET data. The so-called Logan method is typically
applied to PET measurements with radioligands binding to neuroreceptors, and
the outcome measure is the distribution volume (VT ) or distribution volume ratio
(DV R) in the case of reference region input [48]. The main advantage of graphical
analyses is that they are easy and quick to compute (also by hand) [45,28]. On the
other hand they are relatively sensitive to noise and not every parameter of interest
can be assessed by graphical analysis [45,28,13].

Reference regions
Reference region methods are mainly used for radiotracers binding to neuroreceptors
with the aim to determine the binding potential (BP) of the radiotracer. The BP is
related to the receptor density (see also below) and therefore a measure of interest.
The underlying assumption for reference region models is that some regions in the
brain are devoid of a specific receptor type, so that this region can be used as a
so-called “reference region”. The reference region can be described by a one-tissue
model, while regions with a high density of receptors are described by a two-tissue
model [13,28]. The most commonly used approach is the simplified reference tissue
model (SRTM) developed by Lammertsma and Hume [49], which is shortly introduced
here. Note, that the gold standard of reference tissue models is the full reference
tissue compartment model (FRTC) by Cunningham et al. from 1991 [50]. For the
SRTM the underlying assumption is that the ratio between the rate of transport
from plasma to tissue and back is equal in all regions: K∗

1/k∗
2 = K∗′

1 /k∗′
2 . Using

R1 = K∗
1/K∗′

1 and BP = k∗
3/k∗

4 results in a description of total tissue concentrations
dependent on the three parameters R1, k∗

2 and BP (Figure 2.6) [49]. The equation for
the tissue concentration can be solved by nonlinear fitting or further approaches in
order to obtain parametric images of the model parameters [48]. The main advantage
of reference region methods is that blood sampling is not necessary [13,28].
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Figure 2.6: Simplified reference region model. The tracer is exchanged between tissue
and plasma with the rate constants K∗

1 and k∗
2 in the region of interest and in the reference

region with K∗
1 /k∗

2 = K∗′
1 /k∗′

2 . R1 is introduced as R1 = K∗
1 /K∗′

1 . In the region of interest
the tracer binds to reversibly to the available binding sites and the binding potential BP
is given by k∗

3/k∗
4 . The total tissue concentration can finally be described by the three

parameters k∗
2 , R1 and BP.

Semiquantitative estimates
The standardized uptake value (SUV) is calculated as the measured radioactivity
normalized to the bodyweight of the subject and to the administered amount of
radioactivity [51]. The normalization can be applied frame-by-frame or to a sum
of time frames for a specific time-window resulting in a static image. The SUV is
a unit-less value estimating tracer uptake. The advantage of SUV’s is that they
enable comparisons between different scans and subjects. Moreover no arterial blood
sampling and long scan durations are needed. Due to its simplicity SUV’s are used
in clinical routine applications, most commonly applied in oncology to identify tumor
tissue. However, it is not suitable for quantitative analysis.
The standardized uptake value ratio (SUVR) relates the measured tissue radioactivity
to that of a reference region and is rather used in neurological studies. Here, the SUVR
is a measure for the relative contribution of specific and non-specific binding. [13]
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2.5 NeuroPET: Principles and Methods
PET brain imaging enables the visualization and analysis of neurotransmitter sys-
tems in vivo by using tracers that bind to different locations in the neurotransmitter
pathway. Three common locations of radiotracer binding are pre-synaptic neurons
(e.g. transporters), post-synaptic neurons (e.g. receptors) or intra-neuronal binding
sites [52,12]. Measures of NeuroPET applications are the receptor/transporter density,
the binding affinity by which the radiotracer binds to the receptors/transporters of
interest, or enzyme synthesis rates [12,11]. Moreover distribution, concentration and
occupancy of drug targets can be studied, for example in the process of medical drug
development [53].
NeuroPET applications are usually based on two- or three-tissue reversible or irre-
versible compartment models depending on the used radiotracer. For the analysis
most commonly graphical methods like the Logan or Patlak plot [47,46] or reference
tissue models [50,49,54] are applied. Within this section, relevant parameters and
assumptions for radiotracers binding to receptors or transporters are introduced.
The binding potential (BP) of a radiotracer is defined as [29,55,56]:

BP =
Bmax

kD
= receptor density · affinity. (2.20)

Bmax is the total receptor density in a region of interest and kD is the equilibrium
dissociation constant of the radiotracer both given in units of “concentration”,
e.g. nM [55,56]. The binding affinity is given by the inverse of kD, which equals
the ratio of the dissociation (koff in time-1) and the equilibrium association (kon,
concentration-1time-1) rate of the tracer [56]:

kD =
koff
kon

. (2.21)

The dissociation rate koff equals k∗
4 in the compartment model representation intro-

duced before.
Due to occupancy of binding sites by the endogenous ligand, i.e. the neurotransmitter,
not all receptors (Bmax) are available for binding for the radiotracer. The term Bavail
describes the receptor density that is available for binding of the tracer [55]. For the
BP the quantity BPF was introduced, which takes into account only the fraction of
free binding sites [55]:

BPF =
Bavail

kD
. (2.22)

In the case that all binding sites Bmax would be available for binding, the binding
rate constant k∗

3 in the compartment model representation equals konBmax.
In the presence of an endogenous ligand it is:

k∗
3 = konBavail = kon(Bmax − CB − C∗

B). (2.23)

CB is the concentration of the endogenous ligand that is bound to the target binding
site and C∗

B the concentration of bound radiotracer. Due to the tracer principle, i.e.
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Figure 2.7: Two-tissue reversible compartment model including non-specific
binding. The fractions of free C∗

F and non-specifically bound C∗
NS concentrations are

kinetically indistinguishable after (rapid) equilibrium is reached between them. Therefore
they are combined in a single compartment. This simplifies the three-tissue compartment
model that takes into account the free (C∗

F ), the non-specifically (C∗
NS) and the specifically

(C∗
B) bound compartments to a two-tissue model. This also reduces the parameters to be

estimated.

low injected concentrations of the radiotracer, C∗
B can be neglected in most cases

(C∗
B << CB).

Usually one is interested in the specific binding of the radiotracer, meaning the
binding to the target receptor/transporter. However, often non-specific binding
of the radiotracer is observed. This means that the radiotracer binds not only to
the target receptor/transporter, but also to other binding sites. The term non-
displaceable uptake is the sum of non-specific and free radiotracer concentrations in
tissue. It is called non-displaceable since this fraction can not be removed by adding
large amounts of non-labeled (“cold”) tracer [57,48]. The non-displaceable binding
potential BPND is defined as [55]:

BPND = fND
Bavail

kD
=

VT

VND
− 1. (2.24)

fND is the fraction of non-displaceable binding and VND is the non-displaceable
volume of distribution [55]. VT is volume of distribution of the radiotracer and
equals K∗

1/k∗
2(1 + k∗

3/k∗
4) for a two-tissue compartment model [57]. Note, that the

term “volume of distribution” in the PET field refers to the ratio of radiotracer
concentration in tissue to the radiotracer concentration in plasma with units of
mL/cm3 [55]. VT therefore equals VT = C∗

T /C∗
P . Since a tissue compartment contains

specifically bound (C∗
B), free (C∗

F ) and non-specifically bound (C∗
NS) radiotracer,

the total radiotracer concentration, C∗
T , is the sum of those concentrations [55,57].

Furthermore, the non-displaceable radiotracer concentration, C∗
ND, is the sum of

non-specific and free concentration as indicated in Figure 2.7 [55]:

C∗
ND = C∗

F + C∗
NS . (2.25)

The ratio of VT to VND is referred to as distribution volume ratio (DVR) [57]. VT

and VND can be obtained for example with the Logan method including a reference
tissue that only contains non-specific binding.
The DVR can be estimated for example by the (simplified) reference tissue compart-
ment model or the Logan plot including a reference tissue.
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To understand the brain under physiological and disease conditions not only the
receptor density or distribution volumes, which are static measures, but also the
dynamic of neurotransmitter systems (e.g. the assessment of release events) is of great
interest. Tools that are able to image and quantify neurotransmitter concentration
changes, which are for example induced by a certain drug, are therefore needed.
Several reports demonstrate that PET, using a radiotracer with a low to moderate
affinity for a receptor of interest, is able to evaluate neurotransmitter release after
pharmacological manipulation [58,13]. In 1989 Seeman et al. observed that endogenous
dopamine lowers the dopamine D2 receptor density measured by [3H]raclopride in
vitro [59]. Based on that observation, the theory emerged that endogenous neurotrans-
mitter and radiotracer compete for the same binding sites. Therefore, an increasing
endogenous neurotransmitter concentration leads to displacement of the radiotracer
and vice versa. This principle is referred to as “competition model” or “occupancy
model” (Figure 2.8).
Today, [11C]raclopride is available as PET radiotracer, which is as [3H]raclopride,
a dopamine D2 receptor antagonist with a relative low to moderate affinity. Over
the last decades [11C]raclopride was used in various studies for the assessment of
changes in dopamine levels in animals and humans [60,23,61,62,63,64,65,66,67,68,69,70,71,72].
Usually, the outcome measure of these applications is the BP, and changes in BP are
interpreted according to the competition model. Either “blocking” or “displacement”
studies were performed [58,73]. In “blocking” studies radiotracer binding is measured
under control conditions and after pharmacological intervention, which is supposed
to induced changes in receptor occupancy. In “displacement” studies the pharma-
cological intervention occurs during the scan, so that only one scan session needs
to be performed [58,73]. For displacement experiments a bolus-plus-constant infusion
radiotracer injection protocol to reach steady-state conditions before the intervention
has been shown to be useful. Once equilibrium is reached the BP can be calculated
as the ratio of the radiotracer concentration in a region of interest (ROI) to its
concentration in a reference region: BPND = (CROI − CREF )/CREF

[73]. The change
in specific binding of the tracer after the “stimulus”, e.g. the pharmacological inter-
vention, is then monitored [74]. Importantly, several studies showed release-dependent
changes in [11C]raclopride binding that were proportional to drug-induced increases
in dopamine concentrations as measured by direct methods like microdialysis [23,65,53].
Originally, [11C]raclopride PET data analysis methods were based on kinetic three-
tissue compartment models including an arterial input function [64], the graphical
Logan plot method [62,63,75], two-compartment models with the cerebellum as input
function (e.g the SRTM) [76,58,73] or the peak equilibrium method [61,77]. Using the Lo-
gan plot method distribution volume ratios between striatum and cerebellum at base-
line and after pharmacological intervention of amphetamine, methylphenidate or other
drugs that increase dopamine levels, were calculated (DV R = BPND + 1) [62,75,23].
The striatum is the region in the brain with the highest D2 receptor density, while the
cerebellum is assumed to be devoid of D2 receptors and therefore serves as reference
region (no specific binding). An overview and description of nomenclature and model
approaches for those early methods can be found by Slifstein and Laruelle (2001) [56].
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Figure 2.8: Classical competition model. In steady-state part of the total available
receptors are occupied by the neurotransmitter (Nb) and a small fraction (tracer principle)
by the radiotracer (Rb). After release of endogenous neurotransmitter a higher fraction
of receptors are bound by the neurotransmitter and part of the radiotracer is displaced,
since both compounds compete for binding. A radiotracer with a moderate to low affinity
for the receptor is more sensitive to neurotransmitter concentration changes. High affinity
radiotracers are less sensitive for displacement by the endogenous neurotransmitter.

With time more advanced methods were developed that take into account the tempo-
ral varying dopamine concentration and the interaction between dopamine and the
radiotracer. These approaches are not based on steady-state conditions anymore and
allow for a temporal component. The first reported method including a temporal
component by Alpert et al. [68] is a linear extension of the simplified reference tissue
model by Lammertsma and Hume [49]. In that approach the model includes a time-
dependent component, which is fitted to the data to measure time-dependent changes
in dopamine release. The method is sensitive enough to detect changes in dopamine
concentrations in individuals and has been applied to measure release during motor
tasks [67,73]. Criticism about this approach occurred due to the fact that the tasks
lead to changes in blood flow, which might elicit alterations in the dynamic PET
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data that are not distinguishable from the effect of dopamine release [73]. Further
methods are developed by Morris, Constantinescu, Normandin and colleagues termed
“ntPET” (neurotransmitter PET) and are either model-based/ “parametric” (“p-
ntPET”) [78] or data-driven/“non-parametric” (“np-ntPET”) [79]. The newest method
called “lp-ntPET” is based on the model by Alpert et al. [71,72] by extending the lin-
earized simplified reference region method (LSRRM) using a set of basis functions to
characterize the time course of neurotransmitter activation [71]. With the use of these
methods temporal patterns of dopamine fluctuations can be extracted [80]. Overall,
methods to assess dopamine release using PET have provided various information
on the role of dopamine – amongst others – in the healthy brain as well as in the
pathophysiology of addiction, Parkinson’s disease and schizophrenia [53].
However, the measurement of endogenous neurotransmitter release, especially under
physiological conditions (i.e. without pharmacological intervention) is still chal-
lenging [13]. First of all, suitable radiotracers that are sensitive to small changes in
neurotransmitter concentration are required, because physiological release events
are thought to lead to much smaller concentration changes as induced by drugs [13].
Moreover, radiotracer kinetics are rather slow compared to neurotransmitter actions,
which limits the interaction time scale. A further limitation is that the methods
referred above are restricted to the analysis of the striatum, because of low extras-
triatal [11C]raclopride binding as consequence of small extrastriatal D2 receptor
densities. Therefore, studies using higher affinity radiotracers to investigate extras-
triatal dopamine release were conducted and are reviewed in Finnema et al. (2015)
in Table 1 [53]. Furthermore, attempts have been made to apply the methodologies,
developed to assess dopamine release using PET, to other systems with suitable
radiotracers. An overview on the investigation of serotonin, noradrenaline, GABA,
glutamate and acetylcholine is given in Finnema et al. (2015) [53].
Within the framework of this thesis a novel method to analyze PET data for the
detection of neurotransmitter release was developed and is introduced in the next
chapter. In contrast to the approaches referred to in this section, which analyze
net reductions in regional tracer binding, the novel methods takes into account
temporal fluctuations of the radiotracer signal. The method will be validated by
experimental studies and is substantiated by a theoretical model. Taken together, it
will be demonstrated that the novel approach allows spatiotemporal assessment of
neurotransmitter release at physiological levels.
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Neurotransmitter Release using PET

Neurotransmission is a fundamental principle of signal transfer in the brain. In
general a neurotransmitter is characterized by the following criteria: (i) it is syn-
thesized in neurons or is otherwise present within it, (ii) it must be released when
the neuron is active (upon depolarization) and lead to a response in its target cell
mediated by neurotransmitter-specific receptors and (iii) it is removed from the
site of action after transmission (e.g. by re-uptake or metabolic inactivation by
specific enzymes) [81,82,83,84]. The various different neurotransmitters existing in the
CNS can be classified by their chemical class. An overview of the different classes
of neurotransmitters is given in Figure 3.1. Glutamate and γ-Aminobutyric acid
(GABA) are for example neurotransmitters of the class of amino acids. To the
class of monoamines belong – amongst others – the three catecholamines dopamine,
norepinephrine and epinephrine as well as 5-hydroxytryptamine/Serotonin (5-HT),
histamine, and melatonin. [83,81,85] The first neurotransmitter to be discovered was
acetylcholine, which is a cholinergic agonist and does not belong to any of the
groups [83,81]. So far more than 50 peptide “neurotransmitters” have been discovered,
examples are oxytocin and the opioid peptides. The neuropeptides are often referred
to as neurotransmitters, but actually belong to the class of “neuromodulators” as
they differ from “classical” neurotransmitters [81]. Sometimes also gases, like nitric
oxide, are categorized as neurotransmitters and are referred to as “gasotransmitters”.
Gasotransmitters are produced in the neural cytoplasm from where they immediately
diffuse through the cell membrane into the extracellular fluid and into nearby cells
to stimulate production of second messengers [85,81].
Each neurotransmitter system is composed of the neurotransmitter, a set of receptors
and different re-uptake or removal mechanisms. Furthermore, specific neuron groups
can be concentrated, or widely spread within the CNS so that their projections
form so-called neural pathways. Therefore each neurotransmitter system has its own
characteristics and, importantly, its specific function within the body. Neurotrans-
mitter signaling regulates almost all physiological and psychological functions of
the body and malfunctions can lead to various diseases. Therefore, understanding
neurotransmitter signaling under physiological and pathophysiological conditions is
important. However, as neurotransmitter signaling includes a vast range of temporal
and spatial scales, its investigation is challenging: In response to perception of a
macroscopic stimulus, the neurotransmitter is released into only ∼20-30 nm broad
synapses, binds within milliseconds to intrasynaptic receptors and diffuses into the
extracellular space, where it binds to extrasynaptic receptors and thereby triggers
secondary processes, which eventually cause changes in macroscopic behavior [86].
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Figure 3.1: Classification of neurotransmitters. Neurotransmitters can be classified
by their chemical structure. The major classes are given by amino acids, including the
main excitatory and inhibitory neurotransmitters within the CNS glutamate and GABA,
and the monoamines with neurotransmitters like dopamine, serotonin, epinephrine and
norepinephrine. Another important neurotransmitter is acetylcholine, which does not belong
to any of the classes. Furthermore some purines and lipids are known to play a role in
neurotransmission. Neuropeptides are no classical neurotransmitters and are often referred
to as neuromodulators [81]. The same applies to gasotransmitters. Neurotransmitters which
are analyzed further within the thesis are highlighted in red. Abbreviations are: GABA
- γ-Aminobutyric acid, ATP - adenosine triphosphate, β-NAD - nicotinamide adenine
dinucleotide, 2-AG - 2-arachidonoylglycerol, 2-AGE - 2-arachidonyl glyceryl ether and NADA
- N-arachidonoyl dopamine.

Available methods to analyze these processes can only address single aspects of this
complex cascade (see also Lippert and Cremer et al. (2019) [86]).
Even though PET enables for the visualization and quantification of neuroreceptor
binding and – under certain conditions – changes in neurotransmitter concentrations,
to date, the spatiotemporal release of specific neurotransmitters at physiological
levels in the human brain cannot be detected (see section 2.5) [86]. Within this thesis
a method is presented that uses PET to time-dependently monitor stimulus-evoked
neurotransmitter release at physiological levels.
In the chapter “Theoretical Framework and Experimental Data” the underlying
assumptions for the novel approach are elaborated by deriving differential equations
describing the kinetics of the neurotransmitter, the radiotracer and their interaction
on basis of a compartment model (section 3.1.1). The resulting model is used to
theoretically analyze PET signal variations under different conditions, and to analyze
the influence of different parameters (section 3.1.2). Further model calculations
for the dopamine system and common radiotracers, using realistic parameters from
literature, are performed (section 3.1.3), followed by experimental application of the
novel method to [11C]raclopride PET data from mice and humans (sections 3.1.4 and
3.1.5). The results of a first pilot study with [18F]DMFP in mice are shown in section
3.1.6. To validate the kinetic behavior of neurotransmitters in the extracellular
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space that is assumed for the model continuous fast-scan cyclic voltammetry (FSCV)
data were acquired. Using the data, a connection between fast synaptic release
events and longer lasting concentration increases in the extracellular space could be
demonstrated. The relation is further substantiated by theoretical model calculations
taking into account diffusion and transport of the neurotransmitter (section 3.1.7). In
the last section of “Theoretical Framework and Experimental Data” characteristics
of further (other than dopamine) neurotransmitter systems and common radiotracers
for the respective systems are introduced and the systems are analyzed using the
theoretical model with regard to applicability of the novel method (section 3.1.8).
Methodological details and experimental protocols can be found in section 3.2. The
theoretical and experimental results will be discussed in section 3.3 and a short
conclusion will be given in section 3.4.

Note that the underlying principle of the method as well as data and results of
the [11C]raclopride PET studies in mice and humans, such as the dopamine FSCV
measurements are published in the manuscripts by Lippert and Cremer et al. (2019)
and Thanarajah and Backes et al. (2018) [86,87]. The novel method for PET data
analysis and the underlying theoretical model were developed by Heiko Backes and
me. The PET data in mice were acquired by Rachel Lippert, Heiko Backes and
me. Human [11C]raclopride PET data were acquired at the Max Planck Institute
for Metabolism Research in collaboration with the group of Marc Tittgemeyer by
Sharmili Edwin Thanarajah. Dopamine FSCV recordings were performed at the
University of Oxford by Clio Korn and Lauren Burgeno of Marc Walton’s group
and the transient template analysis was programmed by Thomas Jahans-Price. The
serotonin FSCV recordings were performed by Alyssa West of Parastoo Hashemi’s
group at the University of South Carolina. All model calculations and data analyses
– unless otherwise noted – were done by me.
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3.1 Theoretical Framework and Experimental Data
3.1.1 Compartment Model: Kinetics of Neurotransmitter and

Radiotracer
Derivation of model equations
A full compartment model of endogenous neurotransmitter release into the synapse
and extracellular space (ECS), as well as, of radiotracer delivery and binding is
visualized in Figure 3.2.

Figure 3.2: Full compartment model for the interaction between endogenous
neurotransmitter and radiotracer. (A) Synaptic and extracellular compartments are
shared by the endogenous neurotransmitter and the radiotracer. The neurotransmitter
is supplied from and cleared into the intracellular space, the radiotracer from the blood.
Compartments of the neurotransmitter are labeled with N, transfer rate constants of the
neurotransmitter with n, radiotracer compartments with R and transfer rate constants with
r. Subscripts are c: intracellular space, p: plasma, s: synapse, e: extracellular (extrasynaptic)
space, b: bound to receptor in the extracellular space, sb: bound to receptor in synapse. The
Figure (modified) is part of Figure 1 in the manuscript by Lippert and Cremer et al. [86].

Synaptic release events lead to neurotransmitter concentration increases in the
synaptic cleft with the fractional volume V s. Due to the high concentration gradient
at the borders of the synapse part of the released neurotransmitter diffuses into the
extrasynaptic ECS with volume V e. In the synaptic cleft, as well as, in the ECS the
neurotransmitter binds to certain binding sites, e.g. special receptors or enzymes.
While the neurotransmitter is supplied from and cleared into the intracellular space,
the radiotracer is transported to the brain after intravenous injection and crosses the
blood brain barrier (BBB), where the concentration in the extracellular fluid will
equilibrate by passive diffusion. Passive diffusion of the radiotracer between plasma
and brain tissue is described by the rate constants rpe and rep. The radiotracer is
then distributed throughout the ECS, where it can be found as free compound with
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concentration Re. From here the radiotracer can also reach the extracellular synaptic
space with the fractional volume V s. Within these compartments, Re and Rs, the
radiotracer reversibly binds to the binding sites of interest.
The total radiotracer concentration and therefore PET signal, R, in a certain tissue
volume (�x) is the sum of all compartments:

R(�x, t) = VpRp(�x, t) + Ve(Re(�x, t) + Rb(�x, t)) + Vs(Rs(�x, t) + Rsb(�x, t)). (3.1)

Here, Rp is the radiotracer concentration in plasma with fractional volume Vp, Re
the free concentration in the extrasynaptic ECS, Rb is the concentration of bound
radiotracer in the extrasynaptic ECS, Rs the free concentration in the synapses, and
Rsb the concentration of intrasynaptic bound radiotracer (see Figure 3.2, right side:
“Radiotracer”). Given that the free concentrations of the radiotracer in tissue are
equilibrated, i.e. Re=Rs and that the amount of bound radiotracer, Rb, is in the order
of magnitude of free radiotracer, Re, the contributions of the synaptic radiotracer to
the volume signal can be neglected due to the small volume of synapses relative to
the ECS volume (V s � V e). If we further assume the contribution of radiotracer in
the blood to be negligible due to the small fractional volume of this compartment
(∼ 3%), the total radiotracer signal in a tissue volume is R(�x, t) = Re(�x, t) + Rb(�x, t).
Since the PET signal is dominated by the extrasynaptic ECS compartment, it is
modulated effectively only by neurotransmitter concentrations in the extrasynaptic
ECS. The simplified compartment model for the extrasynaptic ECS is shown in
Figure 3.3.
The neurotransmitter can be found in the extrasynaptic ECS as free compound
with the concentration N e(�x, t) and as bound to available binding sites with the
concentration Nb(�x, t). Temporal variations of the free neurotransmitter concen-
tration N e(�x, t) are given by release events, which increase the neurotransmitter
concentration, and removal mechanisms (e.g. transport back into the cell). Within
the model a source (release event) and removal term is used for simulation of the free
neurotransmitter concentration, as will be explained later in more detail. The rate
of change in neurotransmitter concentration within the bound tissue compartment is
given by the ordinary differential equation that describes the flux of neurotransmitter
in and out of the respective compartments, i.e. binding and unbinding to the binding
sites (Figure 3.3):

dNb(�x, t)
dt

= neb(�x, t)Ne(�x, t) − nbeNb(�x, t). (3.2)

Note that the rate constant neb(�x, t) depends on the available binding sites Bavail, i.e.
neb(�x, t)=nonBavail(�x, t). The maximal binding rate in the case that all binding sites
are available for binding is neb,max with neb,max=nonBmax. Bmax is the total (bound
plus free) amount of binding sites accessible for neurotransmitter and radiotracer.
non is the association rate constant given in units of concentration-1time-1 and is a
chemical property of the neurotransmitter/receptor interaction. nbe equals noff and
describes the dissociation from the binding site. The ratio nD=nbe/non is known as

31



3 Spatiotemporal Assessment of Neurotransmitter Release using PET

Figure 3.3: Simplified compartment model for the interaction between endoge-
nous neurotransmitter and radiotracer in the ECS. The radiotracer is transported
from plasma into the ECS of the tissue with a rate constant rpe. The transport from tissue
back to plasma is given by rep. In tissue the radiotracer can be found as free compound
or bound to binding sites. The rate of binding to receptors is given by reb, unbinding by
rbe. The neurotransmitter is present in the ECS due to diffusion from the synaptic space.
Binding and unbinding to receptors is described by the rate constants neb and nbe. A total
concentration of binding sites Bmax are available for the radiotracer and neurotransmitter.
The available fraction of binding sites Bavail influences the binding rates reb and neb.

dissociation constant and its inverse is called binding affinity.
Assuming that the free concentration of the neurotransmitter in the ECS, N e(�x, t),
varies in time due to release events and removal mechanisms, the amount of bound
neurotransmitter in the ECS, Nb(�x, t), varies as well according to equation 3.2,
leading to a change in the number of available binding sites, Bavail, and the binding
rate constant, neb(�x, t):

neb(�x, t) = nonBavail(�x, t)

= neb,max(�x)(1 − Nb(�x, t)
Bmax(�x)

− Rb(�x, t)
Bmax(�x)

).
(3.3)

Note, that the fraction of binding sites blocked by the radiotracer is negligible in
comparison to the total amount of binding sites (Rb(�x, t)/Bmax → 0) since the
tracer is injected in “tracer doses”. Thus the binding rate, neb(�x, t), effectively varies
according to:

neb(�x, t) = neb,max(�x)(1 − Nb(�x, t)
Bmax(�x)

). (3.4)

The time-dependent changes in the free and bound radiotracer concentration within
the ECS compartment are given by the following two differential equations (Figure
3.3):

dRe(�x, t)
dt

= rpeRp(�x, t)− (rep + reb(�x, t))Re(�x, t)+ rbeRb(�x, t)+DR �Re(�x, t) (3.5)

dRb(�x, t)
dt

= reb(�x, t)Re(�x, t) − rbeRb(�x, t). (3.6)
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Here, it is further assumed that the free radiotracer fraction can diffuse within the
ECS. DR is the diffusion constant of the radiotracer in the ECS and � the Laplace
operator. The binding rate constant reb(�x, t) depends, as for the neurotransmitter,
on the available binding sites Bavail(�x, t) and is therefore dependent on Nb(�x, t):

reb(�x, t) = reb,max(�x)(1 − Nb(�x, t)
Bmax(�x)

− Rb(�x, t)
Bmax(�x)

). (3.7)

The same relations as for the binding constant of the neurotransmitter apply. ron
is the association rate of the radiotracer to the binding site, reb(�x, t)=ronBavail(�x, t)
and the maximal binding rate is reb,max=ronBmax. As the concentration of blocked
binding sites by the radiotracer can be neglected (Rb/Bmax → 0) the effective binding
rate is:

reb(�x, t) = reb,max(�x)(1 − Nb(�x, t)
Bmax(�x)

). (3.8)

The free and bound radiotracer concentrations Re(�x, t) and Rb(�x, t) will therefore
predominantly be influenced by changes in the extrasynaptic ECS bound neurotrans-
mitter concentration, Nb(�x, t), via the binding rate reb(�x, t).
Since we use a bolus-plus-constant infusion protocol for radiotracer injection, we can
assume steady-state conditions. This means that at baseline conditions the rates of
changes of free and bound radiotracer concentrations equal zero.

Numerical model details
To analyze the influence of the neurotransmitter concentration on the PET signal
the equations derived above are used for numerically simulations with the finite
difference method. The used model equations and algorithms are explained in detail
in the “Material and Methods” chapter (section 3.2.1).
The model calculations are based on parameters for an exemplary neurotrans-
mitter system and exemplary radiotracer: Bmax=20 nM, nD=10 nM, rD=10 nM,
rpe=0.20 min-1, rep=0.20 min-1, reb,max=0.30 min-1 and rbe=0.15 min-1 (see “Mate-
rial and Methods” section 3.2.2).
For the numerical calculations time and space domains were replaced by a set of
mesh points. The time is discretized into time points in steps of Δt from 0 to T, i.e.
tn = nΔt (n=0,...,Nt). Within the space domain, a box of 343 uniformly distributed
and equally spaced elements is simulated, with each element representing a tissue
volume element at position [xi, yj , zk], here denoted for simplicity by �I=[i,j,k]. Only
a inner box of 125 elements is analyzed to exclude border effects. The expression
R([i, j, k], tn), or in short R(�I, tn), denotes the mesh function that approximates the
radiotracer concentration at element �I=[i,j,k] and time tn. The same applies for
the free and bound radiotracer concentrations Re and Rb. Within the numerical
model the diffusion term for the radiotracer in equation 3.5 for an element �I=[i,j,k]
at time tn is approximated by linear transport and the diffusion parameter rdiff is
introduced. rdiff is a rate constant with unit min-1 and its order of magnitude is
estimated by assuming that diffusion of the radiotracer in the ECS has the same
order of magnitude as the neurotransmitter. For dopamine a diffusion constant of
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DDA ≈7·10-6 cm2s-1 is reported [88]. Using the Einstein-Smoluchowski-Equation the
average diffusion velocity can be calculated by [89,90,91]:

Δx

tΔx
=

2D

Δx
(3.9)

Resolving equation 3.9 for Δx results in a diffusion distance of ∼0.004 cm within 1 s
for dopamine ( Δx

tΔx
≈0.04 mm s-1=2.4 mm min-1). The size of an element in our model

is supposed to reflect the typical resolution of a voxel from a PET measurement.
Within the model diffusion of free radiotracer concentration from element i, j, k to
one neighboring element i+1, j, k is given by rdiff (Re([i+1, j, k], tn)−Re([i, j, k], tn)).
Therefore, a diffusion rate of rdiff =2.4 min-1 with a voxel size of 1 mm reflects diffusion
in the order of dopamine. If not noted differently a rdiff =2 min-1 is used.

For the model calculations two different approaches are followed: (I) in the first
approach a periodically varying binding rate reb(�I, t) is simulated indirectly mimicking
a periodically varying neurotransmitter concentration, (II) in the second approach
the free neurotransmitter concentration is simulated directly in order to mimic more
realistic conditions.

Approach I: periodically changing binding rate
For the first approach temporal variations of the radiotracer binding rate are simu-
lated, which indirectly mimic a periodical changing neurotransmitter concentration.
Periodical variations of the binding rate, reb, take place within the single element
i=j=k=0 (�I0 = [0, 0, 0]) according to:

reb(�I0, tn) = reb(0)(1 + AI sin(2πfItn)). (3.10)

In equation 3.10 the binding rate, reb, in the element �I0 oscillates around reb(0),
which was chosen to be 0.3 min-1. Within all other elements the binding rate remains
constant at reb(0). fI is the frequency and AI the relative amplitude of the changes
of the binding rate at position �I0.
Using a step-wise procedure free and bound radiotracer concentrations, Re(�I, tn)
and Rb(�I, tn), are calculated for each time step whereby the temporal variations of
reb(�I0, tn) according to equation 3.10 are inserted (see section 3.2.1 for more details).
The resulting temporal variations in the total radiotracer signal, R(�I, tn) = Re(�I, tn)+
Rb(�I, tn), are analyzed by the parameter rN f as:

rNf (�I) =
ΔRf (�I)

Rbaseline,f (�I)
=

Rmax,f (�I) − Rmin,f (�I)
Rbaseline,f (�I)

. (3.11)

Rbaseline,f (�I) is the mean radiotracer concentration given by 1
2(Rmax,f (�I)+Rmin,f (�I)),

Rmax,f (�I) is the maximal signal over time and Rmin,f (�I) the minimal signal.
Note that for approach (I) only a single value of rN f(�I) for the element of interest,
�I0, is calculated, which reflects the amplitude of induced signal changes over time.
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Therefore, rN f(�I0) is denoted by rN f in the following. Approach (I) is used to
analyze the reaction of the radiotracer on temporal neurotransmitter changes with
different frequencies and amplitudes (section 3.1.2).

Approach II: variation of free neurotransmitter concentration
To mimic more realistic conditions, i.e. release events and removal mechanisms,
the neurotransmitter concentration is simulated directly. The simulated temporal
variations of the free neurotransmitter concentration consist of baseline release events
and intervals with increased neurotransmitter release according to data measured by
voltammetry (see below).
For approach (II) release events and removal mechanisms are incorporated by increas-
ing the neurotransmitter concentration to a defined amplitude, which then decreases
exponentially. Release events and the according removal are referred to as pulses
within the model calculations. A baseline neurotransmitter concentration is modeled
by pseudo-randomly distributed pulses with an average frequency of 1 pulse per
minute and a variance of 0.2 per minute (pseudo-random Gaussian-distribution).
Each pulse has an amplitude of 100 nM and an exponential decay constant of 2 s
(typical transient duration, see below). So-called stimulation intervals, i.e. phasic
neurotransmitter release events, are chosen to occur at 20 minutes and 45 minutes for
5 minutes each. During stimulation intervals an increased frequency of pulses with
the same amplitude and decay time as for the baseline concentration are assumed.
The free neurotransmitter concentration is modeled for each element, �I, for a time of
60 minutes. The changes in the radiotracer binding rate, reb, as well as in free and
bound radiotracer concentrations, Re(�I, tn) and Rb(�I, tn), which are induced by the
neurotransmitter concentration variations are calculated as a function of time (see
“Material and Methods” section 3.2.1). Temporal total radiotracer concentration
variations, i.e. PET signal variations, are analyzed by the parameter rN for approach
(II) according to:

rN(�I, tf ) =
ΔR(�I, tf )
Rbaseline

=
1

Rbaseline

√√√√√ 1
Isum

i+di∑
u=i−di

j+dj∑
v=j−dj

k+dk∑
w=k−dk

(R([u, v, w], tf ) − R([u, v, w], tf−1)2

with, Rbaseline =
1

Nf − fs

1
Isum

Nf∑
f=fs

i+di∑
u=i−di

j+dj∑
v=j−dj

k+dk∑
w=k−dk

R([u, v, w], tf ).

(3.12)

The parameter rN is calculated as the average of the absolute difference between
the signal at time tf and tf−1 in a region that includes the elements in the box
i−di, i+di, j −dj , j +dj , k−dk, k+dk. The temporal difference between Δtf =tf -tf−1
reflects the duration of a time frame of the reconstructed PET data. For the model
calculations a Δtf of 5 min was used.
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The square root term is a measure for ΔR(tf ), the average signal change from time
tf−1 to time tf in the box centered at element �I. Isum is the number of elements in
the box. Within this thesis a box size of 125 with di=dj=dk=2 was used. Rbaseline is
calculated as the average signal in the box after steady-state has been reached at
tfs. In the model fs is zero, since the time point t=0 is defined as a point in time at
which steady-state conditions are given. Nf is given by the total simulation time T.
For a total time of T=60 minuntes and a Δtf of 5 minutes Nf is 12. For PET data
fs would be the number of the frame at time tfs, when steady-state conditions are
achieved and Nf the total number of time frames.
Calculating rN by the expression given in 3.12 is a way to estimate the temporal
signal variations despite the low temporal resolution of PET: instead of calculating
the temporal variation in a single elements as the difference between time tf and tf−1,
which is very noisy, the average temporal variations are calculated for a box containing
multiple elements. By that, noise is reduced without loosing time resolution, but at
the cost of spatial resolution. [86]

PET signal responses to changes of neurotransmitter concentration as simulated
in approach (II) provide a more realistic model to analyze the interaction between
neurotransmitter and radiotracer and the analysis of temporal variations as introduced
here can directly be applied to PET data.
Approach (II) is used to analyze the impact of stimulation parameters like the
frequency of stimulation pulses and the size of stimulation volume as well as the
strength of diffusion rdiff on the amplitude of temporal variations in the PET signal.
Moreover the influence of the rate constants of the radiotracer (rpe, rep, ron and rbe)
as well as of the neurotransmitter system inert parameters Bmax and nD is analyzed
(section 3.1.2). Additionally, parameters for radiotracers of interest were taken from
literature to analyze their feasibility to detect PET signal changes as response to
neurotransmitter release events for different neurotransmitter systems (sections 3.1.3
and 3.1.8).

36



3.1 Theoretical Framework and Experimental Data

3.1.2 Model Results: Temporal Variations in the PET Signal
Approach I: periodically changing binding rate
The impact of a periodically changing radiotracer binding rate, reb, on temporal
PET signal variations is analyzed using approach (I) as explained in section 3.1.1.
Figure 3.4A+B shows the modeled temporal variation of the binding rate, reb(�I0, tn),
normalized to its initial value, reb(0), for the frequencies fI=0.2 Hz and fI=0.01 Hz
with a relative amplitude AI=1. The effect of the periodically changing binding
rate on the free radiotracer concentration, Re(�I0, tn), is displayed in Figure 3.4C+D
and the resulting PET signal, R(�I0, tn), in Figure 3.4E+F. Analyzing the induced
temporal variations in the total radiotracer signal by the parameter rN f in the case
of a periodically changing binding rate with a frequency of 0.2 Hz yields a rN f lower
than 0.1 %, while for a frequency of 0.01 Hz it is rN f=4.7 %. This indicates that
“slower” changes in the system can better be picked up by a typical radiotracer.
To analyze the impact of the frequency of the variations, rN f was calculated for
different frequencies fI of the periodically changing binding rate, reb(�I0, tn), between
0 and 0.2 Hz (Figure 3.5A). For frequencies above 0.011 Hz temporal signal variations
are below 4 % and become negligible with increasing frequencies. With decreasing
frequencies (slower variations) rN f increases rapidly, suggesting that longer lasting
concentration changes of the neurotransmitter in the ECS can induce more pronounced
changes in the PET signal via the binding rate reb.
The amplitude of changes in the PET signal assessed by rN f is directly proportional
to the amplitude of changes of reb(�I0, tn) as displayed in Figure 3.5B.
The phase shift visible between the binding rate, free radiotracer concentration
and total radiotracer signal in Figure 3.4 is a result of the diffusion included in
the model. In Figure 3.6 the free, bound and total radiotracer concentrations over
time are shown for the cases that no diffusion, low diffusion (rdiff =0.2 min-1) or a
realistic diffusion (rdiff =2 min-1) is included in the model with a periodically changing
binding rate reb(�I0, tn) at a frequency of fI=0.01 Hz. Without diffusion the free and
bound radiotracer have a phase shift of ∼167◦. This means that free and bound
concentrations are alternating in accordance with the mass conservation law, i.e.
free and bound concentrations are interchanging without loss of total radiotracer.
The slight shift in contrast to the expected 180◦ is a result of the exchange with
the blood pool, i.e. the rate constants rpe and rep. Including diffusion leads to
smaller phase shifts between free and bound radiotracer concentrations, i.e. 137◦

for rdiff =0.2 min-1 and 50◦ for rdiff =2 min-1. In those cases a decrease in bound
radiotracer concentration leads to an increase in the free concentration, which then
leads to diffusion of radiotracer into the neighboring elements so that the resulting
maximal free concentration within the element is achieved earlier as in the case
without diffusion. The change of phase shift between free and bound radiotracer
concentration induced by diffusion results in stronger signal variations in the total
radiotracer signal (Figure 3.6F), compared to the case without diffusion where the
total concentration stays more or less constant.
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Figure 3.4: Periodically changing binding rate and its impact on the free and to-
tal radiotracer concentration. (A-B) Periodical changing binding rate, reb(�I0, tn)/reb(0),
for the frequencies fI=0.2 Hz and fI=0.01 Hz over time. (C-D) Free radiotracer concen-
tration, Re(�I0, tn), over time calculated via equation 3.5 normalized to the steady-state
concentration of Re(0). (E-F) Radiotracer signal, R(�I0, tn), over time normalized to its
steady-state radiotracer concentration R(0).
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Figure 3.6: Influence of different diffusion rates. Free Re(�I0, tn) (cyan) and bound
Rb(�I0, tn) (green) radiotracer concentration over time calculated via equations 3.5 and 3.6
normalized to their steady-state concentrations of Re/b(0) for a diffusion rate (A) rdiff =0
(no diffusion), (B) rdiff =0.2 (low diffusion) and (C) rdiff =2 (realistic diffusion). The total
radiotracer signal R(�I0, tn) over time normalized to its steady-state radiotracer concentration
for (D) rdiff =0 (no diffusion), (E) rdiff =0.2 (low diffusion) and (F) rdiff =2 (realistic diffusion).
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Approach II: variations of free neurotransmitter concentration
A typical trace of simulated free neurotransmitter concentration within one element
is shown in Figure 3.7A. At stimulation intervals at 20 minutes and 45 minutes the
pulse frequency is increased from 1 pulse per minute to 10 pulses per minute for
a duration of 5 minutes. The increase in pulse frequency leads to an increase of
bound neurotransmitter concentration and therefore a reduction in the effective
binding rates for neurotransmitter and radiotracer (Figure 3.7A+B). This leads to a
displacement of part of the bound radiotracer concentration from the binding sites
and increases the free radiotracer concentration (Figure 3.7C). The free radiotracer
can diffuse to neighboring elements and can be cleared to blood (rep), which leads to
a reduction in the total amount of radiotracer. Note, that the curves in Figure 3.7
only reflect the data from one single element, �I0.
The influence of the neurotransmitter concentration variations on the radiotracer
signal is analyzed within a box of 125 elements centered at �I0 by the parameter rN
as explained in section 3.1.1. For simplicity rN(�I0) is in the following denoted by rN .
The parameter rN as a function of time is shown in Figure 3.8B. The stimulation
time points can clearly be identified by the analysis of the temporal variations by
rN , while in the average time activity curve of the 125 elements the effect of changes
in the free neurotransmitter concentration is not visible (Figure 3.8A).
The influence of the following parameters on the amplitude of the signal variations
at the time of stimulation (ts) as assessed by rN was further analyzed: the size
of the diffusion rate of the radiotracer rdiff, the frequency of stimulation pulses,
and the number of stimulated elements within the box of interest. The results are
summarized in Figure 3.9. Summarizing, a larger diffusion rate, a higher stimulation
pulses frequency as well as a larger stimulated volume increase rN(ts). Temporal
signal variations of up to ∼25 % were achieved with the used set of parameters.
Furthermore, the impact of the parameters for the neurotransmitter system Bmax
and nD, as well as the rate constants of the radiotracer (rpe, rep, ron, rbe) on the
signal variations were analyzed, see Figure 3.10. For the calculations the exemplary
parameters given above were taken and only the parameter of interest was varied.
Note that 27 elements are stimulated with a pulse rate of 10 pulses/minute. While a
larger total receptor density, Bmax, is advantageous, there seems to be an optimal
dissociation constant, nD, for the used set of parameters. For the calculation of
the dissociation constant, which is the ratio of neb/non, a fixed non was used. The
radiotracer rate constants, rpe and rep, which determine exchange of the radiotracer
with the blood, don’t have an impact on the temporal signal variations. This can be
explained by the bolus-plus-constant infusion approach that is used to remain steady-
state conditions. For the binding and unbinding rate constants of the radiotracer, ron
and rbe, an optimal value to achieve maximal signal variations is found. For the set of
parameters used, the optimal values are ron,opt.=0.1 min-1nM-1 and rbe,opt.=0.26 min-1

(kd,opt.=2.6 nM).
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Figure 3.7: Simulated free neurotransmitter concentration. (A) Simulated free
neurotransmitter concentration, N e(�I0, tn), consisting of pseudo-random baseline pulses and
stimulation intervals at 20-25 minutes and 45-50 minutes (blue). The resulting fraction of
bound neurotransmitter, Nb(�I0, tn), is shown in black. The concentrations are normalized
to the receptor density Bmax, respectively. (B) The binding rate of the neurotransmitter,
neb(�I0, tn), is influenced by the changes in bound neurotransmitter concentration. Note, that
the binding rate of the radiotracer is influenced in the same manner. (C) The variations
in the binding rate lead to changes in the free, Re(�I0, tn), (cyan) and bound, Re(�I0, tn),
(black) radiotracer concentrations. The concentrations are normalized to their steady-state
conditions, which were calculated for Ne=0, respectively. (D) The total radiotracer signal,
R(�I0, tn), is influenced by the increases in free neurotransmitter concentration. The total
radiotracer signal is normalized to its steady-state concentration.
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Figure 3.8: Comparison of the time activity curve and the parameter of temporal
signal variations rN . (A) Time activity curve of the box of interest (125 elements) assuming
a free neurotransmitter concentration in one element with stimulation intervals at 20-
25 minutes and 45-50 minutes. (B) Temporal variations of the total radiotracer concentration
analyzed by rN for the same free neurotransmitter concentration as in (A). In black the time
point ts of the first stimulation interval, which is used for further analysis, is highlighted.
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Figure 3.9: Influence of different parameters on the amplitude of signal variations.
(A) Influence of the diffusion rate, rdiff, on temporal signal variations assessed by rN at
the time of stimulation ts. For the analysis three different sets of parameters are used:
(blue) no stimulation (only baseline pulses), (red) 75 stimulated elements with 10 pulses/min,
and (black) 125 stimulated elements with 20 pulses/min. (B) Influence of the stimulation
pulse frequency on rN . For the analysis three different sets of parameters are used: (blue)
no diffusion and one stimulated element, (red) a diffusion factor of 0.6 and 75 stimulated
elements, and (black) a diffusion factor of 1 and 125 stimulated elements. (C) Influence
of the number of stimulated elements on rN . The influence of the number of stimulated
elements is shown for (blue) no diffusion and no stimulation pulses, (red) a diffusion factor
of 0.6 and 10 pulses/min, and (black) a diffusion factor of 1 and 20 pulses/min.
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Figure 3.10: Influence of neurotransmitter and radiotracer parameters on the
amplitude of signal variations. Influence of (A) the total receptor density, Bmax, (B)
the dissociation rate constant, nD, of the neurotransmitter, (C) the transport rate from
plasma to ECS, rpe, for the radiotracer, (D) the transport rate from ECS to plasma, rep,
(D) the binding rate, ron, (E) the unbinding rate, rbe, on temporal signal variations rN at
the stimulation time ts. The parameters, which were fixed for the calculations of the other
plots are marked by black dots, respectively.
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3.1.3 The Dopamine System: Parameters, Scales and Radiotracers
The dopamine system is one of the best studied neurotransmitter system. Therefore
explicit description of temporal and spatial scales are known. Moreover the radiotracer
[11C]raclopride is well studied and kinetic rate constants are available from literature.
Within this thesis the developed model was applied and validated for the dopamine
system. In this section a short introduction on the functions and pathways of the
dopamine system is given, followed by a summary of known temporal and spatial
scales of dopamine signaling. Furthermore, the behavior of [11C]raclopride and
its interaction with dopamine is elaborated. The radiotracers [18F]DMFP and
[18F]fallypride, which are like [11C]raclopride dopamine D2 receptor antagonists, are
introduced and analyzed.

Functions, pathways and neurotransmission
The neurotransmitter dopamine belongs to the group of monoamines and can be
further categorized as a catecholamine (see also Figure 3.1) [84,92,81].
The dopamine system is known to be involved in the regulation of reward-motivated
behavior, addiction and motor control [84,81,93]. Dopamine can not cross the blood-
brain barrier and is synthesized within the CNS from tyrosine via L-DOPA [84,81].
In total, dopaminergic neurons only account for less than 1% of the total neuronal
population of the brain and their cell bodies are grouped within few distinct brain
areas including the substantia nigra (SN), the ventral tegmental area (VTA), the
posterior hypothalamus, the arcuate nucleus, the zona incerta and the periventricular
nucleus [93,94]. However, dopaminergic axons project to many brain regions forming
pathways that are related to different functions, e.g. the nigrostriatal pathway, in
which substantia nigra pars compacta cells project to the dorsal striatum, that is
important for motor function (Figure 3.11) [94,93,84]. Further dopaminergic pathways
are the mesocortical and mesolimbic pathways – together referred to as mesocorticol-
imbic projections –, which play a central role in reward and motivation [93,84].
Five subtypes of dopamine receptors (D1 to D5) have been identified [84,81]. The
receptors are all metabotropic, G protein-coupled receptors and can be divided into
two classes: D1-like (D1 and D5) and D2-like (D2, D3 and D4) receptors [84,81]. The
effect of dopamine on a target neuron can be inhibitory or excitatory dependent
on the type of receptors and their response to the second messenger cAMP [84]. D1
receptors exhibit low affinity for dopamine, while D2 receptors are mainly found in
a high affinity state (EC50 ∼1 μM and ∼10 nM, respectively) [84]. D2 receptors are
configured in states of high or low affinity for agonists, with approximately 50% of
the receptors contributing to each state in vitro [58,95]. Note, that antagonist bind
to both affinity states with the same affinity [95,58]. Excess released dopamine is
absorbed back into the presynaptic neuron. This occurs via re-uptake into the cell
by the dopamine transporter (DAT) or plasma membrane monoamine transporters
(MAT), where it can be chemically degraded or repackaged into vesicles for future
release [84].
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Figure 3.11: Pathways of the dopamine system. The major dopamine-containing area
is the dorsal striatum (caudate nucleus and putamen), which receives major input from the
substantia nigra (SN)/ substantia nigra pars compacta (SNc) via the so-called nigrostriatal
pathway. The mesocortical pathway describes dopamine neurons, which project from the
ventral tegmental area (VTA) to the prefrontal cortex. Dopamine projections from the VTA
to the ventral striatum, including the nucleus accumbens and olfactory tubercle, are referred
to as the mesolimbic pathway.

Temporal and spatial scales
Two different firing modes exist for dopamine signaling: tonic and phasic firing. Tonic
firing is characterized by low frequency (1-9 Hz) irregular firing, while phasic firing
consists of high frequency bursts of 2-5 spikes with a typical burst frequency of 20 Hz
up to 100 Hz [96,97,98]. During release events, dopamine concentrations are elevated
104-fold within the synapse for ∼1 ms [88]. After phasic release and due to diffusion
extracellular dopamine concentrations increases are in the order of 10-100-fold and
last for ∼2 s [99]. This was robustly shown by fast-scan cyclic voltammetry (FSCV)
measurements (see section 3.1.7 for a description on FSCV) [88,100]. Extracellular
changes in dopamine concentration measured with this technique show a fast concen-
tration increase followed by a slower exponential decrease of the signal. Dopamine is
removed from the extracellular space by dopamine transporters (DATs) with the ef-
fective removal rate constant of k, which reflects the local density of DATs. Reported
values for the removal rate k range from k=0.01 s-1 to 20 s-1, which corresponds to
effective lifetimes of 100 s to 0.05 s (see section 3.1.7) [88,101].
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PET signal variations induced by dopamine release assessed with dopamine D2
receptor radiotracers
[11C]raclopride is a well known dopamine D2 receptor antagonist with a relatively
moderate affinity (reported ki’s of 1-10 nM [102]) and with a lower affinity to dopamine
D3 receptors [103,58,102]. [11C]raclopride has been and still is widely used to assess
changes in its binding potential in response to variations in endogenous dopamine
concentrations (see section 2.5). The radiotracer [18F]DMFP is reported to have
similar kinetics as [11C]raclopride, but is labeled with 18F-fluorine instead of 11C-
carbonyl. Its longer half-life makes [18F]DMFP easier to handle [104]. The radiotracer
[18F]fallypride has a high affinity to D2 receptors, which is thought to limit its
capability to capture signal variations in response to dopamine release and is rather
used for extrastriatal analyses [73].
To analyze temporal PET signal variations as introduced in sections 3.1.1 and 3.1.2
by the parameter rN for the dopamine system and the named radiotracers, typical
parameters were taken from literature. The parameters applied for the dopamine
system are summarized in Table 3.1 in the “Material and Methods” section 3.2.2.
The used kinetic rate constants for [11C]raclopride, [18F]DMFP and [18F]fallypride
are given in Table 3.2 (section 3.2.2).
For the analysis approach (II) was applied by simulating a trace of free dopamine
concentration. Baseline pulses are simulated as in the general model: 1 pulse per
minute of 100 nM with a decay constant of 2 s. During the stimulation intervals 27
elements were “stimulated” with 50 pulses within 5 minutes.
The resulting temporal signal variations for the different radiotracers are displayed
in 3.12A+C. Note, that for the dopamine system the parameter to assess temporal
signal variations, rN , is renamed to rDA.
The influence of noise in the radiotracer signal on rDA was further analyzed. There-
fore, 5 and 10 % noise was added to the signal (Gaussian distributed pseudo-random
noise) within the model, rDA was calculated and normalized to the time interval
before the first stimulus (rDAbaseline). The temporal signal variations for the differ-
ent radiotracers in the case that noise is added to the signal are shown in Figure
3.12B+D.
Taken together, signal variations in the order of 6-8% are yielded for [11C]raclopride.
Those signal variations are still visible when 5% noise were added to the signal. With
10% noise the stimulation events cannot be seen clearly anymore. With [18F]DMFP
signal variations in the order of 13% are theoretically achievable. In the cases with
5% and 10% noise added to the signal, the temporal signal variations increases due
to increased dopamine concentration can still be observed. With the radiotracer
[18F]fallypride signal variations up to 5% were yielded, but including noise in the
model leads to a loss of the temporal signal variations.
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Figure 3.12: Temporal signal variations assessed by [11C]raclopride, [18F]DMFP
and [18F]fallypride. (A) Temporal signal variations, rDA, in response to temporal
variations in extracellular dopamine concentrations calculated for [11C]raclopride with
parameters from Endres et al. and Farde et al.. (B) Normalized temporal signal variations,
rDA/rDAbaseline, for [11C]raclopride with parameters from Endres et al. and Farde et al.
in the cases that 5 or 10 % noise is added to the signal. (C) Temporal signal variations,
rDA, in response to temporal variations in extracellular dopamine concentrations calculated
for [18F]DMFP and [18F]fallypride ([18F]FP). (D) Normalized temporal signal variations,
rDA/rDAbaseline, for [18F]DMFP and [18F]fallypride ([18F]FP) in the cases that 5 or 10 %
noise is added to the signal.
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3.1.4 [11C]Raclopride PET Scans in Mice

To experimentally validate the introduced model, [11C]raclopride PET emission
data were acquired in a chemogenetic mouse model, namely hM3DGq

DAT, in which
dopamine release can be induced by a designer drug called clozapine-n-oxide (CNO).
A description of the mouse model can be found in the “Material and Methods” section
3.2.4. Note that the results of this study are published in the manuscript by Lippert
and Cremer et al. (2019) [86].
Within the [11C]raclopride PET study each animal (n=6) was measured twice, once
with Saline injection and once with injection of CNO, to achieve a paired study design.
Data were acquired for 60 minutes and Saline/CNO was injected 10 minutes after
the start of the scan. To rapidly reach a steady state, [11C]raclopride was injected
using a bolus-plus-constant infusion method using programmable syringe pumps
(Figure 3.13A+B). The time-activity curves for the striatum and the cerebellum
averaged for both scan sessions and all animals are displayed in Figure 3.13C. Steady-
state conditions are reached around 10-15 minutes after start of the scan. Further
experimental details can be found in the “Material and Methods” section 3.2.5.
Mean [11C]raclopride uptake images for the Saline and CNO measurements of the
time interval between 20 and 60 minutes are shown in Figure 3.14A. The striatum
shows – as expected – the strongest [11C]raclopride binding due to the high D2
receptor density in the striatum. A voxel-wise t-test between the Saline and CNO
data of the mean [11C]raclopride uptake in this time interval was performed. As
shown in Figure 3.14A on the right, there are no statistical significant differences
within the shown plane. Plotting the number of significantly different voxels between
the two groups within the whole brain over time confirms that there are almost
no differences in the activity data (Figure 3.15A). Additionally, the activity data
of different regions like the striatum and cerebellum did not show any statistical
significant differences between the groups (paired Student’s t-test of the area under
the time-activity curve between the Saline and CNO group, n=6: pStriatum=0.18,
pcerebellum=0.12).
Within the theoretical model calculations given above, it was shown that changes
in extracellular neurotransmitter concentrations lead to temporal radiotracer signal
variations, while they are not necessarily visible in the activity data. Therefore,
temporal variations in the [11C]raclopride signal within a box of 75 voxels (5x5x3) are
calculated in analogy to the parameter rN of the theoretical model using equation
3.33 (see “Materials and Methods” section). Here, the parameter is named rDA and
is normalized to the time interval before stimulation rDAbaseline.
The mean parametric images of rDA from the time interval between 20 and 60
minutes for the Saline and CNO group are shown in Figure 3.14B. An increase in
temporal signal variations is visible in the parametric image of the CNO group. The
voxel-wise t-test between the two groups reveals significant increases in rDA within
the shown plane upon CNO injection (Figure 3.14B, right panel). The number of
significant different voxels between the two groups in the parametric images across
the whole brain is increased around ten minutes after CNO injection and stays
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Figure 3.13: Setup for [11C]raclopride PET scans in mice. (A) Picture of the PET
scanner including the mouse holder. The injection of [11C]raclopride can be performed
according to a defined protocol using syringe pumps. (B) Bolus-plus-constant infusion
protocol. 40% of the total amount of injected activity is given as bolus in the first minute
(80 μL out of 200 μL). The remaining activity is given in the following 59 minutes of acquisition
with a constant rate, i.e. 122 mL/h. (C) Time-activity curves of the striatum and cerebellum.

elevated for the duration of the measurement compared to Saline injection (Figure
3.15B).
The time-curves of the temporal signal variations from the left striatum of the Saline
and CNO group are shown in Figure 3.15C. Approximately 10 minutes after CNO
injection a significant increase in the temporal signal variations was observed in the
striatum compared to Saline-injected mice. The parametric data of rDA/rDAbaseline
were averaged for the time from 10 to 60 minutes for each measurements and the
results are displayed in Figure 3.15D. The temporal signal variations are higher in
every measurement with CNO compared to the Saline measurement of the same
mouse, except for one animal (paired Student’s t-test: n=6, p=0.035).
According to the results from the [11C]raclopride PET study, it can be concluded
that inducing dopamine release in the used mouse model leads to increased temporal
variations in the [11C]raclopride PET signal assessed by rDA.
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Figure 3.14: Differences between [11C]raclopride uptake and the parameter rDA
in hM3DGq

DAT mice. (A) Left: Averaged [11C]raclopride activity of the time interval
from 20 to 60 minutes in a transaxial plane of the mouse brain for the Saline and CNO
group (n=6). Right: Statistical significant differences between the data projected on the
corresponding plane of the mouse atlas. (B) Left: The parameter rDA/rDAbaseline averaged
from 20 to 60 minutes for the Saline and CNO group of the same transaxial plane as shown
in (A). Right: The p-value map of differences between the groups in rDA projected on the
mouse atlas of the corresponding plane displays statistically significant increases upon CNO
injection.
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Figure 3.15: Dopamine release assessed by [11C]raclopride PET in hM3DGq
DAT

mice. (A) Number of significant different voxels in the brain between the Saline and
CNO group of the [11C]raclopride activity data for every time point. (B) Number of
significant different voxels in the brain between the Saline and CNO group of the parameter
rDA/rDAbaseline for every time point. (C) Temporal variations of the [11C]raclopride signal
(rDA/rDAbaseline, mean±SEM) of the left striatum for the Saline (black) and CNO (red)
groups. The gray background indicates the time after injection. (D) Average rDA/rDAbaseline
(mean±SEM) after t=10 min in each mouse after Saline and CNO injection. Paired Student’s
t-test: p=0.035. Figure panels (C) and (D) (modified) are published in Figure 9 in the
manuscript by Lippert and Cremer et al. [86].
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3.1.5 [11C]Raclopride PET in Humans

The group of Marc Tittgemeyer in collaboration with Heiko Backes of the Max
Planck Institute for Metabolism planned and performed a [11C]raclopride PET study
in humans to analyze food intake related changes in the dopamine system. The
results are published in the manuscript of Thanarajah and Backes et al. (2018) [87]

and partly in the manuscript by Lippert and Cremer et al. (2019) [86]. Data analysis
based on the method developed within the framework of this thesis was performed
with my contribution by Heiko Backes and Sharmili Edwin-Thanarajah. Within this
section, parts of the results are shown to demonstrate the power of the developed
method.
[11C]raclopride PET scans in ten healthy volunteers with a bolus-plus-infusion injec-
tion protocol were performed. Within two scan sessions the human subjects either
received milkshake or a tasteless solution in a randomized order.
Mean uptake images for the time of 20-60 min of the scans for the tasteless and milk-
shake group are shown in Figure 3.16A. Over the whole time course of measurement
there are only few significant different voxels between the groups in the radiotracer
concentration given by voxel-wise calculated t-tests (Figure 3.16B).
By application of the proposed method to analyze temporal variations in the PET
signal by the parameter, rDA (calculated by equation 3.35 within a box of 125 voxels,
see sections 3.1.1 and 3.2.5), an increased number of significant different voxels in the
brain between milkshake and tasteless conditions predominantly at two time-points
is found (Figure 3.16D). The first time-point indicates an immediate food-induced
dopaminergic activation at the time of milkshake supply [86,87]. The second time
interval at 35-40 minutes indicates a secondary delayed interval of food-induced
dopaminergic activation [86,87]. Both time intervals are further analyzed.
At the time of milkshake/tasteless solution supply significant increases in rDA for the
milkshake group are found in reward-related regions of the dopamine system, i.e. in
the ventral striatum: pFWE,cluster =0.003, the habenula: pFWE,cluster=0.0007, the sub-
stantia nigra/VTA: pFWE,cluster<0.0001, and the pons/NTS: pFWE,cluster=0.001 [86].
These regions are highlighted in red in Figure 3.17B. While the increases in rDA
upon milkshake intake can clearly be seen (Figure 3.17C), the time-activity curves of
the same regions do not show any differences (Figure 3.17A). Remarkably, stimu-
lation appears to induce detectable variations in the [11C]raclopride signal even in
extrastriatal regions although there is less [11C]raclopride binding [86,87].
The significant differences in dopaminergic activity at the second-time interval 15-
20 min post-stimulation are highlighted in green in Figure 3.17B. Dopaminergic
activation in response to the milkshake is again visible in the pons although at a
different location as at the primary activation interval (pFWE,cluster<0.0001) [86], as
well as in neighboring activation sites to the earlier activations, i.e. the ventral
posterior medial nucleus of the thalamus (VPM: pFWE,cluster=0.018) and the dorsal
striatum (pFWE,cluster=0.0003) [86]. Note that in contrast to the temporal signal
variations, the net [11C]raclopride uptake in the corresponding regions does not show
any significant differences between milkshake and tasteless condition (Figure 3.17A).
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A possible mechanism for the origin of the delayed dopamine activity observed
here, could be signaling by the vagus nerve, which was shown – in rodents – to
transmit postingestive signals from the gut into the brain that can induce dopamine
responses [105,106,86]. Moreover, it was shown that vagal nerve afferent terminals have
D2 receptors [105,106,86].
All in all, these results signify the relation between temporal signal variations assessed
by rDA and dopaminergic activation and therefore demonstrate the power of the
novel method to analyze [11C]raclopride PET data in humans [86]. Further results of
the human study can be found in the manuscript of Thanarajah and Backes et al. [87].
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Figure 3.16: Differences between milkshake and tasteless solution intake in
[11C]raclopride uptake and the parameter rDA. (A) Mean uptake images of
[11C]raclopride for the tasteless and milkshake measurements (n=10). (B) Percent of
voxels (of the whole brain) with significantly increased activity between milkshake and
tasteless condition. The gray box indicates the time of milkshake/tasteless solution supply.
There are only negligible differences in tracer uptake. (C) rDA parametric maps for the
milkshake and tasteless group. (D) Percent of voxels with significantly increased rDA in
milkshake versus tasteless condition. The data indicate an immediate (20-25 min, orange box)
and a delayed (35-40 min, green box) time interval of food-induced dopaminergic activation.
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Figure 3.17: Dopamine release assessed by [11C]raclopride PET in humans in
response to milkshake intake. (A) Time-activity curves of the regions indicated in (B)
showing no detectable differences between tasteless (black) and milkshake (red) condition.
The gray box indicates the time of milkshake/tasteless solution administration. (B) Location
of regions with significant differences of rDA between milkshake and tasteless condition in
the 20-25 min (red color scale) or 35-40 min (green color scale) time interval. (C) Time course
of rDA in regions with significant differences between milkshake (red) and tasteless (black)
condition in the 20-20 min (orange box) or 35-40 min (green box) time interval. Identified
regions are 1: nucleus of the solitary tract (NTS), 2: substantia nigra/VTA, 3: habelula,
4: ventral striatum, 5: pons, 6: ventral posterior medial nucleus of the thalamus (VPM),
and 7: dorsal striatum. All data are represented as mean±SEM, paired Student’s t-test:
df=9, ****=p<0.001 (t>4.78), ***=p<0.005 (t>3.69),*=p<0.05 (t>2.26) (uncorrected).
The Figure (modified) is published in the manuscript by Lippert and Cremer et al. [86].
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3.1 Theoretical Framework and Experimental Data

3.1.6 [18F]Desmethoxyfallypride PET Scans in Mice
Since [11C]raclopride has a short half-live of only ∼20 minutes, it needs to be
produced on site. The tracer [18F]desmethoxyfallypride ([18F]DMFP) has similar
kinetics, but has a half-live of 110 minutes. Therefore [18F]DMFP can be supplied
by a remote radiochemistry facility. Within the model calculations [18F]DMFP
shows high potential in assessing temporal signal variations upon dopamine release
events (section 3.1.3). To experimentally test the application of [18F]DMFP to assess
dopaminergic activity by the introduced method a first study with [18F]DMFP was
performed. For the study the same chemogenetic mouse model, setup and procedures
were used as for the [11C]raclopride experiments.
Analyzing the time-activity data showed that, due to the slightly different kinetics
of [18F]DMFP, steady-state conditions were not reached by the bolus-plus-constant
infusion protocol optimized for [11C]raclopride (Figure 3.18). For further experiments
the bolus injection and the rate of constant infusion should be adjusted.
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Figure 3.18: Time-activity curves of [18F]DMFP PET scans in mice. Time-activity
curves of the striatum and cerebellum. Steady-state is not reached since activity increases
with time.

The mean uptake images of [18F]DMFP for the Saline and CNO group (n=7) are
shown in Figure 3.19A, where the striatum shows the strongest binding. Between
the mean uptake images from 20 to 60 minutes for the Saline and CNO group a
voxel-wise t-test was performed. As shown in Figure 3.19A there is no statistical
significant difference in the activity within the shown plane. Plotting the number of
significant different voxels in the activity data between the groups for the whole brain
and each time point confirms that there are almost no differences in the time-activity
data upon CNO injection (Figure 3.20A).
Temporal variations, rDA/rDAbaseline, in the [18F]DMFP signal were calculated in
the same manner as for [11C]raclopride data. The averaged images of this parameter
for the time interval between 20 and 60 minutes for both groups are shown in Figure
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mean activity (20-60min)(A)

Saline group CNO group p-value

mean rDA/rDAbaseline(20-60min)(B)

Saline group CNO group p-value

Figure 3.19: Differences between [18F]DMFP uptake and the parameter rDA in
hM3DGq

DAT mice. (A) Left: Averaged [18F]DMFP activity of a transaxial plane of the
mouse brain for the Saline and CNO group of the time interval from 20 to 60 minutes (n=7).
Right: Statistical significant differences between the data projected on the corresponding
plane of the mouse atlas. In [18F]DMFP activity no significant differences between the groups
are found. (B) Left: Parametric images of rDA/rDAbaseline averaged for the Saline and
CNO group for the time interval from 20 to 60 minutes and from the same transaxial plane
as shown in (A). Right: The p-value map projected on the mouse atlas of the corresponding
plane displays only few statistically significant differences between the groups.

3.19B, revealing no obvious differences in temporal variations between the groups.
The voxel-wise t-test between both groups also reveals almost no significant differences
in the temporal variation parameter in the shown plane. Furthermore, there are
also only a few statistically different voxels for the calculated rDA parameter in the
whole brain over time between the groups (Figure 3.20B).
The mean time-curves of rDA/rDAbaseline of the left striatum for the Saline and
CNO group are shown in Figure 3.20C. No increase in the temporal signal variations
was observed in the striatum upon CNO injection compared to Saline-injected mice.
The average rDA data after injection for each measurements is displayed in Figure
3.20D, showing that only in three of seven measurements the temporal variations
were increased by CNO injection and is even decreased in the others.
A probable reason why the application of the method to [18F]DMFP did not provide
similar results as with [11C]raclopride might be that steady-state conditions were
not reached due to the slightly different kinetics of [18F]DMFP. Further studies have
to be conducted using an adjusted injection protocol and maybe another type of
stimulation protocol or mouse model could be advantageous.
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Figure 3.20: Dopamine release assessed by [18F]DMFP PET in hM3DGq
DAT

mice. (A) Number of significant different voxels between the Saline and CNO group of
the activity data for each time point. (B) Number of significantly different voxels between
the Saline and CNO group of rDA for each time point. (C) Temporal variations of the
[18F]DMFP signal (rDA, mean±SEM). No difference in rDA within the left striatum is
observed upon CNO injection (red) in comparison to Saline injection (black). The gray
background indicates the time after injection. (D) Average rDA (mean±SEM) after t=10 min
of each mouse after Saline and CNO injection. Paired Student’s t-test: p=n.s..
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3.1.7 Direct Measurement of Synaptic Release Events in the ECS

The model results for approach (I) show that temporal PET signal variations are
more sensitive to slower changes of endogenous neurotransmitter concentrations
in the ECS than to rapid fluctuations. In order to demonstrate that rapid phasic
release events can be related to slower variations in extracellular neurotransmitter
concentrations, direct measurements of dopamine and serotonin concentrations in
the ECS were performed.
Extracellular dopamine levels over one hour were measured in mice using fast-scan
cyclic voltammetry (FSCV). The experiments were performed at the Oxford Univer-
sity by Clio Korn and Lauren Burgeno of the group of Mark Walton and are published
within the manuscript of Lippert and Cremer et al. (2019) [86]. FSCV experiments
were performed in two different mouse models: once in the chemogenetic mouse
model used for the PET scans and once in wild-type mice with electrical stimulation
of dopaminergic neurons. The continuously acquired FSCV data was used to analyze
correlations between fast synaptic release events and slower concentration changes in
the ECS by frequency analysis.
Within this section the technique FSCV is introduced and the results of the dopamine
recordings as well as the frequency analyses of the data are shown. The results are fur-
ther substantiated by theoretic model calculations, providing a potential mechanism
of the occurrence of “long” lasting extracellular neurotransmitter concentrations.
Furthermore continuous FSCV data of serotonin is shown, which were acquired in
wild-type mice at the University of South Carolina by Alyssa West of Parastoo
Hashemi’s group.

Fast-scan cyclic voltammetry

Fast-scan cyclic voltammetry (FSCV) is a technique that permits in vivo measurement
of electroactive substances such as dopamine (applicable to dopamine, serotonin and
norepinephrine). For a FSCV measurement a carbon-fiber microelectrode is implanted
at the location of interest. By applying rapid potential sweeps the analytes of interest,
e.g. dopamine, are oxidized and reduced. From the resulting “cyclic voltamogramms”,
in which measured current is displayed as a function of applied potential, the oxidized
compound can be identified by its specific current-potential characteristics [107]. In the
voltammetry field, elevations in extracellular concentrations of the studied analyte
above the ambient level upon release events are called transients (see Figure 3.21).
Shape, magnitude, and duration of FSCV transients can be modeled as integrated
neurotransmitters from synapses surrounding the microelectrode diffusing into the
extracellular space taking into account removal of the neurotransmitter from the
ECS [86]. The extracellular neurotransmitter concentration, N e, measured at the
electrode is given by [99,88,86]:

Ne(r, t) =
∑

i,j(t>ti,j)

lsVsNs

α(4πD(t − ti,j))3/2 exp(
−(r − ri)2

4D(t − ti,j)
)exp(−k(t − ti,j)). (3.13)
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3.1 Theoretical Framework and Experimental Data

Figure 3.21: Fast-scan cyclic voltammetry to measure neurotransmitter release.
(A) A carbon fiber micro-electrode is used to oxidize and reduce monoamine neurotransmitters
like dopamine, serotonin or norepinephrine by applying rapid potential sweeps. By analyzing
the “fingerprint” of the measurement, i.e. the so-called cyclic voltammograms, in which
the measured current is plotted as a function of the applied potential, one can identify the
measured compound. (B) Measured dopamine transients at chronically implanted carbon-
fiber micro-electrodes of spontaneous transients observed during a behavioral session of
Pavlovian conditioning. Figure modified from [107].

V s is the fractional volume of the synapse, N s the neurotransmitter concentration
within the synapse, D the apparent diffusion coefficient, α the fraction of extracellular
volume, and ls the fraction of synaptic leakage or spillover [86]. Typical values for the
striatum for dopamine are V s=0.02μ m3, N s=0.8 mmol/L, D=7.63e6 cm2/s, α = 0.21,
ls = 0.01 [86,88,99]. Dopamine is removed from the extracellular space by dopamine
transporters (DATs) with an effective removal rate constant of k, which reflects the
local density of DATs. Reported values for the removal rate k range from k=0.01 s-1

to 20 s-1 (see section 3.1.3) [88,101]. The fraction, ls, that was able to diffuse out of
the synapse, and not the total amount of neurotransmitter released, needs to be
inserted into equation 3.13 [86]. Equation 3.13 applies to spherical neurotransmitter
diffusion in the extracellular space outside of the synapse [86]. Within the synapse
the narrow space confined by pre- and postsynaptic membranes and the high density
of transporters and receptors would require a mathematical description different
from equation 3.13 [86]. Equation 3.13 includes neurotransmitter diffusion from the
synapses at locations, ri, and removal from extracellular space with an effective
removal rate constant of k [86]. The summation is over all synapses, i, and release
times, j, with ti,j being the times of neurotransmitter release of a synapse at location
ri

[86]. Plotting equation 3.13 with realistic values leads to a typical transient shape as
reported in literature and is shown in Figure 3.22. All in all, equation 3.13 successfully
describes the dopamine concentrations in the extracellular space observed after phasic
release and should also apply for FSCV measurements of serotonin [99,88,86]. The
solution given in equation 3.13 assumes homogeneous distribution of transporters. A
numerical instead of analytical solution allows to insert different distributions of k in
space.
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Figure 3.22: Calculated extracellular neurotransmitter concentration at the
FSCV electrode after synaptic release. Solution of equation 3.13 for the probe at
r=100 μ m with a re-uptake rate of k=2 s-1, a fractional volume of V s=0.02·10-9 mm3, a
diffusion coefficient of D=0.00763 mm2/s, a fraction of extracellular volume of α=0.21, a
synaptic leakage of ls=0.01, and arbitrary concentration of neurotransmitter within the
synapse N s.

Fast-scan cyclic voltammetry measurements of dopamine
To directly assess dopamine concentrations in the ECS, fast-scan cyclic voltammetry
(FSCV) was performed in electrically stimulated wild-type mice and in the chemo-
genetic mouse model of the PET scans (see also “Material and Methods” section
3.2.7 for the detailed experimental protocol). The measured transients by FSCV are
directly linked to synaptic dopamine release, so that the number of transients per
time is a measure of dopaminergic activity.
Electrical stimulation of the VTA in the wild-type mice (n=4) was performed at
rates of 5 or 10 transients/minute for one-minute intervals followed by a four-minute
(measurement 1) or a nine-minute interval (measurements 2, 3, and 4) without
stimulation. In the chemogenetic mouse model (hM3DGq

DAT) dopamine release was
induced by injection of the drug clozapine-n-oxide (CNO) in analogy to the PET
experiments (n=7) [86]. In both models data was continuously acquired in the ventral
striatum over the time of one hour at a rate of 10 Hz, a second hour was acquired in
the chemogenetic mouse model.
First, the data was used to validate the hM3DGq

DAT mouse model by analysis of
the rate and size of measured transients. Second, we were interested in the kinetics,
i.e. the time scales, of dopamine in the extracellular space and therefore used the
data to analyze different frequency contributions in the signal. The continuous
recordings over one hour at 10 Hz enable the analysis of frequencies between 5 Hz
(Nyquist-Shannon sampling theorem: Δf/2) and ∼ 2 · 10−4 Hz.
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In this chapter it is shown that (i) electrical stimulation leads to measurable tran-
sients of the provided frequency (5 or 10 transients/minute) and that chemogenetic
activation of dopamine neurons increases the rate, but not the magnitude, of sponta-
neous dopamine transients measured in the ventral striatum of hM3DGq

DAT mice.
Furthermore it is pointed out that (ii) the rate of transients – electrically or chemo-
genetically induced – is correlated with frequency variations of ∼0.5 Hz in dopamine
levels extracted from the continuous FSCV data. This frequency reflects the typical
duration of ∼2 s transients and is further referred to as “high frequency”. To link
this high frequency variations to slower concentration variations in the ECS it is
demonstrated that (iii) transient rates and high frequency variations are correlated
with “low frequency” variations (∼0.01 Hz) in both models (cf. [86]). Note that the
following analysis of the data is published in the manuscript by Lippert and Cremer
et al. (2019) [86].

i Stimulation of dopamine neurons increases the rate of dopamine
transients.
Electrical stimulation of the VTA with a defined frequency of 5 or 10 tran-
sients/minute leads to measurable transients in the striatum with the provided
rate (Figure 3.23A). For the CNO- and Saline-treated hM3DGq

DAT mice the
rate of transients is counted in one-minute intervals of the continuous FSCV
data (Figure 3.23B). Minor differences in the spontaneous activity in the first 5
minutes of baseline recording are found. After that, a significant increase of the
dopamine transient rate following CNO-treatment at 10 minutes are observed,
which are not present in the Saline-treated mice (main effect of treatment:
F(1,5)1st hour=14.31, p=0.0129, F(1,5)2nd hour=6.99, p=0.0458). No consistent
change in the size of the transients between the Saline or CNO group is found
over the recording time, when the pre-drug period is compared with the 1st or
2nd hour after CNO administration (period x group interaction: F(2,8)=0.946,
p=0.428, Two-way ANOVA; one saline-treated mouse had no transients in the
pre-drug period and was excluded from this analysis). Note that the tran-
sient size recorded in the CNO-treated group is on average marginally higher
throughout recording (main effect of group: F(1,4)=12.34, p=0.025) (Figure
3.24). Taking together, CNO administration in hM3DGq

DAT mice increases the
transient rate, but has only a minor effect on the amplitude of each measured
release event. Cf. [86]

ii The dopamine transient rate correlates with dopamine variations
with a frequency of 0.5 Hz
The continuous FSCV signal is decomposed into contributions from different
frequencies by performing a wavelet transform [108]. In contrast to a Fourier
transformation the wavelet transform allows for frequency analysis without
completely losing the temporal resolution.
Figure 3.25 shows the traces of continuously recorded FSCV data in the ventral
striatum of a single hM3DGq

DAT mouse with CNO injection and of a wild-type
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Figure 3.23: Transients per minute after electrical stimulation and chemogenetic
activation. (A) Induced transients per minute and the continuous FSCV signal. Intervals
with 5 induced transients/minute are highlighted by a green background, intervals with 10
induced transients/minute in blue. Two exemplary stimulation intervals are displayed on
the right: 5 and 10 transients are clearly visible in the data. (B) Spontaneous transients
per minute±SEM recorded in hM3DGq

DAT mice before (white background) and after (gray
background) CNO (n=4) or Saline (n=3) injection. Data were analyzed via Two-way ANOVA,
#=p<0.05 for an overall main effect of treatment type. Figure panel (A) displays the data
published in Figure 6 in the manuscript by Lippert and Cremer et al. [86], panel (B) (modified)
is published in Figure 4 (C) [86].
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Figure 3.24: Transient size of dopamine transients in the hM3DGq
DAT mouse

model. (A) Average transients (mean±SD across all recorded transients) during 15 minutes
before drug administration, during the first and second hour of measurement for the
hM3DGq

DAT Saline-treated animals. (B) Average transients (mean±SD across all recorded
transients) during 15 minutes before drug administration, during the first and second hour
of measurement for the hM3DGq

DAT CNO-treated animals. Figure displays the same data
published in Figure 4 (B) in the manuscript by Lippert and Cremer et al. [86].

mouse with electrical stimulation, as well as the corresponding wavelet power
spectrum. The wavelet transform is calculated using a Gaussian mother function
of order 3 (see “Material and Methods” section) and the resulting wavelet
power is further analyzed in one-minute time intervals. A significant correlation
between the induced rates of electrically stimulated dopamine transients (5 or 10
transients/minute) in the wild-type mice with the logarithm of the wavelet power
at a frequency of 0.5 Hz of each one-minute interval is found (Pearson product
moment correlation: r=0.89, p<1015) (Figure 3.26C). Additionally, transients
measured in the chemogenetic mice in one-minute intervals are significantly
correlated with the logarithm of the wavelet power at a frequency of 0.5 Hz
(Pearson’s product-moment correlation: rCNO=0.64, pCNO<1016, rSaline=0.63,
pSaline<1016, rcombined=0.73, pcombined<1016, Figures 3.27 and 3.28A-D). The
transient rate and the wavelet power at a frequency of 0.5 Hz not only correlate
on group level, but also in individual measurements (see Appendix, Figure
A.1). This indicates that the power at 0.5 Hz calculated from the FSCV data
can be used as a measure of the transient rate. An advantage of this kind
of analysis is, that the wavelet power is calculated following a well-defined
standard procedure, which does not require any thresholds or assumptions on
the shape of transients. Taken together, the data demonstrate that activation
of dopamine neurons in mice, either electrically or chemogenetically, increases
not only the transient rate, but also the wavelet power at 0.5 Hz. Cf. [86]
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Figure 3.25: Wavelet power of continuous FSCV recordings. (A) Continuous FSCV
data recorded in the ventral striatum of a single mouse. CNO was injected interperitoneally
at t=10 min. (B) Continuous FSCV data recorded in the ventral striatum of a single mouse
with electrical stimulation of the VTA. (C) Contour plot of the wavelet power calculated
from the FSCV data shown in (A). (D) Contour plot of the wavelet power calculated from
the FSCV data shown in (B).
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Figure 3.26: Correlations between transient rates and high and low-frequency
power after electrical stimulation. (A) Wavelet power in one-minute intervals as a
function of induced transients (n=4 mice). A Welch two-sample t-test was used for the
statistics. (B) Correlation of wavelet power at 0.5 Hz and 0.01 Hz in stimulated one-minute
intervals (red triangles) and non-stimulated one minute intervals taken from the center
of non-stimulated time intervals (black circles). *: p-value≤0.05, **: p-value≤0.01, ***:
p-value≤0.001 and ****: p-value≤0.0001. Figure displays the data published in Figure 6 in
the manuscript by Lippert and Cremer et al. [86].
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iii Transient rates, high and low-frequency variations
From theory extracellular dopamine concentration variations on a time scale of
∼ minutes are needed to induce detectable signal variations in the PET signal
as demonstrated above (see section 3.1.2). Therefore, the wavelet transform
was used to analyze the contribution of the frequency of 0.01 Hz (referred to
as “low”) in the FSCV data. Relations between the wavelet power at 0.5 Hz
(referred to as “high”) and the low frequency power, as well as between the
transient rate and the low frequency variations are investigated. In electri-
cally stimulated mice a significant correlation between the logarithm of high
and low frequency power (Pearson’s product-moment correlation of log(0.5
Hz power) vs. log(0.01 Hz power): r=0.55, p=0.00012; Figure 3.26B) and
also between transient rates and the logarithm of low frequency power (Pear-
son’s product-moment correlation of transient rates vs. log(0.01 Hz power):
r=0.44, p=0.0031, Figure 3.26A) is found. In the chemogenetic mice, transient
rates and the logarithm of high and low frequency wavelet power correlate
significantly within the Saline and the CNO group and in the combined data
(Pearson’s product-moment correlation between logarithmic power at 0.5 Hz and
0.01 Hz: rCNO=0.13, pCNO=0.030, rSaline=0.14, pSaline=0.042, rcombined=0.34,
pcombined<1014, correlation between transient rates and logarithmic power at
0.01 Hz: rCNO=0.15, pCNO=0.008, rSaline=0.16, pSaline=0.016, rcombined=0.32,
pcombined<1012) (Figure 3.28). Taken together, increases in the high frequency
wavelet power, which reflect dopamine concentration increases on a time scale
of ∼2 seconds, are systematically related to low frequency wavelet power in-
creases. This demonstrates that dopamine release, i.e. dopaminergic activation,
upon stimulation not only increases temporal variations in the FSCV signal
on a time scale of seconds (high frequency), but also on a minute time scale
(low frequency). Or in other words, activation of dopamine neurons and the
resulting dopamine release can induce temporal fluctuations on a time scale of
minutes in extracellular dopamine concentration. Cf. [86]

All together, the FSCV data and its frequency analysis relate dopamine release events
with extracellular dopamine concentration variations at different time scales, i.e. at
a time scale of seconds and at a time scale of minutes. It was shown that activation
of dopaminergic neurons – electrically or chemogenetically – increases the rate of
dopamine transients measured by FSCV as well as the high and low frequency power
in the signal as assessed by a wavelet transform. This indicates that those three
different components are all measures of in vivo dopaminergic activity [86]. Therefore,
assessing the minute scale temporal variations of dopamine concentrations in the
ECS – using the introduced method for data analysis of PET data – provides a
measure of dopaminergic activity.
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Figure 3.27: Transient rates and high frequency power of the hM3DGq
DAT mouse

model measurements. (A) Comparison of the number of transients (blue) and the
wavelet power at 0.5 Hz (black) in one individual mouse and in the CNO and Saline group
(mean±SEM). The gray box indicates the time after CNO/Saline injection. (B) Correlation
of transient rate with the logarithm of the wavelet power at 0.5 Hz from all mice (red
triangles=hM3DGq

DAT+CNO, nCNO=4; black circles=hM3DGq
DAT+Saline, nSaline=3). For

the statistics a Pearson product moment correlation was used. Figure (modified) as published
Figure 7 in the manuscript by Lippert and Cremer et al. [86].
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Figure 3.28: Correlations between transient rates and high and low-frequency
power of the hM3DGq

DAT mouse model measurements. (A) Correlations of the
logarithm of high-frequency power (0.5 Hz) with transient rate. (B) Correlations of the
logarithm of low-frequency power (0.01 Hz) with transient rate. (C) Correlations of the
logarithm of high-frequency power (0.5 Hz) with the logarithm low-frequency power (0.01 Hz).
Data points are shown for each one-minute interval as mean±SEM for each group (red trian-
gles=hM3DGq

DAT+CNO, nCNO=4; black circles=hM3DGq
DAT+Saline, nSaline=3). Pearson’s

product-moment correlation coefficients were calculated within each group and were all statis-
tically significant. Figure (modified) displays the data published in Figure 8 in the manuscript
by Lippert and Cremer et al. [86].
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Heterogeneous transporter expression explains minute-long concentration
increases in the ECS
To further substantiate that FSCV signal variations on a time scale of minutes indeed
reflect variations of neurotransmitter (dopamine) concentrations and are not only an
artifact, a probable mechanism for the occurrence of these long lasting concentration
changes is derived on basis of model calculations. The FSCV signal can be modeled
by taking into account diffusion and transport of the neurotransmitter in the ECS,
as introduced above (section 3.1.7). These two processes are described within the
following equation:

∂

∂t
Ne(r, t) = D � Ne(r, t) − kNe(r, t). (3.14)

Ne(r, t) is the neurotransmitter concentration at the probe at position r at time t.
D is the diffusion constant of the neurotransmitter in the extracellular space, which
is assumed to be constant. k is the removal rate constant in units of time-1. � is
the Laplace operator. To analyze the neurotransmitter concentrations in the ECS
after release this equation was solved numerically. The numerical solution offers
the possibility to not only analyze the influence of the distance r of the probe to
the synaptic release site at a homogeneous and constant removal rate k (see [99,88]),
but also to insert different spatial distributions for k. For the calculations spherical
distribution is assumed and diffusion and re-uptake are calculated as function of
radius r. Details on the model calculations can be found in the “Material and
Methods” section 3.2.7. Note that the calculations are performed with parameters
for the dopamine system.
The influence of the removal rate k on extracellular neurotransmitter concentra-
tion is investigated by assuming different k’s, including only non-specific uptake
(k1=0.007 s-1), the maximally reported removal rate of k2=20 s-1 (for dopamine) [88,101],
and two heterogeneous distributions of removal rate in space: k3=50e-r/20μm s-1 and
k4=20e-r/10μm s-1. In Figure 3.29A these removal rates are shown as function of the
distance r. The removal rate k3 is chosen under the assumption that the maximally
reported removal rate k2=20 s-1 only occurs very close to the release site, where the
maximal number of re-uptake sites are placed, and that it decays exponentially with
distance from the release site. This would correspond to a constant removal rate of
k=10 s-1 in a sphere with radius r=10 μm. Note that the removal rate has at least
the value of the only-non-specific uptake rate k1. k4 is chosen to have an equivalent
average removal rate like k2 in a sphere with a radius of 25 μm around the release
site and decays exponentially with distance from release site. The neurotransmitter
concentration at the FSCV probe in the ECS as a function of time at the distances
r=1, 5, 20 and 100 μm from the release site for the named removal rates k is shown
in Figure 3.29B-E, respectively. The model successfully describes neurotransmitter
concentrations in the ECS after release as measured with FSCV and the analytical
results for k=const. (equation 3.13) are reproduced [88].
If the removal rate is constant within space and relatively high (k2), the neurotrans-
mitter will be cleared very fast from the ECS, so that with further distance from the
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Figure 3.29: Extracellular neurotransmitter concentrations taking into account
different removal rates. (A) Removal rates k2 to k4 as a function of distance r from
the release site and contour plots of the spherical distribution. (B-E) Neurotransmitter
concentration as a function of time after release at different positions (1 μm, 5 μm, 20 μm,
100 μm ) of the FSCV probe for the named removal rates k. The results for the removal rates
k1=0.007 s-1 (green) and k2=20 s-1 (blue) reproduce the results of the analytical solution
with a constant removal rate (equation 3.13) [88].
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Figure 3.30: Time and concentration of the transient peak as a function of dis-
tance. (A) Maximal neurotransmitter concentration at the FSCV probe after release as
a function of the distance of the probe from the release site. (B) Time of the maximally
measured concentration after release as a function of distance of the probe.

release site its concentration becomes negligible. If the re-uptake sites are located
predominantly close to the release site, so that a fraction of neurotransmitter can
escape from the close vicinity of the synapse, there will be a fraction of neurotrans-
mitter concentration within the pM-range also further away from the release site
(k3, Figures 3.29 and 3.30). This fraction is in the order of the tail concentration of
the transient close to the release site and is cleared within a time scale of minutes
due to the heterogeneous distribution of removal rates. Hence, while the transient
peak, i.e. maximal concentration at the probe, decreases rapidly with distance from
the release site, a fraction is cleared on a slower time scale and remains stable with
increasing distance from the release site. Therefore, depending on the distribution of
local removal rates net changes of extracellular neurotransmitter concentrations can
occur at time scales of seconds to minutes [86]. This indicates that a heterogeneous
distribution of transporters (e.g. DATs for dopamine) in the ECS, which determine
the local removal rate, can explain the minute-long concentration variations that are
found in the continuous FSCV data.
In Figure A.3 in the Appendix it is again clearly displayed that the amplitude of the
transient peak (the fast component) rapidly decreases as a function of distance from
the release site, while the long-lasting fraction (the transient tail) of neurotransmitter
concentration remains rather constant. This means the further away from the release
site the more pronounced is the minute-lasting component compared to the peak in
the signal [86]. The results from the calculations agree well with observations reported
in literature [109,110] (see Figure A.2), in which often a “hang-up”, i.e. tail in the
transient data is observed. This tail is often found to be independent of the total
peak height, so that a pure adsorption effect can be excluded (see data in [109,110]).
Furthermore, in the measured data the contribution of the minute scale component
(the tail) relative to the peak critically depends on the distance of the probe from
the release site [111,110]. Comparing the amplitude of the minute scale component
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close to the release site with the minute scale component further distant, they are
approximately similar (Figure A.3D and in data from [110]).
Taken together, the model calculations and data from literature show that transport
(removal) and not diffusion determines the minute scale dynamics [86]. From theory,
the absolute rate of removal is given by the product of removal rate constant and
extracellular neurotransmitter concentration (−kNe). Furthermore, the amplitude
of neurotransmitter concentration changes (dN e(r,t)/dt) in the ECS is proportional
to the extracellular neurotransmitter concentration N e(r,t), which by its origin is
directly proportional to synaptic release (equation 3.14) [86]. Therefore, also the
amplitude of minute scale concentration variations – low frequencies – is proportional
to the amount of released neurotransmitter. This explains why the low frequency
component (0.01 Hz wavelet power) in the FSCV signal is related to transient release.
Summarizing, a heterogeneous distribution of re-uptake mechanisms, i.e. DATs, in
the ECS can explain the observed minute-long increases of dopamine concentration
after phasic release within the FSCV signal. This furthermore substantiates that the
minute scale component of neurotransmitter (dopamine) concentration in the ECS is
a measure of phasic release.
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Fast-scan cyclic voltammetry measurements of serotonin/5-HT
To investigate if the considerations of longer lasting concentration increases in the
ECS also apply to other neurotransmitter systems than the dopamine system, FSCV
measurements of extracellular serotonin/ 5-HT levels are analyzed within this section.
The provided data were acquired in electrically stimulated wild-type mice with a
similar protocol as for the dopamine measurements (see “Material and Methods”
section 3.2.7). Electrical stimulation of the raphe nucleus in the wild-type mice
was performed at rates of 3 or 6 transients per minute for one-minute intervals
followed by a four-minute interval without stimulation. The scans were performed
continuously over the time of one hour at a rate of 10 Hz in the hippocampus for
n=4 mice. Within this section, frequency analyses of the 5-HT FSCV signals are
performed in analogy to the dopamine FSCV data analysis. It will be shown that
(i) electrical stimulation evokes measurable transients in the hippocampus of the
provided frequency of 5-HT transients (3 or 6 transients/minute). Furthermore, it is
demonstrated that (ii) the rate of electrically induced transients is correlated with
frequency variations of ∼0.5 Hz in 5-HT levels extracted from the continuous FSCV
data. Just as for the dopamine analysis, this frequency reflects the typical duration
of ∼2 s long transients and is further referred to as “high frequency”. To link the
high frequency variations to slower concentration variations in the ECS, it will be
shown that (iii) transient rates as well as high frequency variations are correlated
with “low frequency” variations at a frequency of ∼0.02 Hz.

i Electrical stimulation of serotonin neurons increases the rate of sero-
tonin transients.
Electrical stimulation of the raphe nucleus with a defined frequency of 3 or 6
transients/minute leads to measurable transients in the FSCV signal of the
hippocampus. Within the measured current in the hippocampus the induced
rate of transients is clearly visible (Figure 3.31A). The area under the curve in
one-minute intervals was calculated from the continuous FSCV signal (Figure
3.31B). The area under the curve for time intervals with 0, 3 and 6 induced
transients correlates with the number of transients (Pearson’s product-moment
correlation: r=0.92, p<2e-16). The mean area under the curve for no induced
transients is 12.6±5.2, for three 31.0±5.8 and for six 46.4±7.4 (Welch Two
Sample t-test: p#0-#3=1.58e-14, p#3-#6=1.02e-6, p#0-#6=5.55e-12; Figure 3.31C).

ii Serotonin transient rate correlates with serotonin variations with a
frequency of 0.5 Hz
In analogy to the FSCV data of dopamine, the continuous 5-HT FSCV signal
was decomposed into contributions from different frequencies by a wavelet
transform. Since 5-HT transients have a similar duration (∼2 s) like dopamine
transients, the wavelet power at a frequency of 0.05 Hz in one-minute intervals
is further analyzed. As shown in Figure 3.32A the wavelet power at 0.05 Hz
in the one-minute intervals clearly shows increases at times of stimulation.
Furthermore, the wavelet power at a frequency of 0.05 Hz strongly correlates
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with the number of induced transients (Figure 3.32C, upper panel). For no
induced transients the wavelet power at a frequency of 0.5 Hz averages to
0.0019±0.0017, for three induced transients to 0.0228±0.0010 and for six tran-
sients to 0.0695±0.0435 (Pearson’s product-moment correlation: r=0.9, p<2e-16;
Welch Two Sample t-test: p#0-#3=5.24e-9, p#3-#6=0.0015, p#0-#6=6.00e-5; Figure
3.32C).

iii Transient rates, high and low-frequency variations
In a next step, it is investigated if low-frequency variations in the 5-HT signal
can be related to the induced transient rates as well as to the high frequency
variations. In contrast to dopamine, the wavelet power at a frequency of 0.01 Hz
was not significantly correlated with the frequency variations at 0.5 Hz (Pear-
son’s product-moment correlation: r=0.119, p=0.3), although the wavelet power
at 0.01 Hz increases with the number of induced transients (#0: 39.47±23.34,
#3: 50.84±29.45, #6: 57.07±22.93, Welch Two Sample t-test: p#0-#3=0.146,
p#3-#6=0.423, p#0-#6=0.017).
Additionally, the wavelet power at a frequency of 0.02 Hz was analyzed: the
frequency variations in the signal at 0.02 Hz are significantly correlated with
the number of induced transients. For no induced transients the wavelet
power at 0.02 Hz averages to 24.23±13.64, for three induced transients to
33.11±13.90 and for six transients to 41.73±10.67 (Welch Two Sample t-test:
p#0-#3=0.024, p#3-#6=0.046, p#0-#6=3.88e-5, 3.32C, lower panel). Furthermore,
the wavelet power at a frequency of 0.02 Hz is significantly correlated with the
high frequency wavelet power (Pearson’s product-moment correlation: r=0.365,
p=0.001; Figure 3.32D). Note that the correlation between the high frequency
variations and the wavelet power at a frequency of 0.05 Hz provides even better
results (Pearson’s product-moment correlation: r=0.68, p=4.1e-12).

Taken together, similar behavior of serotonin concentrations in the ECS after release
as for dopamine is observed within the continuous FSCV data. This fits to results
from literature as in [98,112]: “Biochemically, their [dopamine and 5-HT] regulation
is quite similar, with similar proteins regulating synthesis, storage, release, uptake,
and metabolism” [112]. This furthermore indicates that serotonin release might be
detectable with the method introduced within this thesis using PET.
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Figure 3.31: Continous FSCV measurements of 5-HT levels. (A) Number of induced
transients and measured FSCV current as a function of time. In the right panel two one-
minute intervals are shown in more detail – one interval with 3 induced transients/minute
and one for 6 transients/minute. (B) Area under the curve of the continuous FSCV signal in
one-minute intervals over time. (C) Correlation of the area under the curve of the FSCV
signal in one-minute intervals with the number of induced transients. *: p-value≤0.05, **:
p-value≤0.01, ***: p-value≤0.001 and ****: p-value≤0.0001.

75



3 Spatiotemporal Assessment of Neurotransmitter Release using PET

20 40
0

2

4

6
·10−2

(A)

0.
5
H
z

Time (min)

W
av
el
et

p
ow

er

20 40
0

20

40

60

80

100

(B)

0.
02

H
z

Time (min)

W
av
el
et

p
ow

er

0.001

0.2

W
av
el
et

p
ow

er
0.
5
H
z ****

***

****

(C)

0 3 6

10

100

0.
02

H
z * *

****

# Transients/min

101 102

0.001

0.1

0.
5
H
z

r=0.365, p=***

(D)

Wavelet power 0.02Hz

W
av
el
et

p
ow

er

Baseline

Stimulated

Figure 3.32: Wavelet analysis of continuous FSCV measurements of 5-HT. (A)
Wavelet power at 0.5 Hz over time, where clear increases are seen at time intervals of
stimulation. (B) Wavelet power at 0.02 Hz over time. (C) Wavelet power of 0.5 Hz and 0.02 Hz
averaged for the time intervals of no, three and six transients per minute. (D) Correlation
between low and high frequency wavelet power. *: p-value≤0.05, **: p-value≤0.01, ***:
p-value≤0.001 and ****: p-value≤0.0001.
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3.1.8 The Serotonin, Acetylcholine and Glutamate Systems

The underlying model for the new PET method was formulated for neurotransmitter
systems in general and was then applied to the dopamine system. The method was
experimentally validated by assessment of dopamine release in mice and humans
using [11C]raclopride PET scans, substantiated by fast-scan cyclic voltammetry
data. Moreover, it was shown that also for serotonin/5-HT longer lasting ECS
concentrations are present after release events, indicating that the proposed PET
method might be applicable to the serotonin system by using suitable radiotracers.
This further suggests that for every system, which functions according to the processes
underlying the model – namely diffusion and transport – neurotransmitter release
events might be studied by analyzing temporal PET signal variations.
In this section characteristics of the 5-HT, acetylcholine and glutamate system are
investigated with regard to applicability of the novel PET method to assess release
events. The three neurotransmitter systems are selected for the following reasons:
Serotonin is quite similar to dopamine [98,112], well studied and a potential system
to apply the method without major modifications. The continuous 5-HT FSCV
measurements presented in section 3.1.7 yielded similar results as for dopamine,
making serotonin release events potentially detectable by the introduced method.
The acetylcholine system differs from the catecholamine systems (dopamine and
serotonin) in its anatomical structure, i.e. in the organization of the choliergic
projections [113] and therefore might reveal boundaries of the method. Glutamate
was analyzed as representative of the group of amino acids. Major challenges for the
application of the method to the glutamate system are that glutamatergic neurons
are wide spread across the whole brain, glutamate itself is reported to only occur in
low extracellular concentrations and to be rapidly cleared from the ECS [114,99].
Apart from shortly introducing the characteristics of those neurotransmitter systems
in the following subsections, a focus is on available radiotracers to study the systems.
Furthermore, model calculations are performed using typical parameters for the
respective systems and according radiotracers.

Serotonin

5-HT belongs like dopamine to the class of monoamine neurotransmitters [81,83]. The
functions of serotonin include the regulation of emotion, mood, appetite and sleep,
as well as cognitive processing like memory and learning [83,81,98].
5-HT neurons are predominantly located in the raphe nuclei with axons projecting to
almost the entire brain (for details see Figure 3.33) [83]. Moreover, 5-HT projections
are often co-located with projections of other monoamines [98]. Specificity for signal
transmission is achieved by a large number of different 5-HT receptors. 5-HT recep-
tors can be divided into seven subgroups: 5-HT1 to 5-HT7

[81]. Except for 5-HT3,
which is a ligand-gated ion channel, they are all G protein-coupled receptors [81,83].
The subgroups can be further divided into at least 14 subtypes (1A-1F, 2A-C and
5A-B) [83,98]. With that, more than twice as many 5-HT receptors are known for
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Figure 3.33: Pathways of the 5-HT, acetylcholine and glutamate systems. Left:
5-HT is located in groups of neurons in the raphe region of the pons and upper brainstem.
The pathways can be separated into projections from the caudal raphe nuclei (cRN) and the
rostal raphe nuclei (rRN). The caudal parts project to the spinal cord and brain stem, while
the rostal parts primarily project to the forebrain. [115]. Middle: Acetylcholine neurons are
located in the basal forebrain, where two groups of cholinergic neurons can be found: the
first group is located in the medial septal nucleus and the second group in the nucleus basalis.
The medial septal nucleus group projects to the hippocampus and parahippocampal gyrus.
The nucleus basalis group projects to the neocortex, to parts of the limbic cortex and to the
amygdala. Another group from the cholinergic pontomesencephalon innervates the hindbrain,
thalamus, hypothalamus and the basal forebrain [116,117]. Right: Glutamate neurons innervate
almost the entire brain. Most prominent glutamatergic pathways are the cortico-cortical
pathways, the pathways between the thalamus and cortex and the extrapyramidal pathway
between the cortex and striatum [118].

the serotonin system compared to the dopamine system [98]. Further specificity of
serotonin signal transmission is given by the distinct localization of the different
receptors within the brain. 5-HT1A receptors for example have a high density in
the hippocampus, amygdala, septum and raphe nuclei, while the 5-HT2 receptors
are predominantly found in cortical regions [83,81]. After release excess 5-HT can be
taken up back to the presynaptic neuron through the monoamine transporter for
5-HT, the so-called serotonin transporter (SERT) [81,98].
PET imaging of the serotonin system has been focused on parameters analogous to
those assessed for the dopamine system, e.g. quantification of receptor and trans-
porter binding/density [11,119]. Today, a number of radiotracers exist to assess 5-HT
synthesis, to quantify SERT or 5-HT receptor densities. Within this thesis, the focus
is on radiotracers binding to the 5-HT1A receptor type, since it is the most studied
receptor subtype of 5-HT1 receptors. Note, that 5-HT1A receptors – as many other
receptors – exists in high and low agonist affinity states [120]. Reviews about further
radioligands can be found in literature, e.g by Paterson et al. (2013) or Kumar and
Mann (2015) [119,120].
[11C]WAY-100635 is the most extensively studied 5-HT1A receptor antagonist ra-
diotracer in human subjects with a high affinity and selectivity to its target re-
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ceptors [120,119]. Nevertheless, [11C]WAY-100635 was also reported to bind to α-1A
adrenoreceptor and D4 receptors, questioning its specificity [120,119]. Note that at
least D4 receptors have a low abundance within the human brain [120,119]. A study by
Hume et al. [121] demonstrated that pharmacologically induced increase in serotonin
concentration decreased [11C]WAY-100635 binding in the hippocampus of rats, while
further studies by other groups could not confirm this finding [121,122,53].
[18F]MPPF is a fluorophenyl analogue of [11C]WAY-100635 and has been used in
rodents, monkeys and human subjects. It has as similar 5-HT1A receptor affinity and
selectivity as [11C]WAY-100635 [119]. [18F]MPPF binding to 5-HT1A autoreceptors
in the raphe nuclei was found to be sensitive to endogenous 5-HT concentrations in
some studies [119].
[11C]CUMI-101 is the only 5-HT1A agonist radiotracer so far tested in non-human
primates and human subjects [120]. Milak et al. [123] reported in 2011 that [11C]CUMI-
101 might be sensitive to endogenous 5-HT concentration changes by pharmacological
intervention in a non-human primate study. This effect could so far not be verified
and human studies are still lacking [119]. Since only a small effect with a strong
pharmacological intervention was observed, it remains questionable if more subtle
release events could be detected with [11C]CUMI-101 [119].
For [11C]WAY-100635, [18F]MPPF and [11C]CUMI-101 kinetic rate constants re-
ported in literature are summarized in Table 3.2 (“Material and Methods” section
3.2.2). These kinetic rate constants were used to apply the model for analyzing PET
signal variations to the serotonin system. Model calculations were performed in
analogy to the calculations performed for the dopamine system, i.e. a trace of free
serotonin concentration is simulated and the parameter, rN , to assess temporal signal
variations was calculated by equation 3.12 introduced in section 3.1.1. The same
baseline and stimulation pulse sequence was applied as for dopamine. The receptor
density, Bmax, and binding affinity, nD, were adjusted for the serotonin system (Table
3.1, “Material and Methods” section 3.2.2). The results are summarized in in Figure
3.34. For [11C]WAY-100635 and [11C]CUMI-101 the model reveals signal variations
in the order of 3% (for [11C]raclopride and dopamine 6-8% are achieved). In the
case that 5% noise is added to the data the clear activation patterns cannot be seen
anymore. For [18F]MPPF the resulting signal variations are even lower.

Acetylcholine
Acetylcholine acts in the CNS as a neurotransmitter, but is also highly abundant
in the peripheral nervous system, where it activates skeletal muscles and excites or
inhibits internal organs [83,81]. Acetylcholine signalling in the brain has widespread
functions and is associated – amongst others – with arousal, attention, memory
and motivation [83,81]. The main cholinergic regions and pathways are illustrated
in Figure 3.33. The CNS contains groups of cholinergic projections (Ch1-Ch8), i.e.
projection neurons, interneurons in the striatum, cortex, hippocampus and olfactory
bulb as well as cholinergic motorneurons in the spinal cord [92,81]. Acetylcholine
receptors can be divided into groups of muscarinic G protein-coupled receptors
and nicotinic ligand-gated ion channels [83,81]. The group of muscarinic receptors in

79



3 Spatiotemporal Assessment of Neurotransmitter Release using PET

0 10 20 30 40 50
0

1

2

3

4

5
·10−2(A)

Time (min)

rN

Serotonin System
[11C]WAY

[11C]CUMI

[18F]MPPF

0 10 20 30 40 50

1

1.5

(B)

Time (min)

rN
/r
N

b
a
se
li
n
e

with noise
[11C]WAY + 5% noise

[11C]CUMI+ 5% noise

[18F]MPPF+ 5% noise

Figure 3.34: Temporal signal variations assessed by [18F]WAY-100635,
[18F]CUMI-101 and [18F]MPPF. (A) Parameter of temporal signal variations, rN ,
as a function of time. A trace of extracellular 5-HT concentration with 10 pulses/min induced
between 20-25 and 45-50 minutes in addition to pseudo-randomly distributed baseline pulses
of in average 1 pulses/min is simulated. Parameters from literature for the radiotracers
[11C]WAY-100635, [11C]CUMI-101 and [18F]MPPF are applied. (B) To baseline normal-
ized temporal signal variations, rN/rNbaseline, for the same trace of extracellular serotonin
concentration variations as in (A), in the case that 5 % noise is added to the signal.

turn can be divided into five subtypes called M1 to M5 [83,81]. Within the nicotinic
receptor group two different types exist: the muscle-type and the neuronal-type [83,81].
Nicotinic acetylcholine receptors are formed from combinations of 17 – so far iden-
tified – subunits: α1-α10, β1-β4, γ, δ, and ε [124]. The two predominant subtypes
of nicotinic acetylcholine receptors (nAChRs) found within the CNS are the α4β2
and α7 nAChRs, which are involved in higher brain functions [124]. Acetylcholine
is inactivated within the synaptic cleft by the enzyme acetylcholinesterase, which
converts acetylcholine into the inactive metabolites choline and acetate [83]. While
choline will be taken back up into the presynaptic cell, acetate diffuses into the
surrounding medium [125]. To summarize, the acetylcholine system consists of even
more different receptor types as the 5-HT system and neuronal projections are widely
spread within the CNS. This challenges imaging and quantification.
To study the cholinergic systems in vivo in the brain, [11C]nicotine was one of
the first radioligands synthesized [11]. Unfortunately, its uptake appeared to reflect
rather perfusion and extraction across the blood-brain barrier than specific binding
parameters [11]. Newer PET radioligands for α4β2* receptors such as [18F]flubatine,
[18F]AZAN, and [18F]XTRA have been evaluated in humans, for example by Sabri
et al. (2015) [126] and Kuwabara et al. (2017) [127]. α4β2* refers to the combined
β2*subtypes, i.e. α4β2, α3β2, and α2β2, and because α4β2 has the highest abun-
dance in the brain these subtypes are collectively named α4β2* [128].
[18F]nifene, a high affinity α4β2* radioligand, was introduced in 2006 by Pichika et
al. [129]. Its major advantage is its fast kinetics compared to the other acetylcholine re-
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ceptor tracers, which results in significantly shorter scan times [128]. Here, [18F]nifene
was analyzed with regard to applicability to assess PET signal variations upon
acetylcholine release according to the method introduced within the framework of
this thesis. Published kinetic rate constants are summarized in Table 3.2 (“Material
and Methods” section 3.2.2). Calculations were performed analogous to the ones for
the dopamine and serotonin systems with parameters adjusted for the acetylcholine
system. The results are displayed in Figure 3.35. Temporal PET signal variations,
rN , in the of 8.4% were obtained, i.e. in the same order as for [11C]raclopride and
dopamine. Also in the case that 5% noise is added to the signal, the variations
induced by acetylcholine variations are visible.
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Figure 3.35: Temporal signal variations assessed by [18F]Nifene. (A) Temporal
signal variations, rN , as a function of time. A trace of free extracellular acetylcholine
concentration variations was simulated including 10 pulses/min induced at 20-25 and 45-50
minutes in addition to pseudo-randomly distributed baseline pulses of in average 1 pulse/min.
Parameters from literature for the radiotracer [18F]nifene are applied. (B) To baseline
normalized signal variations, rN/rNbaseline, in the case that 5 % noise is added to the signal
for the same trace of acetlycholine variations as in (A).

Glutamate
Glutamate is the most abundant excitatory neurotransmitter in the CNS and plays a
major role in learning and memory [83,81]. It is used by almost all excitatory functions
in the brain, accounting in total for over 90% of the synaptic connections in the
human brain [125,83,81]. The major pathways formed by glutamatergic projections are
displayed in Figure 3.33. Four classes of glutamatergic receptors exist: N-methyl-D-
aspartate (NMDA), α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA),
kainate and a group of metabotropic receptors [83,81]. Except of the metabotropic
glutamate receptors (mGluRs), glutamate receptors are ionotropic receptors. NMDA
receptors can be divided into four subtypes, which are known to be involved in
learning and memory [130]. AMPA receptors have four subtypes that play a role for
fast excitation. Kainate receptors can be divided into 5 subtypes, whose functions are
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Figure 3.36: Temporal signal variations assessed by [18F]SP203 and
[11C]ABP688. (A) Temporal signal variations, rN , as a function of time. A trace of
free extracellular glutamate concentration variations was simulated including 10 pulses/min
induced at 20-25 and 45-50 minutes in addition to pseudo-randomly distributed baseline
pulses of in average 1 pulse/min. Parameters from literature for the radiotracers [11C]ABP688
and [18F]SP203 are applied. (B) To baseline normalized signal variations, rN/rNbaseline, in
the case that 5 % noise is added to the signal for the same trace of glutamate variations as in
(A).

so far not well defined and their abundance is rather low. mGluRs work via the second
messenger system (G-protein coupled receptors) and are therefore involved in slower
glutamatergic effects [81]. Eight different types of mGluRs (mGluR1-mGluR8) exist
and are classified in three groups: group I including mGluR1 and mGluR5 that are
mainly postsynaptic, group II with mGluR2 and mGluR3, and group III with mGluR4
as well as mGluR6-mGluR8

[81,131]. Groups II and III are predominantly located on
presynaptic membranes, but have as well been found postsynaptic [131,81]. Glutamate
is cleared from the extracellular space by excitatory amino acid transporters (EAATs),
of which four types exist: EAAT1-4 [81].
PET radioligands have been developed for NMDA receptors, e.g. [11C]ketamine,
while for AMPA and kainate receptors no radioligands have been developed so far [53].
For metabotropic glutamate receptors several radiotracers exist. Here, the focus
is on two radiotracers, which bind to the mGluR5 subtype, namely [18F]SP203
and [11C]ABP688. [11C]ABP688 shows accumulation in mGluR5-rich brain regions
in rats and humans as it is a highly selective radioligand for mGluR5s [130,132,133].
Moreover, [11C]ABP688 was displaced in a dose-dependent manner by an other
highly potent GluR5-selective ligand in one study [134,130]. The PET radiotracer
[18F]SP203 is used in humans to study mGluR5 receptors [130,133]. A high uptake
in mGluR5-rich brain regions was observed and using the mGluR5-selective ligand
MPEP led to a decrease in [18F]SP203 uptake in monkeys [135,130].
In analogy to the analysis of the other neurotransmitter systems and radiotracers,
model calculations were performed for glutamate system with the radiotracers
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[18F]SP203 and [11C]ABP688. The results are displayed in Figure 3.36. With
[11C]ABP688 signal variations as assessed by the parameter rN in the order of
∼0.4 % are achieved. For the tracer [18F]SP203 signal variations were only in the
order of ∼0.1-0.2 %. Adding 5 % to the signal leads to negligible signal variations as
assessed using [18F]SP203, while the signal variations obtained for [11C]ABP688 are
still visible. If signal variations induced by glutamate release would be experimentally
detectable using PET needs to be further tested.
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3.2 Material and Methods
The Material and Methods section describes the experiments and methods shown
within the thesis. Further experimental and methodological details are published in
Lippert and Cremer et al. (2019) and Thanarajah and Backes et al. (2018) [86,87].

3.2.1 Numerical model
The modeling procedures are written in C. The equations derived in section 3.1.1
were discretized for numerically simulations with the finite difference method.
For the numerical calculations time and space domains for t ∈ [0,T] and �x ∈ [-
X/2,X/2], [-Y/2,Y/2], [-Z/2,Z/2] were replaced by a set of mesh points.
Within the space domain equally spaced mesh points [xi, yj , zk] with discrete
distances in steps of Δx=Δy=Δz, i.e. xi = iΔx, and i, j, k from -Ntot/2 to Ntot/2
each are implemented. One element [xi, yj , zk] is for simplicity denoted by [i,j,k] or
in short �I. A box of 343 elements, i.e. Ntot=6, was simulated and a inner box of 125
elements, i.e. Nbox=4, is analyzed to exclude border effects. Note that each element
�I=[i,j,k] represents a tissue volume element �x and that Δx corresponds to 1 mm.
The time is given by discrete time points in steps of Δt from 0 to T, i.e. tn = nΔt
(n=0,...,Nt). Re([i, j, k], tn), or in short Re(�I, tn), denotes the mesh function that
approximates the free radiotracer concentration at element �I=[i,j,k] and time tn.
The same applies for Rb, and the free and bound neurotransmitter concentrations
Ne and Nb. The plasma radiotracer concentration is given by Rp, which is assumed
to be constant (bolus-plus infusion injection).
First, steady-state conditions of neurotransmitter and radiotracer concentrations are
calculated, which are assumed to be homogeneous within the region analyzed. The
free and bound neurotransmitter concentration at time t=0, i.e. n=0, in absence of
the neurotransmitter is set to zero. Free and bound radiotracer concentrations, Re

and Rb, at t=0, i.e. n=0, are given by:

Rb([i, j, k], 0) =
rpereb,max

reprbe
Rp(0) (3.15)

and
Re([i, j, k], 0) =

rpe

rep
Rp(0). (3.16)

The change in bound neurotransmitter concentration over time as given by 3.2 in
section 3.1.1, i.e.

dNb(�x, t)
dt

= neb(�x, t)Ne(�x, t) − nbeNb(�x, t), (3.17)

is implemented in the numerical procedure within a time step of Δt for each element
i, j, k as:

ΔNb([i, j, k], tn) = neb([i, j, k], tn)Ne([i, j, k], tn) − nbe([i, j, k], tn)Nb([i, j, k], tn)
(3.18)
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The bound neurotransmitter concentration at the next time step n+1 is given by:

Nb([i, j, k], tn+1) = Nb([i, j, k], tn) + ΔNb([i, j, k], tn)Δt (3.19)

The rate constants neb([i, j, k], tn) and reb([i, j, k], tn) are, according to equations 3.4
and 3.8 in section 3.1.1, i.e.

neb(�x, t) = neb,max(�x)(1 − Nb(�x, t)
Bmax(�x)

) (3.20)

and
reb(�x, t) = reb,max(�x)(1 − Nb(�x, t)

Bmax(�x)
), (3.21)

implemented in the numerical procedure by:

neb([i, j, k], tn) = neb,max(1 − Nb([i, j, k], tn)
Bmax

) (3.22)

and
reb([i, j, k], tn) = reb,max(1 − Nb([i, j, k], tn)

Bmax
). (3.23)

The rate of change of the free and bound radiotracer concentrations given by (equa-
tions 3.5 and 3.6 in section 3.1.1)

dRe(�x, t)
dt

= rpeRp(�x, t)−(rep +reb(�x, t))Re(�x, t)+rbeRb(�x, t)+DR �Re(�x, t) (3.24)

and
dRb(�x, t)

dt
= reb(�x, t)Re(�x, t) − rbeRb(�x, t) (3.25)

are calculated by:

�Re([i, j, k], tn) = rpeRp(0) − (rep + reb([i, j, k], tn))Re([i, j, k], tn)
+rbeRb([i, j, k], tn) − rdiff Δi,j,kRe([i, j, k], tn),

with rdiff Δi,j,kRe([i, j, k], tn) =
rdiff ((Re([i, j, k], tn) − Re([i − 1, j, k], tn))

+(Re([i, j, k], tn) − Re([i, j − 1, k], tn))
+(Re([i, j, k], tn) − Re([i, j, k − 1], tn))
+(Re([i, j, k], tn) − Re([i + 1, j, k], tn))
+(Re([i, j, k], tn) − Re([i, j + 1, k], tn))
+(Re([i, j, k], tn) − Re([i, j, k + 1], tn))

(3.26)

and

ΔRb([i, j, k], tn) = reb([i, j, k], tn)Re([i, j, k], tn) − rbeRb([i, j, k], tn). (3.27)
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Since steady-state conditions for the plasma radiotracer concentration are assumed
(bolus-constant infusion injection protocol) the plasma concentration Rp is constant
in time and independent of i, j, k. Diffusion is implemented by approximating linear
transport given a diffusion transport velocity rdiff estimated using the Einstein-
Smoluchowski-Equation [89,90,91] (see equation 3.9, section 3.1.1). rdiff is a rate
constant with units min-1 and its order of magnitude is estimated by assuming that
diffusion of the radiotracer in the ECS has the same order of magnitude as the
neurotransmitter. Dopamine has a diffusion constant of DDA ≈7·10-6 cm2s-1 [88],
which yields a rdiff in the order of ∼2 min1 (see section 3.1.1). If not otherwise noted
rdiff =2 min1 was applied.
The free and bound radiotracer concentrations for the next time step n+1 are given
by:

Re([i, j, k], tn+1) = Re([i, j, k], tn) + ΔRe([i, j, k], tn)Δt (3.28)

and
Rb([i, j, k], tn+1) = Rb([i, j, k], tn) + ΔRb([i, j, k], tn)Δt. (3.29)

The sum of Re([i, j, k], tn) and Rb([i, j, k], tn) is the total radiotracer concentration
R([i, j, k], tn) at position i, j, k and at time tn.

Approach I: periodically changing binding rate
In approach (I) the influence of a periodically changing neurotransmitter concentration
is mimicked by a periodically changing binding rate for the radiotracer, reb, according
to:

reb([0, 0, 0], tn) = reb(0)(1 + AI sin(2πfItn)). (3.30)

Only the element at i=j=k=0 was varied and analyzed in the calculations, while
diffusion can take place between the elements. The binding rate in the other elements
stayed constant at reb(0). The following algorithm was applied: First, reb([i, j, k], 0)
is set for all i, j, k to the initial value of reb(0). Following, reb([0, 0, 0], tn+1) is
computed for the next time step n+1 by equation 3.30. Then, the concentrations
Re([i, j, k], tn+1) and Rb([i, j, k], tn+1) at time tn+1 are calculated for all i, j, k by
equations 3.28 and 3.29 by inserting equations 3.26 and 3.27 for ΔRe([i, j, k], tn) and
ΔRb([i, j, k], tn). This is repeated for Nt time steps until T is reached.
The parameter for the temporal variations in the signal rN f is calculated as described
in section 3.1.1 in equation 3.11, i.e.:

rNf ([i, j, k]) =
ΔRf ([i, j, k])

Rbaseline,f ([i, j, k]
=

Rmax,f ([i, j, k]) − Rmin,f ([i, j, k])
Rbaseline,f ([i, j, k])

. (3.31)

With Rbaseline,f([i,j,k]) being the mean concentration calculated by 1
2(Rmax,f ([i, j, k])+

Rmin,f ([i, j, k])), Rmax,f ([i, j, k]) the maximal signal over time and Rmin,f ([i, j, k])
the minimal signal over time. For the results shown within the thesis, only the ele-
ment i=0, j=0, k=0 was analyzed. Note, that rN f was calculated after steady-state
conditions were reached.
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Approach II: variations of free neurotransmitter concentration
In approach II the free neurotransmitter concentration Ne([i, j, k], tn) is simulated for
each time step. The temporal curve for Ne([i, j, k], tn) consists of pseudo-randomly
distributed baseline pulses. The time points of the baseline pulses are calculated by
a function, which creates Gaussian distributed pseudo-random values around a mean
time of 1 min-1 with a standard deviation of 0.2 min-1 (Box-Mueller algorithm). At
the given time points Ne([i, j, k], tn) is set to the selected amplitude of the baseline
pulses (A=100 nM). To mimic exponential decay the concentration is removed with
a exponential decay rate of 2 s (typical transient duration). Moreover, the time
points for additional stimulation pulses are calculated and are implemented via a
increased pulse rate (e.g. 10 min-1) for the duration of the stimulation intervals of
5 min at t=20 min and 45 min. Note, that t=0 is the time point at which steady-
state conditions are reached for the radiotracer concentration with the baseline
neurotransmitter concentration.
Using the temporal variations of free neurotransmitter concentration as input the
change of Nb([i, j, k], tn) within a time step of Δt for each element i, j, k is calculated by
equation 3.18. The following algorithm is applied: first, Ne([i, j, k], tn) is computed
for all i, j, k from 0 to Ni,j,k. Then, for the next time step the rate constants
neb([i, j, k], tn) and reb([i, j, k], tn) are updated (equations 3.22 and 3.23). The
concentrations Nb([i, j, k], tn+1), Re([i, j, k], tn+1) and Rb([i, j, k], tn+1) are calculated
for all i, j, k using equations 3.19, 3.28 and 3.29 with insertion of equations 3.18, 3.26
and 3.27, respectively. This is repeated for the Nt time steps until T is reached.
The sum of the concentrations Re(tf ) and Rb(tf ) over the elements in a box of
i − di, i + di, j − dj , j + dj , k − dk, k + dk with di = dj = dk = Nbox/2 = 2 is
written out to obtain a “time-activity curve” as measured with PET. f is the number
of the respective time frame of the modeled PET signal, this means the time at
frame f is tf = fΔtf for f=0,..,Nf with Nf being the total number of frames. The
temporal difference between Δtf =tf -tf−1 reflects the duration of a time frame of the
reconstructed PET data. For the model calculations a Δtf of 5 min was used.
The parameter rN was calculated, as in equation 3.12, for the time frames tf over
the elements in the analyzed box:

rN([i, j, k], tf ) =
ΔR([i, j, k], tf )

Rbaseline

=
1

Rbaseline

√√√√√ 1
Isum

i+di∑
u=i−di

j+dj∑
v=j−dj

k+dk∑
w=k−dk

(R([u, v, w], tf ) − R([u, v, w], tf−1)2

with, Rbaseline =
1

Nf − fs

1
Isum

Nf∑
f=fs

i+di∑
u=i−di

j+dj∑
v=j−dj

k+dk∑
w=k−dk

R([u, v, w], tf ).

(3.32)

The square root term is a measure for ΔR(tf ), the average change from time tf−1 to
time tf of the signal in analyzed box centered at the element �I=[i,j,k]. Isum is the
number of elements in the box (here 125 with di=dj=dk=2). Rbaseline is calculated
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as the average signal in the box after the steady-state has been reached at tfs. Since
the time point t=0 is defined in the model as a point in time were steady-state
conditions are given fs=0.
Noise was implemented by a pseudo-random Gaussian distribution using the Box-
Mueller algorithm for noise levels of 5 % and 10 %, which was added to the total
radiotracer concentration of each element.

3.2.2 Rate Constants and Parameters
Kinetic rate constants of the radiotracers and parameters for the neurotransmitter
systems are taken from literature. In Tables 3.1 and 3.2 the used parameters for
the studied endogenous neurotransmitter systems and for different radiotracers for
the respective systems are summarized. The references are given within the table
captions.
For the general model a Bmax=20 nM and a nd=10 nM were taken for the neuro-
transmitter system and an exemplary radiotracer with rd=10 nM, rpe=0.20 min-1,
rep=0.20 min-1, reb,max=0.30 min-1 and rbe=0.15 min-1 was assumed. For calculations
of the influence of the radiotracer rate constants one of the parameters was varied,
while the others were kept constant.

Neurotransmitter
Dopamine Serotonin Acethylcholine Glutamate

nd (nM) 10 5 52 (-35,000) 700 (-10,000)
non

1(min-1nM-1) 0.06 0.06 0.06 0.06
noff=nbe (min-1) 0.6 0.3 3 (-2,100) 42 (-600)
Bmax (nM) 20 (2-) 10 5 6 (up to >1,000)

Table 3.1: Parameters for different neurotransmitter systems. Values are estimates
(orders of magnitude) based on literature for prominent regions of that neurotransmitter sys-
tem, i.e. the putamen/caudate for dopamine, the raphe nucleus for serotonin, thalamic region
for acetylcholine and caudate putamen for glutamate. Bmax was chosen for the receptors of
interest, i.e. D2R, 5-HT1A, nAChR α4β2* and MGluR5. Values for dopamine from [103,65,136],
for serotonin from [137], for acetylcholine from [138,139,140], for glutamate from [114,141,142].

1From basic biochemistry the maximal value for non,max for two molecules moving in aqueous solu-
tion (free diffusion) is 109 M-1s-1 (diffusion-controlled reaction) [143]. As a rule of thumb, non values
for proteins and ligands are in the range from 105 to 107 M-1s-1, i.e. 0.006-0.6 nM-1min-1 [144,145].
Here, a non of 0.06 nM-1min-1 was used for all calculations.
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Dopamine
[11C]raclopride [18F]DMFP [18F]FP

rd (nM) 8.46/ 5.76 8.73 1.08
rpe (1/min) 0.13/ 0.16 0.33 0.17
rep (1/min) 0.43/ 0.23 0.09 0.21
reb,max (1/min) 0.26/ 0.25 0.55 1.08 (0.04·Bmax)
rbe (1/min) 0.11/ 0.072 0.24 0.043
Serotonin

[11C]WAY-100635 [18F]MPPF [11C]CUMI-101
rd (nM) 1.25 (0.2-2.2) 2.4 (0.3-3.3) 0.51·Bmax (0.1-0.15)
rpe (1/min) 0.14 0.10 0.34
rep (1/min) 0.41 0.15 0.11
reb,max (1/min) 0.16 0.016·Bmax 0.07
rbe (1/min) 0.02 0.039 0.04
Acethylcholine

[18F]Nifene
rd (nM) 2.3 (0.5)
rpe (1/min) 0.88
rep (1/min) 0.21
reb,max (1/min) 0.14·Bmax
rbe (1/min) 0.32
Glutamate

[18F]SP203 [11C]ABP688
rd (nM) 0.26·Bmax 0.26·Bmax
rpe (1/min) 0.32 1.10
rep (1/min) 0.08 0.60
reb,max (1/min) 0.085 0.23
rbe (1/min) 0.021 0.06

Table 3.2: Parameters for different radiotracers systems. Parameters from literature
for a selection of common radiotracers for the dopamine, serotonin, acetylcholine and
glutamate system for the caudate putamen (dopamine), raphe nucles (serotonin), thalamic
regions (acetylcholine) and caudate putamen (glutamate). Values for [11C]raclopride are
from Farde et al. and Endres et al. [103,65] respectively, for [18F]DMFP from [146] and
personal communication, for [18F]FP from [136], for [11C]WAY-100635 from [147,119], for
[18F]MPPF from [148,137,119], for [11C]CUMI-101 from [149], for [18F]Nifene from [138,150,129,128],
for [18F]SP203 from [151] and for [11C]ABP688 from [142].
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3.2.3 Ethical Approval for Experimental Studies

All animal procedures were conducted in compliance with protocols approved by
local governmental authorities (Bezirksregierung Köln) and were also in accordance
with NIH guidelines for animal research. All subjects included in the human PET
study gave written informed consent prior to study, which was approved by the
local ethics committee of the Medical Faculty of the University of Cologne (Cologne,
Germany). [86]

3.2.4 Chemogenetic Mouse Model

The transgenic mouse model is based on the so-called “Designer Receptors Exclusively
Activated by Designer Drugs” (Designer Receptors Exclusively Activated by Designer
Drugs (DREADD)) technology. The DREADD approach was introduced in 2005 by
Roth, Armbruster and colleagues [152,153]. The idea of the DREADD technique is to
bring an artificial receptor into cells of interest by genetic means, which then can be
activated by a designer drug.
The most common approaches use the mutated human muscarinic receptors hm3Dq
and hm4Di (Gq-coupled: excitatory or Gi-coupled: inhibitory). Those receptors are
not activated by acetylcholine or other endogenous neurotransmitters. Therefore
they can be exclusively activated by the “designer drug” clozapine N-oxide (CNO).
CNO is an inert and inactive metabolite of clozapine. [153,154] By this technique the
endogenous stimulation of a receptor through a neurotransmitter is mimicked and its
regulation can be studied. Moreover, neuronal circuitries and signals can be analyzed
using “DREADDs”. [153,154,57]

For the studies within this thesis, a mouse model in which all dopamine transporter
expressing cells carry the hm3DGq receptor is used [86]. To generate the experimental
model, homozygous hM3DGq females were crossed to DAT-Cre males, to generate
mice with heterozygous expression of the hM3DGq specifically in dopamine neurons [86].
Cre positive animals were used in the experiments and are referred to as hM3DGq

DAT.
The Rosa26CAGSloxSTOPloxhM3DGq (hM3DGq) and DAT-Cre expressing mice
were described before in [155,156]. All animal lines were maintained on C57BL/6N
backgrounds [86]. Mice were housed at 22◦C-24◦C with a 12 h light/12 h dark cycle.
Animals had ad libitum access to food and water in the home cage at all times. In
Lippert and Cremer et al. (2019) [86] behavioral test results for the hM3DGq

DAT

mice are shown. The mice show behavioral changes after CNO injection, which are
indicative of dopaminergic activation, thus validating the mouse model. The PET
experiments were performed in adult male mice (age: 13±37 weeks, body weight:
24.6±47.9 g) to exclude hormonal effects of female mice or age related effects [86].
CNO was purchased from Sigma (Cat. No. C0832-5MG). A 5 mg/mL stock solution
was made using DMSO (Sigma). 32 μL aliquots were stored at ∼20◦C, and on
individual test days, a working solution of 0.03 mg/mL was generated using sterile
saline (0.9%; Aquapharm) [86]. All injections were made intraperitoneally (i.p.).
Sterile Saline (with 0.6% DMSO) was used for vehicle injection in all experiments [86].
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3.2.5 [11C]Raclopride PET Scans and Data Analysis

Synthesis of [11C]raclopride

[11C]raclopride was synthesized on side at the University Hospital Center of Cologne
by the radiochemistry group as described in Lippert and Cremer et al. (2019) [86].

[11C]raclopride PET data acquisition in mice

The measurements were performed at the Max Planck Institute for Metabolism
Research in Cologne. Dynamic PET data were acquired using a combined preclinical
PET/CT scanner (Inveon, Siemens). For each scan session of 60 minutes two animals
were placed on a water-heated mouse carrier with stereo-tactic holders (Medres).
During the procedure mice were anesthetized with ∼2% isoflurane vaporized in
1.0 L/min of oxygen-nitrogen gas (30% O2/70% N2). At the start of the PET
data acquisition the animals received a bolus-plus-constant infusion injection of
10.5±2.6 MBq of [11C]raclopride via the tail vein: a bolus of 80 μL was injected in
one minute, followed by additional 120 μl injected via constant infusion until the end
of data acquisition using programmable syringe pumps (“Genie” Kent, Kent Scientific
Corp., Torrington, CT). The specific activity at the time of injection was 22.8 ±
9.0 GBq/μmol. 10 min after the start of the PET scan the mice either received CNO
(0.3 mg/kg body weight) or sterile saline (10 μL/kg body weight) intraperitoneally.
Each animal was measured twice in a randomized order, once receiving CNO and
once saline. Following the PET scan the animals were automatically moved into
the CT gantry and a CT scan was performed (180 projections/360◦, 200 ms, 80 kV,
500 μA). CT data were used for attenuation correction of the PET data and the CT
image of the skull was used for image co-registration. Cf. [86]

[11C]raclopride PET data processing (mouse data)

PET data were histogrammed in 60 time frames of 1 minute each, Fourier rebinned
and corrected for attenuation and decay. Images were reconstructed using the MAP-
SP algorithm provided by the manufacturer. The images were co-registered to a
reference mouse brain CT by rigid body transformation using the imaging software
VINCI [157]. Parametric images were calculated using Equation 3.33 and 3.34 (see
below) by procedures written in IDL and C. Using a 3D mouse atlas constructed
from a 2D mouse brain atlas [158], an anatomical volume of interest (VOI) of the left
striatum was drawn. This region was analyzed, since FSCV data were acquired from
this region. Cf. [86]

Calculation of parametric rDA images (mouse data)

[11C]raclopride PET parametric maps were calculated, to assess the variations of
the [11C]raclopride signal, which are described to be related to variations of D2
receptor-bound dopamine in the ECS as introduced in section 3.1.1.
Temporal variation of the [11C]raclopride PET signal at time tf and location (image

91



3 Spatiotemporal Assessment of Neurotransmitter Release using PET

voxel) i, j, k are calculated as:

rDAijk(tf ) =
ΔRijk

R0,ijk
(tf )

=
1

R0,ijk

√√√√√ 1
Isum

i+di∑
u=i−di

j+dj∑
v=j−dj

k+dk∑
w=k−dk

(Ruvw(tf ) − Ruvw(tf−1))2
(3.33)

R0,ijk =
1

Nf − fs

1
Isum

Nf∑
f=fs

i+di∑
u=i−di

j+dj∑
v=j−dj

k+dk∑
w=k−dk

Ruvw(tf ) (3.34)

For the mouse data we used di = dj = 2 and dk = 1 (asymmetric voxel size). The
square root term is a measure of ΔR(tf ), the average change of the [11C]raclopride
signal from time tf-1 to time tf in the box centered at i, j, k (Isum, the number of voxels
in the box is (2di + 1)(2dj + 1)(2dk + 1)). R0 is calculated according to Equation
3.34 as the average signal in the box after the quasi steady-state has been reached
at tfs=20 min after bolus injection. For the mouse data we used a frame length of
Δt=1 min. Cf. [86]

[11C]raclopride PET data acquisition in humans
The measurements were performed at the Max Planck Institute for Metabolism
Research in Cologne. Human subjects (n=10) were monitored in two different
conditions: in one session they received a palatable milkshake and in the other
session a tasteless solution. The two PET imaging sessions were performed in
a randomized order [86,87]. Subjects were ten healthy, male, normal-weight (BMI:
25.73±2.67 kg/m2, age: 57.1±10.55 years) and non-smoking volunteers recruited
from a preexisting database of Max Planck Institute for Metabolism Research [86,87].
No history of neurological, psychiatric or eating disorders were present [86,87]. Further
exclusion criteria were special diets, lactose intolerance, diabetes, the participation in
a previous PET study and a score higher than 12 in the Beck Depression Inventory
(BDI II) [86,87].
PET data were acquired for 60 minutes on a brain dedicated HRRT Siemens PET
scanner with a spatial resolution of ∼2.5 mm FWHM [86,87]. The head of the subjects
was fixed by an inflatable helmet to prevent motion during data acquisition and the
participants were instructed not to sleep as well as to lie still [86,87]. The participants
were fitted with a custom designed Teflon mouth-piece that was attached to the
PET gantry for fluid (i.e. the milkshake or tasteless solution) delivery to the tongue
tip [86,87]. The “gustometer” setup as well as milkshake selection and rating is
described in detail in Lippert and Cremer et al. (2019) [86].
Data for attenuation correction were acquired by performing a ten minute transmission
scan using a rotating germanium-68/gallium-68 source [86]. Afterwards, 220-370 MBq
[11C]raclopride were injected using a programmable syringe pump (Perfusor compact,
Braun, Melsungen): 70% was applied in a bolus within the first minute, 30% was
constantly infused during the remaining 59 min [86]. To ensure steady-state and
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acquire dynamic PET data, the gustometer task started 20 min after the onset
of data collection and lasted 10 min [86]. The PET scan was continued for 30 min
after task completion [86]. In addition to the PET scans, anatomic MR images were
acquired for each patient, as well as a fMRI study including Milkshake delivery was
performed. Details to this can be found in Thanarajah and Backes et al. (2018) [87],
as well as in Lippert and Cremer et al. (2019) [86]. Cf. [86]

[11C]raclopride PET data processing (human data)
After correcting for attenuation and scatter, PET images were reconstructed in
12 time intervals of 5 min duration using the three-dimensional ordinary Poisson
ordered subset expectation maximization (OP-3D-OSEM) algorithm including the
modeling of the system’s point spread function (PSF) [86]. Individual PET images were
smoothed by application of a 10 mm Gaussian filter and co-registered with respective
T1-weighted MR image using the imaging software VINCI [157,86]. The individual MR
images were then non-linearly transformed into the stereotaxic Montreal Neurological
Institute (MNI) space and the transformation matrix was applied to the corresponding
multiframe PET images (VINCI) [86].

Calculation of parametric rDA images (human data)
Parametric maps of the parameter rDA to assess temporal signal variations upon
dopamine release events were calculated by procedures written in IDL and C from
the [11C]raclopride PET data. Temporal variation of the [11C]raclopride signal at
time tf and location (image voxel) i, j, k was calculated according to:

rDAijk(tf ) =
1

R0,ijk

√√√√√ 1
125

i+2∑
u=i−2

j+2∑
v=j−2

k+2∑
w=k−2

(Ruvw(tf ) − Ruvw(tf−1))2

with R0,ijk =
1
8

1
125

12∑
f=5

i+2∑
u=i−2

j+2∑
v=j−2

k+2∑
w=k−2

Ruvw(tf ).

(3.35)

Rijk(tn) is the [11C]raclopride PET signal in voxel i, j, k at time tf. For the human
data analysis a frame length of Δt=5 min was used. Although shorter time frames
provide higher temporal resolution, Figure 3.5 indicates that shorter time frames
(i.e. higher frequencies) are less sensitive to variations of dopamine and apart from
that include more noise inherent in the measurement procedure. The choice of the
region i − di, i + di, j − dj , j + dj , k − dk, k + dk depends on the system used for data
acquisition and on the quality of the data. For the human data di = dj = dk = 2
was used resulting in an analyzed region that contains 125 voxels. R0 is calculated
as the average signal in that region after the quasi steady-state has been reached at
tfs=20 min after bolus injection (i.e. from frame 4 to 12). As introduced in section
3.1.1 rDA is a measure for local temporal variations of the [11C]raclopride signal
(ΔR) relative to total local [11C]raclopride signal (R0). Thereby, rDA is a measure
for local dopamine activity (see sections 3.1.5 and 3.1.7). The parameter rDA is
comparable between subjects within one region [86]. However, it cannot be compared
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between regions (see also “Discussion” section 3.3.5), since the D2 receptor density in
extrastriatal regions is lower than in the striatum leading to less total [11C]raclopride
binding, which influences the absolute amplitude of rDA. This means higher rDA
values in an extrastriatal region compared to values in the striatum, do not necessarily
mean that more dopamine was released within that region. Nevertheless, the time
course of rDA within a region indicates temporal variations of dopamine activity [86].
Voxel-wise paired t-tests were performed between the tasteless solution or milk-
shake parametric images of rDA. Clusters of contiguous voxels with a p-values
puncorrected<0.05 were found between the two groups indicating differences in food
intake dependent rDA. The clusters were further analyzed by their time activity
curves as well as by the time courses of rDA [86]. Further details on the analysis of
the human [11C]raclopride PET data, as well as further results, can be found in
Lippert and Cremer et al. (2019) and Thanarajah and Backes et al. (2018). Cf. [86]

3.2.6 [18F]DMFP PET Scans in Mice and Data Analysis
Synthesis of [18F]DMFP
[18F]DMFP was synthesized at the Department of Nuclear Medicine of the University
of Mainz as described in Gründer et al. (2003) [104].

[18F]DMFP PET data acquisition
Dynamic [18F]DMFP PET data were acquired using the same combined preclin-
ical PET/CT scanner (Inveon, Siemens) and with the same protocol as for the
[11C]raclopride PET scans in mice (see section 3.2.5). The injected radioactivity
was 6.0±1.3 MBq in 200 μL. The specific activity at the time of injection was 83±44
GBq/μmol.

[18F]DMFP PET data processing
The [18F]DMFP PET data was processed similar to the [11C]raclopride PET data,
see section 3.2.5.

Calculation of parametric rDA images
The same IDL and C procedures as described in 3.2.5 were used for the calculation
of parametric images for the [18F]DMFP data.
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3.2.7 Fast-Scan Cyclic Voltammetry Measurements and Model
Calculations

Dopamine FSCV data acquisition
The dopamine fast-scan cyclic voltammetry data was acquired in Oxford (Department
of Psychiatry and Department of Experimental Psychology, University of Oxford) by
Clio Korn and Lauren Burgeno of the group of Mark Walton. The detailed method
part is published in Lippert and Cremer et al. (2019) [86]. The FSCV experiments
were conducted under the auspices of the UK Home Office laws for the treatment of
animals under scientific procedures and of the University of Oxford ethical review
board.
FSCV recordings of in vivo nucleus accumbens core (NAc) dopamine levels were made
under isoflurane anesthesia in the hM3DGq

DAT mouse model (n=7) (see section 3.2.4)
as well as in a wild-type mouse model with electrical stimulation. After electrode
placement and signal validation the main experiment was started to determine
the effect of chemogenetic activation of dopamine neurons by CNO in the dorsal
NAc [86]. The positions of the recording and stimulating electrodes were optimized by
moving them to find the maximal changes in dopamine that could be detected after
stimulation (50 x 2 ms monophasic pulses, 200 μA current, at 50 Hz) [86]. 10 minutes
after the start of the continuous recordings an intraperitoneal injection of either CNO
(0.3 mg/kg body weight) or Saline (0.6% DMSO in sterile saline) was given and FSCV
was recorded for 60 minutes post-injection. Another 60 minutes were recorded after a
middle set of stimulation. The potential applied to the carbon fiber was ramped from
-0.4 V (vs Ag/AgCl) to +1.3 V and back at a rate of 400 V/s during a voltammetric
scan and held at -0.4 V between scans. After electrode conditioning a scan rate
of 10 Hz was used [86]. Additional continuous FSCV recordings were performed in
the ventral striatum of four wild-type mice. In one-minute time intervals dopamine
release was induced by electrical stimulation of the VTA at a rate of either 5 or
10 transients/minute followed by a resting time interval of either 4 minutes (mouse
1) or 9 minutes (mouse 2, 3, and 4) [86]. Electrical stimulation was applied by an
isolated current simulator (DS3, Digimeter). Stimuli were generated and recordings
collected using Tarheel CV (National Instruments). The parameters of the electrical
stimulation were adjusted to 50 Hz, 4-7 pulses, and 100-200 μA in order to obtain
transients with an average amplitude of ∼1-2 nA. Recordings of mouse 3 and 4
displayed periods where the chemometric model failed. Affected time intervals were
excluded from the analysis. Note, that all reported significances remain significant if
these intervals are included in the analysis [86]. Cf. [86]

Dopamine FSCV transient analysis
A primary by the Oxford group, voltammetric analysis was carried out using custom-
written scripts in Matlab. Therefore, all FSCV curves were low-pass filtered at 2 kHz.
The average current recorded between 1.5-0.5 s before the target cyclic voltammogram
was subtracted to account for large changes in capacitance current [86]. Periods within
the cyclic voltammograms recorded over the course of the experiment which correlated
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with a correlation coefficient of R ≥ 0.86 with a dopamine “template”, derived by
electrically stimulating the ventral tegmental area (VTA) before the experiment
began, were searched [159,160,86]. The numbers of transients per minute before and
after either CNO or Saline injections were then compared. To extract an estimate
of changes in dopamine levels over time across the session, a principal component
analysis was performed using a standard training set of stimulated dopamine release
detected by chronically implanted electrodes, with dopamine treated as the first
principal component among other unrelated electrochemical fluctuations such as
changes in pH [86]. For this analysis, the data was divided into non-overlapping 30 s
bins and the average current recorded over the initial 1 s in each bin was subtracted.
Given that it is only possible to derive a relative and not an absolute measurement
of dopamine levels using FSCV, the extracted dopamine in each bin were combined
by assuming that the first recorded value in bin N+1 continued relative to the last
time point in bin N [86]. Cf. [86]

Serotonin FSCV data acquisition
The 5-HT fast-scan cyclic voltammetry data were acquired at the University of
South Carolina (Department of Chemistry and Biochemistry) by Alyssa West of the
group of Parastoo Hashemi. Recording of in vivo hippocampal serotonin levels were
made under anesthesia using FSCV in wild-type mice (n=4). During 60 minutes
of measurement either 3 or 6 transients per minute were induced by electrical
stimulation of the raphe nucleus with 4 minutes of no stimulation in between. The
parameters of electrical stimulation were adjusted to 60 Hz, a pulse width of 2 ms
and 350 μA. The continuous FSCV data were given as current (nA) over time. First,
the data were high-pass filtered at 0.1 1/min. To get an estimate of the number of
transients per minute the area under the curve in one minute intervals of the trace
was calculated and correlated to the number of induced transients. Furthermore
data were normalized to the minimal and maximal measured value, so that the
experiments are comparable.

Wavelet transform analysis
A wavelet transform decomposes the signal into harmonic functions of different
frequencies, but in contrast to the Fourier transform the harmonic functions have
a finite duration [108,86]. Thereby, a wavelet transform does not lose the temporal
information of the signal [108,86]. The wavelet power calculated as the square of the
wavelet coefficients gives the power in variations of extracellular dopamine/serotonin
levels as a function of frequency and time. In order to analyze “high” and “low”-
frequency variations in the FSCV data a wavelet transform with a Gaussian mother
function (3. order) was applied. Since continuous data is needed for the wavelet
transform missing points in the data were interpolated. Using a cone of influence the
wavelet data of these segments were removed from the resulting spectra (t ± 2 · 1/f).
Additionally, to avoid edge effects the borders of the wavelet transform were also
removed (tmin + 4/f and tmax − 4/f) [86]. The power in the wavelet spectrum of
the dopamine data at 0.01 and 0.5 Hz was averaged in windows of 1 minute to
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yield time courses of wavelet power at 0.01 Hz and at 0.5 Hz for each animal. Note
that correlation analyses were restricted to time intervals that contained continuous
data in all three parameters (#transients/minute, wavelet power at 0.01 Hz and at
0.5 Hz). [86] For the serotonin FSCV data the time-courses of 0.01, 0.02 and 0.05 Hz
and 0.05 Hz were calculated in 1 minute time intervals.

FSCV model calculations
A typical transient measured by FSCV can be described by diffusion of the neuro-
transmitter out of the synapse into the ECS after release and by exponential removal
of the extrasynaptic extracellular neurotransmitter by re-uptake mechanisms:

∂

∂t
C(�x, t) = D � C(�x, t) − kC(�x, t) (3.36)

with C(�x, t) being the neurotransmitter concentration at position �x and time t. Note
that C(�x, t) equals the concentration Ne(�x, t) in section 3.1.7. D is the diffusion
constant of the neurotransmitter in the extracellular space, which is assumed to be
constant. k is the removal rate constant in units of time-1. Spherical symmetry for
diffusion and re-uptake is assumed.
The diffusion term in 3D is [161]:

∂
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(r2 ∂
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C(r, t)), (3.37)

which yields the following equation for the neurotransmitter concentration including
re-uptake:

∂

∂t
C(r, t) = D
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r2

∂

∂r
(r2 ∂

∂r
C(r, t)) − kC(r, t). (3.38)

For the calculations an initial 3D Gaussian distribution of concentration after release
is used for time t=0:

C(r, t = 0) =
C0

(σ
√

2π)3
e− 1

2 ( r
σ

)2
. (3.39)

At position r=0 the rule of L’Hosptial’s rule needs to be applied to the derivative
∂
∂tC(0, t), which then gives [161]:

∂

∂t
C(0, t) = 3D

∂2

∂r2 C(r, t). (3.40)

For step-wise calculations of equation 3.38 in C the finite difference method was used.
To do so, time and space domains for r ∈ [0,R] and t ∈ [0,T] were replaced by a set
of mesh points. Equally spaced mesh points were assumed with discrete time points
in steps of Δt from 0 to T, i.e. tn = nΔt (n=0,...,Nt), and with discrete distances in
steps of Δr from 0 to R, i.e. ri = iΔr (i=0,...,Nr). Cn

i denotes the mesh function
that approximates the neurotransmitter concentration C(ri, tn) for i=0,..,Nr and
n=0,...,Nt.
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The derivatives in equation 3.40 were replaced by finite approximations using a
forward difference in time and a central difference in space (forward Euler scheme) [161]:

ΔCn
0 = 3D(Cn

1 − Cn
0 )

Δt

Δr2 , (3.41)

which yields

Cn+1
0 = Cn

0 + 3D(Cn
1 − Cn

0 )
Δt

Δr2 (3.42)

for the neurotransmitter concentration at position ri=0.
For any other mesh point it is:
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The re-uptake term kC(r, t) was implemented as

−kiC
n
i Δt (3.44)

and is added to equations 3.42 and 3.43 in every step.
This gives the two operational equations:
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and
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The removal rate constant ki can have a spatial distribution and is given for the
mesh points of r.
Taken together, this leads to the following algorithm: first, Cn=0

i is computed for all
i from 0 to Nr by:

C0
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Then, for the next time step the concentration at distance r=0 is calculated by
equation 3.45. Followed by application of equation 3.46 for all distance ri. This
procedure is repeated for Nt time steps, so that time T is reached.
Note, that the Forward Euler scheme is unstable for [161]

D
Δt

Δr2 >
1
2

(3.48)

and that Δt and Δr have to be selected accordingly.
To obtain the FSCV signal at a certain position rout, the resulting Cn

rout
is written out

over time. For the calculation of dependency of the maximal concentration from the
distance, the maximal calculated value for Cn

i over time was taken for each distance.
The time of the peak value can be written out accordingly.

98



3.3 Discussion

3.3 Discussion
3.3.1 Premises, Parameters and Controversies
The introduced model within this thesis describes the dynamics of neurotransmitters,
radiotracer and their interaction. It is used to link temporal PET signal variations to
synaptic neurotransmitter release events. In contrast to former approaches the novel
method is capable to assess temporal variations in the signal instead of analyzing net
reductions in regional radiotracer binding. This enables spatiotemporal assessment
of neurotransmitter release events with a reasonable time and spatial resolution.

Model premises
The proposed method is based on three premises: (i) the PET signal originates
predominantly from the extrasynaptic extracellular space, (ii) there is detectable
diffusion of the neurotransmitter from synapses to the extrasynaptic extracellular
space, and (iii) part of extrasynaptic extracellular neurotransmitter is removed at a
minute time scale. [86]

Originally, it was assumed that radiotracer displacement measured by PET occurs at
intrasynaptic receptors [58]. However, this view is changing over the last years leading
to the assumption that the PET signal stems predominantly from extrasynaptic re-
ceptor binding. In the PET field, especially regarding [11C]raclopride and dopamine,
it is widely discussed where the interaction between neurotransmitter and radiotracer
occurs: in some reviews it is stated that “[...] changes in radioligand binding were
found to mainly reflect modulation of dopamine in the synaptic cleft, instead of
inherently reflecting changes in the extracellular fluid dopamine concentration” [53], in
contrast to: “[...] significant spillover of DA [(dopamine)] to the extrasynaptic space
and the predominant activation of extrasynaptic over intrasynaptic D2 receptors”
might exist, so “[...] that extrasynaptic receptors play a significant if not predominant
role in the binding and displacement D2/3 radiotracers in the striatum” [73].
In early days of PET, it was assumed that D2/3 recepetors and DATs were pre-
dominantly located within synapses and that the PET signal reflected intrasynaptic
binding [162,58,53]. All observations were interpreted accordingly. Immunohistochem-
istry in combination with light and electron microscopy, however, revealed that
a large fraction of these receptors and transporters were located outside of the
synapses [163,164,73]. Today, it is well accepted that receptors are also located outside
of the synaptic cleft.
Based on published data, the volume of the synaptic space in a tissue volume of
1 μm3 can be estimated to be in the order of ∼0.0003 μm3, i.e. 0.03 %. This volume
is approximated given that striatal dopamine synapses have a diameter of ∼0.3-
0.6 μm [99] and a typical synaptic cleft distance of 0.02 μm [165], which results in a
synaptic volume of ∼0.0057μm3. Furthermore, the synaptic density in the striatum
is reported to be ∼0.05 synapses per μm3 [99]. Therefore, assuming the synaptic
volume contribution to a tissue compartment to be less than 1 % (Vs � Ve, even
in a region with a high density of dopamine neurons) and a prominent fraction of
receptors at extrasynaptic locations, it is convincing that the radiotracer signal stems

99



3 Spatiotemporal Assessment of Neurotransmitter Release using PET

predominantly from the extrasynaptic ECS space.
Furthermore, it is well accepted that dopamine diffuses into the ECS after phasic
release events and acts via volume transmission, which supports the view that extrasy-
naptic receptors exist once more [166,99,88]. Model calculations of striatal dopamine
transmission predict dopamine effects up to 2 μm distant from the release site (release
of a single dopamine vesicle, low affinity receptor effect) [99,88]. Moreover, within the
framework of this thesis, it was shown that a heterogeneous distribution of re-uptake
mechanisms, i.e. transporters, can increase the distance of noticeable concentration
changes in the ECS (up to hundreds of μm, see section 3.1.7 and discussion section
3.3.6).
Altogether, spillover of neurotransmitters into the ECS after a release event is well
reported, especially for the dopamine and serotonin system. For glutamate rapid
clearance mechanisms and low ECS concentrations are described [99]: “GluTs are bet-
ter positioned than DATs, anatomically, numerically and kinetically, to limit spillover
and active lifetime of transmitter” [99]. Nevertheless, it was reported that glutamate
can – under certain physiological conditions – diffuse outside the synapse and “reach
a concentration in the ECF [extracellular fluid] sufficiently high to activate glutamate
receptors outside the source synapse” [166]. For acetylcholine evidences for volume
transmission, despite direct synaptic transmission, are given as well [113]. Further
discussion on the glutamate and acetylcholine systems can be found in section 3.3.7.
The third premise for the model, i.e. that part of extrasynaptic extracellular neu-
rotransmitter concentration is removed at a minute time scale, will be discussed
in detail in section 3.3.6. Shortly summarizing: data from literature of FSCV and
microdialysis measurements indicate the presence of a minute scale dopamine con-
centration component in the ECS [109,110,167,168,169]. Furthermore, model calculations
and frequency analysis of continuous FSCV data performed within the framework of
this thesis relate phasic release events with minute-by-minute dopamine variations in
the ECS.
Taken together, all three premises are well supported by literature for the dopamine
system. For serotonin, acethylcholine and glutamate there are strong evidences that
extrasynaptic binding sites exist and that spillover occurs, which could lead to longer
lasting extrasynaptic ECS concentration increases of those neurotransmitters. The
characteristics of these neurotransmitter systems will be discussed in more detail
below (section 3.3.7).

Modeled neurotransmitter concentrations and diffusion of the radiotracer
Model calculations, based on the premises discussed above, were performed to analyze
the impact of neurotransmitter activity on the PET signal of displacable radiotracers.
As a first approach a periodically changing binding rate of the radiotracer was
assumed. This indirectly mimics a periodically changing neurotransmitter concentra-
tion in the ECS. The results of the calculations show that the temporal variations
of the PET signal are sensitive to variations of the binding rate – and therefore
to variations in neurotransmitter concentration – on a time scale of minutes. As
expected due to the kinetics of typical radiotracers, rapid changes cannot be picked
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up. The amplitude of the changes of the binding rate is directly proportional to the
amplitude of radiotracer signal variations. Therefore, the “strength” of neurotrans-
mitter activity is related to the size of the variations in the PET signal (rN , see also
further discussion on the size of rN below).
The strength of the temporal signal variations is moreover influenced by the diffusion
of the radiotracer within the ECS. To our knowledge none of the common models
include diffusion of the radiotracer. However, it is likely that the radiotracer diffuses
within the ECS and was found to play a major role in the strength of measured signal
fluctuations from the model calculations. A realistic diffusion rate was derived to be
in the order of ∼2.4 min-1 on basis of the diffusion constant of dopamine in the ECS.
The diffusion of the radiotracer is a key factor in our model. The total radiotracer
signal is the sum of the radiotracer in the bound and the free compartment. This
means that locally a change from the bound to free compartment does not alter the
total radiotracer signal. In the case that diffusion of the radiotracer takes place, an
increase in the free concentration will lead to diffusion to neighboring elements/voxels.
This process induces a phase shift between bound and free concentration, which
results in detectable changes within the total radiotracer signal (Figure 3.6 in section
3.1.2).
In a second approach variations of free neurotransmitter concentration were mod-
eled to mimic a more realistic situation. A pulse sequence consisting of a series of
baseline pulses, which create a steady-state neurotransmitter concentration in the
ECS is simulated. At certain time intervals the pulse frequency was increased, which
reflects phasic neurotransmitter release events. The impact of this stimulation events
on temporal PET signal variations were analyzed using different parameters. As
expected stronger stimulation parameters like an increase in the pulse frequency or
a larger area of stimulation lead to higher temporal variations in the PET signal.
The model results of approach (II) furthermore indicate that the exact size of the
diffusion constant might not be relevant, but that the presence of diffusion (within a
realistic range) is essential.
The amplitude and removal rate of the baseline pulses in the modeled free neuro-
transmitter concentration curves are based on reported values in literature and on
the traces of dopamine transients from the FSCV data shown within this thesis. The
stimulation intervals, i.e. the increase in pulse frequency, are based as well on the
results from the FSCV data, in which release events were found to induce a higher
transient rate per minute without a change in size of the transients. Therefore, the
assumptions made within the model calculations reflect realistic conditions.
Under the circumstances assumed, temporal signal variations in the order of ∼25 %
can be achieved, while no change in the net radiotracer binding, i.e. the time activity
curve, is visible. This clearly reveals that the analysis of temporal signal variations
is superior to the measurement of net reductions in radiotracer binding.
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Radiotracer rate constants
Analysis of the influence of parameters of the neurotransmitter system (Bmax and
nD), as well as parameters of the radiotracer (rpe, rep, reb and rbe) revealed optimal
sizes of rate constants for radiotracers to assess neurotransmitter activity with the
proposed method.
It was found that with a realistic set of parameters an optimal affinity of the
radiotracer exists to achieve maximal signal variations. A tracer with a dissociation
constant of rd,opt=2.6 nM was found to be optimal for a system with a total receptor
density of Bmax=20 nM and an endogenous neurotransmitter with a dissociation
constant of nd=10 nM. This means the optimal binding affinity of the radiotracer
would need to be higher than the affinity of the neurotransmitter.
The classical competition model is based on the assumption that the radiotracer binds
to the receptors of interest with a lower affinity than the endogenous neurotransmitter.
While this statement is quite intuitive and well accepted, it may not be entirely
true in any situation, see also review by Laruelle (2000) [58]. For non-equilibrium
situations, i.e. when dopamine concentration are varying, Endres and Carson [170,58]

worked out that the change in binding potential (of [11C]raclopride) induced by a
dopamine pulse will be larger when koff , i.e. the dissociation rate (within this thesis
referred to as rbe) is larger. Note that a larger value for koff results in a lower binding
affinity (kon/koff ) in the case that the binding constant kon remains unaltered. A
lower binding affinity might improve the capability of the radiotracer to be displaced
by the endogenous neurotransmitter, but also means lower net binding, i.e. a worse
signal-to-noise ratio. Moreover, according to Endres and Carson, a faster clearance
of tracer to plasma k2 (rep) leads to a larger change in binding potential. Within
our model and the according calculations we found, that there is an optimal value of
koff (rbe) and that larger values do not contribute to an increase in signal variations
as assessed by the parameter rN . This indicates that a low affinity radiotracer is
less sensitive to capture endogenous release events by temporal signal variations.
Moreover, we could not find a dependence of the clearance rate k2 (rep) on rN . Since,
we assume steady-state conditions, which are predominantly influenced by K1 (rpe)
and k2 (rep), and we normalize the temporal variations to the steady-state signal
to obtain rN , the effect of those rate constants cancels out (see also discussion in
section 3.3.2: “Steady-state conditions”). Additionally, in contrast to Endres and
Carson [170], we include diffusion of the radiotracer in our model, which locally acts
like an increased clearance rate (k2). Accordingly, a larger diffusion constant leads
to larger signal variations also within our model.

Receptor density Bmax and receptor affinity states
An assumption that is widely used in the PET field and that was as well presumed
for the model introduced here, is a constant receptor density within the region of
interest. This premise is the reason, that the receptor density of different regions
can be compared using PET. Note, that the receptor density is reported to be
influenced by age, body weight, genetics, diseases and further factors [171,172,173,174].
These factors however are not relevant within the time of a PET scan in the order
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of ∼hours and also not for a two-scan study design within a time interval of weeks.
Usually a good test-retest reliability is given using PET and binding potentials can
be measured reliably: e.g. for the [11C]raclopride binding potential the test-retest
variability is in the order of <5 % in the striatum and thalamus and a bit higher in
cortical regions [175]. This shows that no significant changes in radiotracer binding
occur between two measurements of the same subject under similar conditions.
For some neurotransmitter systems it was reported that receptors can be internalized
on a time scale of ∼seconds. Internalization means that the receptor will be relocated
from the plasma membrane to the inside of the cell in response to agonist activation
of G-protein coupled receptors [92,176]. This would question the assumption of a stable
Bmax within the scan duration and a region of interest upon endogenous release
events. Receptor internalization could impact the available receptor density Bavail
and therefore influence the effective binding rates neb(t) and reb(t).
However, a in vitro study by Guo et al. (2010) showed that even though agonist
mediated (i.e. pharmacological intervention) internalization of D2 receptors occurs,
[3H]raclopride was able to access surface and internalized receptors [177]. The affinity
of raclopride to internalized receptors was reported to be by a factor of 2.1 lower [177].
While in this study around 40 % of the receptors were internalized, the situations
were not comparable to physiological in vivo conditions as non-neuron cells and a
strong pharmacological intervention were used. Moreover, the changes in affinity were
measured after keeping the cells for “3-4h after triggering internalization and at 4◦C
to prevent receptors from recycling back to the plasma membrane.” [177] Therefore
it is not clear, if an affinity shift occurs in vivo under physiological conditions
and in the case that back recycling is not prevented. Moreover, the time scale of
internalization is not fully explored. Guo et al. mention a study by Vickery and
von Zastrow and state that in “HEK-293 cells, at 37◦C, D2 receptors degrade slowly
(t1/2 >7 h) but recycle rapidly back to the membrane (t1/2 >30 min) (Vickery and
von Zastrow, 1999)” [177]. This time scale of receptor internalization would not affect
temporal fluctuations on a minute time scale in the PET signal. For serotonin
5-HT1A receptors more rapid internalization was reported and is discussed to play a
role in radiotracer binding [178]. However, PET receptor binding studies to investigate
serotonin receptor internalization used drugs like the selective serotonin reuptake
inhibitor (SSRI) fluoxetine, which increases extracellular serotonin concentrations,
so that not necessarily receptor internalization but radiotracer displacement could
lead to reductions in the binding potential. Moreover it is questionable if those two
processes can be disentangled using PET.
Taken together, it is still controversially discussed if and to what extend receptor
internalization exists in vivo and under physiological conditions. Nevertheless, even if
receptor internalization plays a role, PET studies would measure a mixture of binding
to surface and internalized receptors. Within our model receptor internalization
would impact on Bavail in relation to increases in free neurotransmitter concentration,
and therefore on the radiotracer binding rate. However the complete interaction is
complex and would need to be studied in detail. Note, that within this work baseline
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scans are compared with scans including a physiological stimulus (food intake), but
without any pharmacological intervention, so that no or only negligible effects by
receptor internalization are expected.
For some receptors it was reported that they can be present in high or low affinity
states for agonists – in vitro. However, antagonist ligands bind both states (high
and low affinity) with similar affinity [53,179]. This means antagonist radiotracer
binding should not influenced by the presence of (agonist) high or low affinity states,
whereas for agonist tracers this effect could become relevant. However, the fraction
of receptors accessible by an antagonist tracer and for the interaction between the
radiotracer and the endogenous agonist is affected: For dopamine D2 receptors it was
reported that in vitro 50% of the receptors contribute to each state. This would leave
only about 50% of the bound radiotracer susceptible to endogenous competition, since
endogenous dopamine will predominantly bind to the high affinity state [58]. Anyway,
there are reports questioning the in vivo existence of two different affinity states [179].
A review by Skinbjerg et al. (2012) on this topic concludes, that “more studies are
needed to establish whether D2Rs (and other GPCRs) are stably configured in high
and low-affinity states in vivo” [179].
So far, the impact of receptor internalization and different affinity states on the PET
signal, especially on radiotracer displacement studies, is controversial and needs to be
further investigated. The good reproducibility of PET scans, however indicates that
those processes are not of great relevance for measurements under similar conditions.
Within the framework of this thesis and the model introduced, the kinetics of
the neurotransmitter itself are taken into account. This means realistic baseline
concentrations are simulated, so that part of the receptors are already occupied
and the interaction of neurotransmitter and radiotracer is analyzed. Affinities for
the endogenous neurotransmitter and the radiotracer based on reported values are
implemented in the model, while different affinity states or receptor internalization
are not included, since it is questionable if and how strong these processes occur in
vivo under physiological conditions. Furthermore, temporal variations in the PET
signal are analyzed in the case that the time activity curve is unchanged. Receptor
internalization would most likely also affect the time activity curve.

Temporal radiotracer concentration variations assessed by the parameter rN

Within the framework of this thesis the parameter rN is derived as a measure for
temporal PET signal variations. rN is composed of the average change of the total
radiotracer concentration between two time points in a box centered at the element
of interest normalized to the total radiotracer concentration in this box. This means
that rN is a measure for temporal variations of the radiotracer concentration relative
to total radiotracer concentration and therefore its order of magnitude is dependent
on the total radiotracer concentration. The calculation of the parameter rN as
introduced in the model is directly applicable to experimental PET data. The size
of the box analyzed reduces the spatial resolution, but also reduces spatial noise
in the parameter for measured data. The choice of the size of the box depends on
the system used for data acquisition and on the quality of the data [86]. Within the
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model calculations, the box was selected to reflect the size of the regions that were
analyzed within the experimental PET data. A discussion on the meaning of rN is
given in section 3.3.5, as well as in the manuscript by Lippert and Cremer et al. [86].

Simulated noise
Measured PET data inherently contains noise. Since noise contributes to temporal
signal variations assessed by the parameter rN , noise was simulated within the model
calculation to analyze its impact on rN . Noise was added to the total radiotracer
concentration, which was calculated including the temporal neurotransmitter concen-
tration variations. The parameter rN was then calculated from the noisy data. To
make values of rN comparable for different simulated noise levels, time courses of
rN were normalized to their baseline levels, i.e. the time interval before stimulation.
Within the model calculations, induced temporal signal variations are found in the
order between 5 %-15 % with the set of applied parameters and for the analyzed
radiotracers. As a results rN was found to be insensitive in cases that noise levels
are higher than that. The effect of noise on the experimental data will be further
discussed in the respective sections (sections 3.3.3 and 3.3.5).

3.3.2 Classical Methods vs. Novel Method

Comparison between common methods and the proposed method
Over the last decades several groups have provided evidence that PET and SPECT
can be applied to measure acute f1uctuations in (synaptic) neurotransmitter concen-
trations in vivo in humans. Hereby, competition between the endogenous neurotrans-
mitter and a radioligand, that binds to receptors of the respective neurotransmitter
system, is the underlying principle (see section 2.5 and Figure 3.37). This concept has
been applied predominantly to the measurements of changes in dopamine levels using
[11C]raclopride. But also other neurotransmitter systems have been studied by using
PET with the aim to measure neurotransmitter concentration changes, including the
serotonin, noradrenaline, GABA, glutamate and acetylcholine system [53].
For most applications neurotransmitter release events were induced by pharma-
cological intervention prior to the measurement, in order to significantly reduce
the net regional radiotracer binding. In [11C]raclopride PET studies measurable
radiotracer displacement was observed in cases, in which robust and long-lasting
(>minute time scale) changes in neurotransmitter/dopamine concentrations were
induced. However, using more subtle interventions, e.g. smoking, not always sig-
nificant changes in [11C]raclopride binding potential were found when compared
to control conditions [180,181]. Moreover, the methods are in general restricted to
the analysis of a single or few regions of interest. For the dopamine system this
is the striatum, which displays the highest density of D2 receptors. Due to lower
binding and therefore noisier data in extrastriatal regions, [11C]raclopride is said to
not be suitable to assess binding potential changes in extrastriatal regions [175,182,183].
Furthermore, common methods lack the ability to measure subsequent release events,
as usually the used stimulus induces one long lasting concentration increase and the
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reduction in binding potential is observed for the duration of the measurement.
With the novel method developed within the framework of this thesis, temporal
signal fluctuations are analyzed instead of net reductions in regional tracer binding.
The difference between common approaches and the novel method can clearly be
seen by comparing time activity curves (TACs) with time courses of rDA (=rN
for dopamine). In the human PET data, the time activity curves remain unaltered
between tasteless and milkshake condition, while in the time course of rDA two
subsequent time intervals with milkshake-induced activation become visible. Note,
that the TACs, reflecting the net regional tracer binding, and the time courses of
rDA, reflecting temporal signal variations, are calculated from the same dataset
(Figures 3.16 and 3.17 in section 3.1.5) [86,87]. Also in the [11C]raclopride PET data
from mice no changes in the TACs could be identified, while significant differences in
rDA are yielded between dopaminergic activated mice and control measurements
(section 3.1.4).
The different results obtained by the analysis of the net radiotracer binding and the
temporal signal variations can be explained as follows: The exchange rates between
free radiotracer and plasma are rather small, so that the net amount of the tracer
within a region remains constant after endogenous neurotransmitter release and
according displacement of the radiotracer from the receptors. In other words, the
sum of bound and free radiotracer concentrations remains constant, even though the
fraction of free or bound concentrations is altered. This means no changes in the
time activity curve can be observed. However, the radiotracer concentration, which is
displaced from the receptor after endogenous release diffuses within the extracellular
space. This leads to concentration increases and decreases in subparts of the region,
which can be assessed by signal variations as introduced within this thesis by the
parameter rN . Taken together, endogenous release events lead to displacement of the
radiotracer from receptors without altering the total amount of radiotracer within
the region, but induces temporal signal variations due to radiotracer diffusion within
the extracellular space. Since former approaches are based on analyzing the net
differences in the radiotracer signal, they would not be capable of detecting the
release events assessed within this thesis.
The power of the novel method is furthermore revealed by the data of the human
study, in which subsequent and physiological dopamine release events were assessed
for the first time and extrastriatal regions were analyzed (Thanarajah and Backes
et al. [87]). Discussion on the extrastriatal analysis is given in the manuscripts by
Lippert and Cremer et al. (2019) [86] and Thanarajah and Backes et al. [87].
All in all, the novel method is capable to assess physiological dopamine – and po-
tentially other neurotransmitter – release events, that would not be detectable by
commonly used PET methods [86].
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Figure 3.37: Classical occupancy model vs. new proposed model. The occupancy
model predicts that stimuli, which increase synaptic neurotransmitter concentrations, will
result in an increased occupancy of receptors by the neurotransmitter, and reduced availability
of receptors for binding of the radiotracer and vice versa. A reduction in the radiotracer
signal and binding potential therefore reflects an increase in neurotransmitter concentrations.
Classically the interaction between radiotracer and endogenous neurotransmitter is thought
to occur in the synaptic cleft. The radiotracer is usually injected as a bolus at the begin of
the measurement and the binding potential is derived from the data by different methods for
baseline and stimulated conditions, which are usually given by pharmacological intervention
(see section 2.5). In the updated model, developed within the framework of this thesis, it is
assumed that the neurotransmitter diffuses to and within in the extrasynaptic extracellular
space and that the radiotracer signal predominantly reflects binding to receptors in the
extracellular space. Note that diffusion of the neurotransmitter and radiotracer play a major
role in the proposed model. Temporal signal variations instead of net radiotracer binding
are analyzed by a parameter taking into account a number of voxels. Important for the
novel method is moreover a bolus-plus-constant infusion radiotracer injection to achieve
steady-state conditions.
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Steady-state conditions
The proposed method requires a bolus-plus-constant infusion injection of the ra-
diotracer, since steady-state conditions are important for the analysis of temporal
fluctuations in the signal. Therefore, it is of importance to to adjust the injection
protocol for every radiotracer to rapidly achieve steady-state conditions. The stimulus
to induce neurotransmitter release should not occur before equilibrium is obtained.
The bolus-plus-constant infusion method makes the radiotracer signal independent
of changes in blood flow, so that artifacts in temporal signal variations induced by
blood flow changes upon activation can be excluded. At steady-state conditions the
(extracellular) radiotracer concentration is equal to Re=rpe/rep·Rp (in literature usu-
ally: K1/k2·Cp), with the kinetic rate constants rpe and rep describing the transport
between blood and tissue. These transport constants, rpe and rep, have the same
functional dependence on blood flow, because they are proportional to CBF·(1-exp(-
PS/CBF)) with CBF being the cerebral blood flow and PS the permeability surface
product [184]. This means that changes in blood flow cannot alter the steady-state
conditions, since the ratio of rpe/rep is independent of blood flow (see also review [58]).

3.3.3 Assessment of Dopamine Release with [11C]Raclopride in Mice

The method to analyze temporal PET signal variations as introduced within this
thesis was applied to [11C]raclopride PET measurements in mice to assess dopamine
release event. Within this section, considerations for the post-processing and data
analysis of PET data in mice as well as effects of anesthesia and the chemogenetic
mouse model are discussed.

Data acquisition, post-processing and analysis
For the individual scan session it is important to ensure similar conditions with
regard to injected tracer activity, temperature, etc., in order to increase comparability
between the scans [86]. For the analysis of temporal signal variations it is necessary
to bin the PET data into time frames of equal duration. It is furthermore important
that the duration of the time frames is selected to be sufficiently long enough to
provide a good signal-to-noise ratio even at the end of the scan time [86]. For the
PET data acquired in mice a time resolution of 1 min was selected. Parametric
maps of rDA were directly calculated from the PET data by application of equation
3.33. This calculation can be easily performed with any type of script language or
even manually, since no step of data fitting to a model is necessary [86]. Note that
even though the experimental protocols were unchanged we observed different noise
levels between the scan session, so that rDA was normalized to baseline fluctuations
(rDAbaseline).

Effect of anesthesia
To perform PET scans in mice the animals have to be anesthetized. For the study
we used isoflurane in a gas mixture of N2/O2. This gas recombination was used since
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N2O, which is usually used, is known to have influences on the dopamine system.
It is not known how the isoflurane anesthesia affects the dopamine system and the
action of CNO. Skinbjerg et al. (2012) [179] address the influence of anesthesia in
PET displacement studies in their review on high affinity receptor states. They
find anesthesia effects on high affinity radioligand binding (displacement) and that
the binding potential of [11C]raclopride is reduced at baseline conditions under
anesthesia [179]. Since with the method used here, temporal variations normalized to
the local signal are analyzed, instead of the net reductions in the signal, a reduction
in the baseline binding potential would not influence rDA. Moreover, both scans
(baseline and stimulated) were acquired under identical conditions, i.e. both with the
same anesthesia protocol. Despite the use of anesthesia, we found increases in the
rate of dopamine transients in the continuous FSCV data as well as increases in the
temporal signal variations in the [11C]raclopride PET as analyzed by the proposed
method. This convincingly shows that the dopamine system can be activated by
CNO in the used hM3DGq

DAT mice under isoflurane anesthesia.

Chemogenetic mouse model
Recently, a controversial discussion about the mechanism of activation using CNO in
DREADD mouse models arouse. A detailed discussion on this topic can be found in
the “Supplemental Discussion” of the manuscript by Lippert and Cremer et al. [86].
Summarizing the arguments, we are confident that the results found within our
studies in the used hM3DGq

DAT mouse model are based on dopaminergic activation
induced by CNO injection, while the precise mechanism of activation is not entirely
resolved. The aim of using a chemogenetic mouse model was to be able to reliably
induce dopamine release, in order to validate the PET method developed within
the framework of this thesis. And, we were able to verify on different levels, that
upon CNO injection in the hM3DGq

DAT mice, dopaminergic activity is increased.
First of all, the hM3DGq

DAT mouse model was shown to produce dopamine release
related behavior upon CNO injection (see Figure 3 in the manuscript by Lippert
and Cremer et al. [86] that can be found in the Appendix). Furthermore, by direct
recordings of extracellular dopamine levels in the nucleus accumbens core using FSCV
an increased rate of transients was observed upon CNO injection compared to vehicle
injection. These findings, demonstrate that activation of the dopaminergic system
is induced by CNO. Therefore, the hM3DGq

DAT model is a good model to validate
the introduced PET method. Within the PET study, we found significant increases
in the temporal PET signal variations in the CNO group compared to the control
group. The strength of the signal changes are in the order of magnitude found by
direct assessment of dopamine release using FSCV in the same mouse model. This
confirms that the parameter rDA is able to capture dopaminergic activity in vivo.
The FSCV data acquired in electrically stimulated wild-type mouse show clearer
activation patterns than the chemogenetic mouse model. Therefore it would be
favorable to repeat [11C]raclopride PET studies with either electrical stimulation
in the scanner, or in an other mouse model in which clearer activation patterns are
known to be present after a certain stimulus.

109



3 Spatiotemporal Assessment of Neurotransmitter Release using PET

3.3.4 Assessment of Dopamine Release with [18F]DMFP in Mice

The method to analyze temporal PET signal variations to assess dopamine release
was applied to [18F]DMFP PET measurements in hM3DGq

DAT mice in a similar
manner as for the [11C]raclopride PET measurements. The data were acquired using
the same acquisition and injection protocol. Post-processing and data analysis were
identical. Furthermore, the same mouse model as for the [11C]raclopride PET study
was used with Saline/CNO injections during the scan.
The main advantage of the use of [18F]DMFP is that with one batch of tracer more
scan sessions can be performed due to its longer half-life. Moreover, [18F]DMFP can
be provided from a remote radiochemistry facility. Unfortunately we found, that
using the same injection protocol as for [11C]raclopride no steady-state conditions
were achieved with [18F]DMFP. Therefore, temporal variations in the PET signal
cannot reliably be analyzed. This is also visible within the results: no difference
between the CNO and Saline group was observed. [18F]DMFP PET scan should be
repeated using a pre-determined injection protocol for [18F]DMFP.

3.3.5 Dopamine Release in Humans Assessed with [11C]Raclopride PET

In order to investigate food-intake-related dopamine release events a [11C]raclopride
PET study was performed at the Max Planck Institute for Metabolism Research.
The data were analyzed based on the method developed within the framework of
this thesis and reveal the power of the method. The full set of data from the human
study and disscusion can be found in the manuscript by Thanarajah and Backes et
al. (2018) [87].

Data acquisition, post-processing and analysis
For the human data twelve time frames of five minutes duration each were recon-
structed from the PET data. A frame duration of five minutes was found to provide a
good signal-to-noise ratio even at the end of the scan time. To the reconstructed PET
images a 10 mm Gaussian filter was applied. From those images parametric maps of
rDA were calculated by equation 3.35 using a region of 125 voxels. This means that
the parameteric maps of rDA contain a spatial uncertainty. As mentioned before,
the analysis of a box of voxels decreases the contribution of noise and leads for the
human data to a resolution of ∼225 μL.

Meaning of rDA across regions
Within this section, some important considerations on the parameter rDA are dis-
cussed based on the discussion given in Lippert and Cremer et al. [86].
The absolute value of rDA, i.e. the ratio of temporal variations to the absolute
[11C]raclopride signal, depends on the following factors: (i) noise resulting from the
imperfection of the method, (ii) the absolute [11C]raclopride signal, (iii) the amount
of released dopamine and (iv) the fraction of released dopamine which is removed at
a minute time scale [86].
Noise will increase the amplitude of rDA, since it is a measure of temporal signal
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changes that are larger with a stronger contribution of noise. In measured PET data
noise is present due to the stochastic nature of radioactive decay, <100% efficiency
of detecting decay events, etc. [86]. The decay over the duration of the measurement
leads to a reduction in the signal-to-noise ratio with time (60 minutes measurement
with [11C]raclopride with a half-life of ∼20 minutes) [86]. This means that the pa-
rameter rDA increases steadily in time, as is visible in the rDA data. However,
ensuring stable experimental conditions, including the use of the same PET scanner,
using the same amount of injected tracer, etc., the contribution of noise is similar for
each measurement [86]. Note that as a result of noise no abrupt changes in temporal
variations are expected in the PET data. However, the increases in rDA found
within the human study are abrupt, time locked and region-specific. Moreover, rDA
was highly reproducible within subjects (see Thanarajah and Backes et al. [87]). This
supports that rDA does not only reflect noise in the signal, but is a measure for
dopaminergic activity. [86]

The absolute [11C]raclopride concentration determines the order of magnitude of
rDA, as the parameter rDA is normalized to the absolute [11C]raclopride signal. This
means that temporal signal variations at the same amplitude in a region with lower
net binding result in a higher rDA than in regions with higher net [11C]raclopride
binding. The striatum is the region with the highest D2 receptor density in the
human brain, i.e. with the highest [11C]raclopride binding. This means that temporal
variations at the same amplitude as in the striatum would result in a higher rDA
within extrastiatal regions. [86]

Furthermore, not only the receptor density, but also the density of synapses is region-
dependent. Again the striatum is the region with the highest density of dopaminergic
synapses. Since the amount of released dopamine is dependent on the density of
dopaminergic synapses, a lower amount of dopamine is usually released in extrastiatal
regions, i.e. regions with a low density of dopaminergic synapses, compared to the
striatum. However, it was worked out that the signal variations assessed by rDA are
predominantly induced by slow (minute scale) dopamine concentration fluctuations.
Furthermore, it was shown that the component of minute scale concentration varia-
tions in both regions is of the same order of magnitude due to different transporter
densities, even though the absolute released dopamine concentration is different [86].
This argument will be outlined in more detail in the next section 3.3.7.
Taken together, it can be explained why dopamine release in extrastriatal regions
causes changes in rDA with similar amplitudes as in the striatum in the human
[11C]raclopride PET data: although less dopamine is released (less synapses) and
reaches the extracellular space, the predominant part is removed by dopamine trans-
porters at a much slower rate (lower transporter density) than in the striatum.
Moreover, the lower radiotracer binding (lower receptor density) in extrasriatal
regions increases rDA. [86]

Summarizing, these arguments show that rDA represents dopamine release within
a region, but cannot be compared between regions. The results from the human
study are in accordance with these considerations (see Thanarajah and Backes et al.
(2018) [87]).
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Extrastriatal data analysis
There are controversies about the meaning of extrastriatal binding of [11C]raclopride,
because of low extrastriatal dopamine D2 receptor densities. However, within several
studies pharmacologically-induced or even task-related changes in the [11C]raclopride
binding are observed in extrastiatal regions, which confirms specific binding of
[11C]raclopride in extrasriatal regions [185,186,187]. Using the method described within
the framework of the thesis, temporal variations in the signal relative to the total
signal were analyzed instead of the absolute [11C]raclopride uptake. As discussed
above, this makes the method more sensitive for the detection of signal variations in
regions with low binding in comparison to methods that analyze stimulation-related
changes in the absolute binding. With the results found within the human study,
we are confident that the extrasriatal changes in rDA are related to dopaminergic
activity, as the regions identified within the study are well-known to be involved in
reward processing [86]. A detailed discussion on the extrastiatal [11C]raclopride data
analysis can be found in Lippert and Cremer et al. [86] and Thanarajah and Backes
et al. [87].

3.3.6 Direct Measurement of Extracellular Neurotransmitter
Concentrations

A premise for the method developed within the framework of this thesis is that minute-
long variations of neurotransmitter concentrations are present in the extracellular
space and that they are related to phasic release events. To test this hypothesis
continuous FSCV data were acquired, which enable frequency analysis to determine
contributions of different temporal scales to the signal.

Continuous dopamine FSCV data in mice and wavelet transform analysis
FSCV data were acquired in the hM3DGq

DAT mouse model used for the [11C]raclopride
PET measurements (see discussion above) and in a wild-type mouse model with
electrical stimulation for the time course of at least one hour. To analyze the con-
tribution of different frequencies in the continuous signal a wavelet transform was
applied. The wavelet power at a frequency of 0.5 Hz was investigated, since the
typical duration of a dopamine transient is in the order of ∼2 seconds. The data
show a strong correlation between the wavelet power at 0.5 Hz in one-minute time
intervals and the transient rate assessed using a template approach. This correlation
was not only significant on group level, but also on individual level, i.e. within data
of one mouse (Figure A.1 in the Appendix). Therefore, the results indicate that the
application of a wavelet transform can be used to derive transient rates from the
continuous FSCV data.
The advantage of a wavelet transform is, that is does not require any assumptions
or thresholds [86]. In contrast, the template application is based on a pre-defined
threshold, which leads to both, false positive and false negative results [86]. Or in
other words, if the shape of the transient is somehow altered, e.g. a double peak
occurs or other properties are changed, it will most likely not be detected by the
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template approach [86]. The wavelet transform on the other hand, can be applied in a
more generalized and objective manner, as it is a well defined formalism without any
adjustable parameters [86]. This means that the power of the 0.5 Hz frequency band
of the wavelet transform might be a more reliable measure of phasic dopaminergic
activity than the transient rate obtained using the template approach [86]. However,
to our knowledge, this is the first time a wavelet transform is used for the analysis of
continuous FSCV data and therefore needs further investigation [86].
Within this thesis, the continuous FSCV data and the wavelet transform were used
to identify systematic relations between second-by-second and minute-by-minute
variations in the data. Therefore, not only the wavelet power at the frequency band
of 0.5 Hz, but also at a frequency of 0.01 Hz was analyzed. The results reveal a
significant correlation between the minute scale (0.01 Hz) wavelet power and the rate
of transients assessed by the template application. Furthermore, the low frequency
variations correlate with the wavelet power of the 0.5 Hz frequency band (second
time scale). This shows that transients, i.e. phasic release events, systematically
induce minute-scale variations in the ECS. Cf. Lippert and Cremer et al. [86].

Minute long extracellular dopamine concentration variations
Minute long extracellular dopamine concentrations in the extracellular space are
known to exist and are commonly measured for example by microdialysis. However,
these slow concentration variations are often thought to be consequence of so-called
tonic firing events and therefore to be distinct from fast, phasic release events. A
discussion on the controversial topic of tonic and phasic dopamine firing and its
physiological functions can be found elsewhere. Within the framework of this theses,
it was demonstrated that fast phasic release events systematically induce minute scale
variations in continuous FSCV signal. Furthermore a mechanism on how these longer
lasting concentration increases emerge is proposed on basis of model calculations.
Note that we don’t claim any physiological relevance of these minute-by-minute
concentration variations in the extracellular space, as this is out of scope of this
work. However, we show that they can be related to release events and are therefore
a measure of dopaminergic activity.
The findings can be well supported by indications from literature. In published FSCV
transients data one can very often observe that the measured levels do not rapidly
return to baseline, i.e. the the tail of the transient remains elevated above baseline
levels [101,188]. This tail is often also referred to as “hang-up” and was interpreted to
be an artifact by adsorption of molecules on the surface of the measurement electrode
in in vitro experiments [189,190]. Thereby, the order of magnitude of adsorption is
directly related to the amplitude of the transient, i.e. a high dopamine concentration
(peak) leads to high adsorption and vice versa. However, in in vivo data often a
minute lasting component (tail) without the presence of a large peak is found. In
these cases the tail can not be explained by adsorption. The following two examples
from literature nicely show this effect: In a study by Garris et al. (1993) [109]

simultaneous voltammetry recordings in the striatum and the medial prefrontal
cortex were performed upon stimulation of the ventral tegemental area. The tails of
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the transients measured in the respective regions are in the same order of magnitude,
even though the peak in the extrastriatal region is much lower (Figure A.2 in
the Appendix). In a further study by Robinson et al. (2003) [110] a FSCV probe
was moved through the nucleus accumbens. In these data a strong dependence of
the transient peak from the probe location is visible. However, the minute lasing
component remains stable. Together, these data indicate that at least part of the
released dopamine is cleared on a minute time scale independent from the absolute
dopamine concentration and that this fraction has a similar order of magnitude
across different regions.
Within this thesis, typical transients were simulated by numerical model calculations
and analytical results by Cragg and Rice (2004) [99] could be reproduced. The
analytical results are based on a constant removal rate within the extracellular space,
i.e. a homogeneous transporter density. Since more recent literature indicates that
the transporter density might not be homogeneous within a region but to vary on
subcellular levels [191], the effect of a heterogeneous transporter distribution on the
transient shape was investigated. Assuming a heterogeneous transporter expression
with a high density close to the release site which decreases with distance from the
release site, prolonged clearance rates are found (Figure 3.29 and A.3 in the Appendix).
This shows that under these conditions part of the released dopamine diffuses into
subcellular regions with a low expression of transporters, i.e. further away from the
release site, where it is then cleared by a slower removal rate (lower transporter
density). These results are supported by a report by Kaya et al. (2018) [192] in which
this effect is described as well.
Our calculations further demonstrate that the contribution of the minute time scale
component compared to the peak depends on the distance of the probe from the
release site. Or in other words, close to the release site the transient has a high peak
(large concentration) and the tail (minute scale component) is negligible compared
to the peak. However, with distance from the release site the peak rapidly decreases
and the slow component, the tail, becomes more pronounced within the signal (see
also Figure A.3 in the Appendix).
Therefore, a heterogeneous transporter density is a potential mechanism to explain
the minute scale extracellular concentration variations in the FSCV data and is also
in accordance with the data found in literature. Taken together, observations from
literature, the continuous FSCV data analysis, as well as model calculations support
the presence of a minute time scale dopamine component in the extracellular space
in relation to release events. Note that the relation between phasic release events
and the slow concentration variations is derived based on fundamental processes,
i.e. diffusion and transport. There processes also apply to other neurotransmitter
systems and are not exclusive for dopamine [86]. Cf. Lippert and Cremer et al. [86]
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Extracellular serotonin concentrations
Data of continuous 5-HT FSCV recordings in a wild-type mouse model with electrical
stimulation of a defined rate of transients were provided. The data were analyzed
in the same way as the dopamine FSCV data using a wavelet transform to search
for correlations of high and low frequency correlations. A significant correlation
between the wavelet power of 0.5 Hz of the one-minute stimulation intervals and
the wavelet power of 0.02 Hz was found. The correlation for 0.01 Hz was less strong.
This indicates that the serotonin system itself might have a bit faster kinetics as
the dopamine system. Anyway, also for serotonin minute scale lasting concentration
changes in the ECS can be found in relation to phasic release events. This means,
that also for serotonin minute-by-minute concentration variations in the ECS can be
related to phasic release events and are therefore a measure of neuronal activity.

3.3.7 Application of the Method to further Neurotransmitter Systems

Neurotransmission is based on release of molecules into the synaptic cleft, where they
mediate secondary processes by binding to certain receptors. Two principle classes of
neurotransmission exist: traditional direct synaptic transmission (also referred to as
“wired” or “point-to-point” transmission) or volume transmission. Wired transmission
occurs within the synaptic cleft, while volume transmission includes diffusion into
the extracellular space for distances larger than the synaptic cleft [166].
The model introduced within the framework of this thesis, is based on interaction
between the neurotransmitter and the radiotracer in the extrasynaptic extracellular
space. This means, that the method can theoretically be applied to any neuro-
transmitter that acts via volume transmission. If the transmission is restricted to
the volume of the synaptic cleft and no diffusion of the neurotransmitter into the
extrasynaptic ECS occurs (i.e. wired transmission), the method can not be applied.
Within the framework of this thesis model calculations have been performed for
the serotonin, acetylcholine and glutamate systems. The receptor density and the
affinity of these neurotransmitters systems were approximated by values from litera-
ture and adjusted within the calculations accordingly. Furthermore, radiotracers to
assess the respective systems were selected and kinetic rate constants were identified
from published data. However, for all neurotransmitter systems the same traces
of baseline and stimulation pulses were assumed to make the results comparable.
For the serotonin system, which is quite similar to the dopamine system, this is an
appropriate estimation. This is also supported by the FSCV data shown within this
thesis, which reveals a similar kinetic for dopamine and serotonin. Acetylcholine
is, on the one hand, a “fast-acting, point-to-point neurotransmitter at the neuro-
muscular junction and in the autonomic ganglia” [117] (periphery) and, on the other
hand, acts as neuromodulator in the CNS [117,99,193]. There is evidence that the
action of acetylcholine in the brain occurs via volume transmission as well as by
point-to-point transmission [117]. To our knowledge, time courses of acetylcholine
concentrations in the extracellular space are not reported. Glutamate transmission
is reported to be very fast and synaptically confined, i.e. glutamate action occurs
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via wired transmission (point-to-point) and the proportion of glutamate that escapes
the synapse by diffusion after release is negligible. However, there is also evidence
that glutamate can act via volume transmission and different physiological functions
are reported to involve glutamatergic volume transmission [194]. On basis of these
findings, it is only a first approximation to use the same temporal variations of
extracellular neurotransmitter concentrations as for dopamine.
For the serotonin systems, several radioligands to serotonin receptors exist and are
approved for application in humans. Within the model calculations three different
radiotracers were analyzed with regard to their capability to detect temporal signal
variations upon fluctuations of serotonin in the extracellular space by the parameter
rN . While with [11C]WAY-100635 and [11C]CUMI-101 signal variations in the order
of 3 % were achieved, the results for [18F]MPPF were only in the order of 1 %. When
noise was simulated, the temporal signal variations assessed by all three radiotracers
became negligible. However, due to the similarity to the dopamine system and the
existing radiotracers, the serotonin system would be most suitable to be studied with
the proposed method in a next step.
For the acetylcholine system the radiotracer [18F]nifene was investigated. [18F]nifene
was found to be a suitable radiotracer to pick up signal changes in the PET signal
upon acetylcholine release with temporal signal variations in the order of ∼8 %. The
temporal signal variations remail visible even with noise. Applying the method
developed within the framework of this thesis to the acetylcholine system might yield
new insight in acetylcholine signaling, e.g. in which brain areas volume transmission
of acetylcholine is the prominent processes.
Suitable radiotracer binding to glutamate receptors exist as well, for example
[11C]ABP688 or [18F]SP203. However, the model results reveal rather low temporal
signal variations assessed by those radiotracers (<1 %). To apply the method pro-
posed within the framework of this thesis to the glutamate system other radiotracers
should be developed.
Theoretically, all neurotransmitters acting via volume transmission could be studied
with the PET approach introduced within this thesis. Hereby, a suitable radiotracer
is the prerequisite. However, the method has to be adjusted, tested and validated
for each application, which is beyond the scope of this work.
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3.4 Conclusion and Outlook
A new method to analyze PET data using receptor radioligands to assess neurotrans-
mitter release is introduced. In contrast to former methods to image neurotransmitter
release, the new method allows spatiotemporal assessment of release events, i.e. the
analysis is not restricted to single brain regions and a time curve of subsequent
release events is obtained. This is possible by calculating temporal signal variations,
given by the parameter rN that was derived within the framework of this thesis,
instead of analyzing reductions in the net radiotracer signal.
Within this thesis, the method is substantiated by model calculations and is experi-
mentally validated for the dopamine system with the radiotracer [11C]raclopride. The
proposed model is based on the premise that longer lasting extracellular dopamine
concentrations are present after release events and that they are related to each other.
Evidence for the existence of minute long extracellular dopamine concentrations is
given in literature, is validated within this thesis using continuous dopamine FSCV
data and is substantiated by additional model calculations. With the use of this
additional model a potential mechanism for the occurrence of minute long concentra-
tion variations is given: a heterogeneous expression of dopamine transporters leads
to a prolonged dopamine lifetime in the extracellular space.
[11C]raclopride PET data was acquired in a chemogenetic mouse model, as well
as in human volunteers. Both studies provided correlations between increases in
temporal signal variations, as calculated by the parameter rDA (=rN for dopamine),
and dopamine release events. The results from the human study, which provide
insight into dopaminergic signaling in response to food intake in striatal as well as
extrastriatal regions reveal the power of the novel method. Furthermore, within
both, the [11C]raclopride PET measurements in humans and mice, it was clearly
shown that former methods would not be able to detect the dopamine release events
assessed here.
Further studies – in mice and humans – would be favorable to confirm the results
found within the framework of this thesis. For example a different mouse model with
clearer activation patterns would be of advantage. Moreover, the use of [18F]DMFP,
which has a longer half-life than [11C]raclopride is favorable, because from one batch
of produced tracer multiple subjects could be investigated. From model calculations
good results for [18F]DMFP were obtained, while a pilot study in mice revealed
negative results. This might be attributed to the fact that with the used bolus-plus-
infusion protocol no steady-state conditions were achieved, which are necessary for
the application of the novel method. A study in humans with [18F]DMFP is planned.

Since the introduced model is based on fundamental processes, i.e. diffusion and
transport, which are not unique for dopamine and also apply to other neurotransmitter
systems that act via volume transmission, the method theoretically applies to those
as well. Therefore, the model is formulated in a general manner and by using
the respective parameters model calculations for the serotonin, acetylcholine and
glutamate system with selected radioligands are performed within the framework of
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this thesis. Additionally, phasic release events of serotonin are related to minute-by-
minute concentrations in the extracellular space by continuous FSCV data analysis,
in analogy to the dopamine FSCV data. This supports the fact that serotonin
release might be assessable with PET using the proposed method. However, future
experiments and application will reveal the real power of the novel method.
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4 Advancements in the Application of
[18F]FDG PET and CT for
Whole-Body Analyses

In basic research the use of rodent models is common. With the progression in
the generation of genetic mouse models for example by the “Cre/loxP” system or
CRISPR/Cas9 single genes can be “knocked out/in” or single groups of neurons
can be activated by chemical or optical means. In the obtained animals disease
mechanism can be examined in vivo.
A lot of state-of-the-art and cutting edge research techniques to investigate the
genetically manipulated animals are invasive and/or the animals need to be sacrificed.
The analysis of brain activity in vivo is for example restricted to analyze only small
brain regions (e.g. by voltammetry, microdialysis or fiber photometry) or to post-
mortem measures in brain slices (staining methods). Non-invasive imaging techniques
provide a tool to examine the animals in vivo and bridge the gap between basic
research and clinical application, since the techniques are readily available for human
application.
PET imaging allows to perform longitudinal studies within one animal, thereby
reduces the number of animals and a paired study design increases the statistical
power. Moreover, the data is obtained in in vivo conditions and physiological
processes are mapped in their natural environment. Co-registration of mouse brain
PET data to a standard mouse brain, i.e. a mouse atlas, enables voxel-wise statistical
testing between groups of animals. Therefore, differences in genetic mouse models or
differences in response to different stimuli between groups in tracer uptake can be
imaged and quantified. Application of brain PET imaging can be found for example
in Jais and Solas et al. (2016) [195], Steculorum and Ruud et al. (2016) [155] or Jais
and Paeger et al. (2020) [196]. For most small-animal scanners not only the brain of
the animals is inside of the field-of-view (FOV). In those cases whole-body data of
the animal can be acquired. Furthermore, PET systems are usually coupled to a
CT or MRI scanner and co-registered anatomical data is therefore accessible from a
single scan session.
In the field of metabolism research, different tissues and organs, which contribute to
energy expenditure, are of interest. Which tissues or organs contributes to an impaired
glucose metabolism in transgenic animals or due to different stimuli/treatments is a
common question to be answered. Additionally, with the introduction of the first
whole-body PET scanners for humans, the need of methods for whole-body analysis
emerges. Therefore, in this chapter the use of whole-body [18F]FDG PET and
CT data is introduced proposing methods for analysis and exemplary applications.
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First, a short overview on whole-body and tissue analyses by [18F]FDG PET from
literature is given, including an introduction on important metabolic tissues. This is
followed by a description of methods developed within the framework of this thesis to
analyze whole-body [18F]FDG PET and CT mouse data, including fat segmentation
and 1D and 2D histogramming of PET/CT data. Exemplary results of the methods
from different studies are given in the results section, followed by a discussion of the
methods and results as well as by a conclusion and outlook.
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4.1 Background

In neurons the primary energy source is glucose. Therefore, [18F]FDG has been used
extensively to measure regional cerebral glucose metabolic rates [9]. To calculated the
glucose consumption in the brain (CMRglc) kinetic modeling of [18F]FDG PET data
is applied (see section 2.3). The kinetic model is based on various premises, which
apply well to the brain. If the model is also applicable to whole-body data needs to
be discussed and is dependent on the tissue to be studied.
So far peripheral [18F]FDG PET data is mainly used in oncology to stage, char-
acterize and monitor tumors and metastasis [197]. In clinical routine this data is
predominantly analyzed using semi-quantitative standardized uptake values (SUVs,
see section 2.4). Since the majority of tumors display an increased glucose utilization,
i.e. more [18F]FDG is taken up in the metabolically active cancer cells than in
the surrounding healthy tissue, the SUV is often thought to be sufficient for tumor
detection. However, clinical tasks, including the investigation of treatment response
or to distinguish between malignant and bening uptake are limited by the qualitative
or semi-quantitative analyses [198]. Moreover, in typical applications the kinetics of
the radiotracer, which is substantially different between tumors and normal organs
as well as among patients, is often neglected [198]. Measurements including tracer
kinetics by dynamic acquisition are therefore of advantage. And it was shown that
quantification of tracer uptake based on compartmental modeling approaches can
improve both tumor characterization and treatment response monitoring [198]. How-
ever, these approaches did not make it to clinical routine. One reason might be
that dynamic PET scanning is limited to a single bed position with a typical axial
field of view of less than 25 cm [198,199]. Whole-body scans can only be achieved by
“multi-bed” procedures. This means that the subject is measured at a certain position
for a fixed time interval after which the bed is moved and a further image is acquired.
As a consequence, the data of a single bed position is a static image (or has temporal
gaps), which makes kinetic modeling not possible or complex. In the case that at
least two images at different times are acquired within a field-of-view Patlak plot
analysis can be performed [198].
However, dynamic scans of organs, tissues or further structures within the field-
of-view can be performed and the data can be used for kinetic modeling to create
parametric images of parameters of interest. Moreover, whole-body human PET/CT
systems have been developed recently [7,8]. Therefore, methods for future application
to whole-body data need to be discussed and developed. Whole-body kinetic model-
ing and resulting parametric images may hold great potential to enhance diagnosis,
prognostic and treatment response monitoring capabilities of PET [198]. Moreover,
dynamic whole-body imaging opens up new opportunities to study relations between
organs and the brain, e.g. the gut-brain axis or the heart-brain axis. As already
whole-body [18F]FDG PET data is available from small-animals imaging, the process
in developing methods can be supported using these data.
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4.1.1 Metabolic Tissues and PET Applications

Glucose distributed through the blood is the main metabolic energy source for many
tissues and a continuous supply of glucose is necessary to ensure proper function of
all organs [9,200]. Therefore, plasma glucose levels are usually maintained around a
narrow range, the so-called physiological set point, which is in the order of 4-6 mM
=̂ 72-108 mg/dL [200]. The balance between glucose consumption and production
is predominantly maintained by the opposing hormones insulin and glucagon [200].
Insulin is released from β-cells of the islets of Langerhans in the pancreas in response
to high blood glucose levels, e.g. after a meal [200]. In the case of low plasma glucose
levels, e.g. due fasting or exercise, the α-cells in the pancreas release glucagon [200].
Insulin stimulates the storage of glucose in form of glycogen in the liver [201]. Glucagon
on the other hand leads to release of glucose from the stored glycogen and stimulates
gluconeogenesis, i.e. glucose synthesis.
Fat and muscle tissue are insulin sensitive tissues and play an important role in
maintaining glucose homeostasis. Muscle tissue responds to high insulin levels by
increasing glucose transport into the cell along with the rates of glycolysis (i.e.
conversion of glucose to pyruvate) and glycogen synthesis [9]. In total, skeletal muscle
accounts for 60-70% of whole-body glucose uptake stimulated by insulin [201]. Note,
that when glucose is available from blood the muscle tissue is prevented from using
glycogen stores mediated by insulin signaling [9]. In adipose tissue high insulin levels
lead to increased glucose uptake into the adipocytes and to glycolysis. In adipocytes
glucose can be transformed into lipids by lipogenesis to store energy [202,201].

Figure 4.1: Insulin and glucagon stimulated glucose utilization. The pancreas
releases insulin when blood glucose levels are high, e.g. after food intake. Insulin stimulates
glucose uptake in muscles and adipose tissue, and suppresses gluconeogenesis in the liver along
with increasing glycogenesis (synthesis of glycogen). In the case that blood glucose levels are
low, the pancreas secretes glucagon, which stimulates gluconeogenesis and glycogenolysis
(break down of glycogen) in the liver.
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Skeletal muscle
During resting state the major energy source for skeletal muscles is fatty acid
oxidation [203,204]. In this case [18F]FDG uptake into muscle tissue is diffuse (“mild
and homogeneous”) [203]. However, insulin release can induce a rapid increase in
glucose uptake (for example postprandially) [203,204]. The increase in glucose uptake is
induced by translocation of the glucose transporter 4 (GluT4) from the intracellular
vesicles to the plasma membrane [203]. In that case, skeletal muscle tissue is a major
consumer of glucose and it displays increased [18F]FDG uptake in a PET scan.
Since muscles constitute a large part to the body mass, they can account for up to
60-70% of whole-body glucose uptake [201,204]. [18F]FDG uptake in skeletal muscle
depends on the nutritional status of the scanned subject (fasted or postprandial)
and on muscle activity. Therefore, the patient preparation is of importance for
clinical [18F]FDG PET applications, e.g. fasting and avoidance of exercise before the
examination, to be able to decide between physiological and pathological [18F]FDG
uptake in the muscle. So far, [18F]FDG muscle uptake is investigated within tumor
diagnosis and staging [203] by the use of SUVs. The kinetic of [18F]FDG muscle
uptake in the basal state was rarely investigated in detail, but Gheysens et al.
(2015) [205] for example applied kinetic modeling to investigate skeletal muscle glucose
utilization. More effort was made in type 2 diabetic subjects. As it is a major
challenge to differentiate abnormal, potentially pathologic uptake from physiological
uptake [203,204], dynamic uptake data are of advantage.

Adipose tissues
In general two types of adipose tissue can be distinguished in mammals: the white
adipose tissue (WAT) and the brown adipose tissue (BAT). Furthermore, a third
type of “intermediate” adipose tissue exists: the beige fat, which has the same origin
as white adipocytes, but has properties of BAT [206,207,208].
WAT is the major site for lipid storage serving as energy deposit. BAT is a metabolic
active tissue, which can “burn” fatty acids to produce heat. This process is mediated
by the uncoupling protein 1 (UCP-1), which can uncouple electron transport in the
mitochondria, so that heat instead of ATP is generated. Therefore, BAT plays a role
in energy expenditure and non-shivering thermogenesis.
In contrast to WAT, BAT can be found at discrete locations in the body (Figure 4.2).
In humans, as well as in mice, BAT is typically present in the neck area. [9,209,210]

BAT thermogenesis is regulated by the sympathetic nervous system [209]. Higher
amounts of BAT are associated with better glucose homeostasis, better blood lipid
profiles and BAT activity in humans is negatively correlated with BMI [9,209].
[18F]FDG PET can be used to estimate BAT activity. When [18F]FDG PET became
a tool for whole-body staging in oncology in the 1990’s, occasionally high uptake
areas were found in the cervical area [211]. First interpreted as increased muscular
uptake interfering with tumor diagnosis, it was later identified as BAT [18F]FDG
uptake [211]. Exemplary [18F]FDG PET images displaying increased BAT activity are
shown in Figure 4.3. Routinely acquired [18F]FDG PET/CT data were reassessed at
that time, but since no standardized acquisitions conditions were used conclusions
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Figure 4.2: Distribution of white and brown adipose tissue in humans and mice.
BAT in humans is localized around the shoulders. Visceral WAT surrounds intra-abdominal
organs, and subcutaneous WAT is spread throughout the body beneath the skin. BAT
contributes to thermogenesis, as it contains a high density of mitochondria and UCP-1, WAT
tissue stores energy and can secrete various adipokines. Visceral WAT is associated with
metabolic disorders, while subcutaneous fat is not correlated with metabolic impairments.
In mice BAT is also located in the region of the shoulders. Visceral and subcutaneous WAT
depots exist like in humans, while for example the visceral fat around the gonadal (around
the ovaries/ testes) does not exist in humans.

on BAT prevalence could not be drawn [211].
To measure BAT uptake reliably, cold-exposure protocols have been developed.
This means the subject is exposed to (mild) cold for a certain time before the
scan session to stimulated thermogenesis in BAT. Cold exposure increases the
number of mitochondria and UCP-1 synthesis in BAT cells through sympathetic
adrenergic stimulation. It was demonstrated that [18F]FDG uptake in human BAT
is directly proportional to the expression of UCP-1 and cold-induced increase in
energy expenditure [211]. Therefore, it was concluded that [18F]FDG uptake from
PET scans can be used as a marker to measure BAT activity.
Quantification of [18F]FDG BAT uptake from the data by SUVs requires delineation of
BAT. The product of total BAT volume and the mean SUV in the BAT region is most
commonly used to quantify BAT activation. Drawing the region of interest around
the BAT region is either done manually or by more automatized techniques based on
the use of threshold values for the PET and CT data. Note that the hounsfield units
(HU) of the CT depend on the BAT composition and can vary between active and
non-active BAT [212]. It was shown that activated BAT contains less lipids compared
to non-activated BAT, likely because of increased lipid consumption [212]. This change
in density leads to higher HU [212]. However, the combined PET/CT data analysis
is limited by the fact that, if BAT delineation is based on the CT data spillover
due the lower spatial resolution of the PET data is neglected causing systematic
underestimation of BAT activity.
In the following methods for the analysis of combined PET/CT data of the whole-body
and the neck area (BAT) of mice will be introduced.
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Figure 4.3: Brown adipose tissue [18F]FDG uptake in humans and mice. (A)
Increased [18F]FDG uptake in BAT in humans localized around the shoulders. Image is
taken from Hany et al. (2002) [213]. (B) [18F]FDG uptake in BAT in mice is clearly visible in
the neck area.
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4.2 Material and Methods
4.2.1 Data Acquisition and Post-Processing

All [18F]FDG PET and CT scans were performed using the Inveon preclinical
PET/CT system by Siemens. For the scan session mice are anesthetized with 2%
isoflurane mixed with 65%/35% nitrous oxide/oxygen gas. The animals are posi-
tioned on a water-heated (37.0±0.5◦C) mouse carrier carrying two mice (MEDRES,
Germany). For the injection of [18F]FDG, a catheter is inserted into the tail vein
of each mouse and fixated by a drop of glue. The catheter consists of a 30G can-
nula connected to a polythene tubing (ID=0.28 mm). With start of the PET scan,
7-8 MBq of [18F]FDG in 40-150 μL saline is injected per mouse. Emission data are
then acquired for 45 minutes. Afterwards, the animals are automatically moved into
the CT gantry, where a CT scan is performed. Parameters for the CT scan are: 180
projections/360◦, 200 ms, 80 kV, 500 μA. The resolution of the CT image is 0.1 mm x
0.1 mm x 0.1 mm. CT data is used for attenuation correction of the PET data and for
image co-registration of brain data, i.e. CT data of the scull is used to co-register the
PET brain data. After the scan, plasma glucose levels are measured from a tail vein
blood sample after removing the catheter using a standard glucometer (Bayer). PET
data are histogrammed in time frames of 12x30 s, 3x60 s, 3x120 s, 7x240 s, Fourier
rebinned, and images were reconstructed using the MAP-SP algorithm provided by
the manufacturer. The resolution of the PET image is 0.4 mm x 0.4 mm x 0.8 mm.
Brain images are co-registered to a 3D mouse brain atlas constructed from the 2D
mouse brain atlas published by Paxinos [158] using the software Vinci [157]. Cf. [195,155]

Whole-body PET and CT data are co-registered to each other, but cannot be co-
registered to a reference mouse because of the individual distribution of organs within
the body.

4.2.2 Kinetic Modeling

The kinetic model explained in section 2.3 is applied to [18F]FDG PET data (see
also Figure 2.5). For this IDL and C scripts are used.
First, an image-derived input function is extracted from the PET data of the aorta,
which can be identified in the image of the first time frame of each animal. The input
function data are corrected for partial volume effects by assuming a standardized
volume fraction of 0.6 [214,35]. Parametric maps of the [18F]FDG kinetic constants K∗

1 ,
k∗

2, k∗
3, and k∗

4 were determined by a voxel-by-voxel (voxel size= 0.4 mm x 0.4 mm x
0.8 mm) fitting of data to the two-tissue compartment kinetic model explained in
section 2.3. A blood volume of VB=0.03 was assumed.
Furhter, parametric maps of the cerebral metabolic rate of glucose (CMRglc) and
the extracellular glucose level are then calculated. CMRglc is calculated as described
in section 2.3 by taking into account the different efficiencies of [18F]FDG and
glucose [35]:

CMRglc =
K∗

i

0.38 + 1.1K∗
i

K∗
1

CP . (4.1)
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The parameters L1=1.48 and L3/L2=0.26 are already inserted here [35,39,40]. Note
that this method is insensitive to changes of the lumped constant [35]. Cf. [35,195,155]

The model is applied to the whole-body data of the mouse to calculate the metabolic
rate (MRglc) of peripheral tissues. An exemplary [18F]FDG uptake image and a
parametric image of the whole-body metabolic rate is shown in Figure 4.4.

Figure 4.4: Exemplary [18F]FDG uptake data and parametric metabolic rate
image. (A) Average [18F]FDG uptake between 25 and 45 min of the measurement of a
exemplary mouse. The data is normalized to the whole-body activity averaged over the same
time interval (“injected activity”). (B) Parametric image of the metabolic rate for the same
mouse.

4.2.3 Segmentation of PET/CT Data
The segmentation of CT data into different tissues is a method to analyze body
mass composition. Fatty tissues, lean tissue and bone tissue have linear attenuation
coefficients and therefore different Hounsfield units (HU) (see Figure 4.5). To segment
the data according to their HU, the CT scanner has to be calibrated accordingly.
For the data acquired within this thesis, the CT data was not well calibrated to
Hounsfield units, since the CT was originally only used for attenuation correction and
for this purpose no correct calibration was necessary. In Figure 4.6C the histograms
of a CT scan of two phantoms, each containing air, oil, water and salt are shown.
The phantoms were positioned on the mouse carrier used for all the PET/CT scans
with which two mice are measured simultaneously in an upper and lower position.
The histograms of the phantoms are shifted depending on the position in the FOV,
e.g. the different peaks (oil, water, salt) are not at the same position.
To make the CT data comparable between measurements and independent of the
position in the FOV, the CT data was histogrammed into bins of the different CT
data units from the minimal to the maximal value (Figure 4.6C), then the minimal
value was set to -1000 and the maximal peak was shifted to 0. This means that the
attenuation is assumed to be similar for a certain material regardless of the position
inside of the FOV. In this example oil is present in highest proportion, so that the
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Figure 4.5: Hounsfield units. Hounsfield unit express X-ray attenuation as a measure of
attenuation relative to air and water. Air is defined by a HU value of -1000 and water by 0.
Different tissues have different X-ray attenuation and therefore different HU’s.

oil peak will be shifted to zero (Figure 4.6D).
Usually the scanned object is a mouse and it can be assumed that the overall tissue
composition of the body of the mouse is similar. The peak of the histogram is
therefore expected to be at the same position of CT units. To obtain only the data
of the mouse without the surrounding holder and air the [18F]FDG PET data was
taken into account. A threshold was defined, so that only voxels with a uptake above
this value are extracted, and which ideally are part of the mouse body. The threshold
was found to provide good results for a value of 0.68·mean [18F]FDG activity in
the image after 25-45 min (Figure 4.7). A mask of the mouse data was created by
applying this threshold, which can then be used for the CT data as well. The peak
of the CT histogram of the mouse data was then shifted according to the procedure
applied to the phantom. By this method we obtain CT images, which are comparable
among different measurements and are independent of the position of the animals
inside of the FOV (Figure 4.8). Note, that to be able to analyze CT and PET data
in combination the CT resolution was adjusted to the PET resolution and a gaussian
filter of 1 mm was applied to the low resolution CT.
The corrected CT images can be used for segmentation of the data into contributions
of different tissues in order to analyze the body composition of the mice. Within
the obtained CT data distribution adipose tissue was determined to be in the range
from -300 to -50 “corrected CT units”, lean tissue from -50 to 300 “corrected CT
units” and bone tissue above that, as visualized in Figure 4.9A. An exemplary image
of the distribution of fat and lean mass in mice is shown in Figure 4.9B). The mass
of the different tissues can be calculated as the product of the volume of tissue
and the density of the respective tissue properties. For adipose tissue a density
of 0.92 g/cm3 [215], for lean tissue 1.06 g/cm3 [216] and for bone 1.92 g/cm3 [216] were
used.
Combined PET and CT data were used to segment the data into 2D histograms
showing the distribution of [18F]FDG uptake in relation to CT units and [18F]FDG
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uptake values as displayed in Figure 4.10.
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Figure 4.6: Correction for shifts in CT units in phantoms. (A) and (B) images of
the phantoms before and after correction of the data with the corresponding color bar. (C)
Distribution of CT units without correction for a phantom containing air, oil, water and
salt. When the phantom is placed at different positions inside of the FOV the peaks of the
different materials are shifted. (D) To correct for this the CT data were corrected so that
the different materials have the same CT units.
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Figure 4.7: PET threshold for mouse data detection. The average [18F]FDG uptake
image between 25 and 45 minutes was used to define a threshold to create a “mouse mask”.
A threshold of 0.68·mean activity in the FOV was found to provide good results. The “mouse
mask” is applied to calculate the whole-body [18F]FDG activity for normalization of the
data.
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Figure 4.8: Correction for shifts in CT units in mouse data. (A) Distribution of CT
units without correction for an exemplary mouse with the CT image shown in the inlay. In
gray the data of a second mouse is shown, where the shift becomes visible. (B) Corrected
CT unit distribution and CT image for the exemplary mouse as well as corrected CT unit
distribution for the second mouse. Note, that here a PET threshold was used to extract only
mouse tissue and therefore the holder is not included in the data.
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Figure 4.9: Tissue segmentation from CT mouse data. (A) Distribution of CT units
for a exemplary mouse. The background indicates in red the range of CT units, which were
assigned to be adipose tissue, in green the range of CT units of lean tissue and in gray the CT
unit range of bones. (B) Exemplary image of mouse CT data segmented into lean, adipose
and bone tissue.

Figure 4.10: 2D histogramming of PET/CT data. 2D histogram of a exemplary
cohort of mice (n=37, fasted): Normalized activity for the respective histogram bins (Δ
norm. activity and Δ CT units) displayed in dependence of CT units and normalized activity.
The data can be integrated along the respective axes to yield the distribution of [18F]FDG
activity in dependence of CT units (top) or of the normalized activity (right).

133



4 Advancements in the Application of [18F]FDG PET and CT for Whole-Body Analyses

4.3 Results
4.3.1 Tissue Segmentation
The data of different cohorts of mice was used to calculate body mass, lean tissue
and fat mass from the CT data (n=40, male). Validating the method a strong
linear correlation between measured body weight (BW) after the scan and the
calculated body mass (BM) was found (Figure 4.11A, linear regression model in R,
multiple R2=0.999, p-value<2.2e-16). Moreover the calculated lean body mass (LM)
correlates – as expected – strongly with the body weight (Figure 4.11B, R2=0.998,
p-value<2.2e-16). Furthermore a strong correlation between body weight and fat
tissue mass (FM) was found (Figure 4.11C, R2=0.989, p-value<2.2e-16). Additionally,
the calculated lean and fat mass correlate significantly (Figure 4.11D, R2=0.981,
p-value<2.2e-16). Note, that the lean and fat tissue masses not necessarily correlate
with body weight. If mice were, for example, fed with high fat diet (HFD) for a
longer period, the body composition changes and can not be compared with lean
animals. Furthermore, the results will presumably vary for female mice, as they
usually have a lower total body weight despite having a similar percentage of fat
content [217].
A further cohort of mice (n=14) was measured under control conditions and after
20 days of feeding with HFD. The histograms of the number of voxels over bins of
CT units in Figure 4.12A clearly reveal an increase in the range of CT units defined
as “adipose tissue” after HFD feeding compared to control conditions. Analyzing
the tissue composition reveals a significant increase in fat mass (Figure 4.12B,
FMcontrol=5.6±0.8 g vs. FMHFD=10.4±2.6 g, p-value paired Student’s t-test: 2.5e-6),
while the lean mass is more or less preserved (Figure 4.12C, LMcontrol=13.1±3.1 g vs.
LMHFD=12.9±2.8 g, p-value paired Student’s t-test: 0.69). An exemplary image of
the tissue segmentation for a lean and a HFD fed mouse is shown in Figure 4.12D.
The cohort consisted out of n=7 female and n=7 male mice. Dividing the data
into the two groups, female and male, reveals that male mice are – as expected –
heavier in control conditions compared to the female mice (BWctrl,m=26.0±2.0 g
vs. BWctrl,f=18.8±1.0 g, p-value Student’s t-test: 5.2e-6) and while the male mice
gain around 18 % body weight through the HFD feeding, the female mice gain
∼28 % (BWhfd,m=30.6±2.8 g, BWhfd,f=26.0±2.0 g vs, p-value Student’s t-test: 1.4e-4).
The fat mass in both groups increased around 87-88 % with HFD feeding and is
not significantly different after HFD in male and female mice (FMctrl,m=6.1±0.6 g
vs. FMhfd,m=11.4±3.2 g, Student’s t-test p-value: 3.9e-3, and FMctrl,f=5.0±0.4 g
vs. FMhfd,f= 9.4±1.3 g, Student’s t-test p-value: 6.5e-5). The lean mass however
remained unchanged in both groups (LMctrl,m=15.8±2.1 g vs. LMhfd,m=15.1±2.2 g,
p-value: n.s.; LMctrl,f=10.4±0.7 g vs. LMhfd,f=10.8±1.1 g, p-value: n.s.) (Figure
4.13A+B).
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Figure 4.11: CT segmentation into lean and adipose tissue. (A) Correlation between
body weight measured after the scan and the calculated body mass from the CT data for
n=44 mice. (B) Correlation between body weight and lean tissue mass calculated from the
CT data. (C) Correlation between body weight and calculated fat mass. (D) Correlation
between calculated lean and fat mass. *: p-value≤0.05, **: p-value≤0.01, ***: p-value≤0.001
and ****: p-value≤0.0001.
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Figure 4.12: CT segmentation of high fat died fed mice. (A) Histogram of the CT
data of control (black) and HFD fed (red) mice. The background in red indicates the CT
unit range which was assigned to be adipose tissue, in green the CT unit range of lean tissue
and in gray the CT unit range of bones. (B) Adipose tissue mass of the individual animals.
(C) Average mean bone, lean and fat mass of the control and HFD fed mice. (D) Exemplary
image of tissue distribution of one individual mouse before and after 20 days of feeding HFD.
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Figure 4.13: Female and male mice before and after high fat diet feeding. (A)
Histogram of the CT data of female and male mice under control conditions and after 20
days of HFD. Dark orange: female mice under control conditions, orange: female mice after
20 days of HFD; blue: male mice under control conditions and cyan: male mice after 20
days of HFD. (B) Average mean bone, lean and fat mass of the female and male mice under
control and HFD conditions. The values for the mean tissue masses are given within the
text.
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4.3.2 Glucose Consumption in Brown Adipose Tissue
The combined PET/CT data can be used to analyze [18F]FDG uptake and glucose
consumption in brown adipose tissue. For the analysis of BAT, volume of interest
(VOI) within around the shoulders were drawn containing the whole neck area of the
mice. The common approach would be to analyze [18F]FDG uptake or the metabolic
rate of glucose (MRglc), in the case that kinetic modeling was applied, within that
area as total [18F]FDG uptake in units of [nCi] or total metabolic rate in units
of [μmol/min]. Here, the CT data was additionally used to segment the adipose
tissue from other tissues in the neck area. In order to test this approach a cohort of
n=12 mice was scanned three times: first without any intervention, a second time
with presentation of the smell of normal chow diet (NCD) and a third time with
presentation of the smell of HFD. The mice were fasted over night prior to each scan
session. In Figure 4.14A the histograms of the metabolic rate (in μmol/min per ΔCT
unit) over CT units of the neck area are displayed for all three groups. An increase in
the metabolic rate is visible for the groups with presentation of food smell in the area
from -300 to ∼200 CT units. Analyzing the total metabolic rate in the neck area from
the drawn VOI’s reveals significant increases from the basal to the NCD and HFD
group, as well as between the NCD and HFD groups: MRbasal=5.9±3.7 nmol/min,
MRNCD=9.7±5.3 nmol/min, MRHFD=11.4±4.5 nmol/min (paired Student’s t-test;
MRbasal vs. MRNCD: p-value=0.02, MRbasal vs. MRHFD: p-value=0.002, MRNCD vs.
MRHFD: p-value=0.01, Figure 4.14C).
Analyzing the area, which was classified as adipose tissue (CT units -300 to -50,
displayed for one animal for each condition in Figure 4.14B) yields a significant
increase from basal to the food smell stimulated groups, but the NCD and HFD
stimulated groups are not significantly different anymore: MRbasal=2.9±2.3 nmol/min,
MRNCD=5.2±3.7 nmol/min, HFD 5.9±3.2 nmol/min (paired Student’s t-test; MRbasal
vs. MRNCD: p-value=0.01, MRbasal vs. MRHFD: p-value=0.005, MRNCD vs. MRHFD:
p-value=0.15, Figure 4.14D).
On the image of the HFD group mouse in Figure 4.14B spillover of the PET data
can be seen (red arrow), which indicates that analyzing PET data with thresholds
from CT data might not adequate here in order to calculate the total metabolic
rate in the BAT. Therefore, the analysis of the whole neck area is a better measure
for the total metabolic rate of BAT. Care has to be taken if [18F]FDG uptake in
skeletal muscle in the neck area is high, which is sometimes observed in other cohorts.
In that case the total metabolic rate of the whole neck area does not reflect BAT
activity, but also includes muscular glucose consumption and does therefore not only
reflect the BAT activity in response to the stimulus.
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Figure 4.14: Metabolic rate of brown adipose tissue. (A) The histogram of the
metabolic rate (μmol/min per ΔCT unit) as a function of CT units for a group measured
under control conditions (basal, black) and two groups with presentation of food smell during
the measurement (NCD, orange or HFD, red). (B) Images of one mouse of [18F]FDG uptake
in the neck area for all three conditions, respectively. The adipose tissue (CT units between
-300 and -50) is indicated in red. (C) Total metabolic rate in nmol/min of the whole neck
area for each mouse and the three groups. (D) Total metabolic rate in nmol/min of the
adipose tissue in the neck area for each mouse and the three groups.
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4.3.3 Influence of the Nutritional State on [18F]FDG Distribution

As introduced before the glucose uptake and consumption in different tissues is highly
dependent on blood glucose and insulin levels and therefore on the nutritional status
of the subject.
Different cohorts of mice were analyzed under different conditions: A first group of
mice was fasted overnight (∼16 hours) prior to the scan session (n=8). A second
group of mice was as well fasted overnight, but together with the [18F]FDG glucose
was intravenously injected (1 mg glucose/g (body weight), n=7). The third group of
mice was randomly fed and received a sham injection of saline (i.p.) ∼10 minutes
prior to the scan (n=7) . This cohort was measured a second time with injection of
insulin (i.p., 0.75 I.U./kg body weight =̂ 31.5 mg/g (body weight)), again ∼10 minutes
before the scan.
The blood glucose levels immediately after the scan for the different groups are
displayed in Figure 4.15. As expected the fasted group shows the lowest blood
glucose levels together with the insulin injected group. Injection of glucose in the
fasted mice significantly increases the blood glucose levels (Glcfasted=134±26 mg/dL
vs. Glcfasted+glucose= 320±125 mg/dL, p=0.0021). The randomly fed mice show a
wide range of blood glucose levels (Glcfed=411±118 mg/dL), and are significantly
higher than in the fasted state (p=4.2e-5), but not different from the fasted+glucose
group (p=0.22). The distribution of blood glucose levels for the fed+insulin injected
mice is also quite wide (Glcfed+insulin=203±105 mg/dL), but the levels are significantly
lower than without insulin injection (pp=0.005). Note, that the fed and fed+insulin
groups consists of the same mice and a paired testing is possible.
The PET/CT data was processed as described in the “Material and Methods” section.
Note that calculating the glucose metabolic rate by kinetic modeling is based on the
assumption of steady state conditions, i.e. constant blood glucose, constant tissue
metabolism, etc. This condition is violated by the injection of glucose or insulin at
the beginning of the scan. Therefore, only uptake or time courses of uptake can be
analyzed in these conditions. The PET data was normalized to the average whole
body activity in the image from minute 25 to 45 of the scan.
2D histograms of [18F]FDG distribution in dependence of normalized activity and
CT units were calculated. The histograms for the four groups are displayed in Figure
4.16, indicating differences in [18F]FDG uptake for different states of the animals.
To analyze the differences the fasted vs. fasted+glucose cohort and the fed vs.
fed+insulin cohort are compared in more detail.

Fasted vs. fasted+glucose group

To investigate in which tissues differences in [18F]FDG uptake between the groups
take place, three “areas” (ranges of CT units and norm. activity values) were
identified within the 2D histograms and further analyzed. These areas are visualized
in Figure 4.17. By integrating the 2D histogram data along the respective axes,
1D histograms of [18F]FDG uptake over CT units or normalized [18F]FDG uptake
units are provided. In these 1D histograms a different distribution of [18F]FDG can
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Figure 4.15: Blood glucose levels after the PET scan at different metabolic
states. Blood glucose levels for a cohort of fasted mice (n=8), fasted mice which received a
glucose injection with the start of the scan (n=7), randomly fed mice (n=7) and randomly
fed mice with insulin injection before the scan (n=7). The average glucose levels are:
Glcfasted=134±26, Glcfasted+glucose=320±125, Glcfed=411±118 and Glcfed+insulin=203±105.
Note, that the cohort of fed and fed+insulin consists of the same mice.

be more clearly identified. For example, it can be detected that the peak of the
normalized [18F]FDG activity is increased for the fasted+glucose group compared to
the fasted group in the range from CT units between -70 and 20 (Figure 4.17 (top)).
Moreover, also in the histogram over the normalized activity (right) variations in the
distribution of [18F]FDG uptake between the two groups can be seen.
In the first analyzed area for normalized activities between 0.005 and 0.017 as well
as CT units in the range from -300 and 100, an increase in [18F]FDG uptake in the
fasted state is found compared to the fasted+glucose state (displayed in “pink” in
Figure 4.17). From visualizing these ranges within the mouse images by creating
masks between the thresholds, this area can be identified to most likely reflect skeletal
muscle and lean tissue (Figure 4.17, right panel). A second analyzed area, normalized
activity between 0.017 and 0.033 and CT units between -200 and 150 (displayed in
“purple” in Figure 4.17), is identified by increased [18F]FDG uptake in response to
glucose injection. The location of this area in the images indicates, that this could
reflect uptake in adipose tissue, especially in visceral and subcutaneous fatty tissue.
Even higher [18F]FDG uptake is found in the gastrointestinal tract and the organs
for the fasted+glucose group (displayed in “turquoise” in Figure 4.17, normalized
activity between 0.033 and 0.08 and CT units between -100 and 70). Summarizing,
the glucose stimulus seams to lead to an increase in [18F]FDG uptake into the organs,
the gastrointestinal tract and fatty tissues after fasting.
Different metabolic tissues were analyzed in more detail for the two groups: the
heart, liver and neck area (BAT). The results are summarized in Figure 4.18.
To analyze [18F]FDG uptake in the heart a VOI was drawn around the whole
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Figure 4.16: [18F]FDG uptake histograms at different metabolic states. 2D his-
tograms of [18F]FDG uptake for the fasted, fasted+glucose, fed and fed+insulin groups.
Clearly different distributions of [18F]FDG uptake is visible between all groups.
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Figure 4.17: Difference in [18F]FDG uptake between the fasted and
fasted+glucose group. Left panel: The 2D histograms for the fasted and fasted+glucose
group are superimposed. By integrating the data from the 2D histogram along the axes
provides 1D histograms of [18F]FDG uptake in dependence of the CT units (on top) and of
the normalized [18F]FDG data (on the right). Three different areas were analyzed in more
detail, in which differences in the 1D histograms are found: pink - CT units -300 to 100 and
norm. Act. from 0.005 to 0.017; purple - CT units -200 to 150 and norm. Act. from 0.017 to
0.033; turquoise - CT units -100 to 70 and norm. Act. from 0.033 to 0.08. Right panel: The
distribution of the different areas in two exemplary mice. The “pink” area seems to reflect
muscular and lean tissue uptake, which is higher in the fasted state. The “purple” area most
likely reflects visceral and further adipose tissues, while the “turquoise” area reflects uptake
in the gastrointestinal tract.
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organ and the total normalized activity within that area is analyzed. The kinetic of
[18F]FDG uptake in the heart and the average activity between 25 to 45 minutes of
the scan in the heart are different for the fasted and fasted+glucose state (Figure
4.18A+B). Note, that [18F]FDG uptake of two fasted mice seemed to be very high
compared to the values of all other mice, so that they were excluded from the analysis
(Student’s t-test p-value:0.0038, mean total normalized activity in the heart for
the fasted group: 0.036±0.01 and for the fasted+glucose group: 0.065±0.02). To
analyze [18F]FDG uptake in the liver a small VOI was drawn at a representative
part of the tissue and the mean [18F]FDG uptake was calculated. Significantly
increased [18F]FDG uptake in the liver was found after glucose injection (mean
average normalized activity in the liver for the fasted group: 0.038±0.003 and for the
fasted+glucose group: 0.051±0.008, p-value=0.002; Figure 4.18C+D). For the neck
area the histogram of [18F]FDG uptake over CT units was calculated. An increase in
uptake in the fasted+glucose state is visible across a CT range from -200 to 150. The
average total uptake in the neck area between 25 and 45 minutes of the PET scan is
significantly increased (mean total normalized activity in the neck area for the fasted
group: 0.018±0.005 and for the fasted+glucose group: 0.025±0.006, p-value=0.041).

Fed vs. fed+insulin group
For the fed and fed+insulin groups the same three areas within the 2D histograms are
examined. In the fed state an increase in [18F]FDG uptake is found for normalized
activity in the “pink” area compared to the fed+insulin state (normalized activity
between 0.005 and 0.017 as well as CT units between 300 and 100; Figure 4.19). In
the images this area is identified to most likely reflect skeletal muscle and lean tissue,
but also parts of adipose tissue.
The second area (“purple”, normalized activity between 0.017 and 0.033 and CT
units between -200 and 150) shows increased [18F]FDG uptake in response to
insulin injection. The location of this area in the images indicates, that this reflects
increased uptake in the visceral adipose tissue and lean tissue as well as parts of the
gastrointestinal tract. Even higher [18F]FDG uptake is located close to the organs
like the heart, bladder and the kidneys, which are all tissues with high [18F]FDG
uptake (displayed in “turquoise” in Figure 4.17, normalized activity between 0.033
and 0.08 and CT units between -100 and 70). Note, [18F]FDG activity in the kidney
and bladder does not reflect glucose consumption, but extraction of [18F]FDG, since
in the kidney glucose transporters (secondary glucose transporters) exist, which have
a high affinity for [18F]FDG. All together, insulin injection leads to an increase
in [18F]FDG uptake into the organs (gastrointestinal tract) and fatty tissues. A
comparison of the results of the fed and fed+insulin group with the fasted and
fasted+glucose groups indicates differences in [18F]FDG uptake in the organs and
the gastrointestinal tract.
For the fed and fed+insulin group again the metabolic tissues heart, liver and neck
area (BAT) are analyzed in more detail. The results are summarized in Figure
4.20. The kinetic of [18F]FDG uptake in the heart is different in the fed+insulin

144



4.3 Results

0 20 40
0

2

4

6

8

·10−2
(A)

Time (min)

to
ta
l
(n
.
A
ct
.)

Heart

Fasted
Glucose

Fast. Glc.
0

5

10

15
·10−2

p=0.004

(B)

test()

to
ta
l
(n
.
A
ct
.)

Heart

0 20 40
0

5

10

15

·10−2
(C)

Time (min)

m
ea
n
(n
.
A
ct
.)

Liver

Fast. Glc.
0

2

4

6

8
·10−2

p=0.002

(D)

test()

m
ea
n
(n
.
A
ct
.)

Liver

−200 0 200
0

0.2

0.4

0.6

0.8
·10−4

(E)

CT unites

n
.
A
ct
./
Δ
C
T

Neck area

Fast. Glc.
0

1

2

3

·10−2
p=0.04

(F)

test()

to
ta
l
(n
.
A
ct
.)

Neck area

Figure 4.18: [18F]FDG uptake into metabolic tissues after glucose injection. (A)
Total activity in the heart normalized to the injected activity over time for a fasted control
cohort with two data sets excluded (n=6) and a fasted cohort with i.v. glucose injection
(n=7). (B) Average total normalized activity in the heart from 25 to 45 min for control mice
(n=8) and after glucose injection. (C) Mean normalized activity in the liver over time for
control mice and glucose injected mice. (D) Average normalized activity in the liver from 25
to 45 min for control and glucose injected mice. (E) Histogram of normalized [18F]FDG over
CT units in the neck area of the mice. (F) Average total normalized activity between 25 and
45 min in the neck area for both groups.
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Figure 4.19: Difference in [18F]FDG uptake between the fed and fed+insulin
group. Left panel: The 2D histograms for the fed and fed+insulin state are superimposed.
Three different areas were analyzed in more detail: pink - CT units -300 to 100 and norm.
Act. from 0.005 to 0.017; purple - CT units -200 to 150 and norm. Act. from 0.017 to
0.033; turquoise - CT units -100 to 70 and norm. Act. from 0.033 to 0.08. Right panel: The
distribution of the different areas in two exemplary mice are displayed. The “pink” are seems
to reflect muscular and lean tissue uptake. The “purple” area most likely reflects uptake in
the gastrointestinal tract as well as adipose tissue. The “turquoise” area is rather diffusely
located next to organs which are strongly supplied by blood, i.e. might not reflect a type of
tissue.
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state leading to an increased average activity between 25 and 45 minutes of the
scan (Figure 4.18A+B: mean total normalized activity in the heart for the fed
group: 0.054±0.033 and for the fed+insulin group: 0.083±0.018, p-value=0.01).
Significantly decreased [18F]FDG uptake in the liver was found after insulin injection
(mean average normalized activity in the liver for the fed group: 0.032±0.005 and
for the fed+insulin group: 0.022±0.006, p-value=0.014; Figure 4.18D+E). For the
neck area the histogram of [18F]FDG uptake over CT units was calculated, revealing
an increase in the fed+insulin state across a range from -150 to 250. However, the
average total uptake in the neck area between 25 and 45 minutes of the PET scan is
not significantly increased (mean total normalized activity in the neck area for the
fed group: 0.019±0.004 and for the fed+insulin group: 0.029±0.01, p-value=0.1).

Comparison between the four different states
To further compare the four different states, the dependences of [18F]FDG uptake in
the different tissues (heart, liver and neck area) in correlation with blood glucose levels
are shown in Figure 4.21A-C. The fasted group was excluded from the correlation
calculations, since thee data form a singular group, i.e. the state of the mice cannot
be compared to the “stimulated” (food, glucose, insulin) mice. The analysis shows a
negative significant correlation between blood glucose levels and [18F]FDG uptake in
the heart (R2=0.65, p=9.3e-6). This means that in the case that glucose is available
from the blood and glucose uptake is stimulated (especially with insulin injection,
but also by glucose injection or food) [18F]FDG and therefore also glucose is taken
up into the heart (and most likely into further tissues) lowering the blood glucose
levels leading to the negative correlation. In the fasted state this behavior cannot
be observed and a relative steady [18F]FDG uptake into the heart and low blood
glucose levels is found.
For [18F]FDG uptake in liver tissue the behavior is different: a positive correlation
between blood glucose levels and the mean [18F]FDG activity is found. Since the
liver is highly supplied with blood it is likely that a high fraction of [18F]FDG
in the blood stream contributes to the signal and the data has to be taken with
caution. The positive correlation could then indicate that in case of stimulation more
[18F]FDG and glucose are taken up into different tissues leading to lower [18F]FDG
and glucose levels in the blood. In the fasted state there is no relation between blood
glucose level and liver [18F]FDG uptake.
The correlation between blood glucose levels and the [18F]FDG uptake in the neck
area, i.e. BAT, is not significant, indicating that [18F]FDG uptake into BAT is not
driven by blood glucose levels and is rather stimulated by different stimuli. This
is also expected from literature. BAT is known to be activated by sympathetic
activation and therefore for example cold, stress or anxiety lead to increased BAT
activity. None of those conditions (temperature or experimental procedure, which
might increase stress or anxiety) was varied, so that the more or less stable [18F]FDG
uptake is reasonable. Only two animals of the insulin group displayed a rather
high glucose uptake in the neck area, which could on the one hand be induced by
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Figure 4.20: [18F]FDG uptake into metabolic tissues after insulin injection. (A)
Total activity in the heart normalized to injected activity in the heart over time for a cohort
of mice, n=7, after saline and insulin injection. (B) Average total normalized activity in the
heart from 25 to 45 min after injection of saline or insulin. (C) Mean normalized activity in
the liver over time after saline and insulin injection. (D) Average normalized activity in the
liver from 25 to 45 min after injection of saline or insulin. (E) Histogram of [18F]FDG uptake
over CT units in the neck area for the saline and insulin injected mice. (F) Average total
normalized activity in the neck area from 25 to 45 min after injection of saline or insulin.
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insulin, but could also indicate stress. Moreover, the increase between the fasted and
fasted+glucose group is rather explainable by the different states the body is in and
that in the fasted state no excess glucose is available to be “burned” in BAT.
Under the assumption that the brain is stably provided with glucose, i.e. glucose
consumption in the brain is in any – physiological – condition reserved to be around
20 % of glucose derived energy, the correlation between [18F]FDG uptake in the
brain in correlation to blood glucose levels is plotted in Figure 4.21D. It is foremost
visible, that [18F]FDG brain uptake in the fasted group is higher compared to the
other groups (average total normalized activity in the brain for the fasted group
0.032±0.003, p-value(fasted vs. stimulated groups)= 9.9e-14). This indicates that
in the fasted state a large fraction of the available – relative to the whole body
[18F]FDG activity – is taken up in the brain and therefore less excess glucose is
available to be consumed in other tissues. The brain uptake in the other groups is
as expected quite stable and not dependent on blood glucose levels (R2=0.003 and
p-value=0.82).
However, while [18F]FDG brain uptake normalized to whole body [18F]FDG activity
is not different between the fed and fed+insulin state (average total norm. activity in
the brain for the fed group 0.013±0.002 and for the fed+insulin group 0.012±0.001,
p-value=0.49), it is increased in the fasted+glucose state (0.017±0.002, p-value(fed
and fed+insulin vs fasted+glucose)=8.2-5). Interestingly, a high correlation between
mean liver [18F]FDG uptake and brain [18F]FDG uptake is found for the stimulated
groups (R2=0.95, p-value=3.9e-14, Figure 4.21F).

149



4 Advancements in the Application of [18F]FDG PET and CT for Whole-Body Analyses

0 200 400 600
0

5

10

15
·10−2

Correlation without ”fasted”:

R2=0.65, p=9.3e-6

(A)

Blood glucose (mg/dL)

to
ta
l
(n
.
A
ct
.)

Heart

0 200 400 600
0

2

4

6

8
·10−2

Correlation without ”fasted”:

R2=0.81, p=9.5e-9

(B)

Blood glucose (mg/dL)

m
ea
n
(n
.
A
ct
.)

Liver

0 200 400 600
0

2

4

·10−2
(C)

Blood glucose (mg/dL)

to
ta
l
(n
.
A
ct
.)

Neck area

0 200 400 600
0

2

4

·10−2
(D)

Blood glucose (mg/dL)

to
ta
l
(n
.
A
ct
.)

Brain

fasted glucose

fed insulin

0 20 40
0

1

2

3

4
·10−2

(E)

Time (min)

to
ta
l
(n
.
A
ct
.)

Brain

0 1 2 3 4

·10−2

0

2

4

6

8
·10−2

Correlation without ”fasted”:

R2=0.95, p=3.8e-14

(F)

total (n. Act.)

m
ea
n
(n
.
A
ct
.)

Liver vs. Brain

Figure 4.21: Dependence of [18F]FDG uptake from blood glucose levels and
relation to [18F]FDG brain uptake. (A) Total normalized activity of the heart for the
different groups of mice (fasted: black circles, fasted+glucose: orange triangles, fed: green
squares, and fed+insulin:blue diamonds) in dependence of measured blood glucose levels.
Note, that for the fasted group two values are exclude, see above. (B) Mean normalized
activity in the liver for the different groups in dependence of blood glucose levels. (C) Total
normalized activity of the neck area for the different groups in dependence of blood glucose
levels. (D) Total normalized activity of the heart for the different groups in dependence of
the total normalized activity of the brain. Note, that for the fasted group two values are
exclude, see above. (E) Mean normalized activity of the liver for the different groups in
dependence of the total normalized activity of the brain. (F) Total normalized activity of the
neck area for the different groups in dependence of the total normalized activity of the brain.
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4.4 Discussion

4.4.1 Tissue Segmentation

Tissue segmentation by the use of CT data is one technique that is used to analyze
the body composition. Using CT relatively consistent tissue attenuation values
within and among images are generated, which provide reliable and reproducible
data [218]. Adipose tissue has a different X-ray attenuation compared to soft tissues
(lean tissue) or bones and therefore those tissues can be discriminated from CT data.
Adipose tissue can be quantified by the volume with CT values (usually Hounsfield
units) in a certain range from the images and by taking the average fat density into
account tissue weights can be determined.
Commonly used methods are either manual, semi-automatic or fully automatic
segmentation approaches [218]. For manual segmentation adipose tissue is delineated
by hand by the investigator, which is very time consuming and subjective [218]. Fully
automatic methods are reported to be of low accuracy and therefore mostly semi-
automatic methods are applied [218]. Threshold-based, semi-automatic, approaches
are based on differences between HU for adipose and other tissues. Algorithms identify
all voxels within the defined range of HU, which are assigned to be representative
for the tissue to be analyzed [218]. Within most approaches the investigator has to
manually control the results. Note that the chosen thresholds for tissue segmentation
vary for different studies, but usually for adipose tissue HU values in the range from
-30 to -300 HU are used. The choice of method depends on the image quality, the
subjects and the needed accuracy [218]. For an estimate of whole body fat content
an automatic threshold-based algorithm might provide reliable and robust results,
without manual correction [218].
Within this thesis CT data – from the attenuation scan to correct the PET data – was
used for segmentation of the data into contributions from adipose and lean tissue as
well as bone mass using a threshold-based method. The thresholds were determined
from analyzing histograms of different cohorts of mice and the resulting distribution
of tissues on the images. Since the attenuation scan, even when transformed into HU,
showed a quite high spatial dependency, we here normalized the CT data for each
mouse by adjusting the peak in the CT histogram to zero and the minimum (air) to
-1000. The CT units therefore do not reflect HU and thresholds from literature could
not be applied. However, in published data the peak of a typical CT histogram of
the body of a mouse is located at ∼60 HU [219], so that the corrected CT units used
here can be related to HU values.
Robust results were found for the following thresholds: CT units in the range from
-300 to -50 reflect adipose tissue, CT units in the range from -50 to 300 reflect lean
(also called non-adipose or soft tissue) and higher units reflect bones. The method was
validated by analyzing data of n=40 mice. The tissue mass was calculated by using
average densities for the respective tissue types. The total calculated body weight
was then compared to the body weight by weighing the animals on a commercial
scale immediately after the CT scan. The correlation between the measured body
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weight and the calculated body weight from the CT data was found to be very strong
(R2=0.999, p-value<2.2-16), so that the body weight can be determined from the
CT scan with a high confidence. Moreover the calculated lean mass significantly
correlates with the body weight of the mice (R2=0.998, p-value<2.2-16). Note that
within this analysis all mice were male animals and fed with normal chow diet. In
average those mice consist of ∼58 % lean mass and ∼25 % fat mass, which is well in
accordance with the values published in literature [217]. Moreover, a strong correlation
of body weight and fat mass, as well of fat mass with lean mass was found for the
analyzed cohort of mice.
The method introduced in this thesis provides reliable results. Therefore, within one
scan session anatomical data, tissue segmentation and functional information can be
obtained and correlated.

4.4.2 Glucose Consumption in Brown Adipose Tissue

[18F]FDG PET is from a historical point of view the standard technique to investigate
brown adipose tissue. While BAT was long known to exist in infants and mammals
and to play a role in heat production as well as energy expenditure, its metabolic
role was (re-)discovered in humans by functional imaging ([18F]FDG PET) [220,221].
BAT became of high interest in the context of obesity research and its therapeutic
potential by increasing energy expenditure. Due to very high [18F]FDG uptake in
some humans it was thought to act as a “glucose sink”, which could be used to get
rid of excess energy [222].
[18F]FDG PET has been – and still is – useful to detect and analyze BAT. It was
found that [18F]FDG BAT uptake is very sensitive to experimental and environmen-
tal factors like temperature, nutritional state, stress, anxiety or muscular activity.
This might contribute to the large heterogeneity of [18F]FDG uptake reported in
retrospective studies of human data, in which it was not controlled for experimental
conditions like temperature, nutritional state and further factors [220,223,224,225].
To make future studies more comparable the NIH in 2016 introduced guidelines on
reporting [18F]FDG PET studies, the “Brown Adipose Tissue Reporting Criteria in
Imaging Studies”. The expert panel recommends to use HU’s between -190 and -10
and SUV’s of 1.2/(lean body mass)/(body mass) to label BAT. Furthermore, report-
ing the body weight, height, BMI as wells as liver and aorta SUV for background
activity is advised. Additionally, instructions for the preparation of the subject before
the scan sessions are given, including fasting the subject for 6 h, no consumption of
fatty meals for 24 h or caffeine for 48 h prior to the scan. More details and the full
spectrum of the criteria can be found in the publication by Chen et al. 2016 [223].
Nevertheless, [18F]FDG PET allows to analyze different experimental and environ-
mental factors, which influence BAT activity. BAT is metabolically active, very
variable and activation is reported to be of advantage for body weight, glucose toler-
ance and insulin tolerance [226,225,220]. Therefore, BAT is subject of current research
and the method introduced within this thesis can make a contribution to examine
BAT in vivo.
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A challenge using PET/CT imaging to analyze BAT is that BAT is typically dis-
tributed in narrow fascial layers among muscle groups, organs and bones, which
makes it hard to delineate [227]. Additionally, PET and CT data need to be exactly
co-registered for a combined analysis [227]. Moreover, the usually different resolutions
of PET and CT data have to be taken into account. And last but not least, labeling
BAT by normalized SUV’s may not be appropriate [227].
For combined PET/CT scanners for rodents PET and CT images are co-registered
automatically and there is no need for complex registration methods. Note that
the resolution of CT images acquired within this thesis is higher than the maximal
PET image resolution. To combine the data we scaled the CT image down to the
resolution of the PET image and applied a 1 mm gaussian filter. This allows for
a voxelwise combined analysis of the functional [18F]FDG and the anatomical CT
data.
Within this thesis, data of the neck area of mice is analyzed. By calculating his-
tograms of the metabolic rate in the neck area as a function of CT units, increases in
MRglc upon stimulation are clearly revealed. Moreover, the histograms provide the
possibility to investigate, if in the volume of interest differences in glucose consump-
tion are visible at certain CT units, i.e. in different tissues. In the neck area the only
metabolically active tissue beside BAT is muscle tissue. Note that in general muscle
activation should not play a role under anesthesia. However, contribution of muscular
activity to the MRglc in the neck area would be visible within the histogram – even
though spillover and partial volume effects cause inaccuracies in the histogram. In
Figure 4.22 an exemplary histogram of seven mice is shown, in which the metabolic
rate peaks at CT units of approx. 40 and also the distribution of [18F]FDG uptake
in the images is located around the shoulder bones of the mice, so that here the
metabolic rate reflects rather glucose consumption in muscular tissue than in BAT.
In the data analyzed within this thesis an increase of MRglc across a broad range of
CT units is observed after “stimulation”, but the predominant part that is altered
upon stimulation is within CT units assigned to be adipose tissue. Therefore, the
analysis by the histogram does not only easily indicate, if changes in MRglc occur
within the neck area, but also verifies, if the changes occur within adipose tissue.
Note that the histogram is obtained without delineation of BAT by hand, i.e. the
volume of interest is just drawn across the whole neck area. Ranges in the histogram
can be easily visualized in the image and vice versa.
All in all, analysis of glucose consumption using [18F]FDG PET and CT in mice can
provide valuable information on BAT activity and can play a role in deciphering the
regulation of BAT. The data can give indications if in a certain cohort, or due to
a stimulus or treatment differences in glucose uptake occur, so that further investi-
gations can be performed. That the method is very sensitive for the assessment of
BAT activity is demonstrated by the data shown within this thesis, where significant
differences in MRglc in the neck area are found upon presentation of a food smell.
Most likely 1D and also 2D histograms provide even better results for human data.
CT resolution and delineation of fatty tissue is better in human data and differences
in HU for active and non-active brown fat as well as white adipose tissue were
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Figure 4.22: Histogram of the neck area MRglc. Histogram of n=7 animals of the
neck area for the MRglc over CT units. The distribution and peak of MRglc indicates that in
this group rather muscular uptake instead of adipose tissue uptake is increased. The analysis
of the images agrees with this finding.

reported [212]. So far for human data analysis most commonly SUVs are used, and
often BAT is labeled according to its SUV. 1D and 2D histograms might extend the
possibilities of a systematic examination of brown adipose tissue. Furthermore, with
the introduction of whole-body human scanners it might soon be possible to acquire
dynamic data to calculate the metabolic rate of different tissues for humans.

Simultaneous quantitative assessment of glucose metabolism in a whole group of
mice allows for correlation analysis between regions. Correlations between regions
can indicate connections between regions and can help to identify signaling pathways.
In the group of mice analyzed within this thesis, apart from BAT, also certain
well-defined brain regions were activated by the stimulus of food smell. One of the
most obvious and expected regions is the olfactory bulb. Apart from BAT also
certain well-defined brain regions were activated by the stimulus of food smell. One
of the most obvious and expected regions is the olfactory bulb. The MRglc in BAT
can be correlated to the brain’s CMRglc in a voxel-wise manner. For the cohort
with food smell stimulation a significant linear correlation between the CMRglc in
the olfactory bulb and the total MRglc in the BAT is found (Figure 4.23, R2=0.42,
p-value=2.2e-5). This combination of peripheral and CNS data reveal the power of
whole-body PET scans, especially for animal research.

Recent scientific investigations show that BAT thermogenesis is not only or at least
not necessarily directly linked to glucose uptake [222,220,221]. It is claimed that glucose
is not the primary energy substrate for heat production in brown fat. Instead studies
suggest that fatty acids derived from intracellular triglycerides are the substrate for
thermogenesis [228].
Despite various different research studies, it is still not fully clarified what role exactly
the increased glucose uptake in brown adipose tissue observed in a large number
of studies plays. Nevertheless, glucose uptake is an important indicator for BAT
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Figure 4.23: Correlation of the MRglc of the neck area with the CMRglc in the
olfactory bulb. (A) Atlas image of the olfactory bulb with a voxel-wise map of significant
p-values from the Pearson’s product-moment correlation between the metabolic rate of the
neck area and the CMRglc in the brain. (B) Correlation of the CMRglc of the VOI indicated
in green on the image in (A) (olfactory bulb) with the total metabolic rate of the neck area
of the mice.

thermogenesis [222]. That fact is underlined by statements in critical reviews, like
“[...] quantitatively speaking glucose may only modestly contribute to fueling BAT
thermogenesis compared to fatty acids, [but] it is nevertheless essential” [222] or that
“a role in regulating glucose metabolism of BAT in adult humans is established” [229].
Therefore, [18F]FDG PET imaging can give insight into glucose metabolism in brown
adipose tissue and its changes due to different interventions. Moreover, [18F]FDG
data already revealed lots of important knowledge about brown fat metabolism like
the inverse correlation of temperature with BAT activity. In conclusion, [18F]FDG
PET is a good quantitative measure for BAT activity but – since BAT is presumably
predominantly burning fat – it is not appropriate to estimate total heat production
of the BAT.
Next to [18F]FDG PET further in vivo techniques are being used for functional BAT
analysis. These techniques include PET/CT imaging with different radiotracers,
e.g. [18F]-fluro-heptadonic acid ([18F]FTHA) or [11C]acetate, SPECT methods
with appropriate tracers, MRI/MRS applications and infrared imaging. A graphical
summary of those methods is displayed in Figure 4.24 taken from Richard et al.,
2020 [230].
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Figure 4.24: Non-invasive methods for in vivo assessment of human brown adi-
pose tissue. Image taken from Richard et al. 2020 [230]. Words in black represent PET/CT
methods, in red SPECT methods, in gray MRI/MRS methods and in brown infrared imaging.
* indicates that the tracers not used in humans yet.

4.4.3 Influence of the Nutritional State on [18F]FDG Distribution

Data of mice under four different conditions were analyzed to analyze how the
“nutritional state” or glucose and insulin challenges influence the [18F]FDG uptake
in PET data in different tissues. The groups were either fasted or randomly fed
animals, animals that received an injection of glucose or an injection of insulin.
Due to the glucose and insulin stimuli the blood glucose cannot be assumed to be
constant during the time of the measurement and kinetic modeling was not applied.
Instead, temporal and spatial distribution of [18F]FDG within the whole mouse
body was examined. 2D histograms of [18F]FDG activity over CT units reflecting
the [18F]FDG uptake reveal different distributions of whole-body [18F]FDG uptake
within the different groups of animals. To our knowledge this kind of 2D histograms
for [18F]FDG and CT data were not shown before.
Within the 2D histograms three different ranges of CT units and normalized [18F]FDG
activity values were identified, which were found to reflect different types of tissues like
muscular and soft tissue, the inner organs and fatty tissue. All three ranges indicate
differences in [18F]FDG uptake depending on the state of the animals, i.e. fasting,
fed or glucose or insulin injected. To analyze the data in more detail [18F]FDG
uptake in different organs was analyzed: the heart, liver, neck area (brown adipose
tissue uptake), and the brain. Significantly different [18F]FDG uptake was found
for the heart and liver for all four groups, while the uptake in brown adipose tissue
(neck area) was only different between the fasted and fasted+glucose group (with a
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trend to an increase between the fed and fed+insulin group). Excluding the fasted
group a significant negative correlation between blood glucose levels and [18F]FDG
uptake in the heart is found. This shows that stimulation of glucose metabolism
by food intake, glucose or insulin injection leads to an increase of [18F]FDG uptake
in the heart. The “stronger” the stimuli, i.e. the decrease in blood glucose, the
higher the [18F]FDG uptake in the heart. Since the mice are anesthetized for the
scan session skeletal muscle uptake cannot be analyzed. However, the heart can
presumably serve as a muscle surrogate, i.e. [18F]FDG uptake in the heart might be
used as indicator for skeleton muscle uptake. For liver [18F]FDG uptake a significant
positive correlation with blood glucose was found (excluding the fasted group). Since
the liver is supplied by blood from the hepatic artery and the portal vein, it contains
larger blood compartments. This might explain the correlation between [18F]FDG
uptake in the liver and blood glucose, i.e. that [18F]FDG in the liver to a large part
reflects [18F]FDG in the blood stream. The [18F]FDG in the neck area, which was
used as a surrogate for BAT glucose uptake, was not correlated to blood glucose
levels. That underlines the sympathetic nature of BAT tissue. BAT uptake of glucose
or other fuels (see discussion on glucose consumption in BAT) is not stimulated
by the nutritional state, but by cold, stress or anxiety. Brain [18F]FDG uptake
levels are relatively stable for the three “stimulated” groups, but is increased for the
fasted animals. This can be explained by the whole-body normalization of [18F]FDG
activity.
Taking together, these results show that [18F]FDG PET is a valuable tool for the
in vivo assessment of nutritional state-dependent whole-body glucose distribution.
Examination of gene-dependent modifications of these distributions in transgenic
animals can help to decipher pivotal mechanisms in metabolic regulation.
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4 Advancements in the Application of [18F]FDG PET and CT for Whole-Body Analyses

4.5 Conclusion and Outlook
Combined analysis of [18F]FDG PET and CT data in mice provides a tool to obtain
a large set of anatomical and physiological data in vivo within an individual animal
in one scan session. CT data can be used to reliably calculate the body weight, fat
and lean tissue mass. Moreover, the metabolic activity of brown adipose tissue can
be analyzed. Histograms of the metabolic rate of glucose over CT units were found to
be useful to discriminate between BAT and skeletal muscle uptake. Additionally, by
the set of acquired data the glucose metabolism in different organs can be assessed.
The co-registered brain data can be used for voxel-wise statistical comparison of
the cerebral metabolic rate of glucose (CMRglc) between groups of different mice
or different treatments/interventions. Moreover, correlations of the CMRglc with
calculated tissue masses from the CT data or tissue/organ glucose metabolism in the
periphery can be determined (see example in Figure 4.23). Taken together, combined
[18F]FDG PET and CT data in rodents give a broad set of data of interest for
metabolic research.
Procedures to analyze combined [18F]FDG PET and CT data from mice to automat-
ically calculate the different data sets were introduced, applied and validated within
this thesis. The procedures include calibration of the CT data and normalization of
[18F]FDG PET data or application of kinetic modeling. Furthermore, CT data is
segmented into contributions from adipose and lean tissue, the combination of PET
and CT data is used to analyze glucose uptake in brown adipose tissue located in
the neck of the mice and 2D histograms of whole-body data are investigated. By
this the full potential of [18F]FDG PET and CT data is exploited.
With the introduction of the first whole-body PET scanners for humans, there is
a need for methods and applications. The use of preclinical data, which is already
available, can help in developing novel data analysis approaches as shown within this
thesis.
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[4] Katharina Timper and Jens C. Brüning. Hypothalamic circuits regulating
appetite and energy homeostasis: pathways to obesity. Disease Models &
Mechanisms, 10(6):679–689, jun 2017. ISSN 1754-8403. doi: 10.1242/dmm.
026609.

[5] Richard D. Palmiter. Is dopamine a physiologically relevant mediator of feeding
behavior? Trends in Neurosciences, 30(8):375–381, 2007. ISSN 01662236. doi:
10.1016/j.tins.2007.06.004.

[6] Zane B. Andrews and Tamas L. Horvath. Tasteless Food Reward. Neuron, 57
(6):806–808, mar 2008. ISSN 08966273. doi: 10.1016/j.neuron.2008.03.004.

[7] Ramsey D. Badawi, Hongcheng Shi, Pengcheng Hu, Shuguang Chen, Tianyi Xu,
Patricia M. Price, Yu Ding, Benjamin A. Spencer, Lorenzo Nardo, Weiping Liu,
Jun Bao, Terry Jones, Hongdi Li, and Simon R. Cherry. First human imaging
studies with the explorer total-body PET scanner. Journal of Nuclear Medicine,
60(3):299–303, 2019. ISSN 2159662X. doi: 10.2967/jnumed.119.226498.

[8] UC Davis. Total-body PET Scanner. URL www.explorer.ucdavis.edu.

[9] Jason S. Lewis and Kayvan R. Keshari. Imaging and metabolism. 2017. ISBN
9783319614014. doi: 10.1007/978-3-319-61401-4.

[10] Gopal B Saha. Basics of PET Imaging, volume 202. Springer New York, New
York, NY, 2010. ISBN 978-1-4419-0804-9. doi: 10.1007/978-1-4419-0805-6.

[11] Michael E. Phelps. PET. Springer New York, New York, NY, 2004. ISBN
978-1-4419-2332-5. doi: 10.1007/978-0-387-22529-6.

161



Bibliography
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ARC and their projections to the bed nucleus of the stria terminalis promotes
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affect food intake or body weight under normal chow consumption. We characterize
PNOCARC neurons as a novel ARC neuron population activated upon palatable
food consumption to promote hyperphagia.
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events. We show theoretically that synaptic dopamine release induces low frequency
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signal. Hence, dopaminergic activity can be monitored via temporal fluctuations
in the [11C]raclopride PET signal. We validate this theory using fast-scan cyclic
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Abstract: Pleasant taste and nutritional value guide food selection behavior. Here,
orosensory features of food may be secondary to its nutritional value in underlying
reinforcement, but it is unclear how the brain encodes the reward value of food.
Orosensory and peripheral physiological signals may act together on dopaminergic
circuits to drive food intake. We combined fMRI and a novel [11C]raclopride PET
method to assess systems-level activation and dopamine release in response to
palatable food intake in humans. We identified immediate orosensory and delayed
post-ingestive dopamine release. Both responses recruit segregated brain regions:
specialized integrative pathways and higher cognitive centers. Furthermore, we
identified brain areas where dopamine release reflected the subjective desire to
eat. Immediate dopamine release in these wanting-related regions was inversely
correlated with, and presumably inhibited, post-ingestive release in the dorsal
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recently by Truong et al. [ J. Phys. Chem. B, 2014, 118, 13882-13889 ], aqueous
solutions of nicotinamide and an Ir-IMes catalyst were prepared for low-field NMR
and MRI. The 1H-polarization was continuously renewed and monitored by NMR
experiments at 5.9 mT for more than 1000 s. The polarization achieved corresponds
to that induced by a 46 T magnet (P = 1.6 x 10-4) or an enhancement of 104. The
polarization persisted, although reduced, if cell culture medium (DPBS with Ca2+
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A.1 Spatiotemporal Assessment of Neurotransmitter
Release using PET

A.1.1 FSCV Measurements of Dopamine
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Figure A.1: Correlations between transient rates and wavelet power at 0.5 Hz
in individual animals. Wavelet power at 0.5 Hz and transients rates of the individual
hM3DGq

DAT mice. Wavelet power at 0.5 Hz and transient rates in one-minute intervals corre-
lated significantly with Pearson’s product-moment correlation coefficient rgt0.5 with the excep-
tion of the last mouse (red triangles=hM3DGq

DAT+CNO; black circles=hM3DGq
DAT+Saline).

Figure (modified) from Supplemental Information of Lippert and Cremer et al. [86]
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A.1.2 FSCV Model Calculations
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Figure A.2: Extracellular dopamine concentrations after phasic release. (A) Cal-
culated extracellular dopamine concentrations at the location of an FSCV electrode (black)
assuming that the signal contains contributions from a fast (blue) with high density of DATs
and a slow domain (green) with a low density of DATs. Dopamine is removed from the fast
domain at a rate of s-1 and from the slow domain at a rate of min-1. Although the overall
FSCV signal in the striatum is dominated by the signal from the fast domain, the slow
domain determines variations of extracellular dopamine concentration on a minute-by-minute
scale. The amplitudes of both, the fast and the slow domain, depend on synaptic dopamine
release. (B) The peak amplitude of dopamine transients in extrastriatal regions is lower due
to the lower spatial density of dopamine synapses (green). All of the released dopamine is
removed at minute time scale due to the lower density of DATs in extrastriatal regions in
comparison to the striatum. Consequently the amplitude of minute-by-minute changes in
extracellular dopamine concentration is the same in extrastriatal and striatal regions (black).
(C) Simultaneous FSCV recordings from the caudate putamen/striatum (CP) and the medial
prefrontal cortex (MPFC) in rats after electrical stimulation of the VTA by Garris et al.
support this theory [109]. In order to evoke a detectable signal in the MPFC the VTA was
stimulated at superphysiological amplitudes. (D) Combination of the CP and MPFC traces
in a single graph indicates that the tail representing slowly removed dopamine in the CP is
of the same magnitude as the extrastriatal signal. Figure (modified) and description as in
Lippert and Cremer et al. [86].
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Figure A.3: Dopamine transients after quantal release in tissue with heteroge-
neous DAT expression. The model for quantal release of 9800 dopamine molecules is
identical to that used by Cragg and Rice [99] with the difference that the differential equation
is solved numerically instead of using the analytical solution. In this way the model can be
calculated for any spatial distribution of DATs. (A) Extracellular dopamine concentration
during the first two seconds after quantal release at a distance of 20 μm from the release
site. The traces for high (blue) and low (black and green) homogenous DAT expression are
identical to those in Figure 1 of Cragg and Rice. Assuming exponential decrease of DAT
expression as a function of distance from the release site reduces the peak height (red). (B)
Extracellular dopamine concentration during the first 30 seconds after quantal release. If
dopamine kinetics is determined by diffusion only (no uptake, black), a noticeable fraction of
dopamine is cleared at a minute time scale while at high homogenous DAT expression all
dopamine is removed within 0.5 seconds (blue). A small but noticeable minute time scale
component is also present at exponential decrease of DAT expression from the release site
(red). (C) and (D) show extracellular dopamine concentrations 50 μ from the release site.
While the fast component, that determines the peak, critically depends on the distance from
the release site, the minute time scale slow component is nearly identical at 20 μ and 50 μ
distance. Figure (modified) from Supplemental Information of Lippert and Cremer et al. [86].
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A.1.3 Full Publications

Within the framework of this thesis two manuscripts were published, which can be
found as full version below.
The first manuscript contains (part of) the model calculations and validation of the
introduced novel method for [11C]raclopride PET data analysis:

Title: “Time-dependent assessment of stimulus-evoked regional dopamine release”
Published in: Nature Communications, 2019, Volume 10
Authors: Rachel N. Lippert1* and Anna Lena Cremer1*,
Sharmili Edwin Thanarajah1,2, Clio Korn3,4, Thomas Jahans-Price4, Lauren M.
Burgeno4, Marc Tittgemeyer1,5,6, Jens C. Brüning1,5,7, Mark E. Walton4,8, Heiko
Backes1

*Authors contributed equally
1Max Planck Institute for Metabolism Research, Cologne, Germany
2Department of Neurology, University Hospital of Cologne, Cologne, Germany
3Department of Psychiatry, University of Oxford, Warneford Hospital, Oxford, UK
4Department of Experimental Psychology, University of Oxford, Oxford, UK
5Cologne Cluster of Excellence in Cellular Stress and Aging-Associated Disease (CECAD),
Cologne, Germany
6Modern Diet and Physiology Research Center, New Haven, CT, USA
7Center for Endocrinology, Diabetes and Preventive Medicine (CEPD), University Hospital
of Cologne, Cologne, Germany
8Wellcome Centre for Integrative Neuroimaging, Department of Experimental Psychology,
University of Oxford, Oxford, UK

Contributions: Within this manuscript A. L. Cremer conducted the [11C]raclopride
PET measurements in the chemogenetic mouse model. Furthermore, A. L. Cremer
analyzed the [11C]raclopride PET data. She programmed the applied computer
scripts in IDL and C. Model calculations were performed by A. L. Cremer under
supervision of Heiko Backes. The FSCV wavelet data analysis was programmed and
conducted by A. L. Cremer. Furthermore, A. L. Cremer visualized the data in form
of the Figures in the manuscript (except of Figures 3 and 10). A. L. Cremer reviewed
and edited the manuscript.

The second manuscripts contains data of [11C]raclopride PET scans in humans,
which is analyzed based on the method developed within the framework of this thesis.
The results of this study that are shown within this thesis, are used to demonstrate
the power of the novel method. The complete results as well as discussion of the data
is published in the manuscript by Sharmili Edwin Thanarajah and Heiko Backes et al.:

Title: “Food Intake Recruits Orosensory and Post-ingestive Dopaminergic Circuits
to Affect Eating Desire in Humans”
Published in: Cell Metabolism, 2018, Volume 29
Authors: Sharmili Edwin Thanarajah* and Heiko Backes*, Alexandra G. DiFe-
liceantonio, Kerstin Albus, Anna Lena Cremer, Ruth Hanssen, Rachel N. Lippert,
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Oliver A. Cornely, Dana M. Small, Jens C. Brüning, Marc Tittgemeyer.
*Authors contributed equally

1Max Planck Institute for Metabolism Research, Cologne, Germany
2Department of Neurology, University Hospital of Cologne, Cologne, Germany
3Department of Psychiatry, Yale University School of Medicine, New Haven, CT, USA
4Cologne Cluster of Excellence in Cellular Stress and Aging-Associated Disease (CECAD),
Cologne, Germany
5Department I of Internal Medicine, University Hospital of Cologne, Cologne, Germany
6Center for Endocrinology, Diabetes and Preventive Medicine (CEPD), University Hospital
of Cologne, Cologne, Germany
7Department of Psychology, Yale University, New Haven, CT, USA
8Modern Diet and Physiology Research Center, New Haven, CT, USA
9Clinical Trials Centre Cologne (ZKS Köln), University of Cologne, Cologne, Germany
10Department of Neuroscience, Icahn School of Medicine at Mount Sinai, New York, NY,
USA

Contributions: The method applied in this manuscript to analyze the [11C]raclopride
PET data was developed by Heiko Backes and A. L. Cremer as presented in the
manuscript above. A. L. Cremer contributed to post-processing and visualization of
the human [11C]raclopride PET data and reviewed the manuscript.

V



ARTICLE

Time-dependent assessment of stimulus-evoked
regional dopamine release
Rachel N. Lippert 1, Anna Lena Cremer1, Sharmili Edwin Thanarajah1,2, Clio Korn3,4, Thomas Jahans-Price4,

Lauren M. Burgeno4, Marc Tittgemeyer1,5,6, Jens C. Brüning1,5,7, Mark E. Walton4,8 & Heiko Backes1

To date, the spatiotemporal release of specific neurotransmitters at physiological levels in the

human brain cannot be detected. Here, we present a method that relates minute-by-minute

fluctuations of the positron emission tomography (PET) radioligand [11C]raclopride directly

to subsecond dopamine release events. We show theoretically that synaptic dopamine

release induces low frequency temporal variations of extrasynaptic extracellular dopamine

levels, at time scales of one minute, that can evoke detectable temporal variations in the [11C]

raclopride signal. Hence, dopaminergic activity can be monitored via temporal fluctuations in

the [11C]raclopride PET signal. We validate this theory using fast-scan cyclic voltammetry

and [11C]raclopride PET in mice during chemogenetic activation of dopaminergic neurons.

We then apply the method to data from human subjects given a palatable milkshake and

discover immediate and—for the first time—delayed food-induced dopamine release. This

method enables time-dependent regional monitoring of stimulus-evoked dopamine release at

physiological levels.
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The neurotransmitter dopamine (DA) plays a key role in the
control of motor function, motivation, food intake, and
reward1–3. Malfunctions in the dopaminergic system cause

severe symptoms and debilitating diseases (e.g., Parkinson’s dis-
ease)4,5. The dopaminergic system is one of the most extensively
studied neurotransmitter systems, nevertheless, it is still far from
being fully understood. One reason originates from the basic
properties of neurotransmitter signaling: in response to percep-
tion of macroscopic stimuli, such as sensory cues, molecules are
released into synapses, only 20–30 nm broad, bind within milli-
seconds to intrasynaptic receptors, diffuse into extracellular space
and bind to extrasynaptic receptors, trigger secondary processes,
and eventually cause changes in macroscopic behavior. The whole
cascade of signal transduction from stimulus to behavior includes
a vast range of temporal and spatial scales but the available
methods for the analysis of the processes can only address sin-
gular aspects of these complex events.

Using positron emission tomography (PET) and the radio-
tracer [11C]raclopride, we introduce here a method for the
in vivo assessment of time-dependent regional dopamine release
that makes use of the relation between different time scales in the
dopaminergic system and that is—as we also demonstrate here—
readily applicable to humans. [11C]raclopride is a well-known
antagonist for dopamine type 2 receptors (D2Rs) and to lesser
extent dopamine type 3 receptors6. Due to its relatively low
binding affinity, it has, to date, been predominantly used for the
quantitative steady-state assessment of available D2R binding
sites in the striatum, the brain region with the highest density of
D2Rs. [11C]raclopride competes with endogenous DA for bind-
ing to D2Rs and therefore binding events depend on extracellular
concentrations of DA. The release of DA, and subsequent binding
to the D2R, reduces the amount of free D2Rs available for [11C]
raclopride interaction and thereby reduces the amount of bound
[11C]raclopride7. Based on this principle, several models have
been developed that relate task-induced or pharmacological
reductions of [11C]raclopride binding to DA release7–17. How-
ever, given the relatively slow kinetic rate constants of [11C]
raclopride, these methods require substantial, pharmacologically
enhanced, and long-lasting DA release events. Changes in [11C]
raclopride binding are thought to be insensitive to high-frequency
transient DA variations.

Here, we propose and validate a novel approach for the ana-
lysis of [11C]raclopride data based on theoretically derived pre-
dictions of the spatial and temporal consequences of DA release
events. We first demonstrate, with the help of a simple model
based on fundamental principles, how low-frequency variations
of extracellular DA concentrations can be directly linked to
synaptic DA release. We then extrapolate how temporal varia-
tions of extracellular DA concentrations induce temporal varia-
tions of [11C]raclopride binding and derive a parameter that
captures temporal variations of the [11C]raclopride signal and
can therefore be used as an indirect measure for regional DA
dynamics.

To support our theory, we performed [11C]raclopride PET in
mice that carry the chemogenetically activatable modified mus-
carinic receptor (hM3DGq) exclusively in DA neurons. We then
compared these [11C]raclopride PET data with sub-second
recordings of DA concentrations in the ventral striatum mea-
sured in situ using fast-scan cyclic voltammetry (FSCV). We
demonstrate that (i) chemogenetic activation of DA neurons in
mice increases the rate of spontaneous DA transients detected by
FSCV and that (ii) the number of transients is significantly cor-
related with the logarithm of the power in the frequency band of
0.5 Hz, as calculated by wavelet transform of continuously
recorded FSCV data. We further show that (iii) the logarithm of
high-frequency power (~0.5 Hz) and transient rates correlate

significantly with the logarithm of low-frequency power (~0.01
Hz) and that (iv) these low-frequency variations of extracellular
DA concentrations cause detectable variations in the [11C]
raclopride PET signal. With the mouse data supporting our
theory we conclude that temporal variations of the [11C]raclo-
pride PET signal can be used as a measure of dopaminergic
activity.

Finally, we applied our method to healthy human volunteers
who received a palatable milkshake during [11C]raclopride PET
data acquisition and identified acute and delayed stimulus-related
DA release in multiple striatal and extrastriatal brain regions.

Results
Low-frequency variations of extracellular DA. During a
synaptic release event, DA concentrations are elevated 104-fold
within the synaptic cleft for ~1 millisecond18 (Fig. 1a). Synapses
are not leak-proof and due to the high concentration gradient at
the border of the synapses part of the released DA diffuses into
extracellular space19. These changes in extracellular DA con-
centrations generate the signals detected by FSCV that show
stimulus-related transient 10–100-fold increases of extracellular
DA levels that last for ~2 s (Fig. 1b). Indeed, shape, magnitude,
and duration of FSCV transients can be precisely modeled as
integrated DA from synapses surrounding the probe leaking into
extracellular space. The extracellular DA concentration De is then
given by18:

Deðr; tÞ ¼
X

i;jðt>ti;jÞ

lsVsCs

α 4πD t � ti;j
� �� �3=2

exp
� r � rið Þ2

4D t � ti;j
� �

0
@

1
Aexp �k t � ti;j

� �� �

ð1Þ

Vs is the Volume of the synapse, Cs the DA concentration within
the synapse, D the apparent diffusion coefficient, α the fraction of
extracellular volume, and ls the fraction of synaptic leakage or
spillover (typical values for the striatum: Vs= 0.02 μm3, Cs= 0.8
mmol/L, D= 7.63e−6 cm2/s, α= 0.21, ls= 0.01)18,19. Note that
Equation (1) strictly applies to dopamine diffusion in the extra-
cellular space outside the synapse. Within the synapse the narrow
space confined by pre- and postsynaptic membranes and the high
density of transporters and receptors would require a mathema-
tical description different from Equation (1). However, Equation
(1) successfully describes the dopamine concentrations in the
extracellular space observed after phasic release. The fraction, ls,
that was able to diffuse out of the synapse, and not the total
amount of DA released, should then be inserted into Equation
(1). The model includes DA diffusion from the synapses at
locations, ri, and removal from extracellular space by DA trans-
porters (DATs) with an effective removal rate constant of k
reflecting the local density of DATs. Reported values range from
k= 0.01 s−1 to 20 s−1 corresponding to effective lifetimes of 100
to 0.05 s18,20. The summation is over all synapses, i, and release
times, j, with ti,j being the times of DA release of a synapse at
location ri. See Fig. 2 for DA concentration at the location of an
FSCV probe as a function of time after synaptic DA release cal-
culated from Equation 1 assuming that the probe receives input
from a fast domain with a high density of DATs (k= 2 s−1) and a
slow domain with a low density of DATs (k= 0.02 s−1). The
absolute rate of removal in each domain is given by the product
of removal rate constant and extracellular DA concentration
(−kDe). This means that, depending on the local density of
DATs, net changes of extracellular DA concentrations occur at
time scales of minutes to seconds and the amplitude of these
changes (dDe(r,t)/dt) is proportional to extracellular DA con-
centration (De(r,t)) which, by its origin, is directly proportional to
synaptic DA release. Thus, the amplitude of low-frequency
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variations of extracellular DA concentrations is directly propor-
tional to (and is therefore a potential measure of) synaptic DA
activity (Fig. 1a–c, Fig. 2).

Variations of extracellular DA cause PET signal variations.
After intravenous injection, [11C]raclopride is transported to the
brain, where blood and brain concentrations in the extracellular
fluid equilibrate. Within the brain, [11C]raclopride diffuses
through extracellular space which effectively consists of two
compartments: the extracellular extrasynaptic compartment
covering the fractional volume ve (referred to as ECS) and the
synaptic compartment covering the fractional volume vs. Within
each compartment [11C]raclopride binds to D2R according to its
binding affinity which leads to the reaction pathway illustrated in
Fig. 1d.

Endogenous DA, released into synapses or directly into the
ECS, partially occupies the same compartments as [11C]

raclopride. Diffusion of DA between synapses and ECS causes
variations of DA concentration in the ECS even in the absence of
direct DA release into the ECS. DATs transport DA from ECS
and synapses back into the cells (dec and dsc in Fig. 1d). In the
following model, we only take into account DA binding to D2Rs
omitting other receptor types due to the specific competition with
[11C]raclopride binding. As illustrated in Fig. 1d, DA and [11C]
raclopride both occupy ECS and synapses and compete for
binding to D2R within these compartments.

The effective binding rates of [11C]raclopride (reb) and DA
(deb) to D2R in the ECS depend on the amount of unbound D2R:

reb ¼ reb;max 1� Db

Te
� Rb

Te

� �
ð2Þ

deb ¼ deb;max 1� Db

Te
� Rb

Te

� �
ð3Þ
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Fig. 1 DA release causes spatiotemporal variations of DA concentrations on multiple scales. a DA release increases synaptic DA concentrations by a factor
of ~10,000 for ~1 ms. b Diffusion-driven outflow of DA from synapses increases DA concentration 10–100-fold in the close vicinity of synapses for ~2 s.
These transients can be directly measured using FSCV. c DA is cleared from extracellular space by dopamine transporters (DAT). The time scale for
clearance depends on the local DAT density. In a volume of 1 μL part of the DA from synaptic release diffuses into regions with low DAT density and
accordingly slow clearance rates of ~1 min. In the extracellular space DA competes with [11C]raclopride for binding to D2 receptors. Unbound [11C]
raclopride concentration is in equilibrium with [11C]raclopride concentration in the blood (vessel shown in dark red). d Synaptic and extracellular tissue
compartments are shared by DA and [11C]raclopride, DA is supplied from and cleared into axons (intracellular space), [11C]raclopride from the blood. DA
compartments are labeled with D, transfer rate constants with d, [11C]raclopride compartments with R and transfer rate constants with r. Subscripts are c:
intracellular space, p: plasma, s: synapse, e: extracellular (extrasynaptic) space, b: bound to D2 in ECS, sb: bound to D2 in synapse. e Effectively the [11C]
raclopride PET signal is determined by the ECS. Temporal variations of D2-bound extrasynaptic DA modulate the [11C]raclopride binding constant reb.
Reported kinetic rate constants according to Endres et al.21 and Farde et al.22. f Periodic changes of Db cause frequency-dependent periodic variations of the
[11C]raclopride PET signal that are proportional to the amplitude af of Db variations using kinetic rate constants from Farde et al. (green line) and from
Endres et al. (blue line). af can have values between 0 and 1, af= 1 means that DA occupies 100% of the D2 receptors. Only variations at low frequency are
detectable by PET. Extrastriatal variations were calculated assuming a D2R density of 5% of the striatal density
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Te is the total (bound plus unbound) amount of D2Rs located on
extrasynaptic cellular membranes and thereby accessible by DA
and [11C]raclopride in the ECS. Db and Rb are the concentrations
of bound DA and bound [11C]raclopride, respectively. reb,max and
deb,max are the maximum binding rates of [11C]raclopride and
DA when the total amount of D2R is available for binding. The
total [11C]raclopride concentration, R, in a certain volume is the
sum of all compartments:

R ¼ vPRP þ veðRe þ RbÞ þ vsðRs þ RsbÞ ð4Þ

RP is the concentration of [11C]raclopride in plasma, Re the free
concentration in extracellular extrasynaptic space, Rs the free
concentration in the synapses, and Rsb, the concentration of
intrasynaptic bound [11C]raclopride. Since [11C]raclopride does
not diffuse into blood cells, the contribution of [11C]raclopride in
blood to the volume signal, R, is given by the product of plasma
volume fraction vP and plasma concentration RP. Given that the
free concentrations in tissue are equilibrated, i.e., Re= Rs and that
the amount of bound [11C]raclopride (Rb) is in the order of
magnitude of free [11C]raclopride, the contributions of the
synaptic [11C]raclopride to the volume signal can be neglected
due to the small volume of synapses relative to ECS volume19.
This leads to a simple two-tissue compartment model illustrated
in Fig. 1e. Time-dependent changes of [11C]raclopride

concentrations in the free and bound ECS compartment are
given by:

dRe

dt
¼ rpeRp � rep þ reb;max 1� Db

Te
� Rb

Te

� �� �
Re þ rbeRb ð5Þ

dRb

dt
¼ reb;max 1� Db

Te
� Rb

Te

� �
Re � rbeRb ð6Þ

[Note that for DA, in contrast to [11C]raclopride, the contribu-
tion of the synaptic volume would not be negligible because DA
concentrations within synapses reach levels 3–4 orders of
magnitude higher than in the extracellular space.] Since the
[11C]raclopride signal effectively originates from the ECS, it is
influenced only by variations of DA binding in the ECS and not
in the synapse. For further simplification, we assume that the
fraction of D2Rs blocked by [11C]raclopride is negligible in
comparison to the total amount of D2Rs. If the amount of D2R-
bound DA in the ECS varies in time (Db(t)), the number of D2Rs
available to [11C]raclopride changes and the binding parameter
of [11C]raclopride (reb) varies in time by the factor fDA(t)= (1-
Db(t)/Te). The effective equations that describe [11C]raclopride
kinetics in tissue taking into account DA dynamics are then given
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Fig. 2 Extracellular DA after synaptic release. a Calculated extracellular DA concentrations at the location of an FSCV electrode (black, solid) assuming that
the signal contains contributions from a fast domain (blue, dash-dot) with high density of DA transporters (DATs) and a slow domain (green, dashed) with
low density of DATs (Equation 1). DA is removed from the fast domain at a rate of s−1 and from the slow domain at a rate of min−1. Although the overall
FSCV signal in the striatum is dominated by the signal from the fast domain, the slow domain determines variations of extracellular DA concentration on a
minute-by-minute scale. The amplitudes of both, the fast and the slow domain, depend on synaptic DA release. b The peak amplitude of dopamine
transients in extrastriatal regions is lower due to the lower spatial density of DA synapses (green, dashed). All of the released DA is removed at minute
time scale due to the lower density of DATs in extrastriatal regions in comparison to the striatum. Consequently the amplitude of minute-by-minute
changes in extracellular DA concentration is the same in extrastriatal and striatal regions (black, solid). c Simultaneous FSCV recordings from the striatum
(CP) and the medial prefrontal cortex (MPFC) in rats after electrical stimulation of the VTA by Garris et al. support this theory42. In order to evoke a
detectable signal in the MPFC the VTA was stimulated at superphysiological amplitudes. d Combination of the CP and MPFC traces in a single graph
indicates that the tail representing slowly removed DA in the CP is of the same magnitude as the extrastriatal signal
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by:

dRe

dt
¼ rpeRp � rep þ reb;maxfDAðtÞ

� �
Re þ rbeRb ð7Þ

dRb

dt
¼ reb;maxfDAðtÞRe � rbeRb ð8Þ

If we further assume the contribution of [11C]raclopride in the
blood is negligible due to the small fractional volume of this
compartment (~3%), the total [11C]raclopride signal in a tissue
volume is R(t)= Re(t)+Rb(t). In order to estimate the impact of
temporal variations of DA on the detectable [11C]raclopride
signal we decompose fDA(t) as a sum of harmonic oscillations:

fDAðtÞ ¼
1
2

1þ
X
f

af sinð2πftÞ
0
@

1
A ð9Þ

We solved Equations 7 and 8 numerically for different
frequencies, f, and different amplitudes, af, and found the relation
between variations of R(t) and the frequency, f, of temporal
variations of DA shown in Fig. 1f. This relation informs us that,
for example, variations of Db/Te with a frequency of 0.25 Hz and
an amplitude of 1 (number of D2Rs bound to DA fluctuates from
0% to 100%) will cause negligible relative variations in ΔR(t)/R0.
Db/Te variations with the same amplitude but a frequency of 0.01
Hz induce in the striatum variations in ΔR(t)/R0 of 0.25 if we
adopt the [11C]raclopride kinetic parameters from Endres et al.
or 0.38 with the parameters taken from Farde et al.21,22. [11C]
raclopride variations scale linearly with the amplitude af of DA
variations, i.e., the term ΔR(t)/R0/af shown in Fig. 1f only depends
on the frequency, f, but is independent of the amplitude, af, of DA
variations. At an amplitude of 0.5 (number of D2R bound to DA
changes periodically from 25% to 75%) ΔR(t)/R0 are 0.125
(Endres et al.) or 0.19 (Farde et al.) at 0.01 Hz. The density of
D2Rs in extrastriatal regions is ~2%-8% of the striatal density23.
Accordingly, extrastriatal DA variations at an amplitude of 1
induce ΔR(t)/R0 at 0.01 Hz of ~0.08 (Fig. 1f).

Assessment of regional temporal [11C]raclopride variations.
Temporal variation of the [11C]raclopride PET signal at time tn
and location i,j,k can be calculated as:

rDA � ΔRijk

R0;ijk
ðtnÞ ¼

1
R0;ijk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Nsum

Xiþdi

u¼i�di

Xjþdj

v¼j�dj

Xkþdk

w¼k�dk

Ruvw tnð Þ � Ruvw tn�1ð Þð Þ2
vuuut

ð10Þ

R0;ijk ¼
1

N � ns
1

Nsum

XN
n¼ns

Xiþdi

u¼i�di

Xjþdj

v¼j�dj

Xkþdk

w¼k�dk

Ruvw tnð Þ ð11Þ

The square root term is a measure of ΔR(tn), the average change
of the [11C]raclopride signal from time tn-1 to time tn in the box
centered at i,j,k (Nsum, the number of voxels in the box is (2di+1)
(2dj+1)(2dk+1)). R0 is calculated in Equation 11 as the average
signal in the box after the quasi steady state has been reached at
tns= 20 min after bolus injection. See Methods section for further
details.

In summary, by utilizing the theoretical considerations
referenced above, we determined that [11C]raclopride effectively
models dynamic variations of DA bound to D2Rs in the ECS at
frequencies below 0.05 Hz. The relative amplitude of regional
[11C]raclopride variations (ΔR(t)/R0) is directly proportional to
the amplitude, af, of variations of DA bound to D2R in the ECS.

ΔR(t)/R0 can be calculated directly from dynamic PET data as a
measure of DA release rates.

Dopaminergic activity in the ventral striatum of mice. In the
previous sections, we demonstrated theoretically that synaptic DA
activity is related to low frequency (~0.01 Hz) variations of
extracellular DA which cause detectable temporal variations in
the [11C]raclopride PET signal. Here we substantiate the theo-
retical considerations with data from electrically stimulated wild-
type mice and a chemogenetic mouse model, in which dopami-
nergic cells express a modified muscarinic receptor
(hM3DGq

DAT) activated by injection of an exogenous synthetic
compound, clozapine-n-oxide (CNO)24. After injection of CNO
hM3DGq

DAT mice displayed behavioral changes indicative of
dopaminergic activation (Fig. 3; Supplementary Notes).

FSCV data were acquired continuously at a rate of 10 Hz in
wild-type mice, where transient DA release was induced by
electrical stimulation of the VTA, and in chemogenetically
activated (hM3DGq

DAT+CNO) and non-activated mice
(hM3DGq

DAT+Saline). With these data we show that (i)
chemogenetic activation of DA neurons increases the rate, but
not the magnitude, of spontaneous DA transients measured in the
ventral striatum, that (ii) the rate of transients—electrically or
chemogenetically induced—is correlated with high frequency
(~0.5 Hz) variations in DA levels extracted from the continuous
FSCV data, and that (iii) transient rates and high frequency
variations are correlated with low frequency variations (~0.01
Hz). We further show that (iv) chemogenetic activation of DA
neurons in the hM3DGq

DAT mouse model increases temporal
variations in [11C]raclopride PET signal.

i. Activation of DA neurons increases rate of DA transients.
We first verified the electrode placement by examining changes in
DA levels in the nucleus accumbens evoked by electrical stimu-
lation of the ventral tegmental area (VTA). There were no dif-
ferences in stimulated DA in the hM3DGq

DAT+CNO or Saline-
treated animals prior to drug administration (main effect of
group: F(1,4)= 1.33, p= 0.31; group x treatment: F(4,16)= 1.68,
p= 0.20, Two-way ANOVA; note that one mouse of the
hM3DGq

DAT CNO group was excluded from this analysis due to
a slightly different stimulation protocol). We then determined the
spontaneous dopamine transient rate in continuous FSCV data
recorded before and after CNO application by correlating the
recorded cyclic voltammograms with an evoked dopamine
“template” (Fig. 4a; see Methods section). Since transients are
directly linked to synaptic DA release, the number of transients
per time is a measure of dopaminergic activity. The rate of
transients was counted in one-minute intervals of FSCV data of
CNO- and Saline-treated hM3DGq

DAT mice. Despite minor dif-
ferences in spontaneous activity in the first 5 min of baseline
recording, the results show a significant increase of the DA
transient rate following CNO-treatment that was not present in
the Saline-treated mice (main effect of treatment: F(1,5)1st hour=
14.31, p= 0.0129, F(1,5)2nd hour= 6.99, p= 0.0458) (Fig. 4c).
Nonetheless, there was no consistent change in the size of the
release events in either group over the recording session com-
paring the pre-drug period with the 1st or 2nd hour after drug
administration (period x group interaction: F(2,8)= 0.946, p=
0.428, Two-way ANOVA; note one saline-treated mouse had no
transients in the pre-drug period so was excluded from this
analysis), although the transient size recorded in the CNO-treated
group was on average marginally higher throughout recording
(main effect of group: F(1,4)= 12.34, p= 0.025) (Fig. 4b).
Therefore, while CNO administration increased the transient rate
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or probability, it had little effect on the amplitude of each mea-
sured release event.

ii. DA transient rate correlates with DA variations at 0.5 Hz.
Next, to establish a link between high and low frequency varia-
tions of DA concentrations in the ECS and the rate of transients,

we extracted a continuous estimate of DA levels from the FSCV
signal (Fig. 4a; see Methods section) and decomposed this con-
tinuous signal into contributions from different frequencies by
performing a wavelet transform25. Figure 5 shows the trace of
FSCV data continuously recorded in the ventral striatum of a
single mouse (Fig. 5a) and the wavelet power spectrum calculated
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from this trace using a Gaussian mother function of order 3
(Fig. 5b, c).

The typical duration of DA transients in FSCV data is ~2 s
(Fig. 4b) causing an expected increase in the power spectrum at a
frequency of 0.5 Hz. We tested the relation of transient rates and
0.5 Hz wavelet power in wild-type mice where definite rates of
electrically stimulated DA transients were induced. Stimulations
were performed at rates of ten per minute or five per minute for
one-minute intervals followed by a four-minute (wt-mouse 1) or
a nine-minute interval (wt-mouse 2, 3, and 4) without
stimulation. The logarithm of the 0.5 Hz wavelet power in each
one-minute interval was significantly correlated with the number
of transients induced during this interval (Pearson product
moment correlation: r= 0.89, p < 10–15) (Fig. 6).

In agreement with electrically induced DA release in wild-type
mice, transients counted in one-minute intervals in chemogen-
etically activated mice were significantly correlated with the
logarithm of the wavelet power of DA variations at
frequencies of ~0.5 Hz on group level but also in
individual mice (Pearson product moment correlation: rCNO=
0.64, pCNO<10–16, dfCNO= 296, tCNO= 14.26, rSaline= 0.63,
pSaline<10–16, dfSaline= 215, tSaline= 11.75, rcombined= 0.73,
pcombined<10–16, dfcombined= 513, tcombined= 24.44) (Fig. 7, Sup-
plementary Figure 1 and 2). This argues that the power at 0.5 Hz
in FSCV data, which can be calculated following a well-defined
standard procedure and does not require any thresholds or
assumptions on the shape of transients, can be used as a measure
of the transient rate. Consequently, activation of DA neurons in
mice increases not only the transient rate, but also the wavelet
power at 0.5 Hz.

iii. Transient rates and high and low-frequency variations.
Decomposition of continuous FSCV data into contributions from
different frequencies allows for correlation analysis between high-
frequency and low-frequency contributions, which we tested
between the logarithm of the FSCV wavelet power at 0.5 Hz
(referred to as “high”) and 0.01 Hz (referred to as “low”). In
electrically stimulated mice we found a significant correlation
between the logarithm of high and low frequency power (r= 0.55,
p= 0.00012; Fig. 6e) and also between transient rates and the
logarithm of low frequency power (transient rates vs. log(0.01 Hz
power), Pearson product moment correlation: r= 0.44, p=
0.0031).

Furthermore, with chemogenetically activated mice, transient
rates and the logarithm of high and low frequency wavelet power
correlated significantly within each group and in the combined
data (Pearson product moment correlation between logarithmic
power at 0.5 Hz and 0.01 Hz: rCNO= 0.13, pCNO= 0.030, dfCNO
= 296, tCNO= 2.19, rSaline= 0.14, pSaline= 0.042, dfSaline= 215,
tSaline= 2.05, rcombined= 0.34, pcombined<10–14,dfcombined= 513,
tcombined= 8.17; correlation between transient rates and logarith-
mic power at 0.01 Hz: rCNO= 0.15, pCNO= 0.008, dfCNO= 296,

tCNO= 2.69, rSaline= 0.16, pSaline= 0.016, dfSaline= 215, tSaline=
2.43, rcombined= 0.32, pcombined<10–12, dfcombined= 513, tcombined

= 7.63) (Fig. 5d, Fig. 8a–d). Consistently, activation of DA
neurons not only increased temporal fluctuations on a time scale
of one second (as measured by the high-frequency wavelet
power), but also systematically induced fluctuations at a minute
time scale (as measured by the low-frequency wavelet power).

iv. DA release increases temporal variations in PET signal.
[11C]raclopride PET emission data were acquired in the same
mouse model using the same protocol with respect to
hM3DGq

DAT activation (Methods section). To rapidly reach a
steady state, [11C]raclopride was injected using a bolus+ con-
stant infusion method11. Temporal variations in the [11C]raclo-
pride signal were calculated using Equation 10. Approximately 10
min after CNO injection a significant increase in the temporal
variations was observed in the striatum compared to vehicle-
injected mice (paired Student’s t-test, n= 6, t= 2.858, df= 5, p=
0.035) (Fig. 9a, b) with the left ventral striatum having the largest
change of temporal variations.

In summary, our data support the theoretically predicted link
between DA transient rates and variations of extracellular DA
concentrations at high (0.5 Hz) and low (0.01 Hz) frequency.
Activation of dopaminergic neurons significantly increases all
three components: the rate of DA transients and the power of
high and low frequency variations. This finding implies that all
three components are measures of in vivo DA activity. While the
detection of high frequency variations requires methods with high
temporal resolution data acquisition, low frequency variations
can be assessed with methods using lower temporal resolution. In
particular low frequency variations induce detectable variations in
the [11C]raclopride PET signal.

DA release in response to food intake in humans. By applica-
tion of our method to human subjects who received either
milkshake or a tasteless solution during the PET scan we found
significant differences at the time of supply in reward-related
regions of the DA system (ventral striatum (pFWE,cluster= 0.003),
habenula (pFWE,cluster= 0.0007), substantia nigra/VTA (pFWE,

cluster<0.0001), and pons (NTS; pFWE,cluster= 0.001 ; highlighted in
red in Fig. 10). Stimulation appears to induce detectable varia-
tions in the [11C]raclopride signal even in extrastriatal regions
although there is less [11C]raclopride binding. Traditionally in
PET analyses, data are integrated over time and each data point
includes the history of kinetics from tracer injection up to this
time point. In contrast, our method of analyzing signal variations
from one-time frame to the next provides variations of [11C]
raclopride as a function of time. Taking advantage of this aspect,
we found—apart from differences during the time of milkshake/
tasteless solution supply—a second-time interval with significant
differences in DA activity at 15–20 min post-stimulation (high-
lighted in green in Fig. 10a, b). Again the pons was part of this

Fig. 3 Locomotor activity in the open field in chemogenetically stimulated mice. a, b Distance traveled, c, d stereotypic behaviors and e, f ambulatory
episodes over 120min (a, c, e) and in total (b, d, f) in hM3DGq

DAT and hM3DGq
WT mice stimulated with Saline (10 μL/g BW) or CNO (0.3 mg/kg) at t= 0’

(open circle= hM3DGq
WT+Saline (n= 7), closed circle= hM3DGq

WT+CNO (n= 7), open square= hM3DGq
DAT+Saline (n= 8), closed square=

hM3DGq
DAT+CNO (n= 10)). g Rotational behavior in the clockwise or counterclockwise direction throughout the duration of the open field test. Over time

data was analyzed via Three-way ANOVA, with a Two-way ANOVA post-hoc analysis at each time point corrected for false discovery rate, *= p < 0.05
FDR (5%) corrected, ####= p < 0.001 for overall genotype x treatment interaction (a, c, e). Summation data were analyzed via Two-way ANOVA.
Treatment and genotype effects were further compared with post-hoc pairwise comparisons via Tukey’s multiple comparison test and Bonferroni
corrected. All data are represented as mean±SEM. ****= p < 0.001, ***= p < 0.005, **= p < 0.01, *= p < 0.05, #= p < 0.05 for overall genotype x
treatment interaction (b, d)
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secondary delayed activation although at a different location
(pFWE,cluster<0.0001). Neighboring activation sites of the primary
activation, also ventral posterior medial nucleus of the thalamus
(VPM; pFWE,cluster= 0.018) and the dorsal striatum (pFWE,cluster=
0.0003) showed delayed secondary response to the milkshake. In
rodents it was shown that vagus nerve-transmitted postingestive
signals can induce DA response in the brain and that vagal nerve
afferent terminals have D2 receptors26,27. This mechanism could
be the origin of the delayed DA activity that we observe in our
data. Note that in contrast to rDA the net [11C]raclopride uptake
in the corresponding regions did not show any significant dif-
ferences between milkshake and tasteless condition (Fig. 10c).
These results demonstrate the power of our new method for the
assessment of dopaminergic activity in humans. Further results of
the human study can be found here28.

Discussion
To date, two main approaches have been introduced to detect DA
release using PET. In the first approach, in baseline and stimu-
lated conditions, the binding potential of the PET tracer is
determined and differences are attributed to differences in
released DA7,12,29–33. In the second approach, the kinetic model
for the PET tracer was extended to account for dynamic changes
of endogenous DA concentrations thereby allowing for transient
DA release detection during PET data acquisition10,11,14,17,34.
However, both approaches have in common that they require
robust and long-lasting (> minute time scale) increases of DA
concentrations, for example by pharmacological intervention
prior to the PET measurement, to significantly reduce net

regional tracer binding, leading to detectable DA release events.
In our method, we analyze temporal fluctuations instead of net
reductions in regional tracer binding. The difference becomes
evident when we compare time activity curves (TACs), resulting
from net regional tracer binding, with rDA, calculated from the
temporal PET signal fluctuations using the method described
herein (Fig. 10a, c). Despite originating from the identical PET
dataset, only rDA reveals two distinct time intervals with
milkshake-induced activation, while the TACs do not indicate
any difference between tasteless and milkshake conditions. Since
the two approaches referenced above rely on net differences in the
TACs, neither would be capable of detecting DA release. Sup-
porting this observation, our FSCV data recorded in situ indicate
that phasic dopamine release induces minute-by-minute fluc-
tuations rather than minute-lasting elevations of DA concentra-
tions implying that temporal PET signal variations are far more
sensitive to detect DA release events than the net TAC. Thus, our
method, in comparison to the currently utilized non-invasive
detection methods, allows for the spatiotemporal assessment of
physiologically relevant DA release events.

rDA, calculated as the ratio of local variations to the absolute
local [11C]raclopride signal (Equation 10), is region-specific and
cannot be compared between different regions, e.g. double rDA in
the brain stem in comparison to the striatum does not mean that
DA release rates in the brain stem are higher than in the striatum.
But, as indicated by Fig. 1f, within a region rDA is proportional to
the amplitude of DA release and can therefore be compared
between subjects.

Our method for the detection of DA release is based on three
premises: first, the [11C]raclopride signal measured by PET
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originates predominantly from [11C]raclopride binding to
extrasynaptic receptors, second, there is noticeable spillover of
DA from synapses to the extrasynaptic extracellular space, and
third, part of extrasynaptic extracellular DA is removed at a
minute time scale. All three premises are well supported by the

literature. It has been shown that the majority of D2Rs are located
outside and often distant from synapses35,36. Together with the
fact that the synaptic volume is much smaller than the extra-
synaptic extracellular volume, [11C]raclopride binds pre-
dominantly to extrasynaptic D2Rs. Spillover of DA from synapses
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is the reason that DA transients can be reliably detected by FSCV
although the electrodes cannot be positioned within the synaptic
cleft. The concept of diffusive loss of DA from synapses has been
elaborately discussed and is well established18. Moreover, minute
time scale removal rates are often present in FSCV transient
recordings – sometimes referred to as “hang-up”. As discussed by
A. Michael and colleagues “Evoked responses … with hang-up
are absolutely commonplace.”20,37 Although in vitro experiments
showed that part of the “hang-up” could be caused by adsorption
of DA molecules on the electrode surface and could thereby be a
methodological artifact, not all of the minute time scale
DA clearance rates observed in vivo can be explained by this
effect38–40. DA adsorption is related to exposure of the probe to
high DA concentrations: the higher the peak and duration of DA
concentration, the higher the DA adsorption. However, several
observations show minute time scale DA clearance rates without
the presence of a secondtime scale DA peak, which can accord-
ingly not be caused by adsorption41,42.
A potential mechanism that could explain the slow minute

time scale component in the FSCV data could be the hetero-
geneous subcellular distribution of DATs. A fraction of the
released DA diffuses into subcellular regions with low DAT
expression and accordingly slow removal rates (Figure 2).43,44 In
order to show that heterogeneous expression of DATs can cause
minute time scale DA clearance rates, we performed model cal-
culations that describe diffusion of DA through tissue with het-
erogeneous DAT expression. When we assumed homogenous
DAT expression our model provided identical results to Cragg
and Rice (Supplementary Figure 4A)19. Heterogeneous DAT
expression, however, produced prolonged DA clearance rates
(Supplementary Figure 4B). Furthermore, our calculations show
that the contribution of the minute time scale component of a
measured transient critically depends on the distance from the
release site. Further away from the release site the slow compo-
nent is more pronounced relative to the peak, while close to the
release site the contribution of the slow component appears
negligible relative to the peak in accordance with in vivo obser-
vations (Supplementary Figure 4C and D)41. Our model replicates
another aspect of these in vivo data: when we compare the minute

time scale component recorded close to the release site with that
recorded further distant, both are approximately identical (Sup-
plementary Figure 4D). The accordance of our model results with
in vivo observations indicates that transport and not diffusion
determine the minute time scale dynamics and—given that DAT
staining confirms the heterogeneous spatial distribution of
DATs44—that heterogeneous DAT expression could be a poten-
tial mechanism to explain the minute time scale removal rates.
Thus, the three prerequisites are in line with the current data on
dopaminergic signal transduction.

Although the density of D2Rs in extrastriatal regions is much
lower than in the striatum we were able to identify significant
extrastriatal DA release. Several aspects promote the sensitivity of
our method for detection of extrastriatal DA release. First, tem-
poral variations in the signal relative to the total signal were
analyzed instead of the absolute [11C]raclopride uptake, which
makes the method more sensitive for the detection of variations
in regions with low [11C]raclopride uptake. Second, although less
DA is released in extrastriatal regions due the lower density of DA
synapses, the major fraction of released DA is removed at a
minute time scale due to the lower density of DATs. Therefore,
the amplitudes of release-induced minute-by-minute variations in
extracellular DA concentrations are of the same order of mag-
nitude extrastriatally and in the striatum despite the difference in
total amount of released DA (Figure 2).42 A detailed discussion of
this topic can be found in the Supplementary Discussion.

We found with continuous FSCV recordings that CNO-treated
hM3DGq

DAT mice increased the rate of transients – although a
low rate of spontaneous transients was detectable in non-
activated mice. Typically, FSCV is applied to recording of tran-
sient phasic neurotransmitter release that is time-locked to direct
stimulation of an upstream brain region or to a release-inducing
behavioral task41,45,46. With continuous recording, spontaneous
transients were identified by application of a DA template.
Interestingly, we could show that wavelet power at 0.5 Hz
strongly correlates with the transient rate. This means that
transient rates can be derived from continuous FSCV data by
application of a wavelet transform, which, in contrast to template
application, does not require any assumptions or thresholds and
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can therefore be applied more easily. Thus, wavelet transform is a
powerful tool to extract changes of DA levels from continuous
FSCV data.

Moreover, we found correlations between high and low-
frequency wavelet power within the continuous data indicating
that minute-by-minute DA levels might be causally linked to
second-by-second levels. This finding agrees with another
experimental FSCV study where DA levels were continuously
recorded in the nucleus accumbens. The authors conclude that
extracellular DA largely arises from phasic DA release47. The
causal link between minute-by-minute and second-by-second DA
levels potentially challenges functional segregation of the two
processes: If minute-by-minute levels are just a consequence of
second-by-second release, evoked functions are presumably
related to each other. In other words: if phasic DA release
determines the tonic DA level, the functional consequences of
both might also be related48. (For further discussion see Berke49).

The relation of synaptic release and low-frequency variations of
extracellular concentrations is based on fundamental principles
(diffusion, transport)18 and should theoretically not be limited to
dopamine but should also apply to other neurotransmitters.
However, whether conditions are suitable (signal to noise ratio,
life time, etc.) to produce detectable signals of neurotransmitter
activity, will have to be evaluated individually for each neuro-
transmitter system. Nevertheless, the method provided here not
only opens novel avenues to study temporal and local dynamics
of dopaminergic transmission in human, but potentially for a
whole range of other neurotransmitters

Methods
Ethical approval. All animal procedures were conducted in compliance with
protocols approved by local governmental authorities (Bezirksregierung Köln) and
were also in accordance with NIH guidelines for animal research. FSCV experi-
ments were conducted under the auspices of the UK Home Office laws for the
treatment of animals under scientific procedures and of the University of Oxford
ethical review board.

All subjects included in the human PET study gave written informed consent
prior to study, which was approved by the local ethics committee of the Medical
Faculty of the University of Cologne (Cologne, Germany).

Genetic mouse models. The Rosa26CAGSloxSTOPloxhM3DGq and dopamine
transporter-Cre recombinase (DAT-Cre) expressing mice are described else-
where50,51. All animal lines were maintained on C57BL/6N backgrounds. To
generate the experimental model, homozygous Rosa26CAGSloxSTOPloxhM3DGq

(hM3DGq) females were crossed to DAT-Cre males, to generate mice with het-
erozygous expression of the hM3DGq specifically in dopamine neurons. Non-
transgenic littermate controls were used in the behavioral experiments (referred to
as hM3DGq

WT). In all other experiments Cre positive animals were used (referred
to as hM3DGq

DAT). Mice were housed at 22 °C-24 °C with a 12 h light/12 h dark
cycle. Animals had ad libitum access to food and water in the home cage at all
times. All experiments were performed in adult male mice (age: 13–37 weeks, body
weight: 24.6–47.9 g).

CNO administration. Clozapine-n-oxide (CNO) was purchased from Sigma (Cat.
No. C0832–5MG). A 5 mg/mL stock solution was made using DMSO (Sigma). 32
μL aliquots were stored at −20 °C, and on individual test days, a working solution
of 0.03 mg/mL was generated using sterile saline (0.9%; Aquapharm). All injections
were made intraperitoneally. Sterile Saline was used for vehicle injection in all
experiments unless otherwise stated. The vehicle control consisted of 0.6% DMSO
in saline.
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Open field test. hM3DGq
DAT and hM3DGq

WT mice were acclimated for 5 days to
daily injections prior to the test day. On the test day, animals received an injection
of CNO (0.3 mg/kg, Sigma) or sterile saline (10 μl/g BW) and were placed
immediately into open field chambers (27.3 cm × 27.3 cm × 20.3 cm; Med
Associates, VT). The animals were monitored for 120 min in the chambers using
infrared beam breaks in the X, Y and Z planes and data was collected in 10-minute
bins. Post analysis of locomotor and rotational behaviors were assessed using
MedActivity Software (Med Associates, VT).

Electrode implantation surgery. Mice were anesthetized using isoflurane (3–4%
for induction and 1.0–1.5 % for maintenance) and given 5 mg/kg meloxicam
(Metacam) and 0.7 ml glucosesaline (0.5 % in 0.9 % saline; Aquapharm) sub-
cutaneously (note, no opioid analgesic was given to avoid any potential interactions
with dopamine systems). After induction, the head was shaved and secured in a
stereotaxic frame. Body temperature was maintained at 36–37 °C with the use of a
homeothermic heating blanket. Corneal dehydration was prevented with applica-
tion of ophthalmic ointment (Lacri-Lube, Allergan, UK). The head was then
cleaned with dilute Hibiscrub and Reprochem (diluted 1:20 in water), and a local
anesthetic, bupivacaine (2 mg/kg; AstraZeneca), was administered under the scalp.
The skull was then exposed and holes were drilled for an Ag/AgCl reference
electrode, an anchoring screw, a recording electrode and a stimulating electrode.
After the reference electrode was secured in place using dental cement (Kemdent,
Swindon, UK), a custom-made carbon fiber microelectrode was attached to a
voltammetric amplifier and lowered toward the dorsal nucleus accumbens (NAc)
core (AP: +1.4, ML: 0.75, DV: −3.5 to −4.25 from skull) followed by a 2-channel
untwisted stimulating electrode (PlasticsOne) to the ipsilateral ventral tegmental
area (VTA) (AP: −3.5, ML: 0.35, DV: −4.0 to−4.55 from brain), and the recording
process commenced (see below). The reference electrode and anchoring screw were
positioned contralateral to the carbon fiber and stimulating electrodes. The mouse
was given additional boluses of 0.7 ml glucosesaline ~every 3 h for the rest of the
surgery.

Fast-scan cyclic voltammetry recordings. Recordings of in vivo nucleus
accumbens (NAc) core dopamine levels were made under anesthesia using FSCV.
The potential applied to the carbon fiber was ramped from −0.4 V (vs Ag/AgCl) to
+1.3 V and back at a rate of 400 V/s during a voltammetric scan and held at −0.4
V between scans. This happened at a frequency of 60 Hz for an initial 20-minute
period in order to condition the electrode, after which scan rate was reduced to 10
Hz for the rest of the experiment and dopamine detection commenced. Electrical
stimulation was applied using an isolated current stimulator (DS3, Digitimer).
Stimuli were generated and recordings collected using Tarheel CV (National
Instruments). The positions of the recording and stimulating electrodes were
optimized by moving them to find the maximal changes in dopamine that could
be detected after stimulation (50 × 2 ms monophasic pulses, 200 μA current, at
50 Hz).

Once this was achieved, the main experiment was started to determine the effect
of chemogenetic activation of dopamine neurons on patterns of NAc core
dopamine release. This consisted of two situations: (1) monitoring spontaneous
changes in dopamine levels in the absence of external stimulation, and (2)
examining evoked dopamine release after electrical stimulation of the VTA. For the
latter, we used 5 different stimulation parameters (2 recordings with each, 3 min

between stimulations): (i) 20 pulses 100 μA, (ii) 30 pulses 100 μA, (iii) 30 pulses
150 μA, (iv) 40 pulses 150 μA, and (v) 50 pulses 200 μA. This was performed 3
times: before mice were given an intraperitoneal injection of either CNO (0.3 mg/
kg body weight) or vehicle (0.6% DMSO in sterile saline), 1 h after injection, and at
the end of the experiment (~145 min after injection). For the middle set of
stimulations, only parameters (ii), (iv) and (v) were used. With the exception of the
first mouse that had a slightly different set of stimulation parameters the protocol
described was used for all mice.

To examine spontaneous changes in dopamine, we continuously monitored
dopamine levels under anesthesia, first for 10 min prior to injection of either CNO
or vehicle, then for 60 min after injection, and then finally for a further 60 min after
the middle set of electrical stimulations.

Additional continuous FSCV recordings were performed in the ventral striatum
of four wild-type mice. In one-minute time intervals DA release was induced by
electrical stimulation of the VTA at a rate of either 5 or 10 transients per minute
followed by a resting time interval of either 4 min (mouse 1) or 9 min (mouse 2, 3,
and 4). The parameters of the electrical stimulation were adjusted to 50 Hz, 4–7
pulses, and 100–200 μA in order to obtain transients with an average amplitude of
~1–2 nA. Recordings of mouse 3 and 4 displayed periods where the chemometric
model failed. Affected time intervals were excluded from the analysis. Note, that all
reported significances remain significant if these intervals are included in the
analysis.

Voltammetry data analysis. Voltammetric analysis was carried out using custom-
written scripts in Matlab. All data were low-pass filtered at 2 kHz. In order to
characterize the rate of spontaneous dopamine transients in each mouse, we first
subtracted the average current recorded between 1.5–0.5 s before the target cyclic
voltammogram to account for large changes in capacitance current. We then
looked for periods when the cyclic voltammograms recorded over the course of the
experiment correlated with a correlation coefficient of R ≥ 0.86 with a dopamine
“template” derived by electrically stimulating the VTA before the experiment began
(Daberkow, 2013; Cheer, 2004). The numbers of transients per minute before and
after either CNO or vehicle injections were then compared.

To extract an estimate of changes in dopamine levels over time across the
session, a principal component analysis was performed using a standard training
set of stimulated dopamine release detected by chronically implanted electrodes,
with dopamine treated as the first principal component among other unrelated
electrochemical fluctuations such as changes in pH. For this analysis, we divided
the data into non-overlapping 30 s bins and, for each, subtracted the average
current recorded over the initial 1 s in each bin. Given that it is only possible to
derive a relative and not an absolute measurement of dopamine levels using FSCV,
the extracted dopamine in each bin were combined by assuming that the first
recorded value in bin N+1 continued relative to the last time point in bin N.

Wavelet transform of continuous FSCV data. A wavelet transform decomposes
the signal into harmonic functions of different frequencies but in contrast to the
Fourier transform these harmonic functions have a finite duration. Thereby, a
wavelet transform does not lose the temporal information of the signal25. The
wavelet power calculated as the square of the wavelet coefficients gives the power in
variations of extracellular DA levels as a function of frequency and time.
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For the analysis of high and low-frequency variations in the FSCV data a
wavelet transform with a Gaussian mother function (3. order) was applied. Since
continuous data is needed for the wavelet transform missing points in the data
were interpolated. Using a cone of influence the wavelet data of these segments
were removed from the resulting spectra (t±2*1/f). Additionally, to avoid edge
effects the borders of the wavelet transform were also removed (tmin+4*1/f and
tmax−4*1/f). The power in the wavelet spectrum at 0.01 and 0.5 Hz was averaged in
windows of 1 min to yield time courses of wavelet power at 0.01 Hz and at 0.5 Hz
for each animal. Correlation analyses were restricted to time intervals that
contained continuous data in all three parameters (#transients/minute, wavelet
power at 0.01 Hz and at 0.5 Hz).

Synthesis of [11C]raclopride. [11C]-O-methylraclopride was prepared according
to Langer et al.52 with the following modifications: (1) 2–2.5 mg precursor des-
methylraclopride•HBr was used instead of free base, (2) 350 μl DMSO together
with 6 μl 5N NaOH was used instead of acetone as reaction solvent, (3) the reaction
mixture was heated at 80 °C for 4 min, (4) the eluent was removed after semi-
preparative HPLC separation by solid phase extraction with a Waters OASIS MCX
1cc cartridge, eluted with 500–700 μl ethanol 96%/NH3 (95:5) and 2 ml 0.9% NaCl
solution, and (5) formulation by adding another 6.5 ml 0.9% NaCl solution and 1
ml 125 mM sodium phosphate buffer, resulting in a solution with pH 5–7. The
specific activity at time of injection was 22.8 ± 9.0 GBq/μmol.

Mouse PET data acquisition. Dynamic PET data were acquired using a combined
preclinical PET/CT scanner (Inveon, Siemens). For each scan session of 60 min two

animals were placed on a water-heated mouse carrier with stereo-tactic holders
(Medres). During the procedure mice were anesthetized with ~2 % isoflurane
vaporized in 1.0 L/min of oxygen-nitrogen gas (30 % O2 / 70 % N2). At the start of
the PET data acquisition the animals received a bolus-plus-constant-infusion
injection of 10.5 ± 2.6 MBq of [11C]raclopride via the tail vein: a bolus of 80 μl
was injected in one minute, followed by additional 120 μl injected via constant
infusion until the end of data acquisition using programmable syringe pumps
(„Genie“ Kent, Kent Scientific Corp., Torrington, CT). 10 min after the start of the
PET scan the mice either received CNO (0.3 mg/kg body weight) or sterile saline
(10 μl/kg body weight) intraperitoneally. Each animal was measured twice in a
randomized order once receiving CNO and once saline. Following the PET scan
the animals were automatically moved into the CT gantry and a CT scan was
performed (180 projections/360°, 200 ms, 80 kV, 500 μA). CT data were used for
attenuation correction of the PET data and the CT image of the skull was used for
image co-registration.

Mouse PET data processing. PET data were histogrammed in 60 time frames of
1 min, Fourier rebinned and after correction for attenuation and decay, images
were reconstructed using the MAP-SP algorithm provided by the manufacturer.
The images were co-registered to a reference mouse brain CT by rigid body
transformation using the imaging software VINCI53. Parametric images were
calculated using Equation 10 (see detailed description below, procedures written in
IDL and C).

Using a 3D mouse atlas constructed from a 2D mouse brain atlas54, an
anatomical volume of interest (VOI) of the left striatum was drawn. This region
was analyzed since FSCV data were acquired from this region.
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Human PET. Although invasive methods such as FSCV have been applied to
measure task-related neurotransmitter release in the human brain55–57, PET
measurements are non-invasive and therefore much more readily translatable to
humans. In contrast to mice, human subjects do not require anesthesia during the
PET scan and natural non-pharmacological types of stimulation, such as food, can
be applied as a stimulus to induce DA release. In order to analyze food-related
reward signaling, we applied the method to healthy human volunteers who
received a milkshake during [11C]raclopride-PET data acquisition. Human sub-
jects (n= 10) were monitored in two different conditions: in one session they
received a palatable milkshake and in the other session a tasteless solution. Fol-
lowing the method introduced here, maps of DA activity were calculated in time
intervals of five minutes. Voxelwise statistical testing was performed (paired Stu-
dent’s t-test) between the two conditions to identify locations with stimulation-
induced changes in dopaminergic activity. Here we discuss only exemplary aspects
of that data as a proof of principle and to demonstrate the power of the new
approach. The full-length results of this study can be found here28.

Subjects were ten healthy, male, normal-weight (BMI: 25.73 ± 2.67, age:
57.1 ± 10.55) and non-smoking volunteers recruited from a preexisting database of
Max Planck Institute for Metabolism Research. No history of neurological,
psychiatric or eating disorders were present. Further exclusion criteria were special
diets, lactose intolerance, diabetes, the participation in a previous PET study and a
score higher than 12 in the Beck Depression Inventory (BDI II)58.

Human PET data acquisition. Two PET scans were performed in a randomized
order with the subjects receiving either milkshakes or a tasteless and non-nutritive
solution (potassium chloride/sodium bicarbonate) during the scan. A HRRT Sie-
mens PET gantry with a spatial resolution of ~2.5 mm FWHM was used. The head
of the subjects was fixed by an inflatable helmet to prevent motion during data
acquisition. Data for attenuation correction was acquired by performing a ten-
minute transmission scan using a rotating germanium-68/gallium-68 source.
Afterwards, [11C]raclopride injection started and emission data were acquired for
the following 60 min 70 % of the [11C]raclopride (220–370 MBq) was applied as
bolus within a minute and 30 % was constantly infused during the remaining 59
min using a programmable syringe pump (Perfusor compact, Braun, Melsungen).
The food stimulus started 20 min after the start of the data acquisition, when
steady-state conditions were reached, and lasted for 10 min During this time either
milkshake or tasteless solution was delivered to the tongue tip of the subjects via a
teflon mouthpiece that was attached to the gantry. For further details see ref. 28.

Human PET data processing. The acquired emission data were corrected for
attenuation and scatter. PET images were reconstructed in 12-time frames of 5 min
duration using three-dimensional ordinary Poisson ordered subset expectation
maximization (OP-3D-OSEM) including the modeling of the system's point spread
function (PSF). The resulting images were smoothed using a 10 mm Gaussian filter
using the imaging software VINCI53. The smoothed PET images were co-registered
to an additionally acquired individual anatomical T1-weighted scan by rigid body
transformation. The MR scans were normalized into the Montreal Neurological
Institute (MNI) stereotactic space using a non-linear transformation algorithm
(VINCI). The obtained transformation matrix from this step was subsequently
applied to the coregistered PET images to transform them into the MNI-152
standard space.

Parameter for measuring temporal dynamics of [11C]raclopride. From the
[11C]raclopride PET images parametric maps were calculated. In the manuscript
we have shown that variations of the [11C]raclopride signal are related to varia-
tions of D2R-bound DA in the ECS. Part of the temporal variations in the [11C]
raclopride signal is due to noise. However, since the noise level does not abruptly
change during the measurement, short-term changes in the temporal variations are
presumably caused by changes in DA activity. Temporal variation of the [11C]
raclopride signal at time tn and location (image voxel) i,j,k can be calculated as:
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In order to reduce noise in the parameter for temporal variations of the tissue
[11C]raclopride signal we here calculate the average of the absolute difference
between the signal at time tn and tn−1 in a region that includes the box i−di,i+di,j
−dj,j+dj,k−dk,k+dk. The square root term is a measure for ΔR(tn) the average
change from time tn−1 to time tn of the [11C]raclopride signal in the box centered
at i,j,k (Nsum is the number of voxels in the box). R0 is calculated in Equation 11 as
the average signal in the box after the quasi steady state has been reached at tns=

20 min after bolus injection. The size of d reduces the spatial resolution but also
reduces spatial noise in the parameter. The choice of d depends on the system used
for data acquisition and on the quality of the data. For mouse data acquired we
used di= dj= 2 and dk= 1 (asymmetric voxel size), for the human data we used di
= dj= dk= 2.

It is important that rDA= ΔR(t)/R0 is calculated from the square root of the
sum-of-squares and not just from the sum of differences (Equation 10). From
theory, the absolute value of temporal changes but not the direction of change
(increase or decrease) is a measure for DA activity.

ΔR(tn) is calculated from the difference in [11C]raclopride signal at time tn and
time tn−1 and therefore depends on the duration of time frames (Δt= tn−tn−1) of
the PET data. Although shorter time frames provide higher temporal resolution,
Fig. 1f indicates that shorter time frames (i.e. higher frequencies) are less sensitive
to variations of DA and apart from that include more noise inherent in the
measurement procedure. For the mouse data we used Δt= 1 min, for humans we
used Δt= 5 min

rDA is a measure for local temporal variations of the [11C]raclopride signal
(ΔR) relative to total local [11C]raclopride signal (R0). rDA is thereby a measure for
local DA activity and is thus comparable between subjects but it cannot be
compared between regions. Since D2R density in extrastriatal regions is lower than
in the striatum there is consequently less total [11C]raclopride binding. Higher
rDA in an extrastriatal region than in the striatum does not necessarily mean that
more DA was released in the extrastriatal region. But following the time course of
rDA within a region indicates temporal variations of DA activity.

Statistical testing. For behavioral studies, Three-Way ANOVA analysis of data
collected over time was conducted using JASP Version 0.8.3.1 (University of
Amsterdam), followed by Two-way ANOVA post-hoc analysis at individual time
points corrected for false discovery rate using GraphPad Prism version 7.0c for
Mac OS X, (GraphPad Software, California, USA, www.graphpad.com). Two-way
ANOVA followed by Bonferroni post-hoc analysis of locomotor behavior totals
and rotational behavior was performed using GraphPad Prism version 7.0c. P-
values<0.0.5 were considered significant. For FSCV analyses, Pearson product
moment correlations were calculated using R. For testing differences between
groups unpaired Student’s t-test was performed. P-values <0.05 were considered
significant. In mouse PET studies differences between activation and baseline were
determined by performing a paired Student’s t-test. P-values <0.05 were considered
significant. In the human PET study voxel-wise independent paired Student’s t-
tests of parametric images were performed between milkshake and tasteless scans
for each time frame. Clusters with statistically significant differences
(p-value <0.05) were corrected for multiple comparisons by calculating
family-wise error rates on cluster level59. All statistical tests in this work were two-
sided.

Code availability. Custom computer code used to generate the results of this study
is available from the corresponding author upon reasonable request.

Reporting summary. Further information on experimental design is available in
the Nature Research Reporting Summary linked to this article.

Data availability
The data that support the findings of this study are available from the corre-
sponding author upon reasonable request.
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SUMMARY

Pleasant taste and nutritional value guide food selec-
tion behavior. Here, orosensory features of food may
be secondary to its nutritional value in underlying
reinforcement, but it is unclear how the brain en-
codes the reward value of food. Orosensory and pe-
ripheral physiological signals may act together on
dopaminergic circuits to drive food intake. We com-
bined fMRI and a novel [11C]raclopride PET method
to assess systems-level activation and dopamine
release in response to palatable food intake in
humans. We identified immediate orosensory and
delayed post-ingestive dopamine release. Both re-
sponses recruit segregated brain regions: special-
ized integrative pathways and higher cognitive cen-
ters. Furthermore, we identified brain areas where
dopamine release reflected the subjective desire to
eat. Immediate dopamine release in these wanting-
related regions was inversely correlated with, and
presumably inhibited, post-ingestive release in the
dorsal striatum. Our results highlight the role of brain
and periphery in interacting to reinforce food intake
in humans.

INTRODUCTION

Recent evidence from animal models indicates that both the

pleasant taste and the nutritional value of food act as reinforcers

in food selection behavior (de Araujo, 2016). Highly desired food

items, in turn, can enhance food intake and may lead to over-

eating and obesity (Mela, 2006). In the light of the recent obesity

epidemic, a growing number of studies have investigated brain

signaling mechanisms underlying food intake and their modula-

tion by the desire to eat. However, the physiological mechanisms

still remain poorly understood.

Observations in rodent models of dopamine (DA) release

during active feeding (Taber and Fibiger, 1997) identified the

brain’s dopaminergic system as a critical mediator for the

neurobiological control of food intake (Palmiter, 2007). The re-

inforcing properties of food seemingly arise from a complex

interplay between orosensory and nutritive signals. To that

end, orosensory stimulation has been demonstrated to evoke

striatal DA release mediating the rewarding effect of sucrose

to promote food intake in rats (Hajnal et al., 2004; Schneider,

1989; Smith, 2004). In mice, the nutritive value of food, on the

other hand, is signaled post-ingestively by DA independently

of taste (Tellez et al., 2013, 2016) and has the capacity to over-

ride the homeostatic control of eating (Andrews and Hor-

vath, 2008).

For example, direct nutrient infusion into the mouse gut

evokes calorie-dependent striatal DA release (Ferreira et al.,

2012). Moreover, mice genetically modified to lack taste recep-

tor signaling can develop, following repeated exposures, a

similar magnitude of DA release in the ventral striatum upon su-

crose ingestion as wild-type mice, reflecting nutrient association

learning (de Araujo et al., 2008). Similarly, the parallel presenta-

tion of a flavor and a high-calorie gut infusion consistently in-

duces long-lasting flavor preference (Sclafani and Ackroff,

2012) and cue-associated learning in mice (Han et al., 2016; Lu-

cas and Sclafani, 1989). This flavor-nutrient conditioning also oc-

curs in humans at a behavioral (Yeomans et al., 2008) and neural

level (de Araujo et al., 2013). These findings suggest that orosen-

sory features of food are secondary to its nutritional value in un-

derlying reinforcement (de Araujo, 2016).
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To facilitate distinct orosensory and post-ingestive influences

on reinforcement, segregated dopaminergic pathways are likely

recruited within discrete temporal windows of action: an early

window reflecting orosensation upon consumption and a sec-

ond window reflecting the generation of post-ingestive signals.

The latter is thought to unfold over minutes in mice (Beutler

et al., 2017; Su et al., 2017) and is dependent on nutrients reach-

ing the enteroendocrine cells in the intestine (Kaelberer et al.,

2018; Tolhurst et al., 2012). Accordingly, analysis of the temporal

dynamics of the blood oxygen level-dependent (BOLD) signal

following glucose consumption also supports the existence of

an immediate and delayed neural response (Liu et al., 2000).

Identification and discrimination of these circuits may furnish

our understanding of physiological control, but also of patho-

physiological dysregulation of food intake. Highly processed

food with added fat and sugar is known to induce higher food

wanting and overconsumption (DiFeliceantonio et al., 2018;

Polk et al., 2017; Veldhuizen et al., 2017). Notably, in rodents

the desire to eat (food wanting) is closely related to brain DA

signaling. DA depletion in the striatum (Sotak et al., 2005) and

administration of DA antagonists reduce food wanting and

diminish food approach (Hsiao and Smith, 1995; Wise et al.,

1978). However, as dopaminergic neuromodulation differentially

impacts motor behavior and reward association (Howe and

Dombeck, 2016; Volkow et al., 2017), animal studies on motiva-

tional signals that determine food intake have been debated

(Baldo et al., 2002; Kelley et al., 2005), especially as the behav-

ioral readout is always conflicted by locomotion. In humans,

conversely, very little is understood about the interplay between

food intake, desire to eat, and brain dopamine signaling.

The majority of studies addressing food-related DA release in

humans have used functional magnetic resonance imaging

(fMRI; e.g., Babbs et al., 2013; O’Doherty et al., 2002; Rothe-

mund et al., 2007; Stice et al., 2008b; Stoeckel et al., 2008).While

fMRI is advantageous in capturing brain function effectively and

at a considerable spatial and temporal resolution, the respective

BOLD signal is not directly related to specific neurotransmitter

systems. Positron emission tomography (PET) represents a suit-

able technique to specifically address the dopaminergic system

in vivo, but the application was limited by the fact that conven-

tional analysis approaches did not allow the examination of tem-

poral dynamics of food-induced DA release (Cosgrove et al.,

2015; Small et al., 2003b; Volkow et al., 2002).

To overcome this limitation, we applied a novel method for the

analysis of continuous [11C]raclopride PET data that enabled us

Figure 1. BOLD Activation in Response to

Milkshake Intake

Compared to tasteless condition, milkshake intake

elicited BOLD activation bilaterally in the anterior

(aIC) as well as central insular cortex (cIC), lateral

orbital frontal cortex (lOFC), ventral posterior

complex of the thalamus (VP), lateral ventral ante-

rior nucleus of the thalamus (VAL), and caudate

nucleus (Cd).

to assess time-dependent regional DA

response during and after food intake.

PET as well as fMRI data were acquired

in human volunteers who received a palatable milkshake during

data acquisition. With our approach, we demonstrate immediate

orosensory and, for the first time, post-ingestive DA release in

humans and at brain systems level. Orosensory and post-inges-

tive signaling recruit segregated neural circuits after food intake.

We further identified brain areas where the immediate DA

response was related to the desire to eat and negatively associ-

ated with post-ingestive DA release in the dorsal striatum. This

suggests the existence of distinct DA mechanisms that interact

over time to integrate orosensory information with post-ingestive

signals regarding the nutritive value of foods. Taken together,

these findings suggest a mechanism to explain how the brain

transforms energetic signals into the desire to eat.

RESULTS

To investigate brain signaling during food intake we performed

fMRI in 12 male, normal-weight volunteers (age, 56 ± 9.5 years;

BMI, 25.57 ± 2.41 kg/m2). Ten of these participants (age, 57 ±

10.6 years; BMI, 25.73 ± 2.67 kg/m2) underwent two additional

[11C]raclopride PET acquisitions to characterize spatiotemporal

DA release.

We acquired fMRI data during milkshake and tasteless con-

sumption using the gustometer setup as introduced by Small

et al. (2003a) and Veldhuizen et al. (2007). In line with these

previous reports (cf. also de Araujo et al., 2012, for a review on

orosensory-responsive brain areas), the taste of milkshake eli-

cited activation in the anterior and central insular cortex, ventral

posterior complex of the thalamus, caudate nucleus, and lateral

orbitofrontal cortex, among others (Figure 1).

However, the BOLD signal is not related to a specific neuro-

transmitter system. Hence, we performed PET imaging with

the radiolabeled D2-receptor antagonist [11C]raclopride to

investigate dopamine release with the same gustometer setup

providing either milkshake or tasteless solution on separate

testing days. To detect any putative post-ingestive DA

signaling, we continued PET acquisition for 30 min after milk-

shake or tasteless delivery was completed (Figure S1). Subse-

quently, we calculate the regional DA release rate (rDA) from

[11C]raclopride data. Milkshake-induced DA release was as-

sessed by performing a voxel-wise paired t test between

rDA in response to milkshake and tasteless consumption for

each 5-min time interval.

We first determined time intervals with increased DA release

related to milkshake consumption by plotting the number of
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significantly increased voxels over time following a temporal

clustering method introduced by Liu et al. (2000). Corresponding

to Liu et al. (2000), we identified two time intervals of neural

response: the first immediately after application of milkshake

or tasteless solution (20–25 min); the second 15–20 min after

onset and accordingly 5–10 min after offset of milkshake or

tasteless solution intake (35–40 min; Figure 2A).

In awhole-brain analysis,we next focusedon these two time in-

tervals to identify brain circuitries involved in the immediate and

delayed DA release (15–20 min after food intake). With onset of

milkshake delivery, DA release was increased in the lateral hypo-

thalamus and dorsal striatum (bilateral putamen) aswell as in oro-

sensorypathways (including the frontaloperculum/anterior insular

cortex, nucleus of the solitary tract), mesolimbic DA system (nu-

cleus accumbens, substantia nigra/ventral tegmental area [SN/

VTA] complex), areas involved in reward value signaling (ventro-

Figure 2. DA Response to Milkshake Intake

(A) Time intervals of food-induced DA response.

Number of voxels with significantly increased rDA

in milkshake versus tasteless condition. The data

indicate an immediate (20–25 min, red box) and a

delayed (35–40 min, blue box) time interval of food-

induced dopaminergic activation. The gray box

indicates the time of milkshake/tasteless solution

supply.

(B) Immediate DA response. Immediately after

milkshake delivery was initiated, rDA increased in

the polar (pOFC) and lateral (lOFC) orbitofrontal

cortex, nucleus of the solitary tract (NTS), nucleus

accumbens (Ac), putamen (Pu), substantia nigra/

ventral tegmental area (SN/VTA), lateral ventral

anterior nucleus of the thalamus (VAL), habenular

complex (Hb), frontal operculum/anterior insular

cortex (FO/aIC), hippocampus (Hi), ventromedial

prefrontal cortex (vmPFC), and hypothalamus (Hy)

(Table 1). The maps are thresholded at p < 0.05

(whole-brain analysis; time interval, 20–25 min).

medial prefrontal cortex, lateral orbitofro-

nal cortex), memory (hippocampus), and

inhibitory control (lateral ventral anterior

nucleus of the thalamus, habenula; Fig-

ure 2B; Table 1). However, 15–20 min

after milkshake consumption, DA release

occurred in a distinct brain circuit including

the anterior insula, ventral posterior medial

nucleus of the thalamus, caudate nucleus,

pallidum (external segment), amygdala

(basolateral complex), parietal opercu-

lum, dorsomedial prefrontal cortex, ante-

rior prefrontal cortex, and lateral caudal

pontine nuclei (Figure 3; Table 2).

To analyze the interaction between

immediate and delayed DA release, we

performed a pairwise correlation analysis

between immediate and delayed re-

sponding regions. Immediate DA release

in the nucleus accumbens predicted later

DA release in the caudate nucleus (p =

0.037, r = 0.66; Figure 3B).

To identify BOLD activation related to DA release, we

compared group statistics of immediate DA release with the cor-

responding fMRI response (milkshake-tasteless). We found an

overlap of activations for both modalities in the anterior insular

cortex, SN/VTA complex, and occipital cortex. Interestingly, a

widespread network of brain areas showed activation in the

fMRI data without overlapping PET response, possibly due to

the engagement of other neurotransmitter systems: lateral

ventral anterior and ventral posterior medial nucleus of the thal-

amus, claustrum, and anterior prefrontal cortex (Figure 4).

To elucidate whether measures of eating desire were related

to immediate and late DA release, we performed a voxel-wise

correlation analysis between the wanting score and difference

between rDA after milkshake and tasteless solution intake

(DrDA). The wanting score was highly correlated with the imme-

diate DrDA in the anterior insular cortex (p = 0.0002, r = 0.94),
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Table 1. Areas Showing DA Release Immediately after Milkshake Intake

Area Hemisphere x y z

Number

of Voxels

Mean rDA

(Tasteless)

Mean rDA

(Milkshake) % Increase

puncorr

(min)

pFWE

(min)

puncorr

(Cluster)

pFWE

(Cluster)

Ventromedial prefrontal cortex (vmPFC) left �1 48 �10 555 0.0842 ± 0.0426 0.1432 ± 0.0596 70.0 0.00027 0.00048a 0.00001 0.00000a

Orbitofrontal cortex (polar part, pOFC) right 4 58 �14 612 0.0974 ± 0.0565 0.1819 ± 0.0842 86.8 0.00018 0.00005a 0.00030 0.00000a

Cingulate gyrus (CG) right 11 18 39 280 0.0852 ± 0.0341 0.1369 ± 0.0599 60.7 0.01147 1.00000 0.00391 0.00933a

Dorsomedial prefrontal cortex (dmPFC) left �8 51 21 407 0.0736 ± 0.0372 0.1220 ± 0.0588 65.7 0.00232 0.50764 0.00198 0.00007a

Anterior insular cortex (aIC) left �44 18 �9 490 0.0964 ± 0.0491 0.1821 ± 0.0742 88.8 0.00018 0.00005a 0.00018 0.00000a

right 39 20 8 305 0.0777 ± 0.0430 0.1253 ± 0.0482 61.2 0.00037 0.00159a 0.00208 0.00042a

Central insular cortex (cIC) left �39 2 �9 66 0.0954 ± 0.0495 0.1466 ± 0.0530 53.6 0.01135 1.00000 0.00684 0.66303

Hypothalamus (Hy) right 6 �11 �12 245 0.1041 ± 0.0623 0.2064 ± 0.1087 98.3 0.00229 0.49845 0.00318 0.00651a

Substantia nigra/ventral tegmental area

(SN/VTA)

right 11 �15 �5 270 0.0989 ± 0.0498 0.1843 ± 0.0773 86.3 0.00327 1.00000 0.00120 0.00005a

Lateral orbitofrontal cortex (lOFC) left �49 38 �7 302 0.0974 ± 0.0425 0.1662 ± 0.0655 70.7 0.00061 0.00885a 0.00252 0.00107a

Nucleus accumbens (Ac) right 11 8 �7 215 0.0489 ± 0.0322 0.0831 ± 0.0443 70.1 0.00180 0.26544 0.00234 0.00292a

Putamen (Pu) right 26 10 12 259 0.0714 ± 0.0382 0.1134 ± 0.0316 58.9 0.00027 0.00042a 0.00040 0.00000a

left �24 4 13 275 0.0467 ± 0.0200 0.0863 ± 0.0407 84.8 0.00037 0.00123a 0.00050 0.00000a

Hippocampus (Hi) right 21 �31 �7 260 0.0996 ± 0.0505 0.1877 ± 0.0709 88.4 0.00003 0.00000a 0.00019 0.00000a

Parahippocampal gyrus (PHG) right 2 �81 �5 100 0.0846 ± 0.0512 0.1716 ± 0.0728 102.9 0.00024 0.00021a 0.00024 0.00000a

Habenula (Hb) right 11 �30 7 284 0.1021 ± 0.0453 0.1668 ± 0.0754 63.4 0.00186 0.29509 0.00215 0.00068a

Nucleus of the solitary tract (NTS) left �2 �35 �35 339 0.1272 ± 0.0543 0.2807 ± 0.1347 120.6 0.00021 0.00014a 0.00283 0.00110a

Fusiform gyrus (middle part, FuG) right 46 �44 �16 370 0.0879 ± 0.0360 0.1558 ± 0.0740 77.3 0.00015 0.00004a 0.00054 0.00000a

left �49 �44 �15 51 0.0792 ± 0.0282 0.1193 ± 0.0376 50.5 0.00229 0.49002 0.00329 0.18747

Precentral gyrus (PrG) right 42 �7 30 275 0.0693 ± 0.0259 0.1273 ± 0.0694 83.7 0.00650 1.00000 0.00924 0.18901

Ventral anterior nucleus of the

thalamus (VAL)

right 22 �11 7 52 0.0820 ± 0.0343 0.1256 ± 0.0499 53.3 0.01199 1.00000 0.00120 0.00005a

ap < 0.05
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hippocampus (p = 0.0002, r = 0.94), and anterior cingulate cortex

(ACC; p = 0.0006, r = 0.91; Figure 5A). The correlation with the

delayed signal showed an opposite effect. Here, the wanting

score predicted diminished DrDA in the putamen (p = 0.00005,

r = �0.96; Figure 5B). Consequently, there was also a negative

correlation between combined early DrDA in the anterior insula

cortex, hippocampus, and ACC as well as the late DrDA in the

putamen (p = 0.0001, r = �0.93), although this analysis included

additional PET data from one subject who did not perform the

wanting rating.

Next, we tested the correlation between dopaminergic activity

in the areas associating with food wanting (anterior insular cor-

tex, hippocampus, ACC) at the time of food intake—milkshake

or tasteless solution—and the post-ingestive dopaminergic ac-

tivity in the putamen (Figure 5D). Independent of the stimulus

(tasteless or milkshake) the immediate DA release in the

wanting-related regions was negatively correlated with the

post-ingestive DA release in the putamen (milkshake, p =

0.008, r = �0.78; tasteless solution, p = 0.007, r = �0.78).

To control for differences in the internal states between testing

days and time points, we instructed the participants to rate hun-

ger, satiety, and tiredness. The ratings in baseline condition and

the repeated measures after PET or fMRI acquisition did not

show a difference between testing days or time points (pre-

and post-scan).

To ensure adherence to overnight fast and to control for puta-

tive metabolic influences, we acquired insulin and glucose level

in the baseline conditions of both fMRI and PET scans. None of

the parameters showed a significant difference between the

testing days.Moreover, the glucose level acquired before and af-

ter the gustometer task did not differ on all three testing days.

DISCUSSION

It is generally assumed that both taste and nutritional value influ-

ence food-related DA signaling, but the underlying mechanisms

and functional consequences remained unclear. By applying a

novel method for the analysis of [11C]raclopride PET data, we

provide evidence for an immediate and delayed DA release in

segregated brain areas after food intake in humans.

The sensation of pleasant taste immediately elicited DA

release in the orosensory pathway comprising the nucleus of

the solitary tract, lateral ventral anterior nucleus of the thalamus,

and frontal operculum/anterior insular cortex. These findings

extend previous human and animal work on orosensory percep-

tion (Chen et al., 2011; de Araujo and Simon, 2009), and provide

evidence that the BOLD activation of the insular cortex reported

in previous studies indeed relates to DA release (Frank et al.,

2016; Small et al., 2003a; Veldhuizen et al., 2011). The frontal

operculum/anterior insular cortex is the primary gustatory cor-

tex, and the DA release that straddles the entire ventral agranular

insula (Evrard et al., 2014) integrates multi-sensory information

and motivation-related circuitry (de Araujo et al., 2012; Maffei

et al., 2012; Small et al., 2004). Congruent with these assump-

tions, our data revealed DA release in key regions of motivated

behavior, reward valuation, and inhibitory control, such as the

SN/VTA complex, nucleus accumbens, putamen, ventromedial

prefrontal cortex, orbitofronatal cortex, hippocampus, and ha-

benula (Assar et al., 2016; Baker et al., 2016; Berridge and Rob-

inson, 1998; Kenny, 2011; Palmiter, 2007). Moreover, we found a

strong DA release in the hypothalamus, tentatively in the lateral

hypothalamus. This is interesting in the context of recent studies

highlighting the role of lateral hypothalamus in integrating reward

and feeding-specific circuits (Stuber and Wise, 2016) and

disseminating information about reward-predictive cues (Sharpe

et al., 2017). The fact that release was observed in the early ‘‘sen-

sory’’ phase is also consistent with findings in mice showing that

sensory detection of food activates agouti-related protein

(AgRP) and proopioimelanocortin (POMC) hypothalamic neu-

rons even before food is consumed (Chen et al., 2015). Collec-

tively, this pattern of activation suggests that the immediate

DA signals orosensory, homeostatic, and reinforcing features

of food perceived in the oral cavity and highlights a role for the

hypothalamus in responding to the sensory properties of foods.

Fifteen to twenty minutes after milkshake intake, we discov-

ered a delayed DA release in a different circuit including the

caudate head, pallidum, basolateral amygdala, ventral posterior

medial thalamus, anterior insula, anterior and dorsomedial pre-

frontal cortex, and lateral caudate pontine nucleus. The temporal

delay suggests that the second peak is mediated by post-inges-

tive signaling. Our finding thereby supports the current view

based on rodent studies that the nutritional value of food primar-

ily affects feeding by modulating dopaminergic pathways

through gut-derived signals also in humans. According to previ-

ous microdialysis data in mice showing calorie-dependent DA

release in the dorsal striatum after gastric infusion (Tellez et al.,

2013), we identified a strong DA signal in the caudate head

after milkshake consumption. In our data, DA release was also

evident in areas representing interoceptive signaling from

throughout the body as well as state-specific biased processing

of motivationally relevant cues (insular cortex, ventral posterior

medial thalamus, and basolateral amygdala; cf. Livneh et al.,

2017), corticopontine pathways concerned with multiple

domains of higher-order processing (dorsomedial and anterior

prefrontal cortex, lateral caudate pontine nucleus; see Schmah-

mann and Pandya, 1997), and areas associated with goal-

directed behavior and affective processing (dorsal caudate,

pallidum; Balleine et al., 2007; Delgado et al., 2004).

Collectively, these findings provide first evidence for post-

ingestive DA release in humans and stress the relevance of

higher cognitive centers in control of food intake. Furthermore,

our data support the concept that brain DA circuits serve as a

nutritional sensor and guide food control by reinforcing highly

nutritive food stimuli (Pignatelli and Bonci, 2015). In light of the

Figure 3. Delayed DA Release

(A) Twenty minutes after milkshake consumption, rDA release raised in the caudate nucleus (Cd), pallidum (external segment; GPe), anterior insular cortex (aIC),

ventral posteriormedial nucleus of the thalamus (VPM), amygdala (basolateral complex; BLA), parietal operculum (Op), anterior and dorsomedial prefrontal cortex

(aPFC and dmPFC), and lateral caudal pontine nucleus (CdlPo). The maps are thresholded at p < 0.05 (whole brain; time interval, 40–45 min) (Table 2).

(B) Correlation between the immediate difference between rDA in the milkshake and the tasteless condition (DrDA) in nucleus accumbens (Ac) correlates with

delayed DrDA in the caudate nucleus (Cd).
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Table 2. Areas Showing DA Release 20 min after Milkshake Intake

Area Hemisphere x y z

Number

of Voxels

Mean rDA

(Tasteless)

Mean rDA

(Milkshake) % Increase

puncorr

(min)

pFWE

(min)

puncorr
(Cluster)

pFWE

(Cluster)

Anterior insular cortex (aIC) left �25 23 �5 140 0.0633 ± 0.0307 0.1159 ± 0.0544 83.1 0.00214 0.41236 0.00233 0.01048a

right 31 18 �11 256 0.0865 ± 0.0418 0.1659 ± 0.0756 91.8 0.00052 0.00488a 0.00038 0.00000a

Caudate nucleus (Cd) right 11 18 9 361 0.0697 ± 0.0298 0.1232 ± 0.0540 76.7 0.00122 0.08886 0.00231 0.00031a

Operculum (Op) left �52 �29 10 759 0.0836 ± 0.0354 0.1607 ± 0.0729 92.1 0.00012 0.00002a 0.00008 0.00000a

Subthalamic nucleus (STh) right 10 �20 �4 252 0.0983 ± 0.0543 0.1719 ± 0.0785 74.8 0.00113 0.06832 0.00433 0.01952a

Nucleus accumbens (Ac) right 10 11 0 23 0.0674 ± 0.0294 0.1093 ± 0.0430 62.2 0.00122 0.08886 0.00175 0.06889

Amygdala (basolateral portion; Amg) left �34 �5 �24 379 0.0866 ± 0.0328 0.1566 ± 0.0642 80.9 0.00204 0.36735 0.00029 0.00000a

Anterior prefrontal cortex/frontal

pole (aPFC)

right 41 58 �1 303 0.0639 ± 0.0247 0.1118 ± 0.0467 74.9 0.00040 0.00205a 0.00076 0.00000a

Dorsomedial prefrontal cortex (dmPFC) left �9 50 23 232 0.0676 ± 0.0333 0.1202 ± 0.0542 77.8 0.00217 0.42912 0.00296 0.00588a

Precentral gyrus (PrG) left �46 24 28 247 0.0857 ± 0.0427 0.1501 ± 0.0729 75.1 0.00137 0.12594 0.00171 0.00042a

Central insular cortex (cIC) right 37 5 1 174 0.0831 ± 0.0376 0.1482 ± 0.0717 78.4 0.00610 1.00000 0.00623 0.16587

Substantia nigra/ventral tegmental area

(SN/VTA)

right 10 �16 �9 134 0.0950 ± 0.0543 0.1763 ± 0.0787 85.5 0.00113 0.06832 0.00270 0.02017a

Pallidum (external segment, GPe) left �25 �17 8 203 0.0734 ± 0.0352 0.1190 ± 0.0553 62.0 0.00003 0.00000a 0.00147 0.00046a

Hippocampus (Hi) right 39 �26 �17 308 0.0945 ± 0.0381 0.1647 ± 0.0619 74.3 0.00018 0.00005a 0.00011 0.00000a

left �39 �26 �10 302 0.0960 ± 0.0350 0.1591 ± 0.0674 65.6 0.00174 0.24616 0.00224 0.00062a

Thalamus (ventral posteriomedial

nucleus, VPM)

right 9 �23 �3 221 0.0978 ± 0.0541 0.1731 ± 0.0786 77.0 0.00113 0.06832 0.00381 0.01825a

Lateral caudate pontine nucleus (CdlPo) right 13 �27 �38 307 0.1405 ± 0.0652 0.2314 ± 0.0953 64.7 0.00107 0.06109 0.00102 0.00001a

ap < 0.05
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literature we review in the introduction, it is interesting that

immediate and post-ingestive response recruit anatomically

segregated structures in the striatum, highlighting different roles

in action-reward associations in decision-making and reward

dependence to continue previously rewarded behavior (Balleine

et al., 2007; Cohen et al., 2009). This mechanism is further sub-

stantiated through a correlation between delayed activation in

the caudate head and immediate activation in the nucleus ac-

cumbens, suggesting a stronger brain response to the taste of

milkshake depending on its learned nutritional value.

The desire to eat has a strong impact on food selection and

the amount of food that we eat even beyond metabolic de-

mands. We identified a set of brain regions in which DA release

was strongly correlated with the subjective desire to eat. Higher

wanting scores predicted enhanced orosensory DA release in

motivation-associated areas comprising the ACC, hippocam-

pus, and insular cortices (Murdaugh et al., 2012; Robinson

et al., 2016) and diminished post-ingestive DA release in the

putamen. Surprisingly, even irrespective of milkshake or taste-

less solution intake, DA release in the regions related to

wanting score at food intake was inversely correlated with

post-ingestive DA release in the putamen (Figure 5D). There-

fore, high desire to eat and thus high DA release in wanting-

related areas presumably inhibits post-ingestive DA release in

the putamen—a scenario illustrated in Figure 5E. A potential

interpretation for this mechanism is that wanting suppresses

satiety-related signaling, which would then lead to overcon-

sumption of highly desired food. This hypothesis, however, re-

quires further investigation.

The current findings also have high relevance for understand-

ing the obesity epidemic. Prolonged high-fat diet and compul-

sive eating as well as weakened impulse control are associated

with D2-receptor downregulation in rodents (Adams et al., 2015;

Johnson and Kenny, 2010; van de Giessen et al., 2013) and

reduced striatal activation in response to food consumption in

humans (Babbs et al., 2013; Stice et al., 2008a; Volkow et al.,

2017). Nutrient sensing in DA circuits is critical for learned food

preferences and directly involved in the initiation of feeding

motor programs (Tellez et al., 2016). Hence, post-ingestive DA

deficiency in obesity has behavioral consequences. In rodents,

it was associated with reducedmotivated food-seeking behavior

and increased preference for high caloric food (Tellez et al.,

2013). The behavioral consequences of wanting-dependent DA

release reported in our study have to be investigated in future

studies.

In conclusion, we demonstrate evidence for immediate

orosensory and delayed post-ingestive DA release in separate

neural circuits after food intake in humans at a brain systems

level. While the immediate DA response recruits specialized

orosensory integrative pathways, post-ingestive DA signaling

acts on higher cognitive centers and mediates their modulation

by the internal state of the body, stressing therefore their central

role in food intake regulation. Furthermore, we showed that DA

release in wanting-related areas at food intake mirrored subjec-

tive desire to eat and presumably inhibited post-ingestive DA

release in the putamen.

Limitations of Study
Given that the density of D2 receptors in extrastriatal regions is

only <10% of the density in the striatum, it may be questionable

if low-affinity tracers such as [11C]raclopride are able to detect

DA release outside of the striatum.However, there are two factors

that promote detection of extrastriatal DA release with the novel

method. First, the method relates relative variations of the [11C]

raclopride signal and not the absolute signal toDA release events.

By comparison of intra- and extrastriatal [11C]raclopride kinetics

and its responsiveness to minute-by-minute temporal variations

of extracellular DA concentrations, we could show, with the help

of model calculations, that although the D2 density is more than

a factor of 10 lower outside of the striatum, the amplitude of tem-

poral variations of [11C]raclopride is only a factor of 5 lower in

these regions (Lippert et al., 2018). Second, [11C]raclopride solely

responds to slow variations of extracellular DA concentrations. In

situ voltammetric recordings in the striatum of rodents indeed

show that part of the DA that diffuses into extracellular space after

phasic release is removedataminute timescale.Wehypothesized

that this slow removal rate originates from subcellular compart-

ments in the extracellular space with low density of DA trans-

porters. Extrastriatal regions have a lower density not only of DA

synapses and DA receptors but also of DA transporters.

Figure 4. Combined fMRI and PET Analysis

The fMRI-BOLD activation (red scale) overlapped with DA release (green scale) in the anterior insular cortex (aIC), substantia nigra/ventral tegmental area (SN/

VTA), and occipital cortex (OC). BOLD activation in the fMRI data occurs without overlapping primarily in the claustrum (Cl) and in the ventroanterior (VAL) and

ventral posterior medial nucleus (VPM) of the thalamus as well as in the anterior prefrontal cortex. Both maps were derived from group statistics for the contrast

milkshake-tasteless. The DA release was assessed in the early time interval (20–25 min), thresholded at p < 0.05. The fMRI map was derived from z-statics at

group level and thresholded for z > 2.3.
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Therefore, although the amount of released DA is lower in extra-

striatal regions, the major fraction is removed slowly and thereby

contributes to variations in [11C]raclopride binding. Simultaneous

voltammetry recordings of evoked striatal and cortical DA release

in rats clearly show this effect: the amplitudes of release-induced

minute-by-minute variations in extracellular DA concentrations

are of the same order of magnitude in extrastriatal regions as in

the striatum despite the difference in total amount of released

Figure 5. Measures of Wanting and DA Response

(A) Correlation between wanting ratings and the difference between immediate DA release after milkshake and tasteless solution intake (DrDA; 20–25 min) in the

anterior insular cortex (aIC), hippocampus (Hi), and anterior cingulate cortex (ACC; red; voxel-wise correlation with a threshold of p < 0.05).

(B) Correlation of the difference between delayed DA release after milkshake and tasteless solution intake (rDA; 35–40 min) in the putamen (Pu) with the wanting

score (blue; voxel-wise correlation with a threshold of p < 0.05).

(C) Post hoc analysis revealing correlations between wanting scores and DrDA in aIC, Hi, ACC, and Pu.

(D) Correlation between DA release in wanting-associated areas at stimulus delivery with post-ingestive DA release in the putamen. The correlation was sig-

nificant in both milkshake (triangle; p = 0.008, r = �0.78) and tasteless (circle; p = 0.007, r = �0.78) condition.

(E) Desire to eat is potentially linked to DA release inmotivation-associated brain areas. Post-ingestive DA release in the putamen presumably inhibits desire to eat

and hence DA release in wanting-related areas.

Cell Metabolism 29, 695–706, March 5, 2019 703



DA (Garris et al., 1993). This could explain the extrastriatal food-

induced changes of rDA that we observed here.

In the present study, a novel method for the analysis of

[11C]raclopride was applied to assess stimulus-induced DA

release in humans. The method introduces the parameter rDA,

which is directly calculated from temporal variations in the

[11C]raclopride signal, as a measure for regional DA release. In

the methodological paper we could demonstrate, with the help

of voltammetry recordings in mice, that phasic DA release sys-

tematically induces minute-by-minute variations in extracellular

DA concentrations, that these variations induce detectable vari-

ations in the [11C]raclopride signal (as measured by rDA), and

that the amplitude of these variations is proportional to the rates

of phasic DA release (Lippert et al., 2018). In order to compare

regional rDA values between subjects, it is imperative that the

PET data were acquired under similar conditions (same scanner,

specific activity of the tracer, etc.). Regarding the data shown in

Figure 5, it appears that the determination of rDA is strikingly

robust: each data point in Figure 5B indicates the difference be-

tween rDA during milkshake and tasteless solution condition in

the same region for each individual subject (9 data points, one

subject did not fill out the ‘‘wanting’’ data sheet). There was at

minimum 1 week between the two PET sessions. In the four re-

gions displayed, we found high correlations between the individ-

ualwanting scores and the individual difference of rDA. Eachdata

point in Figure 5Ddisplays rDA in thewanting-related regions (im-

mediate) and in the putamen (post-ingestive) for each individual

PET session (10 subjects * 2 sessions = 20 data points; the sub-

ject who did not fill out the ‘‘wanting’’ data sheet is also included

here). These data indicate that post-ingestive rDA is only high if

immediate rDA in wanting-related regions is low. Without

providing solid proof, these results do indicate that rDA is repro-

ducible. However, further studies are necessary to substantiate

the utility of the method for the detection of DA release.
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KEY RESOURCES TABLE

CONTACT FOR REAGENT AND RESOURCE SHARING

Further information and requests for resources should be directed to andwill be fulfilled by the LeadContact, Heiko Backes (backes@

sf.mpg.de).

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Thirteen healthy volunteers of normal weight (BMI 25.57 ± 2.41 kg/m2) participated in the study. All participants were recruited from a

preexisting database maintained at the Max Planck Institute for Metabolism Research. To follow regulations of the German radiation

protection authorities (BfS) only male participants between 40 and 70 years (age: 56 ± 9.5 years) were included in the study; also, to

fulfill legal requirements, these participants had not participated in any previous PET study. Furthermore, all participants were non-

smokers without any history of neurological, psychiatric, metabolic or eating disorders. We excluded volunteers on special diets,

showing gluten or lactose intolerance as well as those scoring on the Beck Depression Inventory (BDI II; Beck et al., 1996) higher

than 12. All volunteers participated in the fMRI part of the study. Out of these, 10 (age: 57.1 ± 10.55 years, BMI 25.73 ±

2.67 km/m2) additionally underwent two PET-measurements. In the course of the data analysis, one subject had to be excluded

from the fMRI-analysis due to incomplete data-acquisition. All subjects gave written informed consent to participate in the experi-

ment, which was approved by the local ethics committee of the Medical Faculty of the University of Cologne (Cologne, Germany;

No. 16-320).

METHOD DETAILS

Experimental Design
The study was carried out in a controlled, randomized, crossover design (Figure S1). Each volunteer participated on three testing

days starting around the same time on the testing day (either 8 a.m. or 9 a.m.). On each testing day, participants arrived fasted

with the last meal before 10 p.m. of the previous day. At the beginning of each day an intravenous catheter was inserted in the right

forearm vein. Adherence to overnight fast was controlled by sampling blood glucose and insulin level in baseline condition. To assess

metabolic changes by milkshake consumption glucose sampling was repeated after each scan. In addition, we acquired triglycer-

ides, cholesterol, cortisol as well as HbA1c levels on the first testing day in order to rule out metabolic diseases. After each blood

draw, the participants were asked to rate their hunger, satiety, thirst, tiredness as well as their wish to eat on a 100 mm visual analog

scale (0 = ‘‘not hungry/sated/tired at all’’ and 100 = ‘‘very hungry/sated/tired’’).

On the first day, participants received training for using different rating scales with imagined stimuli. For the control condition, a

solution was finally selected that the subjects indicated as tasteless during the test. Here, four different dilutions (100%, 75%,
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50% and 25%) of the original solution (25 mM potassium chloride and 2.5 mM sodium bicarbonate) were presented pairwise. The

solution selected in two successive comparisons was finally picked. Next, participants were presented four different milkshake fla-

vors (vanilla, strawberry, banana, and chocolate). Here, the two milkshakes that were rated highest on liking and wanting were finally

picked. Overall stimulus intensity as well as sweetness intensity were tested with the general labeled magnitude scale (gLMS; Bar-

toshuk et al., 2004; Green et al., 1996). Liking was rated on a vertical labeled hedonic scale (Lim et al., 2009; upper anchor point =

‘‘most liked,’’ lower anchor point = ‘‘most disliked’’) and wanting was rated on a 100 mm visual analog scale (upper anchor point = ‘‘I

don’t want to drink the solution at all,’’ lower anchor point = ‘‘I want to drink the solution very much’’). After each tasting, participants

were instructed to rinse their mouth with a glass of water and wait one minute for the next trial. Only participants that at least moder-

ately liked and wanted the milkshake were included in the study.

Subsequently, on the first testing day each chosen participant underwent fMRI acquisition. On the second and third testing day

PET Scans were performed in a randomized order with participants either receiving the chosen milkshakes or tasteless solution dur-

ing the scan.

Gustometer Setup
All participants were fitted with a custom designed Teflon mouth-piece for fluid delivery to the tongue tip that was attached to

the head-coil (64-channel head coil; Siemens, Erlangen, Germany) or to PET gantry. The gustometer consisted of four program-

mable syringe pumps (LA-100, HLL Landgraf Laborsysteme, Langenhagen, Germany), each with a 50 mL syringe (Braun, Mel-

sungen, Germany) that contained either one of the two selected milkshakes, tasteless solution or water. The syringes were con-

nected to the mouth-piece via a silicon beverage tubing (Lindemann GmbH, Helmstedt) with an inside diameter of 2 mm. The

syringe pumps were controlled by scripts written in MATLAB (The Mathworks, MATLAB version 2014b) using the psychophysics

toolbox extension (version 3.0.11; Brainard, 1997). In two 8.37 min long sessions, participants received tasteless solution and

both milkshakes in a randomized order. Each milkshake supply was followed by a water rinse. Moreover, 80% of the stimuli

were predictable by an auditory cue and 20% of the supplies appeared unpredicted. The interval between cue and stimulus

was programmed with a random exponential jitter of, on average, two seconds. Either a high tone (600 Hz) or a low tone

(300 Hz) predicted the milkshake or the tasteless solution. The association between cue and stimulus remained constant across

sessions; participants were informed about the tone-delivery association in the beginning of the scan through a standardized

instruction.

fMRI Data Acquisition
The imagingwas performed on a 3TMRI system (SiemensMagnetomPrisma, Erlangen, Germany) using a 64-channel head-coil. Two

8.37min sessions were acquired of each subject. Gradient echo-planar images (EPI) with 34 slices (voxel size: 2.8x2.8x2.8mm3, field

of view: 220 mm, 2100 ms repetition time (TR), 30 ms echo time (TE), no distance factor) were acquired parallel to the commissural

line (AC-PC) in a descending order from top to bottom. In addition, we acquired 2 short EPI-scans with 3 volumes each in opposing

phase encoding directions (Anterior-Posterior, Posterior-Anterior) for later use in distortion correction. After each fMRI block a short

anatomical scanwas acquired (MPRAGE: 30 slices, voxel size: 2x2x2mm3, field of view: 192x192mm, TR = 250ms, TE = 2,86ms, no

distance factor) for the purpose of registration to standard space (MNI). High-resolution T1-weighted images were acquired using a

12-channel array head coil with 128 sagittal slices andwhole brain coverage on a different day (MDEFT3D: TR = 1930ms, TI = 650ms,

TE = 5.8 ms, resolution 1x1x1.25 mm3, flip angle 18�).

PET Data Collection
PET imaging was acquired on a brain dedicated HRRT Siemens PET scanner. Each scan lasted 60 min. Participants were instructed

not to sleep and to lie still. We injected 220-370MBq [11C]raclopride using a programmable syringe pump (Perfusor compact, Braun,

Melsungen): 70% was applied in a bolus within the first minute, 30% was constantly infused during the remaining 59 min. To ensure

steady state and acquire dynamic PET-data, the gustometer task started 20 min after the onset of data collection and lasted 10 min.

The PET scanwas continued for 30min after task completion. Since wewanted to analyze time-dependent DA release following food

intake we performed two different PET imaging sessions with either milkshake or tasteless solution in a randomized order. Eachmilk-

shake or tasteless supply was followed by a rinse of water.

QUANTIFICATION AND STATISTICAL ANALYSIS

fMRI Analysis
The individual datasets were preprocessed before running statistical analyses using tools form the FMRIB software Library (FSL

version 5.0.8, https://fsl.fmrib.ox.ac.uk/fsl/fslwiki): time series were first re-aligned to correct for small head movements using

MCFLIRT (Jenkinson et al., 2002). Non-brain tissues were removed using an automated brain extraction tool (BET; Smith, 2002).

For distortion correction, we collected pairs of imageswith distortions going in opposite phase encoding directions. From these pairs,

the susceptibility-induced off-resonance field was estimated using the topup tool as implemented in FSL (Andersson et al., 2003).

The FEAT package within FSL was used for single- and group level analysis. Slice time correction, Gaussian smoothing with a

6 mm FWHM kernel and high pass temporal filtering (FWHM = 120 s) was performed for each session. The EPI-images were first
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registered to the individual anatomical T1-weighted scan and subsequently to theMNI-152 standard brain. Additionally, we extracted

time series of white matter in both hemispheres, and the ventricle to account for possible confounds. Since stimuli were presented

repeatedly in blocks, a block-relatedmodel was used in the GLM analysis. Predicted and unpredicted trials were collapsed. A boxcar

convolvedwith a double gamma hemodynamic response function (HRF) was used tomodel the data. To detect areas that responded

to milkshake we obtained the contrast ‘‘milkshake-tasteless’’ for each session. In the second level analysis, both sessions of each

subject were included and analyzed with a fixed effect model. On group level, we performed a mixed effect model analysis with

Bayesian estimation techniques using FLAME (FMRIB’s Local Analysis of Mixed Effects; Woolrich et al., 2009) stage 1 and 2 to

test for the average effect across the group. Age andBMI were included as covariates after demeaning. Gaussian random field theory

was applied for cluster-based correction for multiple comparisons resulting in thresholded z-score maps. Note that we only report

data that survived cluster level correction (z-threshold = 2.3, cluster significance p-threshold = 0.05, corrected) in whole brain

analysis.

PET Analysis
After correcting for attenuation and scatter, PET images were reconstructed in 12 time intervals of 5 min duration using three-

dimensional ordinary Poisson ordered subset expectation maximization (OP-3D-OSEM) including the modeling of the system’s

point spread function (PSF). Individual PET images were smoothed by application of a 10 mm Gaussian filter and co-registered

with respective T1-weighted MR image using the imaging software VINCI (Cı́zek et al., 2004). The individual MR images were

then non-linearly transformed into the stereotaxic Montreal Neurological Institute (MNI) space and the transformation matrix

was applied to the corresponding multiframe PET images (VINCI). [11C]raclopride PET data were analyzed following a newly

developed approach. Details of the method are published in a separate methodological paper (Lippert et al., 2019). In brief,

[11C]raclopride predominantly binds to extrasynaptic extracellular D2 receptors and thereby competes with endogenous extra-

cellular DA levels. We have shown that activation of DA neurons not only induces synaptic DA transmission and corresponding

extracellular DA transients (timescale �1 s), but also induces low frequency variations of DA levels in extracellular space. We

further showed that the amplitude of low and high frequency variations of DA are linearly correlated. Low frequency

variations of extracellular DA cause variations of the amount of D2 receptor-bound DA levels, which interact with the binding

of [11C]raclopride. Therefore low frequency (�minutes) variations of [11C]raclopride in tissue are related to low frequency var-

iations of DA (and also to the correlated high frequency variations) and can be used as a quantitative measure for dopaminergic

activity. The parameter rDA, which has been shown to be a measure for transient dopamine release rates, is calculated from the

[11C]raclopride PET data as

rDAijkðtnÞ= 1

R0;ijk
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with Rijk(tn) the [11C]raclopride PET signal in voxel i,j,k at time tn (Lippert et al., 2019). Calculation of dopaminergic activity (rDA)

from the [11C]raclopride data requires quasi-steady state conditions. To fulfill this prerequisite, we inject [11C]raclopride by a

bolus plus infusion method. A quasi-steady state is then reached after �15 min. After this time, the new method provides spatio-

temporal maps of rDA at a temporal resolution of 5 min and a spatial resolution of �1 mL. Note, that PET tracer delivery by a bolus

plus constant infusion method has the merit of making the PET signal insensitive to variations in blood flow (Laruelle, 2000). We

can therefore rule out that the observed alterations in the [11C]raclopride PET signal could have been caused by changes in

blood flow.

In order to identify regions with differences in rDA depending on food intake (tasteless solution or milkshake) we performed voxel-

wise paired t tests and found clusters of contiguous voxels with p(uncorrected)<0.05. Random field theory-based correction for mul-

tiple comparisons was performed by calculating the family-wise error-corrected p value for themost significant voxel for each cluster

with the whole brain as search volume (Nichols and Hayasaka, 2003). Additionally we performed family-wise error correction taking

into account the cluster extent (Friston et al., 1994).

To identify regions where rDA depends on the subjective desire to eat we performed a voxel-wise correlation analysis (Pearson)

between the change in rDA after milkshake versus tasteless solution intake (DrDA) and the wanting score. From this, clusters of

contiguous voxels with p < 0.05 were identified. The Pearson correlation coefficients and p values were then calculated for each

cluster.

Combined fMRI and PET Analysis
To identify brain areas that showed both a BOLD signal and DA release we extracted the z-statistics of group level fMRI analysis for

the contrast ‘‘milkshake-tasteless’’ and constructed an overlapmapwith the group statistics of DA release. For this comparison, only

the early time interval (0-5 min) in the PET data was selected that corresponds to the immediate response to milkshake consumption

acquired in fMRI.
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Reporting of Brain Areas
Coordinates of all brain areas that have been annotated in figures and reported in tables as results of our analysis have been carefully

compared to the atlas provided by Mai et al. (2015).

Other Statistical Analyses
The analyses of biochemical data and ratings were performed using GraphPad Prism (vers. 6.0h, GraphPad Software, San Diego

California USA, https://www.graphpad.com/).
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